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In order to manage today’s complex, multivendor network environments effectively
and to plan intelligently for the future, you will need an understanding of network
management technology and a thorough grasp of the existing and evolving standards.

SNMP (Simple Network Management Protocol) is the most widely-deployed TCP/IP
network management standard. This definitive guide is updated from the first edition
to cover the final version of SNMPv2 and the increasingly popular RMON network
management utility. It provides a comprehensive introduction to SNMP-based network
management.

You will find clear explanations of such general network management fundamentals as
performance monitoring and security control, as well as a specific introduction to
SNMP network management concepts and information. Both the SNMPv1 and
SNMPv2 protocols are described in depth. RMONZ2, the latest version of the Remote
Network Monitoring management utility, is thoroughly documented, including practi-
cal techniques for its effective application.

Geared for network designers, implementors, and system managers, the book
discusses critical design issues, explores various approaches to meeting communica-
tions requirements, and gives systems professionals the understanding they need to
evaluate specific vendors' network products.
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Preface

The relentless growth in the information-processing needs of organizations has been accompanied
both by the rapid development in computer- and data-networking technology to support those
needs and by an explosion in the variety of equipment and networks offered by vendors. Gone are
the days when an organization would rely on a single vendor and a relatively straightforward
architecture to support its needs. The world is no longer divided into the pure mainframe-based,
[BM-compatible, centralized environment and the PC-based, single-L AN-type, distributed envi-
ronment. Today’s typical organization has a large and growing but amorphous network architec-
ture, with a variety of local-area networks (LANs) and wide-area networks (WANs), supported
by bridges and routers, and a variety of distributed computing services and devices, including
PCs, workstations, and servers. And, of course, despite over two decades of premature eulogies,
the mainframe lives on in countless distributed and some centralized configurations.

To manage these systems and networks, which continue to grow in scale and diversity, a rich
set of automated network management tools and applications is needed. Fundamental to the
operation of such tools and applications in a multivendor environment are standardized tech-
niques for representing and exchanging informarion relating to network management.

In response to these needs, managers and users have turned overwhelmingly to one standard:
the Simple Network Management Protocol (SNMP) and the related Remote Network Monitor-
ing (RMON) specification. SNMP was initially specified in the late 1980s and quickly became the
standard means for multivendor network management. However, SNMP was too limited to meet
all the critical needs for network management. Two enhancements have solidified the role of
SNMP as the indispensable network management tool. First, the RMON specification, which is
built on SNMP, was released in 1991. RMON defines algorithms and data bases for managing
remote LANSs. Second, an enhanced version of SNMP, known as SNMPv2, was released in 1993.
SNMPv2 provides more functionality and greater efficiency than the original version of SNMP.

In 1996 both RMON and SNMPv2 were updated and extensively revised. This book is

based on these most recent versions.

Objective

In order to manage today’s systems effectively and to plan intelligently for the future use of net-
work management systems, the systems manager needs an understanding of the technology of
xi
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network management and a thorough grasp of the details of the existing and evolving standards.
[t is the objective of this book to fill this need.

This book provides a comprehensive introduction to SNMP-based network and inter-
network management. The first part of the book is a survey of network management technology
and techniques, to enable the reader to place the various vendor offerings into the context of his
or her requirements. The second part of the book presents the original SNMP family of standards,
which is still the most widely deployed version. The third part looks at the revised version of
RMON, which includes an update of the original RMON specification, plus RMON2, which
extends RMON functionality, The final part of the book examines SNMPv2 in detail. Through-
out, practical issues related to the use of these standards and products based on these standards

are examined.

Intended Audience

This book is intended for a broad range of readers interested in network management, including

v Students and professionals in data processing and data communications: This book is in-
tended as a basic tutorial and reference source for this exciting area.

v Network management designers and implementors: This book discusses critical design is-
sues and explores approaches to meeting communication requirements.

v Network management system customers and system managers: This book helps the reader
understand what features and structures are needed in a network management facility and
provides information about current and evolving standards to enable the reader to assess a
specific vendor’s offering.

Acknowledgments

I would like to thank the reviewers of this book, who generously provided feedback on part or all
of the manuscript: K. K. Ramakrishnan of AT&T; Russell Dietz of Technically Elite Concepts;
Ravi Prakash of FTP Software; Ole Jacobsen of Interop Company; Clif Baker of the Research
Libraries Group; Sandra Durham of Cisco; and Ian Taylor of Cygnus. In addition, the two main
authors of RMON2—Andy Bierman of Bierman Consulting, and Robin Iddon of AXON Net-
works—provided detailed reviews of the RMON material.

Also, T am grateful to the people who reviewed both the original proposal for this book and
an carly draft: Lyman Chapin of BBN; Radia Perlman of Novell; Glen Glater, Christopher
Heigham, and Peter Schmidt of Midnight Networks.




How to Read This Book

Chapter 1 provides an overview of the concepts used throughout this book and includes a
chapter-by-chapter summary. Following this introductory chapter, the book consists of four parts
and two supporting appendices. The accompanying figure (Figure P.1: A Reading Guide) provides
a suggested reading strategy for the book.

If you are unfamiliar with network management concepts, or have only a superficial under-
standing, you should read Part I (Chapters 2 and 3), which provides a basic introduction to the
fundamentals of network management technology.

SNMP was developed for use in a TCP/IP environment, and the reader unfamiliar with this
protocol suite should read Appendix A, which provides an overview. The SNMP and RMON
specifications rely heavily on the use of Abstract Syntax Notation One (ASN.1), including the
macro facility. The reader not up to speed on this notation should consult Appendix B before
proceeding.

Part 1T (Chapters 4 through 7) deals with version 1 of SNMP and related MIBs. The remain-
der of the book builds on this part.

Parts ITI and IV can be read in either order. Part ITI (Chapters 8, 9, and 10) deals with remote
monitoring (RMON), which is an important facility that can be provided with SNMP. RMON2,
discussed in Chapter 10, makes use of some of the notation from SNMPv2 in its definitions.
However, RMON?2 can be used with an SNMPv1 infrastructure and does not require implemen-
tation of SNMPv2. The few references to SNMPv2 are explained in Chapter 10 so that Part I1I
can be read independently of Part IV. Part IV (Chapters 11, 12, and 13) covers SNMP version 2
(SNMPv2).
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CHAPTER 1 Qverview

Networks and distributed processing systems are of growing importance and, indeed, have be-
come critical in the business world. Within a given organization, the trend is toward larger, more
complex networks supporting more applications and more users. As these networks grow inscale,
two facts become painfully evident:

v The network and its associated resources and distributed applications become indispensable
to the organization.

v More things can go wrong, disabling the network or a portion of the network, or degrading
performance to an unacceptable level.

A large network cannot be put together and managed by human effort alone. The com-
plexity of such a system dictates the use of automated network management tools. The urgency
of the need for such tools—and the difficulty in supplying them—is increased if the network
includes equipment from multiple vendors.

As networked installations become larger, more complex, and more heterogeneous, the cost
of network management rises. To control costs, standardized tools are needed that can be used
across a broad spectrum of product types, including end systems, bridges, routers, and telecom-
munications equipment, and that can be used in a mixed-vendor environment. In response to this
need, the Simple Network Management Protocol (SNMP) was developed to provide a tool for
multivendor, interoperable network management.

SNMP actually refers to a set of standards for network management, including a protocol,
a database structure specification, and a set of data objects. SNMP was adopted as the standard
for TCP/IP-based internets in 1989 and has enjoyed widespread popularity. In 1991 a supplement
to SNMP, known as Remote Network Monitoring (RMON), was issued; RMON extends the
capabilities of SNMP to include management of local-area networks (LANs) as well as the devices
attached to those networks. In 1993 an upgrade to SNMP, known as SNMP version 2 (SNMPv2),
was proposed; a revision of SNMPv2 was issued in 1996. SNMPv2 adds functional enhancements
to SNMP and codifies the use of SNMP on OSI-based networks. Also in 1996, RMON was ex-
tended with an addition known as RMON?2.

The bulk of this book is devoted to a study of SNMP, RMON, and SNMPv2, and to some
of the practical issues associated with each. The remainder of this chapter, and the next two,
provide an overview of network management in general.
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FIGURE 1.1 Important Network Management Features

Network Management Requirements

With any design, it is best to begin with a definition of the users’ requirements. This is certainly
true of an area as complex as network management. One way to do this is to consider the features
that are most important to the user. Figure 1.1 shows the results of a recent survey. Given the cost
of network management—and the magnitude of the task—it should be no surprise that ease of
use is by far of most critical importance to users.?

Another breakdown of users’ requirements is provided in (Terplan 1992), which lists the
following as the principal driving forces for justifying an investment in network management:

v Controlling corporate strategic assets: Networks and distributed computing resources are
increasingly vital resources for most organizations. Without effective control, these re-
sources do not provide the payback that corporate management requires.

v Controlling complexity: The continued growth in the number of network components, end
users, interfaces, protocols, and vendors threatens management with loss of control over
what is connected to the network and how network resources are used.

v Improving service: End users expect the same or improved service as the information and
computing resources of the organization grow and distribute.

v Balancing various needs: The information and computing resources of an organization must

provide a spectrum of end users with various applications at given levels of support, with
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TABLE 1.1 OSI Management Functional Areas

Fault management
The facilities that enable the detection, isolation, and correction of abnormal operation of the
OSI environment

Accounting management
The facilities that enable charges to be established for the use of managed objects and costs to
be identified for the use of those managed objects

Configuration and name management
The facilities that exercise control over, identify, collect data from, and provide data to man-
aged objects for the purpose of assisting in providing for the continuous operation of inter-
connection services

Performance management
The facilities needed to evaluate the behavior of managed objects and the effectiveness of
communication activities

Security management
The facilities that address those aspects of OSI security essential to operate OSI network
management correctly and to protect managed 01)]!.‘(.1’!:

specific requirements in the areas of performance, availability, and security. The network
manager must assign and control resources to balance these various needs.

v Reducing downtime: As the network resources of an organization become more important,
minimum availability requirements approach 100 percent. In addition to proper redundant
design, network management has an indispensable role to play in ensuring high availability
of its resources.

v Controlling costs: Resource utilization must be monitored and controlled to enable essential
end-user needs to be satisfied with reasonable cost.

While such surveys and qualitative statements are useful and can guide the designer in de-
veloping the details of a network management facility, a functional breakdown of requirements is
needed to structure the overall design process. Table 1.1 lists the key functional areas of network
management as defined by the International Organization for Standardization (ISO). Although
this functional classification was developed for the OSI environment, it has gained broad accep-
tance by vendors of both standardized and proprietary network management systems.

Fault Management

Overview
To maintain the proper operation of a complex network, a network manager must take care that
systems as a whole, and each essential component individually, are in proper working order.
When a fault occurs, it is important, as rapidly as possible, for the network manager to




OVERVIEW

1.1:1.2

1.1.2
1.1.2.1

v Determine exactly where the fault is.

v Isolate the rest of the nerwork from the failure so that it can continue to function without
interference.

v Reconfigure or modify the network in such a way as to minimize the impact of operation
without the failed component(s).

v Repair or replace the failed component(s) to restore the network to its initial state.

Central to the definition of fault management is the fundamental concept of a fault. Faults
are to be distinguished from errors. A fault is an abnormal condition that requires management
attention (or action) to repair, whereas an error is a single event. A fault is usually indicated by
the failure to operate correctly or by excessive errors. For example, if a communications line is
physically cut, no signals can get through. Or a crimp in the cable may cause wild distortions so
that there is a persistently high bit-error rate. Certain errors (e.g., a single bit error on a commu-
nication line) may occur occasionally and are not normally considered to be faults. It is usually
possible to compensate for errors using the error-control mechanisms of the various protocols.

User Requirements

End users expect fast and reliable problem resolution. Most end users will tolerate occasional
outages. When these infrequent outages do occur, however, the end user generally expects to
receive immediate notification and to have the problem corrected right away. To provide this level
of fault resolution requires very rapid and reliable fault detection and diagnostic management
functions. The impact and duration of faults can also be minimized by the use of redundant
components and alternate communication routes, to give the network a degree of “fault toler-
ance.” The fault management capability itself should be redundant to increase network reliability.

Users expect to be kept informed of the network status, including both scheduled and
unscheduled disruptive maintenance. Users expect reassurance of correct network operation
through mechanisms that use confidence tests or analyze dumps, logs, alerts, or statistics.

After correcting a fault and restoring a system to its full operational state, the fault manage-
ment service must ensure that the problem is truly resolved and that no new problems are intro-
duced. This requirement is called problem tracking and control.

As with other areas of network management, fault management should have a minimal
effect on network performance.

Accounting Management

Overview

In many corporate networks, individual divisions or cost centers, or even individual project ac-
counts, are charged for the use of network services. These are internal accounting procedures
rather than actual cash transfers, but nevertheless they are important to the participating end
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Network Management Requirements 5

users. Furthermore, even if no such internal charging is employed, the network manager needs to
be able to track the use of network resources by end user or end-user class for a number of reasons,
including the following:

v An end user or group of end users may be abusing its access privileges and burdening the
network at the expense of other end users.

v End users may be making inefficient use of the network, and the network manager can assist
in changing procedures to improve performance.

v The network manager is in a better position to plan for network growth if end-user activity
is known in sufficient detail.

User Requirements
The network manager needs to be able to specify the kinds of accounting information to be re-
corded at various nodes, the desired interval between sending the recorded information to higher-
level management nodes, and the algorithms to be used in calculating the charging. Accounting
reports should be generated under network manager control.

In order to limit access to accounting information, the accounting facility must provide the
capability to verify end users’ authorization to access and manipulate that information.

Configuration and Name Management

Overview

Modern data communication networks are composed of individual components and logical sub-
systems (e.g., the device driver in an operating system) that can be configured to perform many
different applications. The same device, for example, can be configured to act either as a router
or as an end-system node, or both. Once it is decided how a device is to be used, the configuration
manager can choose the appropriate software and set of attributes and values (e.g., a transport-
layer retransmission timer) for that device.

Configuration management is concerned with initializing a network and gracefully shutting
down part or all of the network. It is also concerned with maintaining, adding, and updating
the relationships among components and the status of components themselves during network
operation.

User Requirements
Startup and shutdown operations on a network are the specific responsibilities of configuration
management. It is often desirable for these operations on certain components to be performed
unattended (e.g., starting or shutting down a network interface unit).

The network manager needs the capability to identify the components that comprise the
network and to define the desired connectivity of these components. Those who regularly con-
figure a network with the same or a similar set of resource attributes need ways to define and

T
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modify default attributes and to load these predefined sets of attributes into the specified network
components. The network manager must be able to change the connectivity of network compo-
nents when end-users’ needs change. The reconfiguration of a network is often desired in response
to performance evaluation or in support of network upgrade, fault recovery, or security checks.

End users often need or want to be informed of the status of network resources and compo-
nents. Therefore, end users should be notified when changes in configuration occur. Configura-
tion reports can be generated either on some routine periodic basis or in response to a request for
such a report. Before reconfiguration, end users often want to inquire about the upcoming status
of resources and their attributes.

Network managers usually want only authorized end users (operators) to manage and con-
trol network operation (e.g., software distribution and updating).

Performance Management

Overview

Modern data communications networks are composed of many and varied components, which
must intercommunicate and share data and resources. In some cases, it is critical to the effective-
ness of an application that the communication over the network be within certain performance
limits.

Performance management of a computer network comprises two broad functional cate-
gories—monitoring and controlling. Monitoring is the function that tracks activities on the
network. The controlling function enables performance management to make adjustments to
improve network performance. Some of the performance issues of concern to the network man-
ager are as follows:

v What is the level of capacity utilization?

v s there excessive traffic?

v Has throughput been reduced to unacceptable levels?
v Are there bottlenecks?

v Is response time increasing?

To deal with these concerns, the network manager must focus on some initial set of resources
to be monitored in order to assess performance levels. This includes associating appropriate met-
rics and values with relevant network resources as indicators of different levels of performance.
For example, what count of retransmissions on a transport connection is considered to be a per-
formance problem requiring attention? Performance management, therefore, must monitor many
resources to provide information in determining network operating level. By collecting this infor-
mation, analyzing it, and then using the resultant analysis as feedback to the prescribed set of
values, the network manager can become more and more adept at recognizing situations indica-
tive of present or impending performance degradation.
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User Requirements

Before using a network for a particular application, an end user may want to know such things
as the average and worst-case response times and the reliability of network services. Thus perfor-
mance must be known in sufficient detail to assess specific end-user queries. End users expect
network services to be managed in a way that consistently affords their applications good re-
sponse time.

Network managers need performance statistics to help them plan, manage, and maintain
large networks. Performance statistics can be used to recognize potential bottlenecks before they
cause problems so that appropriate corrective action can be taken. For example, the network
manager can change routing tables to balance or redistribute traffic load during times of peak use
or when a bottleneck is identified by a rapidly growing load in one area. Over the long term,
capacity planning based on such performance information can indicate the proper decisions to
make, for instance, with regard to an expansion of lines in that area.

Security Management

Overview

Security management is concerned with managing information protection and access-control fa-
cilities. These include generating, distributing, and storing encryption keys. Passwords and other
authorization or access-control information must be maintained and distributed. Security man-
agement is also concerned with monitoring and controlling access to computer networks and to
all or part of the network management information obtained from the network nodes. Logs are
an important security tool, and security management is therefore very much involved with the
collection, storage, and examination of audit records and security logs, as well as with the en-
abling and disabling of these logging facilities.

User Requirements

Security management provides facilities for the protection of network resources and end-user
information. Network security facilities should be available for authorized users only. End users
want to know that the proper security policies are in force and effective and that the management
of security facilities is itself secure.

Network Management Systems

A network management system is a collection of tools for network monitoring and control that
is integrated in the following ways:

v It contains a single operator interface with a powerful but user-friendly set of commands for
performing most or all network management tasks.
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v It has a minimal amount of separate equipment. That is, most of the hardware and software
required for network management is incorporated into the existing user equipment.

A network management system consists of incremental hardware and software additions
implemented among existing network components. The software used in accomplishing the net-
work management tasks resides in the host computers and communications processors (e.g.,
front-end processors, terminal cluster controllers, bridges, and routers). A network management
system is designed to view the entire network as a unified architecture, with addresses and labels
assigned to each point and the specific attributes of each element and link known to the system.
The active elements of the network provide regular feedback of status information to the network
control center.

Network Management Configuration

Figure 1.2 suggests one possible architecture of a network management system. Each network
node contains a collection of software devoted to the network management task, referred to in
the diagram as a network management entity (NME). Each NME performs the following tasks:

v collects statistics on communications and network-related activities
v stores statistics locally
v responds to commands from the network control center, including commands to

1. transmit collected statistics to network control center

2. change a parameter (e.g., a timer used in a transport protocol)
3. provide status information (e.g., parameter values, active links)
4. generate artificial traffic to perform a test

At least one host in the network is designated as the network control host, or manager. In
addition to the NME software, the network control host includes a collection of software called
the network management application (NMA). The NMA includes an operator interface to allow
an authorized user to manage the network. The NMA responds to user commands by displaying
information and/or by issuing commands to NMEs throughout the network. This communica-
tion is carried out using an application-level network management protocol that employs the
communications architecture in the same fashion as any other distributed application.

Other nodes in the network that are part of the network management system include an
NME that responds to requests from a manager system. The NME in such managed systems is
generally referred to as an agent module, or simply an agent. Agents are implemented in end
systems that support end-user applications as well as nodes that provide a communications ser-
vice, such as front-end processors, cluster controllers, bridges, and routers.

Several observations are in order:




Network control
host (manager)

.

NMA

NME

Appl

Comm

oS

Workstation
(agent)

A

NME Appl

Comm

FIGURE 1.2  Elements of a Network Management System

(O

Network Management Systems 9

NMA
NME

Appl
Comm

oS

Server
(agent)

NME Appl

Comm

0S

Router
(agent)

NME

Comm

oS

= network management application
network management entity

application

communications software

operating system

I. Since the network management software relies on the host operating system and on the

communications architecture, most offerings to date are designed for use on a single vendor’s

equipment. Recent years have seen the emergence of standardized network management

systems designed to manage a multiple-vendor network.

2. As depicted in Figure 1.2, the network control host communicates with and controls the

NME:s in other systems.

3. For maintaining high availability of the network management function, two or more net-

work control hosts are used. In normal operation, one of the centers is idle or simply col-

lecting statistics, while the other is used for control. If the primary network control host

fails, the backup system can be used.
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1.2.2.1

1.2.2.2

OVERVIEW

Network Management Software Architecture

The actual architecture of the network management software in a manager or agent varies greatly,
depending on the functionality of the platform and the derails of the network management capa-
bility. Figure 1.3 presents a generic view of such an architecture. The software can be divided into
three broad categories:

v user presentation software
v network management software

v communications and database support software

User Presentation Software

Interaction between a user of network management and the network management software takes
place across a user interface. Such an interface is needed in any manager system, to allow a user
to monitor and control the network. It may also be useful to have such an interface in some agent
systems for the purposes of testing and debugging and also to allow some parameters to be viewed
or set locally.

The key to an effective network management system is a unified user interface. The interface
should be the same at any node, regardless of vendor. This allows a user to manage a hetero-
geneous configuration with a minimum of training,.

One danger in any network management system is information overload. It is possible to
instrument a configuration so that a tremendous amount of information is available to the net-
work management user. Presentation tools are needed to organize, summarize, and simplify this
information as much as possible. Ideally, the emphasis will be on graphical presentations rather
than textual or tabular outputs.

Network Management Software

The software that specifically provides the network management application may be very simple,
as in the case of SNMP, or very complex, as in the case of OSI systems management. The central
box in Figure 1.3 shows a rather complex structure that reflects the architecture of OSI systems
management and also suggests a typical proprietary network management system.

The network management software in the figure is organized into three layers. The top layer
consists of a collection of network management applications that provide the services of interest
to users. For example, these applications could correspond to the OSI management functional
areas: fault management, accounting management, configuration management, performance
management, and security management. Each application covers a broad area of network man-
agement and should exhibit consistency over various types of configurations, although there may
be detailed differences depending on the nature of the network facility (e.g., LAN, WAN, T1
multiplexer network).

The small number of network management applications is supported by a larger number
of application elements. These are modules that implement more primitive and more general-
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FIGURE 1.3  Architectural Model of a Network Management System

purpose network management functions, such as generating alarms or summarizing data. The
application elements implement basic tools that are of use to one or more of the network manage-
ment applications. Organizing the software in terms of applications and application elements
follows traditional modular design principles and enables a more efficient implementation to be
developed based on software reuse.
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The lowest level of management-specific software is a network management data transport
service. This module consists of a network management protocol used to exchange management
information among managers and agents and a service interface to the application elements. Typi-
cally, the service interface provides very primitive functions, such as get information, set parame-

ters, and generate notifications.

Network Management Support Software
To perform its intended functions, network management software needs access to a local man-
agement information base (MIB) and to remote agents and managers. The local MIB at an agent
contains information of use to network management, including information that reflects the con-
figuration and behavior of this node, and parameters that can be used to control the operation of
this node. The local MIB at a manager contains such node-specific information as well as sum-
mary information about agents under the manager’s control. The MIB access module includes
basic file management software that enables access to the MIB. In addition, the access module
may need to convert from the local MIB format to a form that is standardized across the network
management system.

Communications with other nodes (agents and managers) are supported by a communica-
tions protocol stack, such as OSI or the TCP/IP stack. The communications architecture thus
supports the network management protocol, which is at an application level.

Distributed Network Management

The configuration depicted in Figure 1.2 suggests a centralized network management strategy,
with a single network control center and perhaps a standby center. This is the strategy that
both mainframe vendors and information system executives have traditionally favored. A cen-
tralized network management system implies central control. This makes sense in a mainframe-
dominated configuration, where the key resources reside in a computer center and service is
provided to remote users. The strategy also makes sense to managers responsible for the total
information system assets of an organization. A centralized network management system enables
the manager to maintain control over the entire configuration, balancing resources against needs
and optimizing the overall utilization of resources.

However, just as the centralized computing model has given way to a distributed computing
architecture, with applications shifted from data centers to remote departments, network man-
agement is also becoming distributed. The same factors come into play: the proliferation of low-
cost, high-power PCs and workstations; the widespread use of departmental LANSs; and the need
for local control and optimization of distributed applications.

A distributed management system replaces the single-network control center with inter-
operable workstations located on LANs distributed throughout the enterprise. This strategy gives

departmental-level managers, who must watch over downsized applications and PC LANS,
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the tools they need to maintain responsive networks, systems, and applications for their local
end users. To prevent anarchy, a hierarchical architecture is typically used, with the following
elements:

v Distributed management stations are given limited access for network monitoring and con-
trol, usually defined by the departmental resources they serve.

v One central workstation, with a backup, has global access rights and the ability to manage
all network resources. It can also interact with less-enabled management stations to monitor
and control their operations.

While maintaining the capacity for central control, the distributed approach offers a number
of benefits:

1. Network management traffic overhead is minimized. Much of the traffic is confined to the
local environment,

2. Distributed management offers greater scalability. Adding additional management capabil-
ity is simply a matter of deploying another inexpensive workstation at the desired location.

3. The use of multiple networked stations eliminates the single point of failure that exists with
centralized schemes.

Figure 1.4 illustrates the basic structure used for most distributed network management
systems now on the market. The management clients are found closest to the users. These clients
give the user access to management services and information and provide an easy-to-use graphical
user interface. Depending on access privileges, a client workstation may access one or more
management servers. The management servers are the heart of the system. Each server supports
a set of management applications and a management information base (MIB). They also store
common management-data models and route management information to applications and cli-
ents. Those devices to be managed that share the same network management protocol as the
management servers contain agent software and are managed directly by one or more manage-
ment servers. For other devices, management servers can reach the resources only through a
vendor-specific element manager, or proxy. The concept of a proxy is explored in the next
subsection.

The flexibility and scalability of the distributed management model are evident from Fig-
ure 1.4. As additional resources are added to the configuration, each is equipped with agent soft-
ware or linked to a proxy. In a centralized system, this growth might eventually overwhelm a
central station. But in a distributed system, additional management servers and client work-
stations can be added to cope with the extra resources. Furthermore, the growth of the overall
configuration will occur in a structured way (e.g., adding an additional LAN with a number of
attached PCs); the growth of the management system mirrors this underlying resource growth,
with servers and clients added where the new resources are located.
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FIGURE 1.4 Typical Distributed Management System Architecture
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Proxies

The configuration of Figure 1.2 suggests that each component that is of management interest
includes a network management entity, with common network management software across all
managers and agents. In an actual configuration, this may not be practical or even possible. For
example, the configuration may include older systems that do not support the current network
management standards, small systems that would be unduly burdened by a full-blown NME im-
plementation, or components such as modems and multiplexers that do not support additional
software.

To handle such cases, it is common to have one of the agents in the configuration serve as a
proxy for one or more other nodes. We will have more to say about proxies in Part II, but for now
we provide a brief introduction to the concept. When an agent performs in a proxy role, it acts
on behalf of one or more other nodes. A network manager that wishes to obtain information from
or control the node communicates with the proxy agent. The proxy agent then translates the
manager’s request into a form appropriate for the target system and uses an appropriate network
management protocol to communicate with the target system. Responses from the target system
back to the proxy are similarly translated and passed on to the manager.

Figure 1.5 illustrates a structured architecture that enables a management application to
manage a proprietary resource through standard operations and event reports that are translated
by the proxy system into proprietary operations and event reports. In this case, a remote pro-
cedure call (RPC) mechanism is used. The RPC mechanism is frequently found with distri-
buted systems software and provides a flexible and easy-to-use facility for supporting the proxy
function.

e - ~
Management Proprietary management
i Proxy manager .
application interface
N ey 2 E
A

Client Server Client proxy Server proxy

stub stub stub stub
; _________ ] | :' e ik e e | T T T T T T [~ :' Y SR e P I
i Protocol | | i | Protocol i ' Protocol H | Protocol I
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__________ ZEA LS S i RSl i o e Ly Fees A S

Standard operations Proprietary operations
and event reports and event reports

FIGURE 1.5 Proxy Manager Architecture
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1.3

1.3.1

1:3.2

1.3.3

1.3.4

Outline of the Book

This chapter serves as an introduction to the entire book. A brief synopsis of the remaining chap-

ters follows.

Chapter 2 Network Monitoring

Fundamental to network management is the ability to gather information about the status and
behavior of the networked configuration, which is the function of network monitoring. Indeed,
many network management systems provide only a network-monitoring capability. This chapter
examines the basic architectural and design issues of network monitoring and then looks at three
specific areas: performance monitoring, fault monitoring, and accounting monitoring.

Chapter 3 Network Control

A complete network management system will include the capability of controlling a configuration
as well as monitoring it. Chapter 3 examines the basic mechanisms of network control and then
looks at two aspects of network control: configuration control and security control.

Chapter 4 SNMP Network Management Concepts

A network management framework for TCP/IP-based internets has been developed and standard-
ized for use in conjunction with the TCP/IP protocol suite. The framework includes the Simple
Network Management Protocol (SNMP), a structure of management information, and a man-
agement information base. This chapter provides an overview of the concepts that underlie SNMP
and the related standards.

Chapter 5 SNMP Management Information

Management information accessible via SNMP is maintained in a management information base
(MIB) at each manager and agent node. This chapter summarizes the structure of SNMP manage-
ment information, which consists of a simple, hierarchical structure of objects. Each object rep-
resents some attribute of a managed resource. The chapter looks at the formal methods for
defining and representing management information and examines some of the practical issues in

the use of such information in a multivendor, interoperable environment.
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Chapter 6 Standard MIBs

Chapter 6 examines MIB-II, which is a structured set of standard objects that includes many of
the objects commonly required in an SNMP-based network management system. It also describes
the important Ethernet interface MIB, which along with MIB-IL, is an Internet standard.

Chapter 7 Simple Network Management Protocol (SNMP)

This chapter reviews the basic principles of operation of SNMP. Then the protocol specification
itself is examined in detail. The chapter also discusses the type of transport-level service that may
be used to support SNMP and looks at the MIB objects used to monitor and manage the opera-
tion of the protocol itself.

Chapter 8 Remote Monitoring: Statistics Collection

A network management system is concerned not only with the status and behavior of individual
nodes on a network, but also with the traffic on the network itself. “Remote monitoring” refers
to the monitoring of a network by one of the nodes on the network, for the purposes of network
management. In the context of SNMP, a remote monitoring (RMON) MIB has been defined. The
RMON MIB specifies the information that is to be collected and stored by a remote monitor, The
specification also defines the functionality of the monitor and the functionality of the manager—
fimonitor interaction. Chapter 8 introduces the fundamental concepts of RMON and then ex-
amines those elements of the RMON MIB that are principally concerned with statistics collection.

Chapter 9 Remote Network Monitoring: Alarms and Filters

Chapter 9 completes the discussion of the original RMON with a look at those elements associ-
ated with generating alarms on the basis of specified events and with filtering and capturing
packet traffic. The chapter also looks at some of the practical issues involved in the use of RMON
in a multivendor, interoperable environment.

Chapter 10  RMON2

This chapter examines the recent extension of the RMON MIB to encompass a broader range of
managed objects. This extension of RMON, known as RMON2, focuses on traffic and address-
ing at protocol layers above the medium access-control (MAC) layer, with emphasis on IP traffic
and application-level traffic.
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Chapter 11  SNMPv2: Management Information

As its name suggests, SNMP provides a simple facility for network management, one that is easy
to implement and should consume minimal processing resources. Many users of SNMP have felt
the need for a more powerful and comprehensive facility, without going to the full-blown capa-
bility represented by OSI systems management. In response to this need, version 2 of SNMP
(SNMPv2) was developed. SNMPv2 provides functional enhancements to SNMP as well as fea-
tures that improve the efficiency of SNMP operation. This chapter examines the management
information aspects of SNMPv2,

Chapter 12 SNMPv2: Protocol

This chapter provides a description of the SNMPv2 protocol, followed by a discussion of trans-
port mappings defined for SNMPv2. Finally, the chapter examines strategies for the coexistence
of SNMPv2 and SNMPv1 entities on the same network.

Chapter 13 SNMPv2: MIBs and Conformance

We begin this chapter with a description of the SNMPv2 MIB, which instruments both SNMPv2
and SNMPv1. Next conformance statements are examined; these are used to specify confor-
mance requirements for standardized MIBs and to enable vendors to document the scope of their
implementation. Finally, the chapter discusses the MIB extensions to the interfaces group, which
are defined using SNMPv2 SMI and depend on some of the protocol features of SNMPv2.

Appendix A The TCP/IP Protocol Suite

This appendix summarizes the TCP/IP protocol suite, including the protocol architecture and
each layer of the architecture.

Appendix B Abstract Syntax Notation One (ASN.1)

ASN.1 is the language used to define the syntax of objects in the management information base
for both the SNMP family and OSI systems management. In addition, the syntax of application-
level protocol data units for both the SNMP family and OSI systems management is defined using

ASN. 1. The basic elements of ASN.1 and examples of its use are provided in this appendix.
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EEECIMN [NTERNET RESOURCES

It is the author’s hope that this book will serve both as a tutorial for learning about the field of
network management and as a reference for help on a specific topic. However, with the rapid
changes taking place in both the technology and the standards for this field, no book can hope to
stand alone for very long. The reader who is truly interested in this field will need to invest a
certain amount of time keeping up with new developments. One of the best ways is through the
Internet.

1A.1 Electronic Mailing Lists

A useful way to track developments in a particular area—and a forum for getting answers to
questions—is to join an electronic mailing list. A mailing list is really nothing more than an alias
that has multiple destinations. Mailing lists are usually created to discuss specific topics. Anyone
interested in that topic may join that list.

A number of mailing lists are available on the Internet. Anyone directly connected to the
Internet can participate in the Internet mailing lists. There are several common ways of joining a
mailing list, as described below. Once you have been added to a list, you will receive a copy of
every message posted to the list. If you wish to ask a question or respond to someone else’s ques-
tion, send a message to the list address. Your message will be posted to the list. As a member of
the list, you will receive a copy of the message, which serves as a check that the message was
posted.

Mailing lists should not be abused, since excessive messages clog the Internet and the mail-
box of every member of the list. On the other hand, don’t hesitate to ask even elementary ques-
tions that you can’t answer yourself with the aid of available documentation. Generally, someone
will take the time to answer.

For the purposes of this discussion, the following are noteworthy mailing lists:

v SNMP mailing list: This list serves as a discussion of topics related to SNMP. Currently,
this is a very active list, covering details of existing SNMP implementations as well as
questions about the SNMP standards. To subscribe, send an email message with the sub-
ject “subscribe” and a body containing your preferred email address to snmp-
request@psi.com. Mailing address for messages: snmp@psi.com.

v RMON mailing list: This mailing list is devoted to the RMON (remote monitoring) portion
of SNMP. To subscribe, send a message to “Majordomo@ecisco.COM" with a body of
“subscribe rmonmib " . Mailing address for messages: rmonmib@ecs . hme. edu.

Important note: Do NOT send a subscription request to the mailing list itself (i.e., a
subscribe message to snmp@psi.com). Such an action (1) will not get you on the




20 OVERVIEW
list and (2) annoys the current subscribers who are forced to look at a futile attempt on your part
to join them. By the same token, don’t attempt to unsubscribe by sending the request to the
mailing list.

1A.2 USENET News Groups

Another handy way to track developments and get questions answered is USENET, which is a
collection of electronic bulletin boards that work in much the same way as the Internet mailing
lists. If you subscribe to a particular news group, you will receive all messages posted to that
group, and you may post a message that will be available to all subscribers. The differences be-
tween USENET and Internet mailing lists have to do with the mechanics of the systems. USENET
is actually a distributed network of sites that collect and broadcast news group entries. To access
a news group, for read or write, one must have access to a USENET node. Such nodes are acces-

sible over the Internet, and in a variety of other ways.

News groups that are relevant to the topic of this book include

comp.protocols.snmp: Discusses topics related to SNMP
info.snmp: a mirror of the SNMP mailing list

comp.dcom.net-management: discusses network management topics

1A.3 Web Sites

The World Wide Web is the most convenient way of gathering information via the Internet. Useful
Web sites for SNMP and nerwork management include

v http://smurfland.cit.buffalo.edu /NetMan /index.html: a good overall

site for information on network management topics. This site has links to many of the ven-
dors who offer SNMP, RMON, and other network management products (Figure 1.6).

http://snmp.cs.utwente.nl /General /snmp.html: known as “The Simple
Web” site. It is a good source of information on SNMP, including pointers to many public-

domain implementations (Figure 1.7).

http://www.nmf.org: the home page for the Network Management Forum (NMF), a
nonprofit organization whose members are vendors, customers, and others concerned with
standardizing network management protocol and services. Although the original focus of
the NMF was OSI network management, it has since expanded its charter to include the
promotion of SNMP-based products and solutions (Figure 1.8).
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Welcome to the
N M F Network Management Forum!

o What's New

‘ )

Members ONLY

O A Private Home Page and FTP Site for NMF Members Only!!
£ NMF's Communications Management Forum and Expo - Spring 96

U A Password is required...Click here to contact the NMF for your Password

o About the NMF

4
RY Guidebooks and Specifications

[ Download the new OMNIPoint 2 Solution and Component Sets!!

You can reach the NM Forum in the U.S.A. and Europe at:

LISA\ EUROPE
NMF NMF
1201 Mt. Kemble Avenue

: 67 Corder Road
Morristown, NJ USA 07960 s
Phone: +1 201-425-1900 Ipswich, Suffolk IP4 2XB ENGLAND

Fax: +1 201-425-1515 Phone: +44-1473-288595

Email; info-request@nmf.org. Fax: 44-14735-288305

About the NMF Web Site: The NMF Web Site was established based on the Netscape 1.1 browser.

Please excuse any anomalies or abnormalties you may experience when accessing the NMF Web Site
with a browser other than Netscape.

This page, and all contents, are Copyright (C) 1996 by Network Management Forum, Morristown, NJ,
USA.

FIGURE 1.8 The Network Management Forum Web Site (http:// www.nmf.org)
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1A.4 Errata

As soon as any typos or other errors are discovered, an errata list for this book will be available
at my web site at http: // www.shore.net /~ws /welcome.html. The file will be updated
as needed. Please send any errors that you spot to me at ws@shore.net.

Errata sheets for all of my other books are at the same web site, as well as a discount order

form for the books.

Notes

1. Source: International Data Corp., May 1992.
In this chapter, the term user refers to the user of a network management system or appli-
cation. The user of the network, computers, and other applications as a whole is referred to

(o]

as an end user.
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The network-monitoring portion of network management is concerned with observing and ana-
lyzing the status and behavior of the end systems, intermediate systems, and subnetworks that
make up the configuration to be managed.

(Chiu and Sudama 1992) suggest that network monitoring consists of three major design
areas:

v access to monitored information: how to define monitoring information, and how to get
that information from a resource to a manager

v design of monitoring mechanisms: how best to obtain information from resources

v application of monitored information: how the monitored information is used in various
management functional areas

The first section in this chapter deals with the first two items in the preceding list, by exam-
ining some of the general design considerations for a network-monitoring system, The remainder
of the chapter deals with network-monitoring applications. Network monitoring encompasses all
five of the functional areas listed in Table 1.1. In this chapter we focus on the three functional
areas that generally are most important for network monitoring: performance monitoring, fault
monitoring, and accounting monitoring.

2.1 Network-Monitoring Architecture

Before considering the design of a network-monitoring system, it is best to consider the type of
information that is of interest to a network monitor, Then we can look at the alternatives for
configuring the network-monitoring function.

2.1.1 Network-Monitoring Information

The information that should be available for network monitoring can be classified as follows:

v static: This is information that characterizes the current configuration and the elements in
the current configuration, such as the number and identification of ports on a router. This
information will change only infrequently.

27
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NETWORK MONITORING

MANAGEMENT INFORMATION BASE

Call Blocked Packet Loss

Statistical
data base
Time Delay Throughput
Abstraction of state
and event variables
. State_Variable
Dynamic
data base

Event_Variable

Sensor activation and
data collection

Sensor data base

Switch_Server Status_Sensor

Buffer

Source

Server Derived Status_Sensor

Station_ Info

Switch Buffer
Switch Source

Event_Sensor

Configuration data base

Static data base

FIGURE 2.1  Organization of a Management Information Base

v dynamic: This information is related to events in the network, such as a change of state of a
protocol machine or the transmission of a packet on a network.

v statistical: This is information that may be derived from dynamic information, such as the
average number of packets transmitted per unit time by an end system.

An example of such an information structure, for use in monitoring a real-time system, is
suggested in (Mazumdar and Lazar 1991). In this scheme, the static data base has two major
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components: a configuration data base with basic information about the computer and network-
ing elements, and a sensor data base, with information about sensors used to obtain real-time
readings. The dynamic data base is primarily concerned with collecting information about the
state of various network elements and events detected by the sensors. The statistical data base
includes useful aggregate measures. Figure 2.1 suggests the relationships among these
components.

The nature of the monitored information has implications for where it is collected and stored
for purposes of monitoring. Static information is typically generated by the element involved.
Thus, a router maintains its own configuration information. This information can be made avail-
able directly to a monitor if the element has the appropriate agent software. Alternatively, the
information can be made available to a proxy that in turn will make it available to a monitor.

Dynamic information, too, is generally collected and stored by the network element respon-
sible for the underlying events. However, if a system is attached to a LAN, then much of its
activity can be observed by another system on the LAN. The term “remote monitor” refers to a
device on a LAN that observes all of the traffic on the LAN and gathers information about that
traffic. For example, the total number of packets issued by an element on a LAN could be recorded
by the element itself or by a remote monitor that is listening on the same LAN. Some dynamic
information, however, can be generated only by the element itself, such as the current number of
network-level connections.

Statistical information can be generated by any system that has access to the underlying
dynamic information. The statistical information could be generated back at the network monitor
itself. This would require that all of the “raw™ data be transmitted to the monitor, where it would
be analyzed and summarized. If the monitor does not need access to all of the raw data, then
monitor processing time and network capacity could be saved if the system that holds the dy-
namic data does the summarization and sends the results to the monitor.

Network-Monitoring Configurations

Figure 2.2, based on a depiction in (Chiu and Sudama 1992), illustrates the architecture for net-
work monitoring in functional terms. Part (a) of the figure shows the four major components of
a network-monitoring system:

v monitoring application: This component includes the functions of network monitoring that
are visible to the user, such as performance monitoring, fault monitoring, and accounting
monitoring.

v manager function: This is the module at the network monitor that performs the basic moni-
toring function of retrieving information from other elements of the configuration.
v agent function: This module gathers and records management information for one or more

network elements and communicates the information to the monitor.

v managed objects: This is the management information that represents resources and their
activities.
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FIGURE 2.2 Functional Architecture for Network Monitoring

It is useful to highlight an additional functional module concerned with statistical informa-
tion (Figure 2.2, part (b)):

v Monitoring agent: This module generates summaries and statistical analyses of management
information. If remote from the manager, this module acts as an agent and communicates
the summarization information to the manager.

These functional modules may be configured in a number of ways. The station that hosts the
monitoring application is itself a network element and subject to monitoring. Thus, the network
monitor generally includes agent software and a set of managed objects (Figure 2.3 (a)). In fact,
it is vital to monitor the status and behavior of the network monitor to assure that it continues to
perform its function and to assess the load on itself and on the network. One key requirement is
that the network management protocol be instrumented to monitor the amount of network man-
agement traffic into and out of the network monitor.

Figure 2.3 (b) illustrates the most common configuration for monitoring other network ele-
ments. This configuration requires that the manager and agent systems share the same network
management protocol and MIB (management information base) syntax and semantics.

A network-monitoring system may also include one or more agents that monitor traffic on




(c) External monitor

FIGURE 2.3 Network-Monitoring Configurations

Network-Monitoring Architecture 31
Monitoring
Monitoring application
application
FE Manager
Manager function
function
Agent
function Subnetwork
or internet
Managed
objects
(a) Managed resources in
manager system Agept
function
Managed
objects
(b) Resources in agent system
Monitoring Monitoring
application application
Manager Manager
function function
Subnetwaork Subnetwork
or internet or internet
Agent Agent
function function
T observed T
traffic LAN

(d) Proxy monitor agent




32

213

NETWORK MONITORING

a network. These are often referred to as external monitors or remote monitors; the configuration
is depicted in Figure 2.3 (c).

Finally, as was discussed in Section 1.2.4, for network elements that do not share a com-
mon network management protocol with the network monitor, a proxy agent is needed (Fig-

ure 2.3 (d)).

Polling and Event Reporting

Information that is useful for network monitoring is collected and stored by agents and made
available to one or more manager systems. Two techniques are used to make the agent informa-
tion available to the manager: polling and event reporting.

Polling is a request—response interaction between a manager and agent. The manager can
query any agent (for which it has authorization) and request the values of various information
elements; the agent responds with information from its MIB. The request may be specific, listing
one or more named variables. A request may also be in the nature of a search, asking the agent to
report information matching certain criteria, or to supply the manager with information about
the structure of the MIB at the agent. A manager system may use polling to learn about the
configuration it is managing, to obtain periodically an update of conditions, or to investigate an
area in detail after being alerted to a problem. Polling is also used to generate a report on behalf
of a user and to respond to specific user queries.

With event reporting, the initiative is with the agent and the manager is in the role of a
listener, waiting for incoming information. An agent may generate a report periodically to give
the manager its current status. The reporting period may be preconfigured or set by the manager.
An agent may also generate a report when a significant event (e.g., a change of state) or an unusual
event (e.g., a fault) occurs. Event reporting is useful for detecting problems as soon as they occur.
It is also more efficient than polling for monitoring objects whose states or values change rela-
tively infrequently.

Both polling and event reporting are useful, and a network-monitoring system will typically
employ both methods. The relative emphasis placed on the two methods varies greatly in different
systems. Telecommunications management systems have traditionally placed a very high reliance
on event reporting. In contrast, the SNMP approach puts very little reliance on event reporting.
OSI systems management tends to fall somewhere between these extremes. However, both SNMP
and OSI systems management, as well as most proprietary schemes, allow the user considerable
latitude in determining the relative emphasis on the two approaches. The choice of emphasis
depends on a number of factors, including the following;:

v the amount of network traffic generated by each method

v robustness in critical situations

<

the time delay in notifying the network manager

v the amount of processing in managed devices
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v the tradeoffs of reliable versus unreliable transfer
v the network-monitoring applications being supported

v the contingencies required in case a notifying device fails before sending a report

Performance Monitoring

Performance Indicators

An absolute prerequisite for the management of a communications network is the ability to mea-
sure the performance of the network, or performance monitoring. We cannot hope to manage
and control a system or activity unless we can monitor its performance. One of the difficulties
facing the network manager is in the selection and use of the appropriate indicators that measure
the network’s performance. Among the problems that may appear are the following:

v There are too many indicators in use.

v The meanings of most indicators are not yet clearly understood.

v Some indicators are introduced and supported by some manufacturers only.

v Most indicators are not suitable for comparison with each other.

v Frequently, the indicators are accurately measured but incorrectly interpreted.

v In many cases, the calculation of indicators takes too much time, and the final results can
hardly be used for controlling the environment.

In this section, we give some general ideas of the types of indicators that are useful for net-
work management. These fall into two categories: service-oriented measures and efficiency-
oriented measures; Table 2.1, based on (Terplan 1992), gives a breakdown of major indicators in
each category. The principal means of judging that a network is meeting its requirements is that
specified service levels are maintained to the satisfaction of the users. Thus, service-oriented indi-
cators are of the highest priority. The manager is also concerned with meeting these requirements
at minimum cost, hence the need for efficiency-oriented measures.

Availability

Availability can be expressed as the percentage of time that a network system, component, or

application is available for a user. Depending on the application, high availability can be signifi-

cant. For example, in an airline reservation network, a one-minute outage may cause $10,000 in

losses; in a banking network, a one-hour outage may introduce losses in the millions of dollars.
Availability is based on the reliability of the individual components of a network. Reliability

is the probability that a component will perform its specified function for a specified time under
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RFC Date Title
PROPOSED STANDARDS
1239  June 1991 Reassignment of Experimental MIBs to Standard MIBs
1253 August 1991 OSPF Version 2 Management Information Base
1315  April 1992 Management Information Base for Frame Relay DTEs
1354  July 1992 [P Forwarding Table MIB
1381 November 1992 SNMP MIB Extension for X.25 LAPB
1382 November 1992 SNMP MIB Extension for the X.25 Packet Layer
1406 January 1993 DS1 Interface Type MIB
1407  January 1993 DS3 Interface Type MIB
1414  February 1993  Identification MIB
1418 March 1993 SNMP over OSI
1419 March 1993 SNMP over AppleTalk
1420 March 1993 SNMP over IPX
1461 May 1993 SNMP MIB Extension for Multiprotocol Interconnect over X.25
1471  June 1993 Definitions of Managed Objects for the Link Control Protocol
of PPP
1472 June 1993 Definitions of Managed Objects for the Security Protocols of PPP
1473 June 1993 Definitions of Managed Objects for the I[P Network Control Proto-
col of PPP
1474  June 1993 Definitions of Managed Objects for Bridge Network Control Proto-
col of PPP
1512 September 1993 FDDI MIB
1514 September 1993  Host Resources MIB
1515 September 1993  Definitions of Managed Objects for IEEE 802.3 MAUs
1525 September 1993  Definitions of Managed Objects for Source Routing Bridges
1565 January 1994 Network Services Monitoring MIB
1566  January 1994 Mail Monitoring MIB
1567 January 1994 X.500 Directory Monitoring MIB
1573  January 1994 Extensions to the Generic-Interface MIB
1595 March 1994 Definitions of Managed Objects for the SONET/SDH Interface Type
1604 March 1994 Definitions of Managed Objects for Frame Relay Service
1611 March 1994 DNS Server MIB Extensions
1612 March 1994 DNS Resolver MIB Extensions
1628 March 1994 UPS MIB
1665 July 1994 Definitions of Managed Objects for SNA NAUs
1695  August 1994 Definitions of Managed Objects for ATM Management Version 8.0
1696  August 1994 Modem MIB
1697  August 1994 Relational Database Management System MIB
1742  January 1995 Appletalk MIB
1747  January 1995 SDLC MIB
1749 December 1994  IEEE 802.5 MIB
March 1995 Printer MIB
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Management Information Base for Network Management of TCP/IP-based Internets:
MIB-II (RFC 1213): describes the managed objects contained in the MIB

Simple Network Management Protocol (RFC 1157): defines the protocol used to manage
these objects

The remaining RFCs listed in Table 4.1 define various extensions to the SMI or MIB.

Basic Concepts

Network Management Architecture

The model of network management that is used for TCP/IP network management includes the
following key elements:

management station
management agent
management information base

network management pl‘()l’()i.‘(}l

The management station is typically a stand-alone device, but it may be a capability imple-

mented on a shared system. In either case, the management station serves as the interface for the
human network manager into the network management system. At a minimum, the management
station will have

a set of management applications for data analysis, fault recovery, and so on
an interface by which the network manager may monitor and control the network

the capability of translating the network manager’s requirements into the actual monitoring
and control of remote elements in the network

a data base of information extracted from the MIBs of all the managed entities in the
network

Only the last two elements are the subject of SNMP standardization.
The other active element in the network management system is the management agent. Key

platforms, such as hosts, bridges, routers, and hubs, may be equipped with SNMP agents so that
they may be managed from a management station. The management agent responds to requests
for information and actions from the management station and may asynchronously provide the
management station with important but unsolicited information.

Resources in the network may be managed by representing these resources as objects. Each

object is, essentially, a data variable that represents one aspect of the managed agent. The collec-
tion of objects is referred to as a management information base (MIB). The MIB functions as a
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collection of access points at the agent for the management station. These objects are standardized
across systems of a particular class (e.g., a common set of objects is used for the management of
various bridges). A management station performs the monitoring function by retrieving the value
of MIB objects. A management station can cause an action to take place at an agent or can change
the configuration settings at an agent by modifying the value of specific variables.

The management station and agents are linked by a network management protocol. The
protocol used for the management of TCP/IP networks is the Simple Network Management Pro-
tocol (SNMP), which includes the following key capabilities:

v get: enables the management station to retrieve the value of objects at the agent
v set: enables the management station to set the value of objects at the agent

v trap: enables an agent to notify the management station of significant events

The standards do not specify the number of management stations or the ratio of manage-
ment stations to agents. In general, it is prudent to have at least two systems capable of performing
the management station function, to provide redundancy in case of failure. The other issue is the
practical one of how many agents a single management station can handle. As long as SNMP
remains relatively “simple,” that number can be quite high, certainly in the hundreds.

Network Management Protocol Architecture

SNMP was designed to be an application-level protocol that is part of the TCP/IP protocol suite.
It is intended to operate over the User Datagram Protocol (UDP).? Figure 4.1 suggests the typical
configuration of protocols for SNMP. For a stand-alone management station, a manager process
controls access to a central MIB at the management station and provides an interface to the net-
work manager. The manager process achieves network management by using SNMP, which is
implemented on top of UDP, IP, and the relevant network-dependent protocols (e.g., Ethernet,
FDDI, and X.25).

Each agent must also implement SNMP, UDP, and IP. In addition, an agent process inter-
prets the SNMP messages and controls the agent’s MIB. For an agent device that supports other
applications, such as FTP, both TCP and UDP are required. The shaded portions in the figure
depict the operational environment—that which is to be managed. The unshaded portions pro-
vide support to the network management function.

Figure 4.2 provides a somewhat closer look at the protocol context of SNMP. From a
management station, three types of SNMP messages are issued on behalf of a management
application: GetRequest, GetNextRequest, and SetRequest. The first two are two varia-
tions of the get function. All three messages are acknowledged by the agent in the form of a
GetResponse message, which is passed up to the management application. In addition, an agent
may issue a trap message in response to an event that affects the MIB and the underlying managed

resources.

Because SNMP relies on UDP, which is a connectionless protocol, SNMP is itself con-
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nectionless. No ongoing connections are maintained between a management station and its

agents. Instead, each exchange is a separate transaction between a management station and an

agent.

4.2.3 Trap-directed Polling

If a management station is responsible for a large number of agents, and if each agent main-

tains a large number of objects, then it becomes impractical for the management station regu-

larly to poll all agents for all of their readable object data. Instead, SNMP and the associated
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MIB are designed to encourage the manager to use a technique referred to as trap-directed
polling.

The preferred strategy is this. At initialization time, and perhaps at infrequent intervals, such
as once a day, a management station can poll all of the agents it knows for some key information,
such as interface characteristics and perhaps some baseline performance statistics, such as the
average number of packets sent and received over each interface over a given period of time. Once
this baseline is established, the management station refrains from polling. Instead, each agent
is responsible for notifying the management station of any unusual event; for example, the agent
crashes and is rebooted, a link fails, or an overload condition as defined by the packet load crosses
some threshold. These events are communicated in SNMP messages known as traps.

Once a management station is alerted to an exception condition, it may choose to take some
action. At this point, the management station may direct polls to the agent reporting the event
and perhaps to some nearby agents in order to diagnose any problem and to gain more specific

information about the exception condition.
Trap-directed polling can result in substantial savings of network capacity and agent pro-
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cessing time. In essence, the network is not made to carry management information that the man-
agement station does not need, and agents are not made to respond to frequent requests for
uninteresting information.

Proxies

The use of SNMP requires that all agents, as well as management stations, must support a com-
mon protocol suite, such as UDP and IP. This limits direct management to such devices and
excludes other devices, such as some bridges and modems, that do not support any part of the
TCP/IP protocol suite. Further, there may be numerous small systems (personal computers, work-
stations, programmable controllers) that do implement TCP/IP to support their applications,
but for which it is not desirable to add the additional burden of SNMP, agent logic, and MIB
maintenance.

To accommodate devices that do not implement SNMP, the concept of proxy was developed.
In this scheme an SNMP agent acts as a proxy for one or more other devices; that is, the SNMP
agent acts on behalf of the proxied devices.

Figure 4.3 indicates the type of protocol architecture that is often involved. The management

Proxy agent

Mapping function

Management station Proxied device
Manager process Agent process Management process
SNMP SNMP Protocol

architecture used

by proxied device Protocol
upp ubp yP architecture used
by proxied device
IP P
Network-dependent Network-dependent | Network-dependent Network-dependent
protocols protocols protocols protocols

FIGURE4.3  Proxy Configuration
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Notes

station sends queries concerning a device to its proxy agent. The proxy agent converts each query
into the management protocol that the device is using. When the agent receives a reply to a query,
it passes that reply back to the management station. Similarly, if an event notification of some sort
from the device is transmitted to the proxy, the proxy sends that on to the management station in
the form of a trap message.

Summary

The Simple Network Management Protocol was designed to be an easily implemented, basic
network management tool that could be used to meet short-term network management needs.
Because of the slow progress in OSI systems management, SNMP has filled the gap and become
the dominant standardized network management scheme in use today.

The SNMP set of standards provides a framework for the definition of management infor-
mation and a protocol for the exchange of that information. The SNMP model assumes the
existence of managers and agents. A manager is a software module in a management system
responsible for managing part or all of the configuration on behalf of network management
applications and users. An agent is a software module in a managed device responsible for main-
taining local management information and delivering that information to a manager via SNMP.
A management information exchange can be initiated by the manager (via polling) or by the agent
(via a trap).

SNMP accommodates the management of devices that do not implement the SNMP soft-
ware by means of proxies. A proxy is an SNMP agent that maintains information on behalf of
one or more non-SNMP devices.

1. See Appendix A for a brief technical discussion of TCP/IP. A more detailed discussion can
be found in (Stallings 1996¢).
2. See Appendix A for a brief description of UDP,
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CHAPTER 5 SNMP Management
Information

As with any network management system, the foundation of a TCP/IP-based network manage-
ment system is a data base containing information about the elements to be managed. In both the
TCP/IP and the OSI environments, the data base is referred to as a management information base
(MIB). Each resource to be managed is represented by an object. The MIB is a structured collec-
tion of such objects. For SNMP, the MIB is, in essence, a database structure in the form of a tree.
Each system (workstation, server, router, bridge, etc.) in a network or internetwork maintains a
MIB that reflects the status of the managed resources at that system. A network management
entity can monitor the resources at that system by reading the values of objects in the MIB and
may control the resources at that system by modifying those values.

In order for the MIB to serve the needs of a network management system, it must meet
certain objectives:

1. The object or objects used to represent a particular resource must be the same at each sys-
tem. For example, consider information stored concerning the TCP entity at a system. The
total number of connections opened over a period of time consists of active opens and pas-
sive opens. The MIB at the system could store any two of the three relevant values (number
of active opens, number of passive opens, total number of opens), from which the third could
be derived when needed. However, if different systems select different pairs for storage, it is
difficult to write a simple protocol to access the required information. As it happens, the
MIB definition for TCP/IP specifies that the active and passive open counts be stored.

o

A common scheme for representation must be used to support interoperability.

The second point is addressed by defining a structure of management information (SMI),
which we examine in this chapter, together with a look at some of the practical issues involved in
managing by means of managed objects. The first point is addressed by defining the objects and
the structuring of those objects in the MIB; Chapter 6 looks at some important examples.

This chapter makes use of the ASN.1 notation. The reader not familiar with this notation
should first consult Appendix B.
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Communities and Community Names

Network management can be viewed as a distributed application. Like other distributed applic,.
tions, network management involves the interaction of a number of application entities supporteq
by an application protocol. In the case of SNMP network management, the application entitjeg
are the management station applications and the managed station (agent) applications that uge
SNMP, which is the supporting protocol.

SNMP network management has several characteristics not typical of all distributed appl;-
cations. The application involves a one-to-many relationship between a management station and
a set of managed stations: The management station is able to get and set objects in the manage
stations and is able to receive traps from the managed stations. Thus, from an operational or
control point of view, the management station “manages” a number of managed stations. There
may be a number of management stations, each of which manages all or a subset of the managed
stations in the configuration. These subsets may overlap.

Interestingly, we also need to be able to view SNMP network management as a one-to-many
relationship between a managed station and a set of management stations. Each managed station
controls its own local MIB and must be able to control the use of that MIB by a number of

management stations. There are three aspects to this control:

v authentication service: The managed station may wish to limit access to the MIB to autho-
rized managed stations.

v access policy: The managed station may wish to give different access privileges to different
management stations.

v proxy service: A managed station may act as a proxy to other managed stations. This may
involve implementing the authentication service and/or access policy for the other managed

Systems on the proxy system.

All of these aspects relate to security concerns. In an environment in which responsibility for
network components is split, such as among a number of administrative entities, managed systems
need to protect themselves and their MIBs from unwanted and unauthorized access. SNMP, as
defined in RFC 1157, provides only a primitive and limited capability for such security, namely
the concept of a community.

An SNMP community is a relationship between an SNMP agent and a set of SNMP managers
that defines authentication, access control, and proxy characteristics. The community concept is
a local one, defined at the managed system. The managed system establishes one community for
each desired combination of authentication, access control, and proxy characteristics. Each com-
munity is given a unique (within this agent) community name, and the management stations
within that community are provided with and must employ the community name in all get and
set operations. The agent may establish a number of communities, with overlapping management
station membership.

Since communities are defined locally at the agent, the same name may be used by different
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agents. This identity of names is irrelevant and does not indicate any similarity between the
defined communities. Thus, a management station must keep track of the community name or
names associated with each of the agents that it wishes to access.

Authentication Service

An authentication service is concerned with ensuring that a communication is authentic. In the
case of an SNMP message, the function of an authentication service would be to assure the
recipient that the message is from the source from which it claims to be. As defined in REC 1157,
SNMP provides for only a trivial scheme for authentication. Every message (get or put request)
from a management station to an agent includes a community name. This name functions as a
password, and the message is assumed to be authentic if the sender knows the password.

With this limited form of authentication, many network managers will be reluctant to allow
anything other than network monitoring; that is, Get and Trap operations. Network control,
via a Set operation, is clearly a more sensitive area. The community name could be used to
trigger an authentication procedure, with the name functioning simply as an initial password-
screening device. The authentication procedure could involve the use of encryption/decryption
for more secure authentication functions. This is beyond the scope of RFC 1157.

Access Policy

By defining a community, an agent limits access to its MIB to a selected set of management sta-
tions. By the use of more than one community, the agent can provide different categories of MIB
access to different management stations. There are two aspects to this access control:

v SNMP MIB view: a subset of the objects within a MIB. Different MIB views may be defined

for each community. The set of objects in a view need not belong to a single subtree of
the MIB.

v SNMP access mode: an element of the set {READ-ONLY, READ-WRITE}. An access mode
is defined for each community.

The combination of a MIB view and an access mode is referred to as an SNMP community
profile. Thus, a community profile consists of a defined subset of the MIB at the agent, plus an
access mode for those objects. The SNMP access mode is applied uniformly to all objects in the
MIB view. Thus, if the access mode READ-ONLY is selected, it applies to all objects in the view
and limits management stations’ access to this view to read-only operations.

Within a community profile, two separate access restrictions must be reconciled. Recall that
the definition of each MIB object includes an ACCESS clause (Figure 5.2). Table 7.1 shows the
rules for reconciling an object’s ACCESS clause with the SNMP access mode imposed for a par-
ticular view. Most of the rules are straightforward. Note, however, that even if an object is
declared as write-only, it may be possible with SNMP to read that object; this is an implementation-
specific matter.
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TABLE 7.1  Relationship Between MIB ACCESS Category and SNMP Access Mode
| MIB ACCESS SNMP Access Mode

Category READ-ONLY READ-WRITE

read-only Available for get and trap operations

read-write Available for get and trap operations Available for get, set, and trap
operations

| write-only Available for get and trap opera- | Available for get, set, and trap

tions, but the value is ' operations, but the value is
‘ implementation-specific

| for get and trap operations

implementation-specific

not accessible Unavailable : J

SNMP set of SNMP SNMP SNMP
agent managers MIB view access mode

SNMP community SNMP community
(community name) profile

SNMP access policy

FIGURE 7.1  Administrative Concepts

A community profile is associated with each community defined by an agent; the combina-
tion of an SNMP community and an SNMP community profile is referred to as an SNMP access

policy. Figure 7.1 illustrates the various concepts just introduced.

Proxy Service
The community concept is also useful in supporting the proxy service. Recall from Chapter 4 that
a proxy is an SNMP agent that acts on behalf of other devices. Typically, the other devices are
foreign, in that they do not support TCP/IP and SNMP. In some cases, the proxied system may
support SNMP but the proxy is used to minimize the interaction between the proxied device and
network management systems.

For each device that the proxy system represents, it maintains an SNMP access policy. Thus,
the proxy knows which MIB objects can be used to manage the proxied system (the MIB view)

and their access mode.
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Instance Identification

We have seen that every object in a MIB has a unique object identifier, which is defined by the
position of the object in the tree-structured MIB. However, when an access is made to a MIB,
via SNMP or some other means, it is a specific instance of an object that is wanted, not an
object type.

Columnar Objects

For objects that appear in tables, which we refer to as columnar objects, the object identifier alone
does not suffice to identify the instance: There is one instance of each object for every row in the
table. Therefore, some convention is needed by which a specific instance of an object within a
table may be identified. In the SMI document (RFC 11585), it states that

The means whereby object instances are referenced is not defined in the MIB. Refer-
ence to object instances is achieved by a protocol-specific mechanism. It is the respon-
sibility of each management protocol adhering to the SMI to define this mechanism.

Thus we must turn to the SNMP document for the referencing convention. SNMP actually defines
two techniques for identifying a specific object instance: a serial-access technique and a random-
access technique. The serial-access technique is based on a lexicographic ordering of objects in
the MIB structure and is examined in the Section 7.2. Here, we consider the random-access
technique.

It is relatively easy to deduce the type of referencing convention that must be used. A table
consists of a set of zero or more rows. Each row contains the same set of scalar object types, or
columnar objects. Each columnar object has a unique object identifier that is the same in each
row. For example, looking back at Figure 5.6, there are three instances of tepConnState, but
all three instances have the same object identifier: 1.3.6.1.2.1.6.13.1.1. Now, as was described in
Chapter 3, the values of the INDEX objects of a table are used to distinguish one row from
another. Thus, a combination of the object identifier for a columnar object and one set of values
of the INDEX objects specifies a particular scalar object in a particular row of the table. The
convention used in SNMP is to concatenate the scalar object identifier with the values of the
INDEX objects, listed in the order in which the INDEX objects appear in the table definition.

As a simple example, consider the 1fTable in the interfaces group. There is only one
INDEX object, ifIndex, whose value is an integer in the range between 1 and the value of
ifNumber, with each interface being assigned a unique number. Now suppose that we want to
know the interface type of the second interface of a system. The object identifier of i£Type is
1.3.6.1.2.1.2.2.1.3. The value of ifIndex of interest is 2. So the instance identifier for the
instance of ifType corresponding to the row containing a value of ifIndex of 2 is
1.3.6.1.2.1.2.2.1.3.2. We have simply added the value of i f Index as the final subidentifier in the
instance identifier,

For a more complicated case, consider the tcpConnTable in the tcp group. As indicated
in Figures 5.5 and 6.10, this table has four INDEX objects. Thus, an instance identifier for any of
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Notes

1. The ASN.1 standard uses the term “basic ASN.1 type” to refer to any ASN.1 type that is not
a macro instance.

This example is found in the ASN.1 standard.

3. For a more complete discussion of two’s complement representation and two’s complement
arithmetic, see (Stallings 1996b).




Glossary

Some of the definitions in this glossary are from the American National Standard Dictionary of Information
Technology, ANSI Standard X3.172, 1995. These entries are marked with an asterisk.

Abstract Syntax Notation One (ASN.1)
A formal language used to define syntax. In the
case of SNMP, ASN.1 notation is used to define
the format of SNMP protocol data units and of
objects.

accounting management
One of the five OSI systems management func-
tional areas (SMFAs). Consists of facilities that
enable the detection, isolation, and correction of
abnormal operation of the OSI environment.

agent

In the context of SNMP, a software module
that performs the network management func-
tions requested by network management sta-
tions. An agent module may be implemented in
any network element that is to be managed,
such as a host, bridge, or router. Agents and
network management stations communicate by
means of SNMP,

application layer
Layer 7 of the OSI model. This layer determines
the interface of the system with the user and pro-
vides useful application-oriented services.
availability
The percentage of time that a particular function
or application is available for users.

bridge*
A functional unit that interconnects two local-
area networks (LANs) that use the same logi-
cal link control protocol but may use different
medium access control protocols.

bus
A LAN topology in which stations are attached
to a shared transmission medium. The medium
is a linear cable; transmissions propagate the
length of the medium and are received by all
stations.

byte
A group of bits, usually eight, used to represent
a character or other data.

columnar object
An object that is part of an SNMP table. There
is one instance of the columnar object for each
row in the table.

communications architecture
The hardware and software structure that imple-
ments the communications function.

community
In the context of SNMP, a relationship between
an agent and a set of SNMP managers that

defines security characteristics. The community
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concept is a local one, defined at the agent.
The agent establishes one community for each
desired combination of authentication, access
control, and proxy characteristics. Each com-
munity is given a unique (within this agent)
community name, and the management stations
within that community are provided with and
must employ the community name in all get and
set operations. The agent may establish a num-
ber of communities, with overlapping manage-
ment station membership.

configuration management
One of the five OSI systems management func-
tional areas (SMFAs). Consists of facilities that
exercise control over, identify, collect data from,
and provide data to managed objects for the
purpose of assisting in providing for continuous
operation of interconnection services.

counter
A nonnegative integer that may be incremented
but not decremented. The maximum value is
determined by the number of bits assigned to
the counter. When the counter reaches its maxi-
mum, it wraps around and starts increasing
again from zero. In SNMPv1, all counters are
32 bits; SNMPv2 also allows 64-bit counters.

cyclic redundancy check (CRC)
An error-detecting code in which the code is the
remainder resulting from dividing the bits to be
checked by a predetermined binary number.

datagram*
In packet switching, a packet, independent of
other packets, that carries information sufficient
for routing from the originating data terminal
equipment (DTE) to the destination DTE with-
out the necessity of establishing a connection
between the DTEs and the network.

data link layer™

In OS], the layer that provides service to transfer

data between network-layer entities, usually in

adjacent nodes. The data link layer detects and

possibly corrects errors that may occur in the
physical layer.

end system (ES)
A device other than an intermediate system
attached to a subnetwork in an internet. End
systems on different subnetworks exchange data
by transmitting the data through one or more

intermediate systems.

encapsulation
The addition of control information by a proto-
col entity to data obtained from a protocol user.

encrypt®
To convert plain text or data into unintelligible
form by the use of a code in such a manner that
reconversion to the original form is possible.

error-detecting code*
A code in which each coded representation con-
forms to specific rules of construction, so that
their violation indicates the presence of errors,

error rate*
The number errors per unit of time.

fault management
One of the five OSI systems management func-
tional areas (SMFAs). Consists of facilities that
enable the detection, isolation, and correction of
abnormal operation of the OSI environment.

flow control
A function performed by a receiving entity to
limit the amount or rate of data sent by a trans-
mitting entity.

frame
A group of bits that includes data plus one or
more addresses and other protocol control infor-
mation. Generally refers to a link layer (OSI
layer 2) protocol data unit.

frame check sequence (FCS)

An error-detecting code inserted as a field in a
block of data to be transmitted. The code serves
to check for errors upon reception of the data.
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gateway
An internetworking device that connects two
computer networks that use different communi-
cations architectures.

gauge
A nonnegative integer that may increase or
decrease with a range between 0 and some maxi-
mum value.

header
System-defined control information that pre-
cedes user data.

intermediate system (IS)
A device that is attached to two or more sub-
networks in an internet and that performs rout-
ing and relaying of data between end systems.
Examples of intermediate systems are bridges
and routers.

internet
A collection of communication networks inter-
connected by bridges, routers, and/or gateways.

Internet Protocol*

A protocol designed for use in interconnected
systems of packet networks. The Internet Pro-
tocol provides for transmitting blocks of data,
called datagrams, from sources to destinations,
where source and destination are hosts identified
by fixed-length addresses. The Internet Protocol
also provides for fragmentation and reassembly
of long datagrams, if necessary, for transmission
through small-packet networks.

internetworking
Communication among devices across multiple
networks.

layer*
A group of services, functions, and protocols
that is complete from a conceptual point of
view, that is one out of a set of hierarchically
arranged groups, and that extends across all sys-
tems that conform to the network architecture.

logical link control (LLC)*
In a local-area network, the protocol that gov-
erns the exchange of frames between data sta-
tions independently of how the transmission
medium is shared.

management information base (MIB)
In the context of SNMP, this term is used in
two ways: (1) A structured set of data variables,
called objects, in which each variable represents
some resource to be managed. Each agent in a
network maintains a MIB for the network ele-
ment on which it executes. (2) The definition
of a related collection of objects that represent
some related collection of resources to be man-
aged. A number of MIBs, in the sense of defini-
tion (2), have been issued as RFCs.

medium access control (MAC)*
In a local-area network, the protocol that gov-
erns access to the transmission medium, taking
into account the topological aspects of the net-
work, to enable the exchange of data between
data stations.

network layer
Layer 3 of the OSI model. Responsible for rout-
ing data through a communication network.

network management station
In the context of SNMP, a software module that
executes management applications that monitor
and control network elements, such as hosts,
bridges, and routers. A network management
station communicates with an agent in a net-
work element by means of SNMP,

network-monitoring system
An integrated set of hardware and software that
measures and analyzes communications-related
parameters in a network.

network technical control system
A system, consisting of hardware probes and
supporting software, that deals with fault detec-

tion, fault isolation, and fault recovery.
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object
In the context of SNMP, a data variable that
represents some resource or other aspect of a
managed device; also referred to as a managed
object. Note that this definition is quite different
from the normal use of the term “object” in the
context of object-oriented design.

object identifier
Uniquely identifies an object within a MIB. The
form of an object identifier is a sequence of num-
bers separated by periods. This sequence defines
the location of an object in the tree-structured
MIB of which it is a part.

object instance
A specific instance of an object type that has
been bound to a specific value.

object type
Defines a particular kind of managed object. The
definition of an object type is therefore a syntac-
tic description.

octet
A group of eight bits, usually operated upon as
an entity.

Open Systems Interconnection (OSI) reference
model
A model of communications between cooperat-
ing devices. It defines a seven-layer architecture
of communication functions.

packet
A group of bits that includes data plus control
information. Generally refers to a network-layer
(OSI layer 3) protocol data unit.

packet switching

A method of transmitting messages through a
communications network, in which long mes-
sages are subdivided into short packets. Each
packet is passed from source to destination
through intermediate nodes. At each node, the
entire message is received, stored briefly, and
then passed on to the next node.

performance management
One of the five OSI systems management func-
tional areas (SMFAs). Consists of facilities
needed to evaluate the behavior of managed
objects and the effectiveness of communication
activities.

physical layer
Layer 1 of the OSI model. Concerned with the
electrical, mechanical, and timing aspects of sig-
nal transmission over a medium.

presentation layer*
Layer 6 of the OSI model. Provides for the selec-
tion of a common syntax for representing data
and for transformation of application data into
and from the common syntax.

probe
In the context of RMON, a remote network
monitor,

propagation delay
The delay between the time a signal enters a
channel and the time it is received.

protocol *
A set of semantic and syntactic rules that deter-
mines the behavior of entities in the same layer
in performing communication functions.

protocol control information*
Information exchanged between entities of a
given layer, via the service provided by the next
lower layer, to coordinate their joint operation.
protocol data unit (PDU)*
A set of data specified in a protocol of a given
layer and consisting of protocol control infor-
mation of that layer, and possibly user data of
that layer.

proxy
In the context of SNMP, an agent (the proxy
agent) that acts on behalf of another network
element (the proxied device). A management
station sends queries concerning a device to its
proxy agent. The proxy agent is responsible
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for collecting the information or triggering the
action requested of the proxied device by the
management station.

remote network monitor
An agent, implemented in a network element,
that observes all of the traffic on the network
or networks and maintains information and sta-
tistics concerning that traffic in its MIB. Also
referred to as a probe.

response time
In a data system, the elapsed time between the
end of transmission of an inquiry message and
the beginning of the receipt of a response mes-
sage, measured at the inquiry terminal.

router
An internetworking device that connects two
computer networks. It makes use of an internet
protocol and assumes that all of the attached
devices on the networks use the same commu-
nications architecture and protocols. A router
operates at OSI layer 3.

routing
The determination of a path that a data unit
(frame, packet, message) will traverse from
source to destination.

security management
One of the five OSI systems management func-
tional areas (SMFAs). Addresses those aspects of
OSI security essential to operate OSI network
management correctly and to protect managed
objects.

service access point (SAP)
A means of identifying a user of the services of a
protocol entity. A protocol entity provides one
or more SAPs, for use by higher-level entities.

session layer
Layer 5 of the OSI model. Manages a logical
connection (session) between two communicat-
ing processes or applications.

software monitor
A software module resident in main memory on
a host or communications processor that can
gather and report statistics on configuration and
communications and software activity.

subnetwork
Refers to a constituent network of an internet.
This avoids ambiguity since the entire internet,
from a user’s point of view, is a single network.

systems management function (SMF)
A part of OSI systems management activities
that satisfies a set of logically related user
requirements.

systems management functional area (SMFA)
A category ‘of OSI systems management user
requirements.

transport layer
Layer 4 of the OSI model. Provides reliable,
sequenced transfer of data between endpoints.

trap
In the context of SNMP, an unsolicited message
sent by an agent to a management station. The
purpose is to notify the management station of
some unusual event.

virtual circuit
A packet-switching mechanism in which a logi-
cal connection (virtual circuit) is established
between two stations at the start of transmission.
All packets follow the same route, need not carry
a complete address, and arrive in sequence.
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ifType, 122, 403
ifXTable, 405, 406-7
IMPLIED, 331, 333
Inbound queuing time, 38
Inbound service time, 38-39
Inbound terminal delay, 38
INDEX clause, 331, 334
Indexing
table, 331-33
with external objects, 270-71
IndexPart, 94, 330
Information
modules, 342-43
for network monitoring, 27-29
security, 61
InformRequest PDU (SNMPv2),
321,372-73
Initialize network operations, 60
Instance identification, 161-64
integer, 87
INTEGER, 322
Integrity, 61, 62
Interception, security threat, 62
interfaces group objects, 116,
118-24, 401,403-411
International Organization for
Standardization (ISO), 3, 425
Internet, growth of, 73
??Internet Activity/Activities Board
(IAB), 71, 73, 74, 415
??Internet Architecture Board
(IAB), 422
Internet Control Message Protocol
(ICMP), 72, 373
icmp group objects, 116, 133,
135,136-38
Internet layer, 417
Internet Protocol (IP), 417
Interruption, security threat, 62
ipaddress, 88
ipAddress, 325
IP addressing
address format, 15455
broadcast addresses, 156
subnetting, 155-56
ipAddrTable, 126, 131
ipAdEntBcastAddr, 131

ipAdEntIfIndex, 131
ipAdEntNetMask, 131
IP datagram, 419
ipForwardNextHopAS, 133
ipForwardPolicy, 133
ipForwardTable, 133
ip group objects, 116

forwarding table, 133

list of, 127-30

original specification, 126, 131

32

ipNetToMediaTable, 132
ipNetToMediaType, 132
ipRouteDest, 131, 133
ipRoutelfIndex, 131
ipRouteProto, 131
ipRouteTable, 131-32, 133
ipRouteType, 132

L

Latch counter, 88-89

Lexicographic ordering, 164-635,
197-98

logDescription, 262

logEventIndex, 262

loglndex, 262

logTable, 261, 262

logTime, 262

M

McCloghrie, Keith, 318
Macro
definition, 90
definitions (ASN.1), 442-49
instance, 90
instance value, 90
Managed objects, 29
Management agent, 77
Management information base
(MIB), 12, 74
limitations of objects, 107, 110
measurement issues, 99, 102-3
objects group, 390-93
private, 103, 107
role of, 77-78
Management information base,
RMON
alarm group objects, 212, 213,
241-46

event group objects, 212, 259,
261-62

extensions to, for RMON2 de-
vices, 312-14

filter group objects, 212, 24653

history group objects, 212,
216-21

host group objects, 212,221~

hostTopN group objects, 212,
213,226-29,230

matrix group objects, 212, 229,
231-33

packet capture group objects,
212,213,256-59, 260

statistics group objects, 212,
214-16

tokenRing extensions group ob-
jects, 212, 233-38

Management information base,

RMON2

address map group, 270, 283,
286-89

extensions to RMON for
RMON2 devices, 312-14

host groups, 270, 289-94

matrix groups, 270, 294-303

probe configuration group, 270,
308-12

protocol directory group, 270,
277-82

protocol distribution group,
270, 283, 287

user history collection group,
270, 303-8

Management information base,

SNMP

description of, 83

encoding, 97

object syntax, 85-97

structure of, 84-85

structure of management infor-
mation, 84-98

Management information base,

SNMPy2
MIB objects group, 387, 390-
93

snmp group, 387, 389-90
system group, 387, 387-89

Management information base-II

(MIB-II)
address-translation group
objects, 116, 124-26
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criteria for including an object
in, 115-16
egp group objects, 116, 138,
144-45
Ethernet Interface/EtherLike,
143, 146-52
icmp group objects, 116, 133,
135, 136-38
interfaces group objects, 116,
118-24,401,403-411
ip group objects, 116, 126-33
object groups in, list of, 116
system group objects, 116, 117-
18
tcp group objects, 116, 1335,
139-41
transmission group objects, 116,
138
udp group objects, 116, 135,
138, 141-42
Management station, 77, 78
bilingual, 385
selection of network, 193
Manager-agent interchange, inter-
ference with, 67
Manager function, 29
Martin, J., 36
Masquerade, 66
matrixControlDataSource, 229
matrixControllndex, 229
matrixControlLastDeleteTime, 229
matrixControlTable, 229
matrixControlTableSize, 229
matrix group objects (RMON),
212,229,231-33
matrix groups (RMON2), 270
application layer, 300-303
network layer, 294-300
matrixSDDestAddress, 229
matrixSDErrors, 232
matrixSDIndex, 232
matrixSDOctets, 232
matrixSDPkts, 232
matrixSDSourceAddress, 229
matrixSDTable, 229, 232-33
MAX-ACCESS clause, 328-30,
334, 341, 355
Mazumdar, S., 28
Mean time between failures
(MTBF), 34
Mean time to repair (MTTR), 34
Messages, SNMPv2, 354-55
Message service, denial of, 66

Message-stream modification, 66
MIB. See under Management in-
formation base
Mier, E., 99, 102
MIL-STD-1778,111-12
Modification, security threat, 62
MODULE-COMPLIANCE, 342,
383, 394, 397-99
MODULE-IDENTITY, 343, 381
Modules, information, 342-43
Monitoring, 6
See also Network monitoring
agent, 30
application, 29
Morrissey, P., 265

N

Network access layer, 417

Networkaddress, 87

Network analyzers/probes, 201

Network configuration table, 311

Network control
configuration, 57-61
role of, 57
security, 61-68

Network-layer host, RMON2,
270,289-92

Network-layer matrix, RMON2,
270,294-300

Network-layer visibility, RMON2,
267-63

Network management
accounting management, 4-5
architecture, 77-78
configuration and name man-

agement, 5—6

fault management, 3-4
performance management, 6—7
protocol architecture, 78-79
requirements, 2—7
security management, 7
software architecture, 10-12
Web site, 20, 21

Network management application
(NMA), 8

Network management entity
(NME), 8

Network Management Forum
(NMF), 20, 23

Network management station, se-
lection of, 193

Network management systems
defined, 7-8
elements of, §-9
security threat to, 66—-67
Network manager masquerade, 67
Network monitoring
accounting, 47-48
architecture, 29-32
fault, 4447
information for, 27-29
performance, 33-44
polling and event reporting, 32—
33
role of, 27, 48
Network monitors, 201
Network security, 61
Network World, 99
nlHost, 289-90
nlHostAddress, 292
nlHostControlA1Deletes, 290
nlHostControlA1DroppedFrames,
290
nlHostControlAllnserts, 290
nlHost-
ControlA1MaxDesiredEntries,
290
nlHostControlDatasource, 290
nlHostControllndex, 290
nlHostControlN1Deletes, 290
nlHostControlN1DroppedFrames,
290
nlHostControlN1Inserts, 290
nlHost-
ControlN1MaxDesiredEntries,
290
nlHostControlTable, 290
nlHostCreateTime, 292
nlHostInOctets, 292
nlHostInPackets, 292
nlHostOutMacNonUnicastPkts, 292
nlHostOutOctets, 292
nlHostOutPackets, 292
nlHostTable, 290, 292
nlHostTimeMark, 292
nIMatrixControlA1Deletes, 296
nlMatrix-
ControlA1DroppedFrames, 296
nIMatrixControlA1Inserts, 296
niMatrix-
ControlA1MaxDesiredEntries,
296
nIMatrixControlDatasource, 294
nlMatrixControlIndex, 294
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nIMatrixControlN1Deletes, 296
nlMatrix-
ControlN1DroppedFrames, 296
nIMatrixControlN1Inserts, 296
nlMatrix-
ControlN1MaxDesiredEntries,
296
nIMatrixControlTable, 294-96
nIMatrixSDCreateTime, 296
nIMatrixSDDestAddress, 296
nIMatrixSDOctets, 296
nlMatrixSDPackets, 296
nIMatrixSDSourceAddress, 296
nIMatrixSDTable, 296-97
nlMatrixSDTimeMark, 296
nIMatrixTopNControllndex, 297
nIMatrixTopNControlTable, 297 -
99
nIMatrixTopNDestAddress, 299
nlMatrixTopNDuration, 299
niMatrixTopNGeneratedReports,
297
nIMatrixTopNGrantedSize, 299
nlMatrixTopNIndex, 299
niMatrixTopNMatrixIndex, 297
niMatrixTopNOctetRate, 299
nlMatrixTopNPktRate, 299
nIMatrixTopNProtocolDirLocal-
Index, 299
nIMatrixTopNRateBase, 297
nIMatrixTopNRequestedSize, 299
nIMatrixTopNReverseOctetRate,
299
nlMatrixTopNReversePktRate, 299
nIMatrixTopNSourceAddress, 299
nIMatrixTopNStartTime, 299
nIMatrixTopNTable, 299
nIMatrixTopNTimeRemaining,
297
Notification definitions, 341-42
NOTIFICATION-GROUP, 393,
395-96
NOTIFICATION-TYPE, 341-42,
382
null, 87

O

Object(s)

application-wide data types,
87-90

auxiliary, 334

columnar, 97, 161-62

defining, 90-94
definitions (SNMPv2), 322-30,
381-82
identifier, 8483
indexing with external, 270-71
instance, 90
instance identification, 161-64
limitations of MIB objects, 107,
110
scalar, 164, 165
snmp, 186, 187-89, 387, 389-
90
syntax, 85-97
type, 90
OBJECT-GROUP, 342, 393, 394~
95
object identifier, 87
OBJECT IDENTIFIER, 84, 322
OBJECT-IDENTITY, 343
Objects, MIB-II
address-translation group, 116,
124-26
deleting/nullifying rows in, 182
egp group, 116, 138, 144-45
Ethernet Interface/EtherLike,
143, 146-52
icmp group, 116, 133, 135,
136-38
instance identification, 161-64
interfaces group, 116, 118-24,
401,403-411
ip group, 116, 126-33
limitations of MIB objects, 107,
110
system group, 116, 117-18
tcp group, 116, 135, 139-41
transmission group, 116, 138
udp group, 116, 135, 138, 141-
42
Objects, RMON
alarm group, 212, 213, 241-46
event group, 212, 259, 261-62
filter group, 212, 246-55
history group, 212, 216-21
host group, 212, 221-26
hostTopN group, 212, 213,
226-29,230
matrix group, 212, 229, 231-
33
packet capture group, 212, 213,
256-59, 260
statistics group, 212, 214-16
tokenRing extensions group ob-

jects, 212,233-38

Objects, RMON2
address map group, 270, 283,
286-89
host groups, 270, 289-94
matrix groups, 270, 294-303
probe configuration group, 270,
308-12
protocol directory group, 270,
277-82
protocol distribution group,
270,283, 287
user history collection group,
270, 303-8
Objects, SNMP
description of, 83
encoding, 97
object syntax, 85-97
structure of, 84-83
structure of management infor-
mation, 84-97
Objects, SNMPv2
MIB objects group, 387, 390-93
snmp group, 387, 389-90
system group, 387, 387-89
OBJECT-TYPE, 90-91, 322, 342
octetstring, 87
OCTET STRING, 322
opaque, 88
Opaque, 325
Open systems interconnection
(OSI) reference model, 317-18
compared to TCP/IP, 416
management functional areas, 3
Operations, initializing and termi-
nating network, 60
OSI. See Open systems
interconnection
Outbound queuing time, 39
Outbound service time, 39
Outbound terminal delay, 39

P

packet capture group objects, 212,
213, 256-59, 260
Packet capture overload, 262-63
Packets
good and bad packets, 212
role of, 419-20
Partridge, C., 153
Passive security threats, 65—66
PDUs. See Protocol data units
Performance analysis, 42
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Performance management
overview of, 6
user requirements, 7
Performance measurement, 42
Performance monitoring
accuracy, 40
availability, 33-35
function, 42-43
problems with some indicators,
33
response time, 36—39
service- versus efficiency-ori-
ented measures, 33
statistical versus exhaustive
measurement, 43—44
throughput, 40
utilization, 40-42
ping/pingTable, 376-80
PING (Packet Internet Groper),
72-73
Polling, 32
frequency, 194-95
trap-directed, 79-81
Ports, 418
Preorder traversal, 197
Probe, use of term, 203
probe configuration group, 270
control strings, 310
network configuration table,
311
scalar objects, 308-10
serial configuration table, 310-
11
serial connection table, 312
trap destination table, 311
Problem tracking and control, 4
Process layer, 417
Processor delay, 39
Protocol data units (PDUs), 153
Protocol data units, SNMP
GetNextRequest, 175-79
GetRequest, 172-73
loss of, 185
receipt of SNMP messages,
169-70
SetReques, 179-83
transmission of SNMP mes-
sages, 168
Trap, 183-84
variable bindings, 171
Protocol data units, SNMPv2
compared to SNMP, 360
formats, 355-57
GetBulkRequest, 321, 366-70

GetNextRequest, 363, 365

GetRequest, 357, 362-63

InformRequest, 321, 372-73

Report, 373

SetRequest, 370-72

Trap, 372
protocolDirAddressMapConfig,

282
protocolDirDescr, 282
protocol directory group, 270,

277-82
protocolDirHostConfig, 282
protocolDirID, 277, 279-80
protocolDirLocallndex, 282
protocolDirMatrixConfig, 282
protocolDirParameters, 277, 280 -

82
protocolDirTable, 282, 286
protocolDirType, 282
protocolDistControlCreateTime,

283
protocolDistControlDatasource,

283
protocolDistControlDropped-

Frames, 283
protocolDistControllndex, 283
protocolDistControlTable, 283
protocol distribution group, 270,

283,287
protocolDistStatsOctets, 283
protocolDistStatsPkts, 283
protocolDistStatsTable, 283
Proxies

agent behavior (SNMPv2), 383 -

85

description of, 15

monitor agent, 32

role of, 81-82

service (SNMP), 158, 160

set and modify attribute values

in, 59

Q

Queuing-theory concepts
purpose of, 49-51
single-server model, 51-54

R

readOnly, 181, 183
ReferPart, 94, 330

Relationships, define and modify,
60
Release of message contents, 65
Reliability, 33-34
Remote monitors, defined, 202
Remote Network Monitoring
(RMON)
action invocation, 205
background of, xxi, 1
basic concepts, 201-14
configuration, 20435
controlling monitors, 203-35
evolution of, 74
extensions to, for RMON2 de-
vices, 312-14
goals of, 2023
good and bad packets, 212
hardware platform, 264
interoperability, 264—63
mailing list, 19
management information base,
212-38
multiple managers, 205-7
network inventory, 264
packet capture overload, 262—
63
probe versus agent, use to terms,
203
table management, 207-12
Remote Network Monitoring 2
(RMON2)
application-level visibility, 268
background of, xxi, 1
extensions to, for RMON2 de-
vices, 312-14
indexing with external objects,
270-71
management information base,
268-70,277-314
network-layer visibility, 267-63
overview of, 267-76
time filter indexing, 271, 273—
76
Remote procedure call (RPC), 15
Report, 226
Report PDU (SNMPv2), 373
request-id, 357
Requests for comments (RFCs),
71,75-77
768,421
792,131,133
904, 132
1155, 84, 87, 90, 92, 161, 322
1156, 115
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Requests for comments (RFECs)

(continued )

1157, 157,158,159, 162, 168,

169,171,181, 183

1212, 90, 107, 162, 270, 322

1213, 95,115

1229, 124

1283, 185

1354, 133

1513, 202,218,233

1573, 124,152,401, 403, 405

1583, 132

1643, 143

1723, 132

1757,202, 207,212,214, 216,

239-40

1771, 132

secure SNMP, 318

SNMPv2, 320

xxx, 202
Response time, 36-39
RFCs. See Requests for comments
ringStationConfigControllfindex,

237
ringStationConfigControlMac-

Address, 237
ringStationConfigControlRemove,

237
ringStationConfigControlTable,

237
ringStationConfigControlUpdate-

Status, 237
ringStationConfigFunctional-

Address, 237
ringStationConfigGroupAddress,

237
ringStationConfigLocation, 237
ringStationConfigMacAddress,

237
ringStationConfigMicrocode, 237
ringStationConfigTable, 237
ringStationConfigUpdateTime,

237
ringStationControlActiveMonitor,

236
ringStationControlActiveStations,

236
ringStationControlBeaconNAUN,

236
ringStationControlBeaconSender,

236
ringStationControlOrderChanges,

236

ringStationControlRingState, 236
ringStationControlTable, 235, 236
ringStationControl TableSize, 236
ringStationLastEnterTime, 236
ringStationLastExitTime, 236
ringStationLastNAUN, 236
ringStationMacAddress, 236
ringStationOrderIfIndex, 237
ringStationOrderMacAddress, 237
ringStationOrderOrderIndex, 237
ringStationOrderTable, 236-37
ringStationStationStatus, 236
ringStationTable, 235, 236
RMON. See Remote Network
Monitoring
RMONZ2. See Remote Network
Monitoring 2
Rollover counter, 88—-89
Rose, Marshall, 318
Routers, 99, 102-3, 191, 417

S

Sampling error, 55
Scalar objects, 164, 165
probe configuration group,
308-10
Secrecy, 61, 62
Security
control, 61-68
SNMPv2, 319-20
Security information, maintaining,
67
Security management
functions, 67-68
overview of, 7
user requirements, 7
Security requirements, description
of, 61
Security threats
active, 66
availability, 61, 62
to communication lines and net-
works, 65-66
to data, 64-63
fabrication, 62
to hardware, 63
integrity, 61, 62
masquerade, 66
modification, 62
to network management system,
66-67

passive, 65—-66
secrecy, 61, 62
to software, 63-64
types of, 61-63
sequence, sequence-of, 87, 94, 95
Serial configuration table, 310-11
Serial connection table, 312
set, 78, 157
SetRequest PDU (SNMP), 179-83
SetRequest PDU (SNMPv2), 370~
72
Shneiderman, B., 36
Simple Gateway Monitoring Pro-
tocol (SGMP), 73,317
Simple Mail Transfer Protocol
(SMTP), 420
Simple Management Protocol
(SMP), 318-19
Simple Network Management Pro-
tocol (SNMP)
access policy, 158, 159-60
also referred to as SNMPv1, 319
authentication service, 158, 159
background of, xxi, 1, 71-77
basic concepts, 77-82, 157-66
communities and community
names, 158-60
differences in support, 186, 190,
192
evolution of, 74-75
formats, 166, 168-71
group, 186, 187-89
instance identification, 161-64
lexicographic ordering, 164-63,
197-98
limitations of, 195-96, 318
mailing list, 19
management information base,
83-114
objects not supported, 192
operations supported by, 157
polling frequency, 194-95
proxy service, 158, 160

receipt of SNMP messages, 169-70

related standards, 75-77

selection of network manage-
ment station, 193

structure of management infor-
mation, 84-98

transmission of SNMP mes-
sages, 168

transport-level support, 184-86

variable bindings, 171
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Simple Network Management Pro-
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background of, xxi, 1, 317-21
coexistence with SNMP, 380-
85

conformance statements for,
393-401

enhancements, 320-21

management information base,
387-93

messages, 354-55

protocol operations, 353-80,
383-85

security issues, 319-20

structure of management infor-
mation, 321-51, 381-83

transport mappings, 380

Simple Network Management Pro-
tocol version 2-community
based (SNMPv2C), 319, 354
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SMI. See Structure of management
information
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SMP. See Simple Management
Protocol
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Protocol

SNMP. See Simple Network Man-
agement Protocol

snmp group objects, 186, 187-89,
387, 389-90

SNMPv2. See Simple Network
Management Protocol version 2

Software
distribute, 60-61
security threat to, 63-64

Software architecture
network management, 10-12
network management support,
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user presentation, 10
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38

Static information, 27, 28-29
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statistics group objects, 212, 214~
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tokenRing extensions to, 233

STATUS clause, 92-93, 330
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information modules, 342-43
notification definitions, 341-42
object definitions, 322-30,
381-82
object syntax, 85-97
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SNMPv2, 321-51, 381-83
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tables (SNMP), 94-97
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373-80
Subnetworks, 417
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SYNTAX, 92
Synthetic traffic generation, 42
sysOr, 387-89
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system group objects, 116, 117-
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TCP/IP (transmission-control pro-
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