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“THE classic text for an introduction to TCP/lP."

—~Jon Postel, RFC editor and former Deputy lnternet Architect

“Although others have tried, there is no better written or organized explanation of the core
of TCP/IP'” —.Joel Snyder, Network Computing
“As an introduction to the TCP/lP protocol suite and its underpinnings, this is an excellent
book. it is also a good reference book to keep around for anyone who is working with
79*”/'9" ——George v. Neville—Neil, USENIX ,'login.'

The all—time best—selIing TCP/IP book, /nternetworking with TCP/IP, is still THE reference
for anyone who wants to learn about or work with the TCP/lP protocol suite. Volume I of
the series by Douglas Comer provides the most up—to-date conceptual introduction to
TCP/IP protocols and the latest developments in lnternet technology.

Renowned for its clarity and accessibility, this superb text covers wide area (WAN) Internet
backbones as well as local area network (LAN) technologies like Ethernet and FDDI. The
text explains address binding (ARP), lP connectionless datagram delivery, error detection,
multicasting, and routing.

_1-msmwsm1ou;or sgauunmz.

I Discusses how to use TCP/iP over an ATM network.

I Covers the latest lPng (next generation) deveiopments and information.

I Describes CIDR (Classless lnter—Domaih Routing) and supernettlng.
Ii Discusses security in TCP/lP environments and firewall design.
-I Categorizes hundreds of new RFCs and the protocols they describe.

-ml laklllanrh whims is

U Compares the lSO 7-layer reference model to the TCP/1P 5-layer reference model.
I Explains TCP: reliability, acknowledgments, flow control, and sliding windows.
I Details adaptive retransmission, including slow-start and silly window avoidance.
I Describes the socket interface that applications use to access TCP/lP protocols.
I Presents routing architectures for large and small internets.
i Discusses bridges and routers.

-I Examines appiication services:

Domain Name System (DNS)

Electronic mail (SMTP, MIME)

File transfer and access (FTP, TFTP, NFS)
Remote login (TELENET, rlogin)

Network management (SNMP, MlB, ANSJ)

PRENTICE HALL

Upper Saddle River, NJ 07458





Internetworking With TCP/IP 





Internetworking With TCP/IP 
Vol I: 

Principles, Protocols, and Architecture 

Third Edition 

DOUGLAS E. COMER 

Department of Compllfer Sciences 
Pllrdue Unil'ersity 

West Lafayette, IN 47907 

PRENTICE HALL 
Upper Saddle River, New Jersey 07458 



Corner, Douglll 
intemelW<>lkins willi TCP/lP I Dcuglu E. Comer. -- 3td e.d. 

p. em. 
lncl\ldel bibliosnphical ~rerenc ... and indu. 
ConICtlU: v. l. Principleo, protocola. and .n:hitoclll~ 
ISBN 0-13-216987-8 (v. I) 
l. TCPIIP (Comp.tloer network ptolOCol) 2. Client/server comp.ttins. 

3.loternetworkins (fclecanmunicotion) I. Tille. 
TK5]05.S8~.C66 ]995 
005.2--ck:20 95·]830 

Acquisitions editor: ALAN APT 
Production ed itor: IRWIN ZUCKER 
Cover designer: WENDY ALLING JUDY 
Buyer: LOR I BULWIN 
Editorial assistant: SHIRLEY MCGUIRE 

Cl 1995 by Prentice-Hall. Inc. 

A Simon & Schuster Company 

'" 

Upper Saddle Ri\·er. New Jersey 07458 

All rights reserved. No part of this book may be 
reproduced. in any form or by any means. 
withom permission in writing from the publisher. 

The author and publisher of this book have used their best efforts in preparing this book. These efforts include the 
development. research. and testing of the theories and programs to determine their effectiveness. The amhor and 
publisher make no warranty of any kind. e~presscd or implied. with regard to these programs or the documentation 
contained in this book. The author and publisher shall not be liable in any event for incidental or consequential damages 
in connection with, or arising out of. the furnishing. performance. or usc of these programs. 

UNIX is a registered trademark of UNIX System Laboratories. Incorporated 
proNET-IO is a trademaric of Proteon Corporation 
LSI II is a trademark of Digital Equipment Corporation 
Microsoft Windows is a trademark of Microsoft Corporation 

Printed in the United StateS of America 

10 9 8 7 6 5 4 

I SBN 0- 13- 216 9 87-8 

Prent ice-Hall International (UK) Limited. London 
Prentice-Hall of Australia Pty. Limited, Sydney 
Prentice-Hall Canada Inc. , Toronto 
Prent ice_Hall Hispanoamericana, S.A .. Mexico 
Prentice-Hall of India Private Limited. Ncw Delhi 
Prentice-Hall of Japan. Inc., Tokyo 
Simon & Schuster Asia Pte. Ltd., Singapore 
Editora Prentice-Hall do Brasil, Ltda., Rio de Janeiro 



To Chris 

  
To C'h.='f.5'

  
To C'h.='f.5'



Additional Enthusiastic Comments About 
Internetworking With rep/IP Volume 1 

"Unquestionably THE reference for Tep/IP; both informative and easy to 
read, this book is liked by both novice and experienced. " 

- Raj Yavatkar 
University of Kentucky 
US Editor, Computer Communications 

"The third edition maintains Comer's Intemetworking with Tep/IP as the 
acknowledged leader in Tep!IP books by adding up-to-the-minute ma
terial on ATM, CIDR, firewalls, DHCP and the next version of IP, IPng." 

- Ralph Droms 
Bucknell University 
IFTF Working Group Chair 

"Doug Comer remains the first and best voice of Internet technology. 
Despite the legion of 'Internet carpetbaggers' (the current crop of 'au
thors ' who can barely spell F-T-P) which contributes noise - but no 
knowledge - on the Internet and its infrastructure, Dr. Comer shines 
through as the premiere source for lucid explanations and accurate infor
mation. He sets a standard for which many strive, but precious few at-
fain. " 

- Marshall Rose 
Dover Beach Consulting 
IETF Area Director 

"Comer's Volume 1 drastically changed the course of networking history. " 

- Dan Lynch 
Interop Company 
lAB Member 

"When you need to teach the details of TCPI IP, you need the latest in
formation. Once again, Comer separates the chaff from the wheat with 
his latest edition of the TCPI IP book that a generation of networkers grew 
up with. " 

- Shawn Ostermann 
Ohio University 
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Foreword 

Professor Douglas Comer's book has become rhe classic text for an introduction to 
TCP/IP. Writing an introduction to TePtlP for the uninitiated is a very difficult task. 
While combining the explanation of the general principles of computer communication 
with the specific examples from the Tepnp protocol suite. Doug Comer has provided a 
very readable book. 

Whi le Ihis book is specifically about the Tepnp protocol sui Ie, il is a good book 
for learning about computer communications protocols in general. The principles of ar
chitecture. layering, multiplex ing, encapsulation. addressing and address mapping, rout
ing, and naming are quite similar in any protocol sui le, though, of course. different in 
detail. 

Computer communication protocols do not do anything themselves. Li ke operat
ing systems, they arc in the service of application processes. Processes are the active 
clements that request communication and are the ultimate senders and receivers of the 
data transmitted. The various layers of protocols are like the various layers in a com
puter operating system. especially the file system. Understanding protocol architecture 
is like understanding opemting system architecture. In this book Doug Comer has taken 
the "bottom up" approach - starting with the physical networks and moving up in lev
els of abstraction to the applications. 

Since application processes are the active clements using the communication sup
l>Orted by the protocol s. TCP/IP is an "interprocess communication" (IPC) mechanism. 
While there are several experiments in progress with operating system sty le message 
passing and procedure call types of IPC based on IP, the focus in this book is on more 
traditional applications that usc the UDP datagram or TCP logical connection ronns of 
IPC. Typically in operating systems there is a set of functions prov ided by the operat
ing system to the application processes. This system call interface usually includes calls 
for opening, reading, writing. and closing files, among other things. In many systems 
there arc similar system calls for IPC functions including network communication. As 
:10 example of such an interface Doug Comer presents an overview of the socket inter
face. 

One of the key ideas inherent in TCP/IP and in the title of this book is " internet
working." The power of a commun ication system is directly related to the number of 
entit ies in that system. The telephone network is very useful because (nearly) all the 
telephones are connected to one network (as it appears to the users). Computer com
munication systems and networks are currently separ.l.led and fragmented. As more 
users and enterprises adopt TCP/IP as their network communication technology and are 
joining the Internet this is becoming less of a problem. but there is still a long way to 
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go. The goal of interconnection and intemetworking. to have a single powerful comput
er communication network, is fundamental to the design of TCP/IP. 

Essential to internet working is addressing, and a uni versal protocol - the Internet 
Protocol. Of course, the individual networks have their own protocols which are used 
to carry the IP datagrams, and there must be a mapping between the individual network 
address and the IP address. Over the lifetime of TCP/IP, the nature of these individual 
networks have changed from the early days of the ARPANET to the recently developed 
ATM networks. A new chapter in this edition discusses IP over ATM networks. Thi s 
book now includes recent developments in Dynamic Host Configuration (DHCP) that 
will ease the administrat ion of networks and the installation of new computers. 

To have an internetwork, the individual networks must be connected. The connect
ing devices are called routers. Further, these routers must have some procedures for 
forwarding data from one network to the next. The data is in the form of IP datagrams 
and the dest ination is specified by an IP address, but the router must make a routing de
cision based on the IP address and what it knows about the connectivity of the networks 
making up the Internet. The procedures for distributing the current connectivity infor
mation to the routers are called routing algorithms, and these are currently the subject of 
much study and development. In particular, the recent development of the Classless In
terDomain Routing (CIDR) technique to reduce the amount of routing information ex
changed is important. 

Like all communication systems, the TCP/IP protocol suite is an unfin ished sys
tem. It is evolving to meet changi ng requirements and new opportun it ies. Thus, this 
book is, in a sense, a snapshot of TCP/IP. And, as Doug Comer points out, there are 
many loose ends. With the recent rapid growth of the Internet there is concern about it 
outgrowing the capabilities of the TCPflP protocols, particularly the address space. In 
response the research and engineering community has developed a "next generation" 
version of the Internet Protocol called IPng. Many of the enterprises now joining the 
Internet have concerns about security. A new chapter in this edition discusses the secu
rity and firewalls. 

Most chapters end with a few pointers to material "for further study." Many of 
these refer to memos of the RFC series of notes. This series of notes is the result of a 
policy of making the working ideas and the protocol specifications developed by the 
TCP/IP research and development community widely avai lable. This availability of the 
basic and detailed information about these protocols. and the availability of the early 
implementations of them. has had much to do with their current widespread use. This 
commitment to public documentation at this level of detail is unusual for a research ef
fort. and has had sign ificant benefits for the development of computer communication. 

Th is book brings together information about the various pans of Ihe TCP/IP archi
tecture and protocols and makes it accessible. Its publication is a very significant mile
stone in the evolution of computer communications. 

Jon Postel, 
Associate Director for Networking 
Information Sciences Institute 
University of Southern California 

January 1995 
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The world has changed dramatically since the second edilion of this book was pub
lished. It hardly seems possible on ly four years have elapsed. When I began the 
second edition in the summer of 1990, the Internet had grown to nearly 300,000 host 
computers, up from 5,()()() hosts when the book was first written. At the lime. we marv
eled nt how large an obscure research project had become. Cynics predicted thaI con
tinued growth would lead to a complete collapse by 1993. Instead of collapsing, the in
ternet has continued its e:<plosivc expansion; the " large" Internet of 1990 is only 7% of 
the current Internet. 

TCP/IP and the Internet have accommodated change well. The basic technology 
has survived over a decade of exponential growth and the associated increases in traffic. 
The protocols huve worked over new high-speed network technologies. and the design 
has handled applica!ions thut could not be imagined a decade ago. Of course, the entire 
protocol suite has not remained static. New protocols have been deployed. and new 
techniques have been developed to adapt ex isting protocols to new network technolo
gies. Changes are documented in RFCs, which have increased by over 50 percent. 

Thi s edition contains updated infonnation throughout the text (includi ng use of the 
commercially popular tenn IP rOilier in place of the traditional scientific ternl IP gale
way) as well as new material Ihat describes technical advances and changes. The 
chapter on subnet addressing now describes supemetting as well as subnening, and 
shows how the two techniques are mOlivated by the same goal. The chapter on 
bootstrapping explains a significant advance that will eliminate the need for manual 
configuration of host computers and allow a computer to obtain an IP address automati
cally: the Dyn;Lmic Host Configuration Protocol (DHCP). The chapter on TCP includes 
a description of Silly Window Syndrome and an explanation of the heuristics TCP uses 
to prevcnt the problem. The chapter on electronic mail incl udes a description of the 
Multipurpose Internet Mail Extensions (MIME). which pennit non-ASCII data to be 
sent in a standard e-mail message. 

Three new chapters contain detailed inforn13tion about significant developments. 
Chapter 18 explains how TCP(lP is being used over ATM networks. The chapter 
discusses the organizalion of ATM hardware. the purpose of adaptation layer protocols. 
IP encapsulation. address bind ing, routing, and vir1 uul circuit management. The chapter 
illustrates how a connectionless protocol li ke IP can use the connection-oriented imer
face that ATM provides. Chapter 28 covers a topic tha! is cruc ial to many organiza
tions as they contemplate connecting to the global Internet - security. The chapter 
describes the internet firewall concept. and shows how a firewall architecture can be 
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used to protect networks and computers inside an organization from unwanted access. 
The chapter also discusses the principles underlying a two-level firewall design, and 
considers outside access from a secure computer. Finally, a new chapter is devoted to 
what may be the most significant change in TCPtlP since its inception: the imminent 
adoption of a next generation Internet Protocol (lPng). Chapter 29 describes the proto
col that the JETF has developed to serve as IPng. Although it has not been thoroughly 
tested or approved as a permanent standard, the new design appears to be the consensus 
choice. The chapter presents the proposed design and address assignment scheme. 

The third edition retains the same general contents and overall organi zation as the 
second edi tion. The entire text focuses on the concept of internetworking in general and 
the TCP/IP internet technology in particular. Internetworking is a powerful abstraction 
that allows us to deal with the complexity of multiple underlying communication tech
nologies. It hides the details of network hardware and provides a high level communi
cat ion environment. The text reviews both the architecture of network interconnections 
and the principles underlying protocols that make such interconnected networks function 
as a single, unified communication system. It also shows how an internet communica
tion system can be used for distributed computation. 

After reading this book. you will understand how it is possible to interconnect mul
tiple physical networks into a coordinated system, how internet protocols operate in that 
env ironment, and how application programs use the resulting system. As a specific ex
ample, you wi ll learn the details of the global TCP/lP Internet, including the architec
ture of its router system and the application protocols it supports. In addition, you will 
understand some of the limitations of the internet approach. 

Designed as both a college text and as a professional reference, the book is written 
at an advanced undergraduate or graduate level. For professionals, the book provides a 
comprehensive introduction to the TCP/IP technology and the architecture of the Inter
net. Although it is not intended to replace protocol standards, the book is an excellent 
starting point for learning about intemetworking because it provides a uniform overview 
that emphasizes principles. Moreover, it gives the reader perspective that can be ex
tremely difficult to obtain from indi vidual protocol documents. 

When used in the classroom, the text provides more than sufficient material for a 
single semester network course at either the undergraduate or graduate level. Such a 
course can be extended to a two-semester sequence if accompanied by programming 
projects and readings from the literature. For undergraduate courses, many of the de
tails are unnecessary. Students should be expected to grasp the basic concepts 
described in the text, and they should be able to describe or use them. At the graduate 
level. students should be expected to use the material here as a basis for further explora
tion. They should understand the details well enough to answer exercises or solve prob
lems that require them to explore extensions and subtleties. Many of the exercises sug
gest such subtleties: solving them often requires students to read protocol standards and 
apply creative energy 10 comprehend consequences. 

At all levels, hands-on experience sharpens the concepts and helps students gain 
intuition. Thus. [ encourage instructors to invent projects that force students to use In
ternet services and protocols. The semester project in my graduate Intemetworking 
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course at Purdue requires students to build an IP router. We supply hardware and the 
source code for an operating system. including device drivers for network interfaces; 
studentS build a working roUicr that interconnects three networks with different MTUs. 
The course is extremely rigorous, students work in learns, and the results have been im
pressive (many industries recruit graduates from the course). Although such c;o;pcrimen
tat ion is safest when the instructional laboratory network is isolated from production 
compUling faci lities. we have found that students exhibit the most enthusiasm, and 
benefit the most. when they have access to a functional TePtl? internet. 

The book is organized into four main parts. Chapters I and 2 ronn an introduction 
that provides an overview and discusses existing network technologies. In particular, 
Chapter 2 reviews physical network: hardware. The intention is to provide basic intui
tion about what is possible. not to spend inordinate time on hardware detail s. Chapters 
3-13 describe the TCP/IP Internet from the viewpoint of a single host, showi ng the pro
tocols a host contains and how they operate. They cover the basics of Internet address
ing and routing as well as the notion of protocol layering. Chapters [4-18 and 28 
describe the architecture of an internet when viewed globally. They explore routing ar
chitecture and the protocols routers use to exchange routing infonnation. Finally, 
Chapters 19-27 discuss application level services available in the Internct. They present 
the client-server model of interaction. and give several examples of clienl and server 
software. 

The chaplers have been organized bollom up. They begin with an overview of 
hardware and continue to build new functionalit y on top of it. This view will appeal 10 
anyone who has developed Internet software because it follows the same pallern one 
uses in implementation. The concept of layering does not appear umil Chapter II. The 
discussion of layering emphasizes the d istinction between conceptual layers of func
tionality and the reality of layered protocol software in which multiple objects appear at 
each layer. 

A modest background is required to understand the material. The reader is expect
ed \0 have a basic understanding of computer systems, and to be familiar with data 
Slnlctures like Slacks, queues. and trees. Readers need basic intuition about the organi
zation of compuler software into an operating system that supports concurrent program
ming and application programs that users invoke to perfonn computation. Readers do 
not need sophisticated mathematics. nor do they need 10 know infornlation theory or 
theorems from data communications: the book describes the physical network as a black 
box around which an internetwork can be built. It states design principles in English 
and discusses motivations and consequences. 

I thank: all the people who have contributed to versions of Ihis book. John Lin pro
vided extensive assistance with this edit ion, including classifying RFCs. Ralph Droms 
reviewed the chapter 011 bootstmpping. and Sandeep Kumar. Steve Lodin, and Christoph 
Schuba. from the COAST security project at Purdue, commented on the security 
chapter. Special thanks go to my wife. Chris. whose careful editing made many im
provements in wording. 
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FOR FURTHER STUDY 

The protocols described in this chapter are all specified in Internet RFCs. POSt 
[RFC 8211 describes the Simple Mail Transfer Protocol and gives many examples. Th
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exact format of mail messages is given by Crocker [RFC 822]. Borenstein and Free~ 
[RFC 152 1] specifies the standard for MIME, including the syntax of header dec1a 
lions, the interpretation of content types, and the base64 encoding mentioned in I~~' 
chapter. Moore [RFC 1522) defines MlME header extensions for non-ASCII text, a~~ 
Postel (RFC 15901 describes the procedure for registration of new conlent and enCOdin 
types. Partridge [RFC 974J discusses the relationship between mail rouling and th! 
domain name system. Horton [RFC 9761 proposes a standard for the UNIX UUCP mail 
system. 

EXERCISES 

25.1 Some mail systems force the user 10 specify a sequence of machines through which the 
message should travel to reach lis destination. The mail protocol in each machine mere
ly passes the message on to the next machine. List three disadvantages of such a 
scheme. 

25.2 Find out if your computing system allows you to invoke SMTP di rectly. 

25.3 Build an SMTP client and use it to deliver a mail message. 

25.4 See if you can send mail through a mail gateway and back to yourself. 

25.5 Make a list of mail address forms that your site handles and write a set of rules for pars
ing them. 

25.6 Find OUI how the UNIX sendmail program can be used to implement a mail gateway. 

25.7 Find OUI how often your local mail system attempts delivery and how long it will contin
ue before giving up. 

25.8 Many mall systems allow users to direct incoming mail \0 a program instead of storing it 
in a mailbox. Build a program that accepts your incoming mail, places your mail in a 
file, and then sends a reply to tell the sender you arc on vacation. 

25,9 Read the SMTP standard carefully. Then use TELNET to connect to the SMTP port on 
a remote machine and ask the remote SMTP server to expand a mail alias. 

25,10 A user receives mail in which the To field specifies the string ;"1I'ortallf-people. The 
mail was sent from a computer on which the alias ;mporlan/-people includes no valid 
mailbox identifiers. Read the SMTP specification carefully to see how such a situation 

is possible. 
25.11 Read the MIME standard carefully. What servers can be specified in a MIME external 

reference? 
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Applications: Internet 
Management (SNMP, 
SNMPv2) 

26.1 Introduction 

In addition 10 protocols that provide network level services and application pro
grams that use those services, an internet needs software that allows managers to debug 
problems, control routing, and find computers that violate protocol standards. We refer 
to such activities as internet managemenr. This chapter considers the ideas behind 
TePtlP internet management software, and describes an internet management protocol. 

26.2 The Level Of Management Protocols 

Originally_ many wide area networks included management protocols as part of 
their link level prOiocois. I f a packet switch began misbehaving, the network manager 
could instruct a neighboring packet switch to send il a special control packet. Control 
packets caused the receiver to suspend normal operation and respond to commands from 
the manager. The manager could interrogate the packet switch to identify problems, ex
amine or change routes, test one of the communication interfaces, or reboot the switch. 
Once managers repaired the problem, they could instruct the switch to resume nonnal 
Operations. Because management tools were part of the lowest level protocol, managers 
were often able to control switches even if higher level protocols fai led. 
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Unlike a homogeneous wide area network, a TCP{1P internet does nol have a sin. 
gle link level protocol. Instead, the internet consists of multiple physical networks in. 
terconnected by IP routers. As a result, internet management differs from network 
management. First, a single manager can control heterogeneous routerst. Second, the 
controlled entities may nol share a common link level protocol. Third . the set of 
machines a manager controls may lie al arbitrary points in an internet. In particular, a 
manager may need to control one or more machines that do nOI altach to the same phy_ 
sical network as the manager's computer. Thus, it may nOI be possible for a manager to 
communicate with machines being controlled unless the management software uses pro_ 
tocols that provide end-to-end connecti vity across an internet. As a consequence, the 
internet management protocol used with TePtIP operates above the transport level: 

In a TCPIIP internet, IP rOlliers form the active switches that 
managers need to examine and control. Because routers attach to 
heterogeneous networks. protocols for internet management operate at 
Ihe application level and commllnicale using TCPIIP rransporr-Ievel 
protocols. 

Designing internet management software to operate at the application level has 
several advantages. Because the protocols can be designed without regard to the under_ 
lyi ng network hardware, one set of protocols can be used for all networks. Because the 
protocols can be designed without regard to the hardware on the managed machine, the 
same protocols can be used for all managed devices. From a manager's point of view, 
having a single set of management protocols means unifonnity - all routers respond to 
exactly the same set of commands. Furthennore. because the management software 
uses IP for communication. a manager can control the routers across an entire Tep/lp 
internet without having direct attachment to every physical network or router. 

Of course, building management software at the application level also has disad
vantages. Unless the operating system. IP software. and transport protocol software 
work correctly, the manager may not be able to contact the router. For example. if the 
router's routing table becomes damaged. it may be impossible to correct the table or re
boot Ihe machine from a remote site. If the operating system on a router crashes, it will 
be impossible to reach the application program that implements the internet manage
ment protocols even if the router can still field hardware interrupts and route packets. 

26.3 Architectural Model 

Despite the potential disadvantages, having Tep/lp management software operate 
at the application level has worked well in practice. 'The most significant advantage of 
placing network management protocols at a high level becomes apparent when one con
siders a large internet. where a manager's computer does not need to attach directly 10 
all physical networks that contain managed entities. Figure 26.1 shows an example of 
the architecture. 

t Although managers can control both roulers and hosts. we will focus on control of rOIllers bocause!heY 
pl'e$enl the most comple~ily. 
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t 
Manager's Host 

" Router being managed 

_____ Other hosts 

Figure 26.1 Example of network management. A manager invokes manage
ment cliem (Me) soflware that contacts management server 
(MS) software on routers throughout the internet. 
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As the figure shows, each participating host or rourer runs a server program. 
Technically, the server is called a management agel/{. A manager invokes client 
software on the local host computer and specifies an agent with which it communicates. 
After the client contacts the agent, it sends queries to obtain information or it sends 
commands to change conditions in the router. Of course, not all routers in a large inter
ner fall under a single manager. Most managers only control a few routers at their local 
sites. 

Internet management software uses an authentication mechanism to ensure only au
thorized managers can access or control a particular router. Some management proto
cols support multiple levels of authorization. allowing a manager specific privileges on 
each router. For example, a specific router could be configured to allow several 
managers to obtain information while only allowing a select subset of them to change 
information or control the router. 
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26.4 Protocol Architecture 

TCP/lP networkt management protocols divide the management problem into two 
pans and specify separate standards for each part. The fi rst pan concerns communica_ 
tion of information. A protocol specifies how client software running on a manager's 
host communicates with an agent. The protocol defines the fonnal and meaning of 
messages clients and servers exchange as well as the form of names and addresses. The 
second part concerns the data being managed. A protocol specifies which data items a 
router must keep as well as the name of each data item and the syntax used to eXPress 
the name. 

26.4.1 A Standard Network Management Protocol 

The current standard TCP/IP network management protocol is the Simple Network 
Managemem Protocol (SNMP) . A second version has been approved, but is nOi widely 
in use at the time this is being wriHen. Known as SNMPv2. the new version adds new 
capabilities, including stronger security. 

26.4.2 A Standard For Managed Information 

A router being managed must keep control and SIaIUS infonnalion that the manager 
can access. For example, a router keeps statistics on the SlalUS of its network interfaces, 
incoming and outgoing traffic, dropped datagrams, and error messages generated. 
Although it allows a manager 10 access these statistics, SNMP does not speci fy exaclly 
which data can be accessed. Instead. a separate standard specifies the details. Known 
as a Management Information Base (MIB), the standard specifies the data items a host 
or router must keep and the operations allowed on each. For example. the MIB speci
fies that IP software must keep a count of all octets that arrive over each network inter
face , and it specifies that network management software can only read those values. 

The MIB for TePtlP divides management infonnation into eighl categories as Fig
ure 26.2 shows. The choice of categories is important because identifiers used to speci
fy items include a code for the category. 

tTechnically, there is a distinction between internet managemenl protO«lls and networi; management pro-
locols. Historically, howe~r. TCPI1P internet managernent protO«lls are known as nn"''Ork IIIQn(Jgtmtrll prv
to«lIs: we will follow the accepted terminology. 
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MIB category 
system 

interfaces 
addr. trans. 

Jp 
icmp 
tcp 
udp 
e9P 

Includes Information About 
The host or router operating system 
Individual network Interfaces 
Address translation (e.g., AAP mappings) 
Internet Protocol software 
Internet Control Message Protocol software 
Transmission Control Protocol software 
User Datagram Protocol software 
Exterior Gateway Protocol software 

Figure 26.2 Categories of infonnalion in the MIB. 1be category is encoded 
in the idcntifier used {O specify an object. 
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Keeping the MIB definition independent of the network management protocol has 
advantages for both vendors and users. A vendor can include SNMP agent software in 
a product such as a router, with the guarantee that the software will continue to adhere 
10 the standard after new MIB items are defined. A customer can use the same network managemcnt client software to manage multiple routers that have different versions of a 
MIS. Of course, a router that does not have new MrS items cannot provide the infor
mation in those items. However. because all routers use the same language for com
munication. they call all parse a query and either provide the requested infonnation or 
send an error message explaining that they do not have the requested item. 

26.5 Examples of MIB Variables 

In addition to the standard TCP/1P MIB, which is known as MI8-1I. many RFCs 
document MIB variables for specific devices. Examining a few of the data items the 
standard MIS includes will help clarify the contents. Figure 26.3 lists example MIB 
variables along with their categories . 
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__ M~IB~v~ar~la~b~I~. ____ ~C~a~te3g~o~ryL--=~ __ ~~~M~e~.~n~1n~gL-___________ ___ 
sysUpTime system Time since last reboot 
If Number interfaces Number of network interfaces 
IfMtu interfaces MTU for a particular interface 
ipDefaultTTL ip Value IP uses In time-to-live field 
IplnReceives ip Number of datagrams received 
IpForwDatagrams ip Number of datagrams forwarded 
IpOutNoRoutes ip Number of routing failures 
ipReasmOKs ip Number of datagrams reassembled 
ipFragOKs ip Number of datagrams fragmented 
ipRoutingTable Ip IP Routing table 
IcmplnEchos icmp Number of ICMP Echo Requests received 
tcpRtoMin tcp Minimum retransmission time TCP allows 
tcpMaxConn tcp Maximum TCP connections allowed 
tcplnSegs tcp Number of segments TCP has received 
udplnDatagrams udp Number of UDP datagrams received 
egplnMsgs egp Number of EGP messages received 

Figure 263 Examples of MIB variables along with their categories. 

Values for most of the items listed in Figure 26.3 can be stored in a single integer. 
However, the MIB also defines more complex structures. For example. the MlB vari
able ipRouringTable refers to a router's routing table. Additional MIS variables define 
the contents of a routing table entry. and allow the network management protocols to 
reference the data for individual entries. Of course, MIB variables present only a logi
cal defi nition of each data item - the internal data structures a router uses may differ 
from the MlB definition. When a query arrives. software in the agent on the router is 
responsible for mapping between the MIB variable and the data structure the router uses 
to store the infonnation. 

26.6 The Structure Of Management Information 

In addition to the MIB standard, which specifies network management variables 
and their meanings. a separate standard specifies a set of rules used to define and identi
fy MIS variables. The rules are known as the Stl"llcture of Managemelll Ill/ormarion 
(SM/) specification. To keep network management protocols simple. the SMI places 
restrictions on the types of variables allowed in the MlB. specifies the rules for naming 
those variables. and creates rules for defining variable types. For example. the SMI 
standard includes definitions of tenns like IpAddress (defi ning it to be a 4-octet string) 
and Coumer (defin ing it to be an integer in the range of 0 to 2 l L I). and speci fics that 
they are the tenns used to define MIB variables. More important, the rules in the SMI 
describe how the MIS refers to tables of values (e.g., the IP routing table). 
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26.7 Formal Definitions Using ASN.l 

The SMI standard specifies that all MIB variables must be defined and referenced 
using ISO's Abstract Syntax Notation J (ASN./t). ASN. l is a formal language that has 
tWO main features: a notation used in documents that humans read, and a compact en
coded representation of the same information used in communication protocols. In bOlh 
cases, the precise, formal notation removes any possible ambiguities from both the 
representation and meaning. For example. instead of saying that a variable contai ns an 
integer value, a protocol designer who uses ASN.l must state the exact fonn and range 
of numeric values. Such precision is especially imponant when implementations in
clude heterogeneous computers that do nOi all use the same representations for data 
items. 

Besides keeping standards documents unambiguous, ASN.l also helps simplify the 
implementation of network management protocols and guarantees interoperability. It 
defines precisely how to encode both names and data items in a message. Thus, once 
the documentation of a MIB has been expressed using ASN,I, the human readable fonn 
can be translated directly and mechanically into the encoded fonn used in messages, In 
summary: 

The Tep/IP network managemem protocols lise a formal notation 
called ASN.I to define names and types for variables in the manage
mcm informarion base. The precise noration makes the form and con
lents of variable: .. unambig/lous. 

26.8 Structure And Representation Of MIS Object Names 

We said that ASN. I specifies how 10 represent both data items and names. How
ever, understanding the names used for MIB variables requires us to know about the 
underlying namespace. Names used for MIB variables are taken from the object identif
ier namespace administered by ISO and lTV. The key idea behind the object identifier 
namespace is that it provides a namespace in which all possible objects can be named. 
The namespace is nOI restricted to variables used in network management - it incl udes 
names for arbitrary objects (e.g., each international protocol standard document has a name). 

The object identifier namespace is absolute (global), mean ing thaI names are struc
tured to make them globally unique. Like most namespaces that are large and absolute, 
the object identifier namespace is hierarchical. Authority for parts of the namespace is 
subdivided at each level, allowing individual groups to obtain authority to assign some of the names without consulting a central authority for each assignment;. 

The root of the Object identifier hierarchy is unnamed, but has three direct descen
dams managed by: ISO, lTV, and jointly by ISO and lTV. The descendants are as
Signed both short lext strings and integers to identify them (the text strings are used 

t ASN. t is usually pronounced by reading the dol: 'A-S-N dol I'. 
;Rcadcr$ should recall from the Domain NalllC System discussion in Chapter 22 how authority for a hierarchical namespace is subdivided. 
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when humans need to understand object names; computer software uses the integers to 
form compact, encoded representations of the names). ISO has allocated one subtree 
for use by other national or international standards organizations (including U.S. stan_ 
dards organizations), and the U.S. National Institute for Standards and Technologyt has 
allocated a subtree for the U.S. Department of Defense. Finally, the lAB has petitioned 
the Department of Defense to allocate it a subtree in the namespace. 

Figure 26.4 illustrates pert inent parts of the object idemifier hierarchy and shows 
the position of the node used by TCP/IP network management protocols. 

directory 
1 

0'. 
3 

dod 

• 

mgmt 
2 

ullnamed 

loint
Iso-Itu 

3 

Figure 26.4 Part of the hierarchical object identifier namespaee used to name 
MIB variables. An object's name consists of the numeric labels 
along a path from the root to the object. 

tNIST was formerly the National Bureau of Standards. 
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'" 
The name of an object in the hierarchy is the sequence of numeric labels on the 

nodes along a path from the root to the object. The sequence is written with periods 
separating the individual Components. For example, the name / .3 .6.1 .1 denotes the 
node labeled directory. The MIB has been assigned a node under the interner mgmt 
subtree with label mib and numeric value I . Because all MIB variables fall under that 
node. they all have names beginn ing with the prefix 1.3 .6 . 1 .2 .1. 

Earlier we said thm the MIB groups all variables into eight categories. The exact 
meaning of the categories can now be explained: they are the eight subtrees of the mib 
node of the object identifier namespacc. Figure 26.5 illustrates the idea by showing part 
of thc naming Subtree under the mib node. 

directory , 

. label from the roOl to -
Internet , 

mgmt 
2 

mib , 

this poim is 1.3.6 

experi
mental 

3 
private 

4 

Figure 26_5 The objcct identifier namespace under the lAB mih node. Each 

subtree corresponds to one of the eight categories of MIB vari
ables. 
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Two examples will make the naming syntax clear. Figure 26.5 shows that the 
category labeled ip has been assigned the numeric value 4. Thus, the names of all MIB 
variables corresponding 10 IP have an idenlifier that begins with the prefix 
J . 3.6.1 .2. 1.4. If one wanted to write oul the textual labels instead of the numeric 
representation. the name would be: 

iso . org . dod . imerne! . mgmt . mib. ip 

A MlB variable named iplnReceives has been assigned numeric identifier 3 under the ip 
node in the namespace, so ils name is: 

iso . org. dod . internet . mgmt. mib . ip . iplnReceives 

and the corresponding numeric represenlalion is: 

1. 3 .6 . 1.2 . 1.4.3 

When network management protocols use names of MIS variables in messages. each 
name has a suffi x appended. For simple variables. the suffix 0 refers to the instance of 
the variable with that name. So. when it appears in a message sent to a router, the 
numeric representation of iplnReceil'es is: 

1 .3.6.1 .2.1.4 .3.0 

which refers to the instance of iplnReceil'(!s on that router. Note that there is no way to 
guess the numeric value or suffix assigned to a variable. One must consull the puJr 
lished standards to find which numeric values have been assigned to each object type. 
Thus, programs that provide mappings between the textual form and underlying numeric 
values do so entirel y by consulting tables of equivalences - there is no closed-form 
computation that performs the transformation. 

As a second. more complex example. consider the MIB variable ipAddrTable. 
which contains a list of the IP addresses for each network interface. The variable exists 
in the namespace as a subtree under ip, and has been assigned the numeric value 20. 
Therefore. a reference to it has the prefix: 

iso . org . dod . imernel . mgml . mib. ip. ipAddrTable 

with a numeric equivalent: 

1.3 .6 . /.2 . /.4.20 

In programming language terms, we think of the IP address table as a one_dimensional 
array, where each element of the array consists of a structure (record) that contains five 
items: an IP address. the integer index of an interface corresponding to the entry, an IP 
subnet mask. an IP broadcast address, and an integer that specifies the maximum 
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datagram si1..e that the router will reassemble. Of course, not all roUiers have such an 
array in memory. The router may keep this infonnation in many variables or may need 
10 follow pointers to find it. However, the MIB provides a name for the array as if it 
existed, and allows network management software on individual routers to map table 
references into appropriate internal variables. 

Using ASN. I style notation, we can define ipAddrTable: 

ipAddrTable ::= SEQUENCE OF IpAddrEntry 

where SEQUENCE and OF are keywords that define an ipAddrTable to be a one
dimensional aITay of IpAddrEntrys. Each entry in the aITay is defined to consist of five 
fields (the definition assumes that IpAddress has already been defined). 

IpAddrEntry ::= SEQUENCE 
ipAdEntAddr 

IpAddress, 
ipAdEntlnndex 

INTEGER, 
ipAdEntNelMask 

IpAddress. 
ipAdEntBcastAddr 

IpAddress, 
ipAdEntReasmMaxSize 

INTEGER (0 .. 65535) 

Further definitions must be given to assign numeric values to ipAddrErllry and 10 each 
item in the IpAddrEmry sequence. For example. the definition: 

ipAddrEntry I ipAddrTable I I 

specifies that ipAddrEllIry falls under ipAddrTable and has numeric value J. Similarly. 
the definition: 

ipAdEntNetMask I ipAddrEntry 3 I 

assigns ipAdEmNelMask numeric value 3 under ipAddrEntry. 
We said that ipAddrTable was like a one-dimensional array. However, there is a 

significant difference in the way programmers use arrays and the way network manage
ment software uses tables in the MIB. Programmers think of an array as a sel of ele
ments that have an index used 10 select a specific element. For example. the program
mer might write xyz/3j 10 select the thi rd element from aITay x)'z. ASN.1 syntax does 
nOl use integer indices. Instead, MIB tables append a suffix onto the name to select a specific element in the table. For our example of an IP address table, the standard 
specifics that the suffix used to select an item consists of an IP address. Symaclically, 
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the IP address (in dotted decimal notation) is concatenated onto the end of the object 
name to form the reference. Thus. to specify the network mask field in the IP address 
table entry corresponding to address 128. 10.2.3. one uses the name: 

iso.org.dod.internel.mgmt.mib.ip.ipAddrTable.ipAddrEntry.ipAdEntNeIMask.128.10.2.J 

which, in numeric form, becomes: 

1 . 3 . 6 . J.2.1.4 . 20 . 1.3./28./0.2.3 

Although concatenating an index to the end of a name may seem awkward. it provides a 
powerful tool that allows clients to search tables without knowing the number of items 
or the type of data used as an index. The next section shows how network management 
protocols use this feature to step through a table one element at a time. 

26.9 Simple Network Management Protocol 

Network management protocols specify communication between the network 
management clien! program a manager invokes and a network managemen! server pro. 
gram executing on a host or router. In addition to defining the fonn and meaning of 
messages exchanged and the representation of names and values in those messages, nct
work managemen! protocols also define administrative relationships among routers be· 
ing managed. That is, they provide for authentication of managers. 

One might expect network managemen! protocols to contain a large number of 
commands. Some early protocols. for example. supponed commands that allowed the 
manager to: rebool the system, add or delete routes, disable or enable a particular net
work interface, or remove cached address bindings. The main disadvantage of building 
management protocols around commands arises from the resulting complexity. The 
protocol requires a separate command for each operation on a data item. For example, 
the command to delete a routing table entry differs from the command to di sable an in
terface. As a result, the protocol must change to accommodate new data items. 

SNMP takes an interesting al ternative approach to network management. Instead 
of defining a large set of commands. SNMP casts all operations in a !etch-slOre para· 
digmt. Conceptually, SNMP contains only two commands that allow a manager to 
fetch a value from a data item or store a value into a data item. All other operations are 
defined as side-effects of these two operations. For example. although SNMP does not 
have an explicit reboot operation, an equivalent operation can be defined by declaring a 
data item thaI gives the time until the next reboot and allowing the manager to assign 
the item a value (including zero). 

The chief advantages of using a fetch·store paradigm are stabi lity, simplicity. and 
flexibili ty. SNMP is especially stable because its definition remains fixed. even though 
new data items are added 10 the M IB and new operations are defined as side·effects of 
storing into those items. SNMP is simple to implement, understand. and debug because 

t'The fetch·slOre parndigm comes from a management proIocol system known as HEMS. See partridge 
and Trewiu [RFCs 1021 , t022.I023,and t024Jfordelails. 
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it avoids the complexity of having special cases for each command. Finally, SNMP is 
especially flexible because it can accommodate arbitrary commands in an elegam frame
work. 

From a manager's point of view, of course, SNMP remains hidden. The user inter
face to network. management software can phrase operations as imperative commands 
(e.g .. reboot). Thus, there is little visible difference between the way a manager uses 
SNMP and other network management protocols. In fact , vendors have begun to sell 
network management software that offers a graph ical user interface. Such software 
displays diagrams of network connectivity, and uses a point-and-c1ick style of interac
tion. 

As Figure 26.6 shows, SNMP offers more than the two operations we have 
described. 

Command 
get-request 
get-next-request 
get-response 
set-request 
trap 

Meaning 
Fetch a value from a specific variable 
Fetch a value without knowing its exact name 
Reply to a fetch operation 
Store a value In a specific variable 
Reply triggered by an event 

Figure 26.61be set of possible SNMP operationst. Get·nexl·requesl allows 
the manager to itera te through a table of items. 

Operations get-request, get-response, and set-request provide the basic fetc h and 
store operations (as well as replies to those operations). SNMP specifies thai operations 
must be atomic, meaning that if a single SNMP message specifies operations on multi
ple variables, the server e ither perfonns all operations or none of them. In particular, no 
assignments will be made if any of them are in error. The trap operation allows 
managers to program servers 10 send information when an event occurs. For example, 
an SNMP server can be programmed 10 send a manager a trap message whenever one 
of the attached networks becomes unusable (i.e., an interface goes down). 

26.9.1 Searching Tables Using Names 

We said that ASN.l does not provide mechanisms for declaring arrays or indexi ng 
them in the usual sense. However, it is possible 10 denote individual elements of a table 
by appending a suffix 10 the object identifier for the table. Unfortunately. a client pro
gram may wish to examine entries in a table for which il does not know all valid suf
fi:<es. The get·next-request operation allows a client to iterate through a table without knowing how many items the table contains. The rules are quite simple. When sending 
a get-next-request, the client supplies a prefix of a valid object identifier. P. The server e:<amines the set of Object identifiers for all variables it controls, and responds by send
ing a get-response command for the one that has an object identifier lexicographically 

tSNMt>V2 adds a gtl·hulk oper.uio-n that permits a manager to fetch multiple va lues with a single request. 
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greater than P. Because the MIS uses suffi xes 10 index tables, a client can send the 
prefil( of an object identifier corresJX>nding to a table and receive the first e lement in the 
table. The client can send the name of the first element in a table and receive the 
second, and so on. 

Consider an example search. Recall that the ipAddrTable uses IP addresses to 
identify entries in the table. A client that does not know which IP addresses are in the 
table on a given router cannot fonn a complete object identifier. However, the client 
can still use the ger-next-request operation to search the table by sending the prefix: 

iso , org . dod . internet . mgmt . mib. ip. ipAddrTable . ipAddrEnrry. ipAdEntNetMask 

which, in numeric form, is: 

1.3 .6.1.2 ,1.4 .20./.3 

The server returns the network mask field of the first entry in ipAddrTable. The cl ient 
uses the full object identifier returned by the server to request the next item in the table. 

26.10 SNMP Message Formal 

Unlike most TePflP protocols, SNMP messages do not have fixed fields. Instead, 
they use the standard ASN.I encoding. Thus, they can be difficult for humans to 
decode and understand. After examining the SNMP message definition in ASN.! nota· 
tion, we will review the ASN.1 encoding scheme briefly, and see an example of an en
coded SNMP message. 

An SNMP message consists of three main parts: a protocol version, an SNMP 
commul/ity identifier (used to group together the routers managed by a given manager), 
and a data area. The data area is divided into protocol data units (PDUs), Each POU 
consists of a request (sent by client) or a response (sent by server). Figure 26.7 shows 
how the message can be described in ASN.! notation. 

SNMP-Message ::= 
SEQUENCE I 

version INTEGER 
version-! (0) 

I. 
community 

OCTET STRING, 
data 

ANY 

Figure 26.7 The SNMP message fonnat in ASN.1 notation. The data area 
contains one or more protocol data units. 
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The five types of protocol data units are further described in ASN.l notation in 
Figure 26.8. 

SNMP-PDUs 
CHOICE 

get-request 

GetRequest-PDU, 
gel-next-requesl_PDU 

GetNextRequesl-PDU, 
gel-response 

GetResponse-PDU, 
sel-req uest 

SetRequest-PDU, 
trap 

Trap-PDU, 

Figure 26.8 The ASN.J definitions of an SNMP PDU. The syntax for each 
request type must be specified funhe r. 

The definit ion specifies that each prQ[ocol data unit consists of one of the five request 
or response types. To complete the definition of an SNMP message, we must further 
specify the symax of the five ind ividual types. For example, Figure 26.9 shows the de
finition of a get-request. 

GetRequesl-PDU ::== (OJ 
IMPLICIT SEQUENCE 

request-id 
RequestlD, 

error-status 
ErrorStatus, 

error-index 
Errorlndex, 

variable-bindings 
VarBindList 

Figure 26.9 The ASN.J definition of a gel-reqllest message. Formally, the 
message is defined to be a GeIReqllesf_PDU. 

Further definitions in the standard specify the remaining undefined terms. Request
ID is defined to be a 4-octet integer (used to match responses to queries). Both Error
Status and Error/I/dex are single octet imegers which comain the value zero in a re-
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quest. Finally, VarBindList contains a list of object identifiers for which the client 
seeks values. In ASN. I terms, the definitions specify that VarBindList is a sequence of 
pairs of object name and value. ASN.1 represents the pairs as a sequence of two items. 
Thus, in the simplest possible request, VarBindList is a sequence of two items: a name 
and a null. 

26.11 Example Encoded SNMP Message 

The encoded form of ASN.1 uses variable-length fields to represent items. In gen
eral, each field begins with a header that specifies the type of object and its length in 
bytes_ For example, Figure 26.10 shows the string of encoded octets in a get-request 
message for data item sysDescr (numeric object identifier / .3 .6. / .2. J • J • J ). 

30 29 02 01 00 
~ len=41 .IN'I'E(igR 1...,..1 vers=O 

O' 06 70 75 62 6C 69 63 
string 1en-6 p u b 1 i c 

AO Ie 02 O' 05 AE 56 02 
getreq:. 1en=28 lNI'EGER len-< ------- request ID -------

02 01 00 02 01 00 
INlEGER len-I status INlEGER len=l error index 

30 OE 30 DC 06 08 
SEX;UE>K:E 1en-14 SEX;UE>K:E len-12 Objectid len-8 

2B 06 01 02 01 01 01 00 
1.3 6 1 2 1 1 1 0 

05 00 
null 1en-O 

Figure 26.10 The encoded form of a get·reqllest for data item sysOescr with 
octets shown in hexadecimal and their meanings below. Relat
ed octets have been grouped onto lines; they are contiguous in 
the message. 

As Figure 26_10 shows. the message starts with a code for SEQUENCE which has 
a length of 41 octets. The first item in the sequence is a I-octet integer that specifies 
the protocol version. The community fie ld is stored in a character string, which in the 
example, is a 6-octet string that contains the word public. 



Sec. 26. 1] Example Encoded SNMP Message 
463 

The GetRequest-PDU occupies the remainder of the message. The inirial code specifies a get-Request operation. Because the high-order bit is turned on, Ihe interpretation is context specific. That is, the hexadecimal value AO only specifies a GelRequesl-PDU when used in an SNMP message; it is not a universally reserved value. Following the request octet, the length octet specifies Ihe request is 28 octelS long. The request lD is 4 octets, but each of the error status and error index are one ocleI. Finally, the sequence of pairs comains one binding, a single object identifier bound to a null value. The identifier is encoded as expected except that the firSI two numeric labels are combined into a single oclel. 

26.12 Summary 

Network management protocols allow a manager 10 monitor and comrol roulers and hOSls. A network management client program executing on the manager's workslation contacts one or more servers, called agems, running on Ihe computers 10 be controlled. Because an internet consists of helerogeneous machines and networks, TCP/IP management software executes as application programs and uses internet transport protocols (e.g .. UDP) for communication between clients and servers. The standard TCP/lP network management protocol is SNMP, the Simple Network Managemenl Protocol. SNMP defines a low-level management protocol that provides IWO basic operations: fetch a value from a variable or store a val ue into a variable. In SNMP, all operations occur as side..effecls of sloring values into variables. SNMP defines the fonnat of messages that travel between a manager's computer and a managed entity. 
A companion standard 10 SNMP defines the set of variables that a managed entity maintains. The slandard is known as a Management Infonnation Base, or MIS . MIB variables are described using ASN. I, a fonnal language thai provides a concise encoded fonn as well as a precise human-readable nOlalion for names and objects. ASN. I uses a hierarchical namespace 10 guaramee that all MIS names are globally unique while still allowing subgroups 10 assign parts of the namespace. 

FOR FURTHER STUDY 

Schoffstall, Fedor, Davin. and Case [RFC 11571 contains the standard for SNMP. ISO [May 87a] and [May 87bl contain the standard for ASN.! and speci fy the encoding. McCloghrie and Rose [RFC 1213J defines the variables thai comprise MIB-II , while McCloghrie and Rose [RFC 121 1J contains the SMI rules for naming MIB variables. 
A series of RFCs defines SNMPv2, which is a proposed standard at the time of th is writing. Case, McCloghrie, Rose. Waldbusser {RFC 144 1] contains an introduction to SNMPv2. Case, McCloghrie, Rose. and Waldbusser IRFC 14501 defines the 
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SNMPv2 MrB. Galvin and McCloghrie [RFC 14461 discusses SNMPv2 security proto_ 
cols. Case, McCloghrie, Rose, Waldbusser [RFC 1448] specifies protocol operations. 

An older proposal for a network management protocol called HEMS can be found 
in Trewitt and Partridge [RFCs 1021 , \022, 1023, and 1024]. Davin, Case, Fedor, and 
Schoffstall [RFC 1028] specifies a predecessor to SNMP known as the Simple Gateway 
Monitoring Protocol (SGMP). 

EXERCISES 

26.1 Capture an SNM P packet with a network analyzer and decode the fields. 

26.2 Read the standard to find out how ASN.l encodes the first two numeric values from an 
Object identifier in a single octet. Why does it do so? 

26.3 Read the specification for eMIP. How many commands does it support? 

26.4 Suppose the MIB designers needed to define a variable that corresponded to a two_ 
dimensional array. How can ASN .1 notation accommodate references to such a vari_ 

able? 
26.5 What are the advantages and disadvantages of defining globally unique ASN.1 names for 

MIS variables? 
26.6 If you have SNMP client code available. try using it to read MlB variables in a local 

router. What ;5 the advantage of allowing arbitrary managers to read variables in all 

routers? 
26.7 Read the MIB specification to find the definition of variable ipRolllingTable that 

corresponds to an IP routing table. Design a program that will use SNMP to contact 
multiple routers, and see if any entries in their routing tables cause a routing loop. E~

actly what ASN.1 names should such a program generate? 
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