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— Dan Lynch
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Foreword

Professor Douglas Comer’s book has become the classic text for an introduction to
TCP/IP. Writing an introduction to TCP/IP for the uninitiated is a very difficult task.
While combining the explanation of the general principles of computer communication
with the specific examples from the TCP/IP protocol suite, Doug Comer has provided a
very readable book.

While this book is specifically about the TCP/IP protocol suite, it is a good book
for learning about computer communications protocols in general. The principles of ar-
chitecture, layering, multiplexing, encapsulation, addressing and address mapping, rout-
ing, and naming are quite similar in any protocol suite, though, of course, different in
detail.

Computer communication protocols do not do anything themselves. Like operat-
ing systems, they are in the service of application processes. Processes are the active
elements that request communication and are the ultimate senders and receivers of the
data transmitted. The various layers of protocols are like the various layers in a com-
puter operating system, especially the file system. Understanding protocol architecture
is like understanding operating system architecture. In this book Doug Comer has taken
the *‘bottom up’* approach — starting with the physical networks and moving up in lev-
els of abstraction to the applications.

Since application processes are the active elements using the communication sup-
ported by the protocols, TCP/IP is an “‘interprocess communication™ (IPC) mechanism.
While there are several experiments in progress with operating system style message
passing and procedure call types of IPC based on IP, the focus in this book is on more
traditional applications that use the UDP datagram or TCP logical connection forms of
IPC. Typically in operating systems there is a set of functions provided by the operat-
ing system to the application processes. This system call interface usually includes calls
for opening, reading, writing, and closing files, among other things. In many systems
there are similar system calls for [PC functions including network communication. As
an example of such an interface Doug Comer presents an overview of the socket inter-
face.

One of the key ideas inherent in TCP/IP and in the title of this book is ‘internet-
working.”” The power of a communication system is directly related to the number of
entities in that system. The telephone network is very useful because (nearly) all the
telephones are connected to one network (as it appears to the users). Computer com-
munication systems and networks are currently separated and fragmented. As more
users and enterprises adopt TCP/IP as their network communication technology and are
joining the Internet this is becoming less of a problem, but there is still a long way to




XXil Foreword

go. The goal of interconnection and internetworking, to have a single powerful comput-
er communication network, is fundamental to the design of TCP/IP.

Essential to internetworking is addressing, and a universal protocol — the Internet
Protocol. Of course, the individual networks have their own protocols which are used
to carry the IP datagrams, and there must be a mapping between the individual network
address and the IP address. Over the lifetime of TCP/IP, the nature of these individual
networks have changed from the early days of the ARPANET to the recently developed
ATM networks. A new chapter in this edition discusses IP over ATM networks. This
book now includes recent developments in Dynamic Host Configuration (DHCP) that
will ease the administration of networks and the installation of new computers.

To have an internetwork, the individual networks must be connected. The connect-
ing devices are called routers. Further, these routers must have some procedures for
forwarding data from one network to the next. The data is in the form of IP datagrams
and the destination is specified by an IP address, but the router must make a routing de-
cision based on the IP address and what it knows about the connectivity of the networks
making up the Internet. The procedures for distributing the current connectivity infor-
mation to the routers are called routing algorithms, and these are currently the subject of
much study and development. In particular, the recent development of the Classless In-
terDomain Routing (CIDR) technique to reduce the amount of routing information ex-
changed is important.

Like all communication systems, the TCP/IP protocol suite is an unfinished sys-
tem. It is evolving to meet changing requirements and new opportunities. Thus, this
book is, in a sense, a snapshot of TCP/IP. And, as Doug Comer points out, there are
many loose ends. With the recent rapid growth of the Internet there is concern about it
outgrowing the capabilities of the TCP/IP protocols, particularly the address space. In
response the research and engineering community has developed a “‘next generation’
version of the Internet Protocol called IPng. Many of the enterprises now joining the
Internet have concerns about security. A new chapter in this edition discusses the secu-
rity and firewalls.

Most chapters end with a few pointers to material “‘for further study.”” Many of
these refer to memos of the RFC series of notes. This series of notes is the result of a
policy of making the working ideas and the protocol specifications developed by the
TCP/IP research and development community widely available. This availability of the
basic and detailed information about these protocols, and the availability of the early
implementations of them, has had much to do with their current widespread use. This
commitment to public documentation at this level of detail is unusual for a research ef-
fort, and has had significant benefits for the development of computer communication.

This book brings together information about the various parts of the TCP/IP archi-
tecture and protocols and makes it accessible. Its publication is a very significant mile-
stone in the evolution of computer communications.

Jon Postel,

Associate Director for Networking
Information Sciences Institute
University of Southern California

January 1995




Preface

The world has changed dramatically since the second edition of this book was pub-
lished. It hardly seems possible only four years have elapsed. When I began the
second edition in the summer of 1990, the Internet had grown to nearly 300,000 host
computers, up from 5,000 hosts when the book was first written. At the time. we marv-
eled at how large an obscure research project had become. Cynics predicted that con-
tinued growth would lead to a complete collapse by 1993. Instead of collapsing, the In-
ternet has continued its explosive expansion; the ‘‘large’” Internet of 1990 is only 7% of
the current Internet.

TCP/IP and the Internet have accommodated change well. The basic technology
has survived over a decade of exponential growth and the associated increases in traffic.
The protocols have worked over new high-speed network technologies, and the design
has handled applications that could not be imagined a decade ago. Of course, the entire
protocol suite has not remained static. New protocols have been deployed, and new
techniques have been developed to adapt existing protocols to new network technolo-
gies. Changes are documented in RFCs, which have increased by over 50 percent.

This edition contains updated information throughout the text (including use of the
commercially popular term /P router in place of the traditional scientific term IP gate-
way) as well as new material that describes technical advances and changes. The
chapter on subnet addressing now describes supernetting as well as subnetting, and
shows how the two techniques are motivated by the same goal. The chapter on
bootstrapping explains a significant advance that will eliminate the need for manual
configuration of host computers and allow a computer to obtain an IP address automati-
cally: the Dynamic Host Configuration Protocol (DHCP). The chapter on TCP includes
a description of Silly Window Syndrome and an explanation of the heuristics TCP uses
to prevent the problem. The chapter on electronic mail includes a description of the
Multipurpose Internet Mail Extensions (MIME), which permit non-ASCII data to be
sent in a standard e-mail message.

Three new chapters contain detailed information about significant developments.
Chapter 18 explains how TCP/IP is being used over ATM networks. The chapter
discusses the organization of ATM hardware, the purpose of adaptation layer protocols,
IP encapsulation, address binding, routing, and virtual circuit management. The chapter
illustrates how a connectionless protocol like IP can use the connection-oriented inter-
face that ATM provides. Chapter 28 covers a topic that is crucial to many organiza-
tions as they contemplate connecting to the global Internet — security. The chapter
describes the internet firewall concept, and shows how a firewall architecture can be
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used to protect networks and computers inside an organization from unwanted access.
The chapter also discusses the principles underlying a two-level firewall design, and
considers outside access from a secure computer. Finally, a new chapter is devoted to
what may be the most significant change in TCP/IP since its inception: the imminent
adoption of a next generation Internet Protocol (IPng). Chapter 29 describes the proto-
col that the IETF has developed to serve as IPng. Although it has not been thoroughly
tested or approved as a permanent standard, the new design appears to be the consensus
choice. The chapter presents the proposed design and address assignment scheme.

The third edition retains the same general contents and overall organization as the
second edition. The entire text focuses on the concept of internetworking in general and
the TCP/IP internet technology in particular. Internetworking is a powerful abstraction
that allows us to deal with the complexity of multiple underlying communication tech-
nologies. It hides the details of network hardware and provides a high level communi-
cation environment. The text reviews both the architecture of network interconnections
and the principles underlying protocols that make such interconnected networks function
as a single, unified communication system. It also shows how an internet communica-
tion system can be used for distributed computation.

After reading this book, you will understand how it is possible to interconnect mul-
tiple physical networks into a coordinated system, how internet protocols operate in that
environment, and how application programs use the resulting system. As a specific ex-
ample, you will learn the details of the global TCP/IP Internet, including the architec-
ture of its router system and the application protocols it supports. In addition. you will
understand some of the limitations of the internet approach.

Designed as both a college text and as a professional reference, the book is written
at an advanced undergraduate or graduate level. For professionals, the book provides a
comprehensive introduction to the TCP/IP technology and the architecture of the Inter-
net. Although it is not intended to replace protocol standards, the book is an excellent
starting point for learning about internetworking because it provides a uniform overview
that emphasizes principles. Moreover, it gives the reader perspective that can be ex-
tremely difficult to obtain from individual protocol documents.

When used in the classroom, the text provides more than sufficient material for a
single semester network course at either the undergraduate or graduate level. Such a
course can be extended to a two-semester sequence if accompanied by programming
projects and readings from the literature. For undergraduate courses, many of the de-
tails are unnecessary. Students should be expected to grasp the basic concepts
described in the text, and they should be able to describe or use them. At the graduate
level, students should be expected to use the material here as a basis for further explora-
tion. They should understand the details well enough to answer exercises or solve prob-
lems that require them to explore extensions and subtleties. Many of the exercises sug-
gest such subtleties; solving them often requires students to read protocol standards and
apply creative energy to comprehend consequences.

At all levels, hands-on experience sharpens the concepts and helps students gain
intuition. Thus, I encourage instructors to invent projects that force students to use In-
ternet services and protocols. The semester project in my graduate Internetworking
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course at Purdue requires students to build an IP router. We supply hardware and the
source code for an operating system, including device drivers for network interfaces;
students build a working router that interconnects three networks with different MTUS.
The course is extremely rigorous, students work in teams, and the results have been im-
pressive (many industries recruit graduates from the course). Although such experimen-
tation is safest when the instructional laboratory network is isolated from production
computing facilities, we have found that students exhibit the most enthusiasm, and
benefit the most, when they have access to a functional TCP/IP internet.

The book is organized into four main parts. Chapters 1 and 2 form an introduction
that provides an overview and discusses existing network technologies. In particular,
Chapter 2 reviews physical network hardware. The intention is to provide basic intui-
tion about what is possible, not to spend inordinate time on hardware details. Chapters
3-13 describe the TCP/IP Internet from the viewpoint of a single host, showing the pro-
tocols a host contains and how they operate. They cover the basics of Internet address-
ing and routing as well as the notion of protocol layering. Chapters 14-18 and 28
describe the architecture of an internet when viewed globally. They explore routing ar-
chitecture and the protocols routers use to exchange routing information. Finally,
Chapters 19-27 discuss application level services available in the Internet. They present
the client-server model of interaction, and give several examples of client and server
software.

The chapters have been organized bottom up. They begin with an overview of
hardware and continue to build new functionality on top of it. This view will appeal to
anyone who has developed Internet software because it follows the same pattern one
uses in implementation. The concept of layering does not appear until Chapter 11. The
discussion of layering emphasizes the distinction between conceptual layers of func-
tionality and the reality of layered protocol software in which multiple objects appear at
each layer.

A modest background is required to understand the material. The reader is expect-
ed to have a basic understanding of computer systems, and to be familiar with data
structures like stacks, queues, and trees. Readers need basic intuition about the organi-
zation of computer software into an operating system that supports concurrent program-
ming and application programs that users invoke to perform computation. Readers do
not need sophisticated mathematics, nor do they need to know information theory or
theorems from data communications; the book describes the physical network as a black
box around which an internetwork can be built. It states design principles in English
and discusses motivations and consequences.

[ thank all the people who have contributed to versions of this book. John Lin pro-
vided extensive assistance with this edition, including classifying RFCs. Ralph Droms
reviewed the chapter on bootstrapping, and Sandeep Kumar, Steve Lodin, and Christoph
Schuba, from the COAST security project at Purdue, commented on the security
chapter. Special thanks go to my wife, Chris, whose careful editing made many im-
provements in wording.
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446 Applications: Electronic Mail (822, SMTP, MIME)

FOR FURTHER STUDY

The protocols described in this chapter are all specified in Internet RFCs, Poste]
[RFC 821] describes the Simple Mail Transfer Protocol and gives many examples, The
exact format of mail messages is given by Crocker [RFC 822]. Borenstein and Freeq
[REC 1521] specifies the standard for MIME, including the syntax of header declary.
tions, the interpretation of content types, and the base64 encoding mentioned ip this
chapter. Moore [RFC 1522] defines MIME header extensions for non-ASCII text, an&
Postel [REC 1590] describes the procedure for registration of new content and encoding
types. Partridge [RFC 974] discusses the relationship between mail routing and he
domain name system. Horton [RFC 976] proposes a standard for the UNIX UUCP mai
system.

EXERCISES

25.1 Some mail systems force the user to specify a sequence of machines through which the
message should travel to reach its destination. The mail protocol in each machine mere-
ly passes the message on to the next machine. List three disadvantages of such g
scheme.

25.2 Find out if your computing system allows you to invoke SMTP directly.

253 Build an SMTP client and use it to deliver a mail message.

254 See if you can send mail through a mail gateway and back to yourself.

25.5 Make a list of mail address forms that your site handles and write a set of rules for pars-
ing them.

25.6 Find out how the UNIX sendmail program can be used to implement a mail gateway.

25.7 Find out how often your local mail system attempts delivery and how long it will contin-
ue before giving up.

25.8 Many mail systems allow users to direct incoming mail to a program instead of storing it
in a mailbox. Build a program that accepts your incoming mail, places your mail in a
file, and then sends a reply to tell the sender you are on vacation.

25.9 Read the SMTP standard carefully. Then use TELNET to connect to the SMTP port on
a remote machine and ask the remote SMTP server to expand a mail alias.

2510 A user receives mail in which the To field specifies the string important-people. The
mail was sent from a computer on which the alias important-people includes no VﬂI“d
mailbox identifiers. Read the SMTP specification carefully to see how such a situation
is possible.

25.11 Read the MIME standard carefully. What servers can be specified in a MIME externd!

reference?
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Applications: Internet
Management (SNMP,
SNMPv2)

26.1 Introduction

In addition to protocols that provide network level services and application pro-
grams that use those services, an internet needs software that allows managers to debug
problems, control routing, and find computers that violate protocol standards. We refer
to such activities as internet management. This chapter considers the ideas behind
TCP/IP internet management software, and describes an internet management protocol.

26.2 The Level Of Management Protocols

Originally, many wide area networks included management protocols as part of
their link level protocols. If a packet switch began misbehaving, the network manager
could instruct a neighboring packet switch to send it a special control packet. Control
Packets caused the receiver to suspend normal operation and respond to commands from
the manager. The manager could interrogate the packet switch to identify problems, ex-
Amine or change routes, test one of the communication interfaces, or reboot the switch.
Once managers repaired the problem, they could instruct the switch to resume normal
Operations. Because management tools were part of the lowest level protocol, managers
Were often able to control switches even if higher level protocols failed.
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Unlike a homogeneous wide area network, a TCP/IP internet does not have a sin-
gle link level protocol. Instead, the internet consists of multiple physical networks in.
terconnected by IP routers. As a result, internet management differs from network
management. First, a single manager can control heterogeneous routersf. Second, the
controlled entities may not share a common link level protocol. Third, the set of
machines a manager controls may lie at arbitrary points in an internet. In particular, 4
manager may need to control one or more machines that do not attach to the same phy.
sical network as the manager’s computer. Thus, it may not be possible for a manager to
communicate with machines being controlled unless the management software uses pro-
tocols that provide end-to-end connectivity across an internet. As a consequence, the
internet management protocol used with TCP/IP operates above the transport level:

In a TCPIIP internet, IP routers form the active switches that
managers need to examine and control. Because routers attach to
heterogeneous networks, protocols for internet management operate at
the application level and communicate using TCP/IP transport-level
protocols.

Designing internet management software to operate at the application level has
several advantages. Because the protocols can be designed without regard to the under-
lying network hardware, one set of protocols can be used for all networks. Because the
protocols can be designed without regard to the hardware on the managed machine, the
same protocols can be used for all managed devices. From a manager’s point of view,
having a single set of management protocols means uniformity — all routers respond to
exactly the same set of commands. Furthermore, because the management software
uses IP for communication, a manager can control the routers across an entire TCP/IP
internet without having direct attachment to every physical network or router.

Of course, building management software at the application level also has disad-
vantages. Unless the operating system, IP software, and transport protocol software
work correctly, the manager may not be able to contact the router. For example, if the
router’s routing table becomes damaged, it may be impossible to correct the table or re-
boot the machine from a remote site. If the operating system on a router crashes, it will
be impossible to reach the application program that implements the internet manage-
ment protocols even if the router can still field hardware interrupts and route packets.

26.3 Architectural Model

Despite the potential disadvantages, having TCP/IP management software operate
at the application level has worked well in practice. The most significant advantage of
placing network management protocols at a high level becomes apparent when one con-
siders a large internet, where a manager’s computer does not need to attach directly t©
all physical networks that contain managed entities. Figure 26.1 shows an example of
the architecture.

Although managers can control both routers and hosts, we will focus on control of routers because they

present the most complexity.
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@ <«— Hosts being managed \
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Manager's Host

.

Router being managed

/ Other hosts

Figure 26.1 Example of network management. A manager invokes manage-
ment client (MC) software that contacts management server
(MS) software on routers throughout the internet.

As the figure shows, each participating host or router runs a server program.
Technically, the server is called a management agent. A manager invokes client
software on the local host computer and specifies an agent with which it communicates,
After the client contacts the agent, it sends queries to obtain information or it sends
commands to change conditions in the router. Of course, not all routers in a large inter-
net fall under a single manager. Most managers only control a few routers at their local
sites,

[nternet management software uses an
thorized managers can access or control
cols support multiple levels of
each router,

authentication mechanism to ensure only au-
a particular router. Some management proto-
authorization, allowing a manager specific privileges on
For example, a specific router could be configured to allow several

Managers to obtain information while only allowing a select subset of them to change
Information or control the router.
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26.4 Protocol Architecture

TCP/IP networkt management protocols divide the management problem into two
parts and specify separate standards for each part. The first part concerns communica-
tion of information. A protocol specifies how client software running on a manager’s
host communicates with an agent. The protocol defines the format and meaning of
messages clients and servers exchange as well as the form of names and addresses. The
second part concerns the data being managed. A protocol specifies which data items 3
router must keep as well as the name of each data item and the syntax used to expresg
the name.

26.4.1 A Standard Network Management Protocol

The current standard TCP/IP network management protocol is the Simple Network
Management Protocol (SNMP). A second version has been approved, but is not widely
in use at the time this is being written. Known as SNMPv2, the new version adds new
capabilities, including stronger security.

26.4.2 A Standard For Managed Information

A router being managed must keep control and status information that the manager
can access. For example, a router keeps statistics on the status of its network interfaces,
incoming and outgoing traffic, dropped datagrams, and error messages generated.
Although it allows a manager to access these statistics, SNMP does not specify exactly
which data can be accessed. Instead, a separate standard specifies the details. Known
as a Management Information Base (MIB), the standard specifies the data items a host
or router must keep and the operations allowed on each. For example, the MIB speci-
fies that IP software must keep a count of all octets that arrive over each network inter-
face, and it specifies that network management software can only read those values.

The MIB for TCP/IP divides management information into eight categories as Fig-
ure 26.2 shows. The choice of categories is important because identifiers used to speci-
fy items include a code for the category.

+Technically, there is a distinction between internet management protocols and network management pro-
tocols. Historically, however, TCP/IP internet management protocols are known as nerwork management pro-
tocols; we will follow the accepted terminology.
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MIB category Includes Information About
system The host or router operating system
interfaces Individual network interfaces
addr. trans. Address translation (e.g., ARP mappings)

ip Internet Protocol software
icmp Internet Control Message Protocol software
tcp Transmission Control Protocol software
udp User Datagram Protocol software
egp Exterior Gateway Protocol software

Figure 26.2 Categories of information in the MIB. The category is encoded
in the identifier used to specify an object.

Keeping the MIB definition independent of the network management protocol has
advantages for both vendors and users. A vendor can include SNMP agent software in
a product such as a router, with the guarantee that the software will continue to adhere
to the standard after new MIB items are defined. A customer can use the same network
management client software to manage multiple routers that have different versions of a
MIB. Of course, a router that does not have new MIB items cannot provide the infor-
mation in those items. However, because all routers use the same language for com-
munication, they can all parse a query and either provide the requested information or
send an error message explaining that they do not have the requested item.

26.5 Examples of MIB Variables

In addition to the standard TCP/IP MIB, which is known as MIB-II, many RFCs
document MIB variables for specific devices. Examining a few of the data items the

standard MIB includes will help clarify the contents. Figure 26.3 lists example MIB
variables along with their categories.
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MIB Variable Category Meaning
sysUpTime system Time since last reboot
ifNumber interfaces Number of network interfaces
ifMtu interfaces MTU for a particular interface
ipDefaultTTL ip Value IP uses in time-to-live field
ipinReceives ip Number of datagrams received
ipForwDatagrams ip Number of datagrams forwarded
ipOutNoRoutes ip Number of routing failures
ipReasmOKs ip Number of datagrams reassembled
ipFragOKs ip Number of datagrams fragmented
ipRoutingTable ip IP Routing table
icmpinEchos icmp Number of ICMP Echo Requests received
tcpRtoMin tcp Minimum retransmission time TCP allowsg
tcpMaxConn tep Maximum TCP connections allowed
tcpIinSegs tcp Number of segments TCP has received
udplnDatagrams udp Number of UDP datagrams received
egpinMsgs egp Number of EGP messages received

Figure 26.3 Examples of MIB variables along with their categories.

Values for most of the items listed in Figure 26.3 can be stored in a single integer.
However, the MIB also defines more complex structures. For example, the MIB vari-
able ipRoutingTable refers to a router’s routing table. Additional MIB variables define
the contents of a routing table entry, and allow the network management protocols to
reference the data for individual entries. Of course, MIB variables present only a logi-
cal definition of each data item — the internal data structures a router uses may differ
from the MIB definition. When a query arrives, software in the agent on the router is
responsible for mapping between the MIB variable and the data structure the router uses
to store the information.

26.6 The Structure Of Management Information

In addition to the MIB standard, which specifies network management variables
and their meanings, a separate standard specifies a set of rules used to define and identi-
fy MIB variables. The rules are known as the Structure of Management Information
(SMI) specification. To keep network management protocols simple, the SMI places
restrictions on the types of variables allowed in the MIB, specifies the rules for naming
those variables, and creates rules for defining variable types. For example, the SMI
standard includes definitions of terms like IpAddress (defining it to be a 4-octet string)
and Counter (defining it to be an integer in the range of 0 to 2%2-1), and specifies that
they are the terms used to define MIB variables. More important, the rules in the SMI
describe how the MIB refers to tables of values (e.g., the IP routing table).



Sec. 26.7 Formal Definitions Using ASN. 1 453

26.7 Formal Definitions Using ASN.1

The SMI standard specifies that all MIB variables must be defined and referenced
using ISO’s Abstract Syntax Notation 1 (ASN.I7). ASN.1 is a formal language that has
two main features: a notation used in documents that humans read, and a compact en-
coded representation of the same information used in communication protocols. In both
cases, the precise, formal notation removes any possible ambiguities from both the
representation and meaning. For example, instead of saying that a variable contains an
integer value, a protocol designer who uses ASN.1 must state the exact form and range
of numeric values. Such precision is especially important when implementations in-
clude heterogeneous computers that do not all use the same representations for data
items.

Besides keeping standards documents unambiguous, ASN.1 also helps simplify the
implementation of network management protocols and guarantees interoperability, It
defines precisely how to encode both names and data items in a message. Thus, once
the documentation of a MIB has been expressed using ASN.1, the human readable form

can be translated directly and mechanically into the encoded form used in messages. [
SUMMmary.

n

The TCPI/IP network management protocols use a formal notation
called ASN.1 to define names and types for variables in the manage-
ment information base. The precise notation makes the form and con-
tents of variables unambiguous.

26.8 Structure And Representation Of MIB Object Names

We said that ASN.1 specifies how to represent both data items and names. How-
ever, understanding the names used for MIB variables requires us to know about the
underlying namespace. Names used for MIB variables are taken from the object identif-
fer namespace administered by 1SO and ITU. The key idea behind the object identifier
namespace is that it provides a namespace in which all possible objects can be named.
The namespace is not restricted to variables used in network management — it includes
names for arbitrary objects (e.g., each international protocol standard document has a
name).

The object identifier namespace is absolute (global), meaning that names are struc-
tured to make them globally unique. Like most namespaces that are large and absolute,
the object identifier namespace is hierarchical. Authority for parts of the namespace is
subdivided at each level, allowing individual groups to obtain authority to assign some
of the names without consulting a central authority for each assignments.

The root of the object identifier hierarchy is unnamed, but has three direct descen-
dants managed by: 1SO, ITU, and jointly by ISO and ITU. The descendants are as-
signed both short text strings and integers to identify them (the text strings are used

TASN.1 is usually pronounced by reading the dot: *A-S-N dot 1°.
fReaders should recall from the Domain N

ame System discussion in Chapter 22 how authority for a
hierarchical namespace is subdivided.
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when humans need to understand object names; computer software uses the integers ¢,
form compact, encoded representations of the names). ISO has allocated one subtree
for use by other national or international standards organizations (including U.S. stap.
dards organizations), and the U.S. National Institute for Standards and Technologyt hyg
allocated a subtree for the U.S. Department of Defense. Finally, the IAB has petitioneq
the Department of Defense to allocate it a subtree in the namespace.

Figure 26.4 illustrates pertinent parts of the object identifier hierarchy and showsg
the position of the node used by TCP/IP network management protocols.

experi-
mental
3

private
4

Figure 26.4 Part of the hierarchical object identifier namespace used to name
MIB variables. An object’s name consists of the numeric labels
along a path from the root to the object.

FTNIST was formerly the National Bureau of Standards.
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The name of an object in the hierarchy is the sequence of numeric labels on the

nodes along a path from the root to the object. The sequence is written with periods

separating the individual components. For example, the name 1.3.6.1.1 denotes the
node labeled directory. The MIB has

subtree with label mib and numeric val
node, they all h

label from the root to
-

this point is 1.3 .6

experi-

mental private
3

4

inter- addr.
faces trans, egp
2 3 8

Figure 26.5 The object identifier namespace under the IAB mib node. Each

subtree corresponds 1o one of the eight categories of MIB vari-
ables.
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Two examples will make the naming syntax clear. Figure 26.5 shows that the
category labeled ip has been assigned the numeric value 4. Thus, the names of all MIB
variables corresponding to IP have an identifier that begins with the prefix
1.3.6.1.2.1.4. If one wanted to write out the textual labels instead of the numeric
representation, the name would be:

iso.org .dod .internet .mgmt .mib . ip

A MIB variable named ipInReceives has been assigned numeric identifier 3 under the ip
node in the namespace, so its name is:

iso.org .dod .internet .mgmt.mib .ip .ipInReceives
and the corresponding numeric representation is:
L.3.6.1:.2.1:4:3

When network management protocols use names of MIB variables in messages, each
name has a suffix appended. For simple variables, the suffix O refers to the instance of
the variable with that name. So, when it appears in a message sent to a router, the
numeric representation of ip/nReceives is:

1.3.6.1.2.1.4.3.0

which refers to the instance of ipInReceives on that router. Note that there is no way to
guess the numeric value or suffix assigned to a variable. One must consult the pub-
lished standards to find which numeric values have been assigned to each object type.
Thus, programs that provide mappings between the textual form and underlying numeric
values do so entirely by consulting tables of equivalences — there is no closed-form
computation that performs the transformation.

As a second, more complex example, consider the MIB variable ipAddrTable,
which contains a list of the IP addresses for each network interface. The variable exists
in the namespace as a subtree under ip, and has been assigned the numeric value 20.
Therefore, a reference to it has the prefix:

iso.org .dod .internet .mgmt.mib .ip . ipAddrTable

with a numeric equivalent:

1.3.6.1.2.1.4.20

In programming language terms, we think of the IP address table as a one-dimensional
array, where each element of the array consists of a structure (record) that contains five
items: an IP address, the integer index of an interface corresponding to the entry, an Ip
subnet mask, an IP broadcast address, and an integer that specifies the maximum
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datagram size that the router will reassemble. Of course, not all routers have such an
array in memory. The router may keep this information in many variables or may need
to follow pointers to find it. However, the MIB provides a name for the array as if it
existed, and allows network management software on indivi
references into appropriate internal variables.

Using ASN.1 style notation, we can define ipAddrTable:

dual routers to map table

ipAddrTable ::= SEQUENCE OF IpAddrEntry

where SEQUENCE and OF are keywords that define an ipAddrTable to be a one-
dimensional array of /pAddrEntrys. Each entry in the array is defined to consist of five
fields (the definition assumes that IpAddress has already been defined).

IpAddrEntry ::= SEQUENCE ({
ipAdEntAddr
IpAddress,
ipAdEntIfIndex
INTEGER,
ipAdEntNetMask
IpAddress,
ipAdEntBcastAddr
IpAddress,
ipAdEntReasmMaxSize
INTEGER (0..65535)
}

Further definitions must be given to assign numeric values to ipAddrEntry and to each
item in the IpAddrEntry sequence. For example, the definition:

ipAddrEntry { ipAddrTable 1 |

specifies that ipAddrEntry falls under ipAddrTable and has numeric value /. Similarly,
the definition:

ipAdEntNetMask { ipAddrEntry 3 |

assigns ipAdEntNetMask numeric value 3 under ipAddrEntry.

We said that ipAddrTable was like a one-dimensional array. However, there is a
significant difference in the way programmers use arrays and the way network manage-
ment software uses tables in the MIB. Programmers think of an array as a set of ele-
ments that have an index used to select a specific element. For example, the program-
mer might write xyz/3] to select the third element from array xyz. ASN.1 syntax does
ot use integer indices. Instead, MIB tables append a suffix onto the name to select a
Specific element in the table. For our example of an IP address table, the standard

specifies that the suffix used to select an item consists of an IP address, Syntactically,
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the IP address (in dotted decimal notation) is concatenated onto the end of the object
name to form the reference. Thus, to specify the network mask field in the IP address
table entry corresponding to address 128.10.2.3, one uses the name:

:'sa.org.dod.imerner.mgmr,m.‘b.ip,ipAddrTab!e.ipAddrEntr}-‘.."pAdEmNetMask.128, 1023

which, in numeric form, becomes:
1.3.6.1.2.1.4.20.1.3.128.10.2.3

Although concatenating an index to the end of a name may seem awkward, it provides a
powerful tool that allows clients to search tables without knowing the number of items
or the type of data used as an index. The next section shows how network management
protocols use this feature to step through a table one element at a time.

26.9 Simple Network Management Protocol

Network management protocols specify communication between the network
management client program a manager invokes and a network management server pro-
gram executing on a host or router. In addition to defining the form and meaning of
messages exchanged and the representation of names and values in those messages, net-
work management protocols also define administrative relationships among routers be-
ing managed. That is, they provide for authentication of managers.

One might expect network management protocols to contain a large number of
commands. Some early protocols, for example, supported commands that allowed the
manager to: reboot the system, add or delete routes, disable or enable a particular net-
work interface. or remove cached address bindings. The main disadvantage of building
management protocols around commands arises from the resulting complexity. The
protocol requires a separate command for each operation on a data item. For example,
the command to delete a routing table entry differs from the command to disable an in-
terface. As a result, the protocol must change to accommodate new data items.

SNMP takes an interesting alternative approach to network management. Instead
of defining a large set of commands, SNMP casts all operations in a fetch-store para-
digmt. Conceptually, SNMP contains only two commands that allow a manager to
fetch a value from a data item or store a value into a data item. All other operations are
defined as side-effects of these two operations. For example, although SNMP does not
have an explicit reboot operation, an equivalent operation can be defined by declaring a
data item that gives the time until the next reboot and allowing the manager to assign
the item a value (including zero).

The chief advantages of using a fetch-store paradigm are stability, simplicity. and
flexibility. SNMP is especially stable because its definition remains fixed, even though_
new data items are added to the MIB and new operations are defined as side-effects of
storing into those items. SNMP is simple to implement, understand, and debug because€

The fetch-store paradigm comes from a management protocol system known as HEMS. See Partridge
and Trewitt [RFCs 1021, 1022, 1023, and 1024] for details.
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it avoids the complexity of having special cases for each command. Finally, SNMP is
especially flexible because it can accommodate arbitrary commands in an elegant frame-
work.

From a manager’s point of view, of course, SNMP remains hidden. The user inter-
face to network management software can phrase operations as imperative commands
(e.g., reboor). Thus, there is little visible difference between the way a manager uses
SNMP and other network management protocols. In fact, vendors have begun to sell
network management software that offers a graphical user interface. Such software
displays diagrams of network connectivity, and uses a point-and-click style of interac-
tion.

As Figure 26.6 shows, SNMP offers more than the two operations we have

described.
Command Meaning
get-request Fetch a value from a specific variable
get-next-request  Fetch a value without knowing its exact name
get-response Reply to a fetch operation
set-request Store a value in a specific variable
trap Reply triggered by an event

Figure 26.6 The set of possible SNMP operationst. Get-next-request allows
the manager to iterate through a table of items.

Operations ger-request, get-response, and set-request provide the basic fetch and
store operations (as well as replies to those operations). SNMP specifies that operations
must be atomic, meaning that if a single SNMP message specifies operations on multi-
ple variables, the server either performs all operations or none of them. In particular, no
assignments will be made if any of them are in error. The frap operation allows
managers to program servers to send information when an event oceurs. For example,
an SNMP server can be programmed to send a manager a trap message whenever one
of the attached networks becomes unusable (i.e., an interface goes down).

26.9.1 Searching Tables Using Names

We said that ASN.1 does not provide mechanisms for declaring arrays or indexing
them in the usual sense. However, it is possible to denote individual elements of a table
by appending a suffix to the object identifier for the table. Unfortunately, a client pro-
gram may wish to examine entries in a table for which it does not know all valid suf-
fixes. The get-next-request operation allows a client to iterate through a table without
knowing how many items the table contains. The rules are quite simple. When sending
a get-next-request, the client supplies a prefix of a valid object identifier, P. The server
examines the set of object identifiers for all variables it controls, and responds by send-
ing a get-response command for the one that has an object identifier lexicographically

TSNMPv2 adds a ger-bulk operation that permits a manager to fetch multiple values with a single request.
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greater than P. Because the MIB uses suffixes to index tables, a client can send the
prefix of an object identifier corresponding to a table and receive the first element in the
table. The client can send the name of the first element in a table and receive the
second, and so on.

Consider an example search. Recall that the ipAddrTable uses IP addresses to
identify entries in the table. A client that does not know which IP addresses are in the
table on a given router cannot form a complete object identifier. However, the client
can still use the get-next-request operation to search the table by sending the prefix:

iso.org.dod .internet.mgmt.mib .ip .ipAddrTable . ipAddrEntry . ipAdEntNetMask

which, in numeric form, is:

1.3.6.1.2.1.4.20.1.3

The server returns the network mask field of the first entry in ipAddrTable. The client
uses the full object identifier returned by the server to request the next item in the table.

26.10 SNMP Message Format

Unlike most TCP/IP protocols, SNMP messages do not have fixed fields. Instead,
they use the standard ASN.1 encoding. Thus, they can be difficult for humans to
decode and understand. After examining the SNMP message definition in ASN.1 nota-
tion, we will review the ASN.1 encoding scheme briefly, and see an example of an en-
coded SNMP message.

An SNMP message consists of three main parts: a protocol version, an SNMP
community identifier (used to group together the routers managed by a given manager),
and a data area. The data area is divided into protocol data units (PDUs). Each PDU
consists of a request (sent by client) or a response (sent by server). Figure 26.7 shows
how the message can be described in ASN.1 notation.

SNMP-Message ::=
SEQUENCE {
version INTEGER |
version-1 (0)
s
community
OCTET STRING,
data
ANY

}

Figure 26.7 The SNMP message format in ASN.1 notation. The data area
contains one or more protocol data units.
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The five types of protocol data units are further described in ASN.1 notation in
Figure 26.8.
SNMP-PDUs ::=
CHOICE ({

get-request
GetReq uest-PDU,
get-next-request-PDU
GetNextRequest-PDU,
get-response
GetResponse-PDU,
set-request
SetRequest-PDU,
trap
Trap-PDU,
}

Figure 26.8 The ASN.1 definitions of an SNMP PDU. The syntax for each
request type must be specified further.

The definition specifies that each protocol d
Or response types. To complete the definiti
specify the syntax of the five individual typ
finition of a get-request.

ata unit consists of one of the five request
on of an SNMP message, we must further
es. For example, Figure 26.9 shows the de-

GetRequest-PDU ::= [0]
IMPLICIT SEQUENCE {
request-id
RequestID,
error-status
ErrorStatus,
error-index
ErrorIndex,
variable-bindings
VarBindList
}

Figure 26,9 The ASN.| definition of a get-request message. Formally, the
message is defined to be a GetRequest-PDU,

Further definitions in the standard specify the
ID is defined to be a 4-octet integer (used to matc
Status and Errorindex are single octet integers w

remaining undefined terms, Request-
h responses to queries). Both Error-
hich contain the value zero in a re-
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quest. Finally, VarBindList contains a list of object identifiers for which the client
seeks values. In ASN.1 terms, the definitions specify that VarBindList is a sequence of
pairs of object name and value. ASN.I represents the pairs as a sequence of two items,
Thus, in the simplest possible request, VarBindList is a sequence of two items: a name
and a null.

26.11 Example Encoded SNMP Message

The encoded form of ASN.1 uses variable-length fields to represent items. In gen-
eral, each field begins with a header that specifies the type of object and its length in
bytes. For example, Figure 26.10 shows the string of encoded octets in a gef-request
message for data item sysDescr (numeric object identifier /.3.6./.2.1.1.1).

30 29 02 01 00
SEQUENCE len=41 INTEGER len=1 vers=0
04 06 70 75 62 6C 69 63
string len=6 P u b 1 i c
A0 1C 02 04 05 AE 56 02
getreq. len=28 INTEGER len=4  --———- request ID —————-
02 01 00 02 01 00
INTEGER len=1 status INTEGER len=l error index
30 OE 30 oc 06 08
SEQUENCE len=14 SEQUENCE len=12 objectid len=8
2B 06 01 02 01 01 01 00
13 « 8 .= 1 . 2 . 1 o« T ., L o 0
05 00
null len=0

Figure 26.10 The encoded form of a get-request for data item sysDescr with
octets shown in hexadecimal and their meanings below. Relat-
ed octets have been grouped onto lines; they are contiguous in
the message.

As Figure 26.10 shows, the message starts with a code for SEQUENCE which has
a length of 41 octets. The first item in the sequence is a 1-octet integer that specifies
the protocol version. The community field is stored in a character string, which in the
example, is a 6-octet string that contains the word public.
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The GetRequest-PDU occupies the remainder of the
specifies a ger-Request operation. Be
tation is context specific. That is
GetRequest-PDU when used in an
value, Following the request octet

message. The initial code
Ccause the high-order bit is turned on, the interpre-
» the hexadecimal value A0 only specifies a
SNMP message; it is not a uni

tet. Finally, the sequence of pairs contains one binding, a single object identifier bound

to a null value. The identifier is encoded as expected except that the first two numeric
labels are combined into a single octet,

26.12 Summary

tion contacts one or more servers,

called agents, running on the computers to be con-
trolled. Because an internet consis

ts of heterogeneous machines and networks, TCP/IP
management software executes as application programs and uses internet transport pro-
tocols (e.g., UDP) for communication between clients and servers,

The standard TCP/IP network Mmanagement protocol is SNMP, the Simple Network
Management Protocol. SNMP defines a low-level management protocol that provides

from a variable or store a value into a variable, In
-effects of storing values into variables. SNMP de-

avel between a manager’s computer and a managed

A companion standard to SNMP defi

nes the set of variables that a managed entity
maintains. The standard js known as a

Management Information Base, or MIB. MIB

FOR FURTHER STUDY

Schoffstall, Fedor, Davin, and Case [RFC 1157] contains the standard for SNMP.
ISO [May 87a] and [May 87b] contain the standard for ASN.1 and specify the encod-
ing. McCloghrie and Rose [RFC 1213] defines the variables that comprise MIB-II,
Wwhile McCloghrie and Rose [RFC 121 1] contains the SMI rules for naming MIB vari-
ables,
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SNMPv2 MIB. Galvin and McCloghrie [RFC 1446] discusses SNMPv2 security proto-
cols. Case, McCloghrie, Rose, Waldbusser [RFC 1448] specifies protocol operations.

An older proposal for a network management protocol called HEMS can be foung
in Trewitt and Partridge [RFCs 1021, 1022, 1023, and 1024]. Davin, Case, Fedor, and
Schoffstall [RFC 1028] specifies a predecessor to SNMP known as the Simple Gateway
Monitoring Protocol (SGMP).

EXERCISES

26.1 Capture an SNMP packet with a network analyzer and decode the fields.

26.2 Read the standard to find out how ASN.1 encodes the first two numeric values from an
object identifier in a single octet. Why does it do so?

26.3 Read the specification for CMIP. How many commands does it support?

26.4 Suppose the MIB designers needed to define a variable that corresponded to a two-
dimensional array. How can ASN.1 notation accommodate references to such a vari-
able?

26.5 What are the advantages and disadvantages of defining globally unique ASN.1 names for
MIB variables?

26.6 If you have SNMP client code available, try using it to read MIB variables in a local
router. What is the advantage of allowing arbitrary managers to read variables in all
routers?

26.7 Read the MIB specification to find the definition of variable ipRoutingTable that
corresponds to an IP routing table. Design a program that will use SNMP to contact

multiple routers, and see if any entries in their routing tables cause a routing loop. Ex-

actly what ASN.1 names should such a program generate?
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Internetworking With TCP/IP Volume I: Principles, Protocols, and Archi-
tecture 3rd ed., 1995, ISBN 0-13-216987-8

The classic reference in the field for anyone who wants to understand Internet
technology, Volume I surveys the TCP/IP and describes each component. The highly
accessible text presents the scientific principles used in the construction of TCP/IP, and
shows how the components were designed to work together. It covers details of each
protocol, including ARP, RARP, IP, TCP, UDP, RIP, OSPF and others.

Internetworking With TCP/IP Volume II: Design, Implementation, and
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Ideal for implementors, Volume II continues the discussion of Volume I by using
code from a running implementation of TCP/IP to illustrate all the details. The text
shows, for example, how TCP’s slow start algorithm interacts with the Partridge-Karn
exponential retransmission backoff, and how routing updates interact with datagram for-
warding.
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BSD Socket Version: 1992, ISBN 0-13-474222-2

AT&T TLI Version: 1993, ISBN 0-13-474230-3
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Procedure Call (RPC). It contains examples of running programs that illustrate each of
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The Internet Book: Everything you need to know about computer network-
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and services available in general terms, without focusing on a particular computer or a
particular brand of software. Ideal for someone who wants to become Internet and
computer networking literate, The Internet Book explains the terminology as well as the
concepts; an extensive glossary of terms and abbreviations is included. A separate
Study Guide provides suggestions for readers, review questions, and exercises).

To order from North America, contact your local bookstore,
call 1-515-284-6751 or send a FAX 1-515-284-2607
Outside North America, contact your Prentice Hall representative






