
Pet., Exh. 1018, p. 1

"t-
• 192 IEEE TRANSACTIONS ON INFOOO ' tittOii.r/voL tf-31, NQ. 2, MARCH 19.85 

Abstract-A model Is proposed for the situation where M users share a 
common communication resource but, because of unknown time offsets 
among their clocks, cannpt transmit their data packets In a time-sharing 
mode and, because of the. lack of a feedback link, can never detennlne 
these time offsets .and alS? can never be sure of the outcomes of their 
Individual packet transmissions. Each user is .required to make his packet 
transmissions at times detennlned by a protocol signal that Is Independent 
of the data to be sent. 

The capacity and zero-error capacity regions of this channel are de· 
termlned for both the un$ichronlzed and slot-synchronized cases; these 
four regions are shown to coincide. It Is furth~r shown that a dense set of 
rate points on the outer boundary of this region can be achieved In the 
slot-synchronized case. Sl1eciflc constructions of protocol sequences for 
achieving these points are given, and. the technique of "decimation decod· 
Ing" Is introduced for Identifying the sendet of each successfully trans­
mitted packet. Maximum-erasure burst-correcting codes over an alphabet 
of arbitrary size are constructed and shown to suffice for reconstructing the 
packets lost in "colllsions" when these protocol sequences are used. 

-~ '·; ':. : . - -~ ... • ·, . , . -~ 

sions eventually into any_ desireq :synchronism. We shall 
demonstrate that "reliaqt~.· ·i~HPW,::'.~~ss com:munications 
is indeed possible without ii''fee<lback,link. 

In Section I~,. we descril>,C, tne chatinet model tha~ will be 
used thro~~ · thl,~·.PflP.c;~;, ~~ifo~)lJ(JP!r~~~~ ·. f Q\lr differ­
ent capacity regions a,.nq ; ~HW~ti; ,fh~. ll1~ULre1m~t of this . 
paper,· viz. that ,th~e .• fpur}regigns coin~ide. ·Section IV 
gives the rC<Iuir~: pro{,(·"Af~fir~H~~l~·:~~uajcation ·out­
side the capacity:~~gi()n, .i~,1slmP!:>~~iht,e:.s~µon.Y gives· a · 
constructive. schem,e f m: 'Si~~g mt~q1Jt ·ertoHt rates on 
the outer bo.undary of _tµ~~.~~p.~9-ttr.egipn, ~4e,n. ~he·senders 
are slot-synchronize<j.'. ~~~ .. qp.,YJ;~y~s ~ SIJDllar. construc­
tive scheme-.for signaling witho~t 1ertor at' all rates in the 
interie>r 'of ·w~.~P#i~~~~~gt~~:J~·~w~;.riit1y;µ,~~Yiicflr~niz¥·' 
case. ~inru,1y, ~ Sectign. Y}lf\v~": ~lai:e th~· .r~ut~ 'of thi~ i 
paper m· histoncal perspec~iy~1:iµid)\Ve•make some remarks 

t INTRODUCTION . abou't the 'significance 'and';prOpet_':interPtCtatiort of these' 

!~u::;~~:·:~~:;r=~r~~~: resril~ •.. ·•. !/,\;:·~~~~ /' ' :~ 
sages

1 
shared a .. comm.· ori comm. uni.cations resource on' a· Channel moRets g~per~Y,.~~~Y-ei.~WP14istjnctJea~ures·: J) 

s ecifiqatio. n . o.··.r:.
1
.·th. e_·_ "~.,_.~. h_ ffii.t ~rilil.~.'\. '~_toHabili_ • .. · ·_:. law_·. -:(or: de-. . ~::;~~~s~:d~~lt~!~:s~s~~lat~~h~~m;~~ t~rministic'iitte)'_ib~:.tti¥'.6'r-lti:~!t:·::"·Plpµi(s)··:ve%t··ilie•·chan-

might be preferred but is impracticru because of the diffi- nel inp\it(s); 1:an4:·,.),~p69!. , '"tt~ts'.b~ :¢h8Jlnet 
culty in synchronizing transmission from the sei;iders. Satel- usage.;·T11~~fir_st:;~f.·~~.,, .. ~ .J~#µ.O~'"fiiig11(~ell·:~~ 

rl 
lite_ relay system's an.''d mobile radio,· systems are instances called'the·~'ba8iq"-ch ,, pr~:insta,n~dhe.baSic 
where such s~~~~~tion .. Qf_<;t11~-~~P2.~~~!§ may be well- channet• ~()~~1·:~~~t ~'.:~e(#i#~PrYless!ad~ } 
nigh iµipossible. 

1 
ditive·Oaussian,;-ppise .. . . /eoi,l~ti,ajtl,t;on-'ch~el .·i,1 

. tw~d::=:fs 1:!~~:,~~/; ~~~i~~~ :~: ~=-*~~~~~~~. 1~~~~$·~ 
thought that "feedback" is required in such systems so that on the, 1,t1agtl1tU,~~.1 :.9~·1~~r.~.iffH%~;rllt.!~~~~; ~N9!~: ~lu~L tqp J 
senders can retran~mit ·packets after being notified via chani:el ~qgel~l i~ · ·~?F(:$9t,!'.lP,l~f~Jt.~~Ri\Hb'l'~ti.~.l11t: ·the ,'\ 
feedback of their loss in collisions. capacity, ·~··P:Ot;.~m,pµtll .·. ' .~,;•.!;p,:QS.t~aJ.'*'911 t~~ ·.; 

~:::~a:=:~:~:::.~= :::;~~~~,~:~tYJt'f:;''.'ir:o/;;;;' ·.· ·. · .. 
their transmissions'. ,'This viewpoint' requires us to rule out The basic:ch.iti\11el;m94eJifor/ihe!:~o//ision c~am~el without . 
the presence of a feedback link, as such feedback could feedback (CC\y/A~~fiS,.,i.Ji,~§ifa~~J~'F.i.g.:lj.'Oµr inte~t 
otherwise be exploit~ by the users'.to bring theirtransmis- to model the situation·ffi·,wfilcfrthere are M channel users, 

.~~~:~~·;i:ni.:::;.~ ;~.~::!: .~~: . . . .,,,. ::.:;;ijj,~[ :t~f~,C> : , . . · .. 
Information Theory. Co#ference, Oberwolfach, Germany, April 5-10, 
1982, and in part at th~ IEEE International Symposium on Information 
Theory, Les Arcs, Fran~, June 21-25, 1982. 
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,t:f!~~~~t~tt~~~%W=~:: 
. 'each.'of wliich ~ii:Sii.hlt~':~~Itd~' a u'packet .. 'ol some meed 
duration~ : say· :x aecontfk tiut;othcrivise is silent. Thus the 
~nput :· sigiial '.~/( ~ >;t~e#ie~~i. ;(i_ri •fig;J_ ~.be zero e;cept 
an those · intervals·' of·JengtlLT .-'second!!'' where user I is 
actually seridirig: a packet;::tfi •.~which 'intervals • we assum·e 
only that ., Xt(t> is . }titil~ '.. ~dHa~ly r~grtizable .'nonzero 
waveform:')Ve ~~~~~.:lh~~:i .~iP.~~~epi~ , Q · p.~~sible values 

thor. so~e f~ed u~t~~~~;·~6'?;.~~tJ;an~. ~~ ?ef1n_e log2 Q bits 
'll of _information to be a· packet pf,mfon:natton. -. . · 

· Our intent fui'th~r :is1;fo · iil8ttei the ~ituatioi{whete there 
_· is . ~o eorrimon ~itne ~~te~~?ci; 1b~twee#·!any of 'the users or 
.'_the ·receiver. ·Tc>Ji:chie\i~ 'flii~~)ve ; iritto~tice the tirnt offsets 

81,82 ,·.-.·.BM::as sho~11ri) 1:ig;·J·lri.'Fig;l, , x 1(t) denotes 
user-i's. transtajtt¥ '; s,i~~ .. ;a9µ(0\vn )qcal, tune .. t, while 

.· y(t) denotes : the, r~ived/. ~lgiial at ~ the receiver's . local 

·._ ~7h!' ti~~ _of~set .8, ~~k~1~,· ~~~~hi~rpt~t~~ --~ - t~e' difference 
, ·. ~etwee~ ,_the_ time · '. ~,hq'Y11~9I}Yi!pe.i. r~ejyer's _clock .. and the 
,•~: tun.~ sh()wri ~p us~~),i.:~·ir1°?~~~~~ tpa~ ,a, sign~ from user ;, 
F: r~1ved a~,t1me ~iP~illi9ffm~y~r';s. C?lqc~,-~as~ac~uall~ sent 
'; . at time t "-8, on use~~ (:~ , cl,o,c.kr,(1'1ote ·;that'.Jhis s1tl1ahon is 
\; entiiely , equivlileiit".t~::i~s41Iµ#g.Jiiaf'. ·· ihe ClockS ':at user ; 
r_. and at th~ ::~eceiver:ifr~ petf¥ltY'.sypcifr~nitea~ ·but. that the 
~: :: signa~: froin ·. ~sei';' : ·1:is. iaeUiY.~::;hy:· :8jj:ti~fdie . reaching the 
;· receiver: It does ~of)i~Hi~o· 1~hifil< bf, ·8i hS the 'propagation 
r~ delay for .user i's .signal.:4p'fcfvided otje :. ifWillingto·allow 

, j\~~g~tive , d~ta~9 Jh~'..}~~;, ~.opi~}ri, ~~r: ,~Qtie~ is ' that ·all 
:• Jt1me ·()//sets ·are,. unkno_~'.l ~lb:(dl/;· users! c an9 :•can'. never be 
;~.learned its 'the' tlsef$ if~itft•;iio;t~dback'frdrii : the channel, 
:: •. and are . also Unknown 'ih ·ad\iance'to :the receiver. . . .. 
~ - · _ •-·. Our ! mten,t: · rie#·:· l~ i.'t6;i IJj!idet': tli~:< situation·_· ill., which 

p_ackets th~t ?verH1p '~fl~~·r~ivef;p~a.ily oi eompletely, 
are completely destfoyeO •by\ suCh "collisfon '" :Me are · re­
ceived > ~?r-free 1#{'.~~-;-~bs~~~~ra,'.'C()llisi'on; ·A ·packet 
sent by user i ·'starting at:firiieCll'i. ~Wiu ··oe · assumed to Collide 
with a packet \senfby· J~er 'f~farting; ai'time ti,' if and only 
if ' . . ' ... -,\ .. \ /,,:.--:. ,_\,,, •.' . . ' 

· ·· · 1<t;''#'.~H@tJ'-81n~ti . (1) 

i.e ... .. _if. an~ ;001~)~ ;~R~!·~~t~§~'.~tfi~~en_~~. ;b~i~~~ receipt of 
their 1eadmg, e<1ges; i~ . less; Uii\tL the packet ouration. We 
assume that . the, ,~~iyect1 ,$i~~l ;·jitt) , :: at\-ihe . .'output of the 

l~~!~t~~~:~~~~~~~w~M~;- ~~w~~~d~~- -~~~ 
ce1pt of a 1'.loa:i~lhde<i.~ pa~k~t; 2) Js · recognizable as a 
·~garble" (and. notliliik ·mor~)':~urlng receipt .of any _collided 
packets; 3) is reeo~bfo';'as.:.~~silence';, .durlng periods 
whe~ no packet (collil;le·~i~~f#ot)_ is received. (Tobe fully 
precise, we need also ~o. assume that, the receiver is able to 
recognize . the boundary bet\y~n. packets received success-

' . runy and preeise1y: adj~~iiUctoiie arioiher.) .. : . . 
.. V{e coinl>Iete our ba.,Sic :~iia~~eLrnodet by (Ji~tiiigwshing 
two cases· for the po~sible'.:.:Values of; the unkriowD. time 

of~sets,. :~~ety> . ' \~" :_ ~i,:\: · ;'1_ :,~}~{i> t _> '<:: :·-: .. ; ,;:( · .: : · . 
. 1)

1 
the s/ot-synch'.o?,'~f~; ~~~J~. 'Y~ch · th~. tlme offsets 

· 81,82, • • ·, 8M are arihtrary integer multiples of T, 
. . . . ' ·' ' -"'.!/\(_. ' . .· ... 
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2) the unsynchronized case in which the time otfsets 
81, 82 , • • ·, 8M are arbitrary real numbers. 

We define time slot n to be the semi-open interval 
nN :S: t < (n + l)T, where local time is understood. In the 
slot-synchronized case, it user i sends a packet precisely 
within his own time slot n, then it will be received precisely 
within the receiver's time slot n + 8/T. Thus, if all users 
align their packet transmissions within time slots, collisions 
will result only when received packets completely overlap. 
In the unsynchronized case, however, the users have no 
way to avoid collisions that result from only partial over- ' 
lapping.of packets. 

B. The Constraints on Channel Usage 

The constraints on channel usage for the CCw/oFB are 
illustrated by Fig. 2 which shows the detailed structure by 
which user i is permitted to use the basic chanriel of -Fig. 1. 
Each user has an independent information source which, 
upon demand, produces a Q-ary symbol to be transmitted 
to the destination. 

o-ary 
INFORMATION 

SOURCE 

Fig. 2. Constraint on channel usage for collision channel without 
feedback. 

In actual random-access systems, "information" is trans­
mitted only via the contents of packets and not also via the n 
timing of access attempts. To say this in another way, the 
randomness of the "information" is not used in the selec­
tion of transmission times. Such a prohibition has 'the · 
desirable effect that system performance does not vary· · -
with the statistical nature · of the information transferred. 
We wish to impose such a prohibition against the depen­
dence of starting times on information to be transmitted in 
our channel model. We do this by requiring that each user . ( / 
have a protocol signal generator as shown in Fig. 2 whose , , 

. output is a predetermined periodic waveform. that · com'.' 
pletely specifies the · transmission times for that user •. this 
protocol signal s1(t) for user / . has period '1"1, has value 
either zero or one for all t, and takes on value one only 
over semi-open intervals whose :lengths are integer multi­
ples of T. The encoder for user i is required to emit 
packets whenever s1(t) - 1 and is required to be silent(i.e., 
to emit the zero waveform) whetjever s1(t) .. 0. We assume \ 
that the users may jointly choose their protocol signals and 
that their choice is known by the receiver. 

It may seem strange that we have included an "on 
demand" information source in our model, as one usually 
thinks of a random-access system as the appropriate way to 
transmit many sources each of which only infrequently has 
something to say. However, it seems desirable when possi· 
ble to decouple the channel model from the source model · 
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: so’ that "capacity” does not depend on the source. One ’
. might view our “on demand" source model as a kind of

worst-case assumption that all of the sporadic sources are
active and hence each has a nonempty queue of messages .
awaiting transmission. Capacity can thenlbe interpreted as

'1: the best possible performance for heavy loading of the
system. Effectively, one makes such an "on demand" source
assumption when one asserts, for instance, that the capac~
ity of a time-division multiple-access system is one packet
per slot. At bottom however, we must admit that our‘
channel model is aimed primarily at determining how

% } much loss results when M senders share a common chan- block code; of-“len

 
 
 
 
  

  
  
 

  

 
  
 

 

 

  
  

nel but are prevent from time-sharin this channel b (.‘ '

what appears to befi.’/ilhe’mildest possible? assumption thali Ts 1)_‘b]°d,‘: »°f~“_ °'.t‘svi-‘i
prevents such time-sharing, namelyflack of a common time..;} QSS 9"='u‘°’.e'r.r-.i grew.

._ rem_encc_ , 5:5’. for transmission during,
1 It may also seem strange that we have required dc-$13 izmly “fies-Ni.‘-1;‘

terminisitic protocol signals (and indeed periodic oiies) to 2) .a - 6-r 939’ ‘om
5 control access in our model of a random-access _systern.

  
"eii9utput' signalfrecon-s . -
'oi".’user.” i.’s"“'QSS_‘ V
y:at't'n'ost‘c; regardless‘ ' l

   
average paeketierr

A -1! Note, however, thatsnothing prevents user i from choosing . . . v -. ~ , _ _ _ V _ _ I
.' the first period of s,(I) as a realization of some appropriate ‘if ".13 fife ti 8 ’§?T~.v. f§”' ’ ;V !
5, . I. random process. The point isthat the random process that '1"he-aero_7erjr'or' capa
1' 1: controls transmission time should not depend on the infor- niied CCW/OFB s .def1ned-l

. - -n,.._;i-.a4g(.s

‘ rnation source; thus ,we can conveniently consider that any that (".539 ‘issp, ified 'I.‘h_e,ca

 

 
 

I

i‘ random experiment’ used to produce. the protocol signals
5 has been carried out in advance of performing the random
{experiment used tolproducethe output sequences of the
linfonnation sources. We have required the protocol se-

‘ “ quences to have finite periods for analytical convenience,
' ‘ but we have plac_ed,,no finite boundon these periods_so this

is no real limitation‘ on the model. .

The purpose of ihe encoder in; Fig. 2 is to code the
output of the Q—ary source into packets for transmission so
that the receiver will be able to reconstruct the output of
this source from the received signal y(() with an accept-

ably small error probability. The receiver must, of course, R',. _ sn‘-,R.,’.,_'.1sv st;
so reconstruct each of the M sources. region. Thtis;»we.Ican.

(,,__.._____

. déffia
ity (or zero-errorcapacithy)‘

III. CApAcrn' REGIONS AND MAIN Rasuurs

In proving coding theorems for the CCw/oFB, we shall -
always assume that the “on demand” source for each user

is a Q-ary symmetric source (QSS), i.e., a source whose ngalct‘output digit is equally likely to be any of the Q possi e . 4 .,, ,-

)i\‘ values, independent of‘its past history. The QSS has an“ outer?-boiipdary ‘ii’
b°und9r'vj_‘9t "age ..
multi-user."‘ch'ann'e
caP#?=i*.Y'..(9‘rY '
"Oi?-P°int’s,9!!; . .,,
C = .‘: i__ ,, ‘K " , .. ,, g = ‘.1 _V _ 2‘

information from his QSS at a rate R, packets/slot, then °f'{t]::;§fli1:i“g::sbuagfifieégrsafifigigz. A ‘
he is actually transmitting iriformation at a rate R,/p, ‘hat.me._,.§1loévaS1i-‘fiflfi ify; ‘ - " =
packets/slot during those times that he is actively using the . - r A «.' ‘- «-
channel. J " "

V In general, by the k‘~.‘capacity region” of any rnultiuser
‘channel, one means the set of all joint user rates suchthat
it is possible to communicate with arbitrarily small (posi-
tive) error probability at any joint rate inside this set, but it

_.n _ . Kin .N» ‘N u] tdn.;
‘I

 
 
 
 information rate of logzQ bits per symbol or, equivalently,

one packet per symbol. ‘
For the CCw/OFB, it is convenient to define the duty

~~ factor p, for user i as that fraction of its period during
which the protocol signal .r,(t) is nonzero, i.e., the fraction

‘I of time during which user i is actually transmitting packets.
‘. Of -course, 0 s p, S 1. Note that if user 1‘ is transmitting

  
r ..r‘e‘éii<‘>'r'=.'.fj<.>fr?é v
_"ti'o_n‘_of'l:tl1e.’ .

e’ shall fde-‘lg f ,.
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(3) 

(4a) 

The region </ is not convex for any M ~ 2, as follows 
from the M = 2 case by considel"ation of th.at portion of 
the outer boundary corresponding to probability vectors 
with .Pi= 0 for 3 ~I~ M. This is the first instance known 
to us of a capacity (or zero-error capacity) region that is 
not convex.1 As Shannon has pointed out [1], all capacity'­
(and zero-error capacity) regions are convex if it is possible 
to time-share the coding schemes used to approach individ- :f .. 
ual rate points of the region. The fact that</ is not convex J ~ 11 

for the M-user CCw/oFB when M ~ 2 must thus be seen (. ·,~. 
as a consequence of the fact that the_ lack of a common •. {'· l'· 
time reference prevents the users from tim~-sharing differ- ~~ ~ 
ent coding schemes. f'{ · 

A rate vector R in a capacity (or zero-error. capacity) 
region is said to be achievable (cf. [5, p. 5]) if .R. satisfies 

~~~t~~£f~,;:'.¥t~~R,t; , .·.·. .· (4b) f~~i~?::;~;t~i:i~~;~~gfE 
, and ea~h.such ('.';is,tieiC.t:miliep ... ~Y·a µni,que such p. result' is that, for the slot-synchronized CCw/oFB, the 
: 1 ... We reiiiiik·tlilif'CClndiU$ii§~~{4a) iti{cl (4b)'are·,equivalent outer boundary is everywhere dense with achievable rates. 

~to saying that'piS·.~~~~f~~h,/li&:ti'Jc~ok·.Jiitis,:.'Thoorem 1 Theorem 2: Every open neighborhood of every point on 
·J,states, that ther~}s: a'.{,~1nipie,:tjp~7tC?.'."ori~ corresp~ndence · 
~ between:.:·probat>ility}' ·ec·~ · ,,:d'.;ipbirits"\on.·<'the 'outer·. ~~t~~;r.!~::a~fe 0:at~~e ~~~tac~fsore~:n~n</"'th:n~u~;; 
.. ·boundary :of':"l~;.;ii~1:;{~-.:JJ;;;:':· ~;;'.!'.~. 1;'::;~f;._t_i{i'!/;:t;:,t, ·: ''.: ,·: · boundary. 
, : · .. :f'ig. ·3 sli~ws th~'~egl~t\\,. -: .. i.tH~;k,+?Z,:tjser ¢cw/oFB. 

~_:\.' 

':. \~-'.'1.'i 
1·::.'··.f, 

.-:i·i.'..; l::'f!'·.·;!1' ·,; 

; ~ ... ;~ 4' :t{:-~Xl);\'.i,f;" t1f t'p'c~et'~/~lat'l 
Fig. 3. Capacity reglon ~hv.io-u,;;r collision chann~l without feedback. 

; ' ' ," -"\1,: -. •" • ..... :. : ''. •- ' I 
'., ,. 1:.'._.· .. > :-.·~:t<'!·'(::~. ~{)1_:/: -:···;· < .. , .. ·= . . 

. , C 2 = (i ~ y) 2• Thus,'" the.·, o~t~r· boundary of. </ is just the 
(",set ofall points C ='.G.Ci; C2)'such that C~ O and 

F:•;-. . "._ ;.ff(;'~7{E{~· L · 

L .·. The region</ in Fig;t.3::is~nJ{~~~ex, hrit:it is easy to check 

l:• .. ·.·.'.···,·,··.,· .. \~.~: .. ~~ ... t··.h.:.: .... :=.1.::·.~n.m.·~.~.····."[o .. :: l_ •. ~:.~.lli\i ... ·.·.·.u···:.! .. lt.·:·!·i·: .• ~ .. ~.i .. t·.~:.····'.~ .. :·:·'.~~ .. :.~.·.~_~u.d. =.•.·.~.v.:._;.~ili.~.'.· .. ·~.·.· .. :·: .. :m.1'oo.:.:~ ':· <o(. ~·;in·i'th:e•)first ~tofililtiiW£1S;loonvex>p tM·eorrectness of 
r.:·ws.oorijebture··has ~~~*!b~&tihy:Pps((3Ji··:o.: . 

•',_·<.,·-·::(·: ~~~-.. .{:-~ ;. __ - ,; - ·. _. ...I 

In a random-access system, one is ·usually rnost in-
. terested in the "symmetric case" .where all users are signal­
ing at the same rate. Thus, we define the symmetric capac-
ity, Csym• of the M-user CCw/oFB to be the maxinn~m rate ti:\ 

r such that R-= (r/M, r/M,- · ·, r/M) is in</, Note that 
if there is an r such that C = ( r / M, r /M,. · ., r/M) is on. 
the outer boundary of</, then C,ym = r. But, from (3) and 
(4), ·we see that the choice p = (1/M, 1/M,- ·.·,1/M) 
gives such a C. This proves all but the final part of the 
following corollary. 

Coroilary to Theorem 1: The symmetric capacity of the.-. 
M-user CCw/oFB with M ~ 2 (whether unsynchronized 
or slot-synchronized and whether for arbitrarily small posi- · 
tive error probability or for zero-error probability) is 

( })M-1. 
Csym = 1 - M packets/slot. (5) 

Moreover, the rate point (C,ym/M, C,ym/M,· · ·,Csym!M) 
is achievable in the slot-synchronized case. . 

From (5) one calculates, for instance, 

{

1/2, 
·C = 4/9 = .444, 

sym = .3874, 
= .3678, 

M=2 
M== 3 
M-10 
M = 100. 

Moreover, Csym ~e<:~~a~es m.o!lotoaj~!:lUY as M increases 
and 

1 
c,ym-+ e' asM-+oo. {6) 

1 The "achievable region" of Wyner's wire-tap channel [4} is not convex, 
but this is not actually a capacity region as one of the coordinates is not · •.. .J 
an information rate. , , ,, 
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The quantity 1/e is, of course, the well-known maximuhl the inequality isr~uired ~yqie· r81?hhat tlte 'satlsfacti~n .'oi .. :·:~ i;~o· 
throughput of the sl<:1tted ALOHA algorithm {6] for in- (9)forsomeidoes .notensurethat.the.packetbeingsentat ~·.':: <tet< 
finitely many identical users. Thus, (6) oould perhaps be reeeiver time i by; 'user /'.W,µf'p~i:; e~p~rience .a ' ~· p~al.. ,; Jkthi: 

~~:;z~r~~~~E[Z~~~~ ~1E:§~;;:~~§~;!f~* 1 .;.'.: _ .. :·:,··[·' ....•.... : .•.·.•.·.·.: .. ~:·.·····,•.······~ .• -
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1/ie. E[s,(t - 81) TI it -sh '_ ~1 )) .... 1 = p,fl (1 - p;) .. ' , 
1
lfi: We remark here that Csym is a1so the minimum of 1.,., · · 1.,. 1 · ~;· ·:,.:., 

~i ~~t~?1~~1~~~~;~~~~~12~~i N:~::~:~:'.~::l::!~:~:~~~~~·:~'.:~: 'i,~_.···:.:: .. ::·: ...•.•. :_t···.t~.··'···,,··.-l.~_!.·;'.: .. ·: ... •.!.:.,·: 

IV. NONAPPROACHABILITY OF RATES, OUTSIDE t:(j' some specific choice of 81, 82,·: ·';s_M such that ~ : : 

7; ~ NTp,fl (1 ~ p1) :~•'~: 
' . ).,./, 

We now wish to show that rates outside the region t:(J', as 
defined in Theorem 1, cannot be approached for the 
CCw /oFB in either the slot-synchronized or unsynchro- and, indeed, it was only to llrrive atthls conclusion t4at ~e 
nized case and for either error probability criterion. From introduced the · ficiitious -~'.· proh~~!Uly . ·distrlbution ·. QI1 
(2), we see that it suffices to show that points outside t:(J' 81,82,· ··,SM: · : "'·' < .. :\'':.:'.',:.: :.··· ,:· .·· .· ' .· · ·.: ... , 
cannot be approached with arbitrarily small positive error We now rCcall that, . according · tb. the model of tJie 

, r , . ·:.-_I; . H J · :.1 ,., .. ".'. · ··- · · ~. · · . - · 

probability in the slot•synchronized case. Thus, for the rest CCw/oFB as given in Secticm'1I,'. ih.e)sp~ifictimein.t~rv* 
of this section, WC consider only the slot-synchronized case. over which · ~he ·received SiSnalis mdicating either ."' idle": .or 

Consider now any choice of protocol signals and codes "collision'~ aie, d<?t~~¥\~~!fi~!}i~fi~ltJi~,B~P~~f~f~als 
for the users. Without loss of essential generality, we may and the time off~ets.'T4~s,-·~~~;~f ppn~tionJto~~t;h~·QSS 
assume that the period_ T1 of the protocol signal s1(t) is a of user i can affect the r~~v~ si~aJ at most during ~e .Ti 
rational multiple of the slot length T, for 1 ~ i ~ M. Thus, . seconds of the interval (t0;·t,(;1f :.f\71);"hen the teceiveris 
we can write T1 = (m 1/m}T where m1 arid T1 are integers. receiving ·no11collid~_. P,~C~~~.frq~: }i~~t i.Itfo.JlowsJrom 
Then NT, where N = m1m2 '. .. mM is an integer multiple (12) that, giyen idh~re ~S. ~·~spec~nc! c~c)ice of~1182 ; ... :;811 
of each T1• Thus, for all t, . such that the receiv~r r~iv~ :ilonC6llided .. pl;lckets from \ 

s (t +NT)= s (t) (7) user i ata . ~~r~te''· .~f afm~~~\P.1fl}~;(t_;~pj)P~~~e~/slot. . 
• I I rsuppose further that .~~r~ l~ .. ~Jn~~~JY.:~eaje, 'o/~P ·i~entlfi~ '.': 

for 1 ~ 1 ~ M. . ~n ad~ance, for_bo~ us~r f.~~·~~'. rFver;·~ch ip.te~al ;; 
F~r purposes only of our pro~f. we now impose a m which user i sends a. noilqolliCle4 . packe~~: Then' \lserWr; 

fictitious probability, distribution on the time offsets has with this extra help al:.noiseiess:Q-acy}DMC to tllb · ·; 
81, 82, .. ., SM; namel~, we specify that f.hese are indepen- re~iver with a capacity'~r'orie p~c~et per use tmd witb'.;'S:t < 
dent and identica~ly distributed (IID) random v~ables I most .P,nJ .. ,(1 - p1) ·useS .. ll~(:~l~t. :Thus, . . l>Y"~e itsual· '.: 
that are equally likely to take on any of the N val~':8 coding· theorem f~r; ~ · DMP,,' u~rr·: r-.~~~·sep~ !inf!)rma- ; 
0, T,2T1 · · ,(N - 1)1'. It follows from (7), from thedefm~-, tion from his QSS .at a \ rate/~/wiµi .. ~bitraruy small ' '. 
tion of the duty fact,or p1, and from the fact that s,(t) is l positive error 'probability/i:regar.4less of 14e: :values ,; 
nonzero only over semi-open intervals of lengths which are 8

1
, s

2
,. . ·,SM, unless ·· :.-<:°":·::: ·,·v · .: ·, · ; . ·-, ,: .. "/ ~ 

integer multiples of T, that l ·. · .· ·.· · ·. ····.:.· ... •l'·'·' '.·.··.··;·:·; .. • ... ... . · • ··· ' . ·.·. · " 
1 R, s p,CT (1 "7: pJ): packets/~lo~; 

E(s (t - 81)) = p1 (8) ·' J.,_, , · > : 1 • • 

I , \ -: _... __ .:,:·:·:.: .. \ ;.; :) :~,j;ij:!. ~ .. : . .'/·.·:( :'~~·~{: . .'.:·.;:.-·. ·.· 'r. _ _ :~.,' · ; 
for every time instant t. It follows that .··R .= (Ri,\~2;'.; :/.{~A(), 8lllnpt ~e ap~ 

At any given· time Instant t on the receiver's clock, user i preached with a~bitrariJf~m~W.P9.siUv¢· ~rror pr0bability, . 
will be the only user' in the act of transmission if and only independent of 8, uriles~ <t4>: ~~ ~~~~H~d for f'!=· 1, 7, · : · ·, M. 
if To complete the p~oof ~a,t, p91:11t:S·· .outside.t~ cannot be, . 

Si (I _ 8,·): n [ l _ SJ ( t _ 8'}) J = l ; ( 9) achieved, We _need Ortly Sh()~J~a~ .<?!~fY. ~ ~ P that .sa,tjsf~C!I 
(14) for 1 S I S M)iC$ in the. {~gioti ·~ defrned m 'fPeorem 1 

.. 
1 

.,. 1, i.e., that if R satisfies 'c14);for 1 :':d ~- lv.( for some duiy 
Moreover, the left side of (9) will otherwise be zero. Thus, factor vect?r p. ·~~~ .~ }~~P .::,~;fi~fi~ .CH) : .f<>r: :~('.~,i!, ;~· ;Af ~ 

, . r defining 1j as the total time within an arbitrary semi-open for . some ; :probabpi~y: ~v~~~ri !R~i+. ,~:\fac~,;, ~br~qtt )~ .. ; ;~ 
t.n' interval, [101 t0 +NT:), Q~ the receiver's clock of length NT already proved. this"last ~*l~m~J: ~!bJs "dete~~#.9~·:.9if :' . ,~· 

· during which the receiver is receiving noncollided packets the '.'acµievable thr~ughpu~;f~~on1.\~fqr:anr:.\{-~ser,sl9i.~~ ; ~'~~: 
from user i, we have ALO~· systemJ~l (~f.:lPtp~~~~~~~~§.9D<No~~.thelt$~~.jn,. ) ,ey~ 

1i s f'°+NTSi{t - s,) n f 1 - s;(t - sJ] dt; (10) Appendix A~ WC ~vc an;el~ifi~. '· . ·~~.rooJ~<>~::t.Ji~~.f~~~.~~::·} q~ 
-"'''"-. ~ ..,,(., 10 , 1 .... 1 , . 1 . . l~tnf.11.a :;~~~t,;;~o,, .. esta~Hfh ' J 
(' ·\ J,, ' I)~(, .. .. 1~J •\. '. ~ . . :., I . · ',.J (,\I __.,, \ {ti IA '~~ ·.;;~.~1<.i'.~~: "* 
4 "•~A("«< . :-, ~J.J1// . .. ; ~- . . . ·· .. ·, ·~·""'' ' ... ~.. .. ·' 
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sho~r that ~~ch p~t~l/c.1 ~fi't'llie ·ouler.;b~uridary <>r ~ is 
determined .liy · 1(unlque1: ~t.o:t>K~!Uty ·vecfor»:p:}· ·as· stated in 
'Theore~ ·! 1., (We;. ;Wij~~t'J,~~;}9J.;; Ctc~dt~·<~c . an-one ·· \iector 
c11 . .. ;.."1) Witit·~.M.100JilP.6~~iitsJ ·'. " ~:-:··:,.,,. ,; : ·.-'' ' .· .. ' · 

.'iemma 1: F6r 'any ~j>_1 ·~·(p~', Pk.-:; .P~) with o s p' 
~ 1, there)s a ,· prqbabillty .,vector p .= (p1;p2, .. ·,pJ.i) 
such that. . . · . ;;"i .. ~ · 

p;n(1 ~ PJ) !i:.P,n (i...,. p1). 1 s. i !:: M. 
}¥<1 .· ' : ( :}¥</; '. " .. 

. ' ., \ 1 l'.J\~ ;·: ·· · ~:-~. i·";~ :_i · . . . ' 
. v. AcmilvABtLt'lY oi:.RATESc>N TH~ OUTER 

. . · . ,.;:Bc)uf.irij.Ry OF <if . . · .. 

in this· sectio~. '. ~~.· ~1Aµve ·a oonstrudive proof of 
. Theorem . 2 .. : In .. the: f?llo\virig · sectioh, . we .· sh~l . use ·the 
. results of this sectiotl'i~:Ohfaiii a simple proof of the direct 
partof. ~eoreniJ<.;< i!(·/,'.'_ ;'.:'.;, '..: · • 

· A. Pre/imin~ri~1 · · i(: · 
1

. • , 

: . Throu~~ut · tltls .~~tl~n: 'we Will : oon~der . o~lY. . the slot­
.. . synchroniZed ·case; ·A,s: V;e, lir~:now dealihg With cortstructive 
' ':: scheme$; we cfui· ·ancJ'd6·iadoptt~e' restriction -that all users 
~:.·: align their: pacJ.c~htrati~tjij~sie>hs· tofEUl .~thin iinie slots on 
!!:~ _theirl~:clocks~ ;'i\h~i:.ii~ii~~at~o wHhin~e sfots on the 
[:· ·. ·receiver's clocic;· =sm<llW~~Jtffi~'~cif rs·ets;\are int~ger :multiples 
L of the s~ot · le~~!~'7i'.; ;1!!tiF ~~·. io~s ?t.~ener~ty, we ~ke 
t-,. 1: ... . 1 so ~ t?at ~ac,~;<l~~~f~~~f~( 1S.. a,~ Pl:~ew:. ·The_ penod 
f;i;:of ·each' prot0cotsequietlee:•1s··"t5w: also ··ari: mteger . that we' 

~J/::fu~;~~ut~~~~W;~~~~~~?t~;'.~r~.:: ;~.}~r •. ,~e .. least 

~X: · . we can rl<>~ ::¢lf Uiv~~~J1Y..~·aesbttl>¢' : 'ihe' prcii?co1 ·'signal t s,(i> :by ilie'. ;,;.~t~.c~N~i1Uen?'4·~1.;J :: t.r;-;p~~·;. • '· ; ;·.ri;.;l in the 
iiri,'mantier thai:-sd'i i~.~ilie.i,~aiiie r~»ts;(tJ .. iil' ili~ ;'n'tli .tiine slot 

·(:~·:·:·.,, .... : ~ .. ! ... <. '· ·.·.~ ... -.+ .... · .'·.1· ... '. w .. : ... · ~. 'J.'.~.ntte~ .~$~.~~.·.th~t::a .. transqliuoo p~c~t 
~ . ,tiikes ,vhlues~inJh~~se · . ,. ·2· ~,i.• (2:,..,.. ·1}, .. and we wnte A 

~~;:: ~fh~~:}ti~t~;aii;~\t~;~f ~~~f j~mt?.~~fa~~s~: ~h 
~;,~.~ tiirie slot. by:::tiie·; tlrn(~i'~ie ~tariaom .'variable: X, (n) in the 
:~ manner thai . . . :. ,·, ·:.:<·;-:~1-i{~·' ,:·'.,1;"..'. ' . :· .. 1 

. . • . . . 

1.1 XtC;1)"" A; ·; ·ifs;~..,; O 
;~: I : . • • ,' • , - ~ ;: - . ; _; ::·. ,: ,'.-. ' ; ; ~- , , _• , •I I 

'_~,· . . . . X,(n) E: (0, ~•'r ': ', Q 71}, ..• 1f Sin= 1. 
~.; simitarty; we ·caD: ·<l~rlSt<{ili~re&iveci signat ill th~ nd1 time 
3.<slot by the ·discretej'iirtdorti ,variable Y( n) in . the manner 
,B,i~at . . · ·.·. .· · . ·· · ;: r.: ;:-,\.·:~; ( ..... .. l · • .. ·· .• · . 

~\( . . Y(n) =A, '· if,;XJn .. '.'":·;Bi) ~A forl !:: i !:: M 

:~·::. Y(n) = Xi{n, ~ · Bj'. :: · 
1 
if ij(n - B1).;.. A for all J rF- i 

S• • \ • • ·~ ~ "1 t oi't ... &t ~ \ •11 , ·" t , , , 

: Y( n) == fl., otherwise, · . 

.?/where fl. denotes ll · cOlli~iort de two or inore packe~s. · In this r. mannet; we . obtain a'· fully discrete representation for the 
: lO: stot-synchronized CCw/oFit ,Noteihat the channel mput 
'L. alphabet . of each user oontruns . Q + • 1 ·letters . and that the 
1'~ ~hannei· output- hlphltti~f·.C8µtfilris Q + 2 ·letters. Hence­
JJf qrth,, w~ '.shall, so~eiUrlesspeakof ''time instant n;' rather 
~;;~an .~he : ·;~th,. iiiii~ (:~}p,~~~:.1~:,ij~;:C\,i.\ : :,.;;/ . : . " ;. ;·, .. . • \ · 
{';;3f.iY't?. ·. as~u~e;tdr: ·~~~ffi~~ci,'1~at ~·~:()UtJ(.u,t Jl}phabet of 
.~~the QSS of ea9h user J~ '. iilS<)Jiie set .(O, 1, .. •; Q . ..,. 1 }. We 

_}~~seek then to choose ii ,pfoto&>i sequence and block code for 
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each user such that, regardless of the values o( the time 
offsets, the receiver can reconsfruct each source output 
sequence without error. Moreover, we must show that the 
joint rates R that can be so achieved are dense on the outer 
boundary of the region 'IZ defined in Theorem 1. 

B. Protocol Matrices and an Exa;,,p/e 

We deffoe the protocol matrix S as the M X N binary 
matrix whose Ith row is the protocol sequence s, of user i. 
For instance, with M = 2 users, and protocol sequenee 
periods N1 - 2 and N2 - 4 with least common multiple 
N = 4, we could choose 

s = D ~ ~ n (15) 

We shall be interested in the received sequence over a span 
of N consecutive time instants; which, with no loss of 
essential generality, we can take to be time instants 
1, 2.'· · ·; N. We write 

y ... [Y1, Y2 .... YN] 

io denote this received N-tuple. We see from (15) tl~at, in 
case the time offsets are B1 = Bi = 0, 

Y.., [fl., PA, P8 , A],, 

i.e., that slot 1 is a collision slot, that slot 4 is idle, and that 
slots 2 . and 3 contain packets. From (15), we see further 
that packet PA was sent by user 2 whereas packet P8 was 
sent by user 1. 

Suppose next that 81 = 5. This delays the perlOdic pro­
torol sequence of user 1 by 5 slots, so that it Will appear to 
the receiver that user 1 is actually using the . protoc0l 
sequence [O, l, 0, 1] in slots 1 through4. Similarly, if B2 = 3, 
i~ will appear to the receiver that user 2 is actually using 
the protocol sequence [1, 0, 0, l]. Thus, it will appear to the 
receiver as if the modified protocol matrix 

S[8) = [ ~ ~ g n (16) 

is actually in use. In particular, we see that 

Y = [PA, P8 , A, fl.] 

where the packets PA and P 8 are from users 2 and 1, 
respectively. 

As we have observed from this example, a time offset (or 
"delay") of B1 slots corresponds to B1 right cyclic shifts of 
the protocol sequence s1• We write s1[81] to denote the 
sequence obtained from s1 after B, right cyclic shifts and, 
as we have already done in'(l6), we write S[8] for the 
.effective protocol matrix whose ith row is s1(B1]. Note that 
S = S[O]. Because s1n = s1.,,+N for all i and n, it follows 
that s1[81] - s1[B1 +.NJ. Thus, given N, we can and do 
hereafter restrict ourselves to the condition 

(17) 

without loss of essential generality. Because of (17), we see 
that there are only NM values of 8 = [B1,B2,. ··,BM] to be 
eonsidered, and hence at most this many distinct effective 
protocol matrices. 

For the protocol matrix S of (15), the reader can easily 
check that all 16 choices of 8 result in an S[8] s_uch that 
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the 'resulting Y = r:r1, Y2, Y3, Y.d alw~ys contains one colli- AMq· . Not~ tJi~L~M.qr~Hs. -.~N,~~:if: ~~ aJ?ply .. µie 'ilbove 
· sion slot, one idle slo,t, and one packet from each of. the q-ary t0Jnna.ry . q1gi,~ , map.mft~ ttQ;f~~,,~Hm~; of AM9[8~· " . ;·. 

two users. Moreover,: the packet from user 2 is always . Le~ma .2: Fori ;e~~11<~• S,i .(§1;~"-f"} ·>~M), the. ?1atnx 
adjacent to a oollision slot [provided we count slot 1 . as SMq[8} can be obtamed :.from §M~/oY a ,permutation of 
adjacent to slot NJ whereas the packet from user l is never columns. , . 

1
. 

adjacent to a collision slot. Thus, the receiver can, from · · · · · ·· · · · · 
examination of y ... [Yi, y2, y

3
, y

4
J, uniquely identify the · ·Proof.·:· it.suffices to prove that thec0ltimns of Auq[8) 

sender of each of the two successfully received packets in are a·p~rmutation of those 9f Ak". l'o p~ove this, we note 
this sequence regardless of the values of the time offsets. · that the firstt(>w·of "1Mq . WrP9;~i~lly , ~ep~~ed.:_as ~e 
Suppose further that , each user employs the simple rate shall always mean when we spW. .. o(:tbe ~· pendd'' of ftrute 
r = 1/2 packets/slot repeat code in which each informa- sequences) is a sequence of perioq·q· .in which each q-ary 
tion packet from his 'QSS is sent twice. Precisely one of symbolappears.~ But ·th~sylli~olsh~· t~esecondrow: or Auq 
these two packets will be correctly received, and its sender occur in runs of q · identigil .'.SY1ll~ols ·and · this · row has 
identified, as the oth~r packet will be lost in a collision. period qz. Th,us, ~q ~a~ter,t?-9~;~.b~ 1.ffrst and s~nd rows 
Hence, the receiver can perfectly reconstruct the .output are cY~licajly , shift~d, ~~~·'.JH,'~.~J~tj : ro.w~ of the resulting 

- .-sequence from each of the two QSS's. Note that user; is AMq[S] must,, like A~~, ' f()~ :.~1,~PR.m11-irix in which each 
2-place q-ary number appears ·'as''a coluhm al}d in which 

sending information I packets at the rate R 1 = 1/4 the columns are ·periodic wiih periOd. q2, BuU .. h e syrn . . bots 
packets/slot for i = 1 and 2. (We note from (15) that the 
duty factors are p

1 
-= p2 = 1/2, which, since the code rates in the 'third ro.w of Auq f.~~,r,)n 'rµns of~.~ identical 

are r
1 

... r
2 

_ 1/2 ·packets/slot, also implies R, ... p,r,... symbols and this rpw has p~~<>d. q
3
; I:tence, the fir.st three . 

1/4 packets/slot for i = 1 and 2.) Thus, we have ciemon- rows ofAu<f[81 must, likf4X{;,;'.;f0r:M';ll sub¢atrix whose. · 
strated a coding scheme that achiev.es the equi-rate point columns have period· 'q3i,:·itlid 4fwlifoh·eacb possible column ' 
C = {1/4, 1/4) on the outer boundary of the zero-error appears; By:~ ··· sunple . illCi,P:~~i~ri;/W'~'."~ncl~d~~·tha(evety/ 
capacity region ofi the . two-user slot-synchronized q-ary 'M-~µple :m,ttst.·.~ppeatf~~a9t\y';on~' . a( a· column· of · :J 
CCw/oFB. ' . ~Mq[8), arid; .h~?~;}~~t!f~~~!~~::~g1u~I~_I .. ~e. ~.~~ : 1: 

JUSt a permutatton.oNhose.o(!:A ~1'' '. ';·:"' ·· ·· , 

s.!:,~~~~~w.;~;.:=:;;~·;: ~~l:o~~ :r:r.~: 111~ i ';~~,z~!lin1(~~~'~f, 1;;:,11i~i,'ir . ,; .•.. ; 
to achieve, with zerq-error, any C == (C1, c2,. ··,CM) · on [Y1, Y2;·;. • .·,Y~]; /t{:t:'Hl· '' ' ~\1 .,. · p~;~~ sam,e:nµmb~r'. of .. ~ 
.the 'outer boundary of ~for which the corresponding prob- oollisiqn,~, .. w~ ::stlip~~·µ~m:~: . r;;J~t~~;~tots :' "#~·;:~e: s~ni~ ) 
ability vector p = (p~~ p2,· ·.,PM) of (3) has only rational. num~er of su~~~ fror.~r~~$f)i·:i:·;~:~;~Af;,t~g~~~,s ,pf: "." 
components. ' · the ttm~. ~~f~~t 8;~;)Vh~~" ~~L~~~~ ~.hrr:: pr.q,~009,Lzn.~~ Suq· ,: 

For ex3!11pl~ fr~~pS,p)i: 'Y,~ i.~~;~Qftf:'.faf,.,'.~ ~ . Q : > "·< ·:·} 

C. Construction of Prbtocol Sequences . ..· . . · ~7: .[~~,/'~• f-~i-~1l:~5,~ifki17'~.:~ · 1,.'~J . " ... · ·' 
Any duty factor v~ctor P = (Pi· P2 ... ·,PM) with only where the pilcket.s ::'P,f; · fiJ;1,:p~;: and ;J>i> 1 areJrom ·:user 2 · 

rational ·components may be written as P = (q1/q, wher~as pac,~et :p~\is f!AJ!};y~¢.r,;1,;:~~~~) Ut,t),'µe~ ~~.t : )':. 
q-ifq,· · ·,qM/q), where qi,q2,. · -,qM are nonnegative in- will alwaysLeonta.iri · ; two iilli1lisiOris~~.two idl~ :slots?fout 
tegers and q is a positive integer that we assume is chosen · successM p~cl,cqi~ "fro,¥.m~ef,'i~~·~~ f:·~~t' suecess,flll p~ck'¢i . 
as small as possible. rwe shall construct a special protocol from user,·l~ re~~pless ; <>f.:.tJie >~~~ Qf~set .:8,' when. the:: 
matrix S for this p, using as an intermediary a matrix with protocol ma,tpx . ~lf~f ;(}~P).)~ · ~~ec;l; .<>~::~~t step :is. lo 
q-ar'f components. Vye write AMq to denote the M X qM show. .that ,· 1he - .r~iy~r :,~1,J~~*if)'~~~~,''.'~~J,'lder ·i of, each 
matrix whose jth column is the M place radix·q represen- successfully ~eceiv.~ paclcet;" reg{lt~.C$s:·gr tbeiti_me offset ·a. 

Eti;~ 
0

:;·:~·:?l1~~£i~c\~;:~~C:' ~~: D. D¢ci~afi9~:~~·~ ':'.;):~;:!r /. ,, 'i , .. ···· .. . 
By the kth , ph,~e :<>f tlJ.~ ~ f!th){t?,i::!mt1tion 9f a. seque~~ : ; 

A 23 - [~ ~ ! ~· i i ~ ~ ~ g]. (18a) [a;,a2,· .. ,aN],whe~edis :.a·divis~t 'ofN,w~sliallmeati: 
1 the subseque~ce l~k• atc·+~t. ~i:..:z.:t,'•\:'.: ]/<>f lqngth 'N/d>ob~ · . ,, 

We then ob.tain th~ desired protqcol matrix, which we tained by ,s~lecti.pg ~very.:4 ,~~ ;wgi~ ::9f. ~~c:: . sequence,. ,COµl· 'i,f:i 
denote simply .by ~Mq [although ii also depends on the mencingwit}tt~eJ~ih4i~l· .TMJ9H~Winglcilunaisthek~y. {6~; 
values of qtt q2 ,. ···' ~Ml• by mapping, within the ith row of to recognizing the sen~er(?(su~sfµUY,receivect pa~kets, . . ~t~ 
AMq• the q-ary di~ts q - 1., q - 2,.· ·., q - q1 to l's and Lemma: 3: For ever)t .a; '\~(eH~tive prptocol :matrpc. .~~.~. · 
mapping the q-ary digits q - q1 - 1,· · ·, 1,0 to zeros. Con- SM

9
[8), whi~hhas :N ."!' q~;.~lµµitt~, ' is ,~~ch that; ·,f.or every , ~ii;,< 

tinuing our example; we obtaill"'(from (18a) and the fact d-= ql wit!J..J · sf~, M. AA9 (P.~' ~~n- :~ .~tJ.i 1 $.k S 4, (fil,< 
that q_ - 1 and q2· = 2) the protocol matrix the kth ph~.e of.*~ df~·q~Jl1a#Q~ : <?f the r~ived vector ~~ 

. [1 o': o 1 o o 1 o o] ( Y=[11,J'2,:·.: if,.;l!t~tM,oWPPw.ffi~t'Y~PtoP~~ies. ,, ,•:, i.~J.r 
S23... 1 1 1-. 1 1 1 0 0 0 . 18b) . . : : .. . ·, , ,.i:. ..... . :, .,,~, :: ., . . . . . ... '. ·. , ~$,t 

1) If . i s j, then user 'i-1.s eith~r °' active . in each ·of the. ~r;;" 

:;::~~1b~~";. °:;c:~tr:~r.~!h,~~~·~~ ..• ;;ff i~~f i~~~;f~;1lf f~tri ·'.;· !t.·01 ·.th•. ~ 
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'1<1!1•' 'i-'\I ,_•;t 

~:-~e:::·- .y~:f~ .. tY~iy~r:~ .. -;.:-~~::;~,.: .. :· . .,;:::: ,· ·: : .:~ .... , 
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· . . · · · \ . ;'{>.:·,, ~- -~·r·~l;;}:o. ·: · · · _ · 
. 2) .If;qi \< ' q : forflll rl;~th~~:.~here is atJeast·one ·_sl~t of this P8 , P0 , Pc, and PE, are now identified as having been sent · 
• phase where ·au.us~rs ,/ _!~th i f:~}.-are silent. ' ' by user 2. ' . _.· 

. _. _ Prb~f.· ~fo~~rt9';lf~!dlig{4tr~6ni : !~~- _radf that· the 1th in;ti:e~~:f~~ f~~~~~d~:~:~1\::~~fu~1~:~~:~~~re::· 
.r()w of.A;, tBJ:hasJ>e#&i 'q',''a'rid . li~nce._ the Jth row of it does not in general ideutify the position of such a packet 
S[8]al$o his pe~oct·1nitt/:~/~ dien 4.,'."'. _q1 is_,divisible by in the (unshifted) protocol sequence of the sender. This 
q1 

so· t~(k.th ph~~;O.f~ti~~-~.~h~~~µµ~t~o~· of_,the Jth r~V: of knowledge is not always required to decode the block code 
· S[ 8) must have the satil~ . ~rltfy (0 'or .J1 m every position, that the user has employed for his packets, as the example 
and this Js precisely .. tha meafihis: of prop~rty 1). . in Subsection V-B shows, but it is required in general. 
-. To prove propertr '..2), :.,w¥t pofe_ th_at._ .if _ d _= q1 where Thus, we need some scheme by which such packet location 
I< j < M, then ari:Y~~h~s~ -6.f.:fu.e ~th. decimati~n of. the .i!h information can be obtained by the receiver. Note that it is 
row ofAM isjust the(/-:-: l)th row o( AM-J,q• The. matnx necessary to locate only one packet for each user, and note 

·'A [8]inherits , this , pr~p~riy 1 fu, . the sense that such a dth that this packet location information allows the receiver to 
d~hnationofits lt11;~<?'Wi.i~.J~~Ui:;})~~~~w,of·AM-J,q[8'] construct the effective protocol matrix SMq[S] an~ thus to 
foi: some offset' 8'. I~,f<;>tiows 1~hat , t~e-~~must,be some slot identify th_e subset of users participating in each collision 
in the dth · decnnatioil;'.,a : ;.;,; ·q1, :~ wher¢·. tile corresponding contained in Y. 
col~m~ •. of 1.MqC~Lh.~~;.;: ·?#!1,.;,z.e_r~s , in ,)'ow~.; j + 1, j + . 
·2,. · ·."M, Becaus~_41;¢51 '1 ~f~t~ltJ• _ap ~ros m AMq are 

< oonverted ~ to 1 zer~s ,i~~i~{~_pe_riceitisersj .f),} + 2, • · ·, M 
\:_ ,must al~ b~ silerit , i~ :t~-~ , ~!?~'.:L; ~.. ~· . .-·; -_._ 

1 ·. • Note that decimat~n~'.1;'] . 'ti~~s by · q i ~s the same as one 
f;· decimation by ql. This filct;':together \Vith Lemma 3, ·estab­
[ · lishes the validity of tiicdollq~ng proeedure, which' we call 
(.decimation· decoding;:byiwhic~!thy ir;,e~iy_~!!:~n.}~~~~fy _the 

i,. s.ende~ :.of _~ea~h,~u:~~f~'Jy~~~~y~~P.~~ke!'cont~rted in . 
;·x ... [Y1, Y2,·' • '.> :i"Nl\Vh;en :tli_~ prototo.1matnxSMq1s used. 

; ___ '_:. _w_ e as_s um_ e, - th- at_--··q_/'f_ :_,_ .. _q_ ·_;;ro __ 'r_:i_.:'_a·'11, ___ \:1._ • ._,._, !Th·- _e __ ._-. ;case __ ,~q, ... __ q, and 
)'. hence ·p( -... q1/q ~ !f,;!s int~~~s~~~ ' oril:Y -for ~~hose trivia~y 

i~~f :1~q~i:~f ~~r:::~1:r E.~:::: 
! • ·Yi: Identity, -~S:f~~~;:-r5<>ffi.us~f1." a!!)u6ces~fully 

~~, 1)• ~1~~~!:.~.:;r~;~i:tZ::~::· 
;,,;,;-- · each of, the:phas~s ,WitH~an idle slot .that were formed 
f!,<" '. '_· '. in 'U16 preVit>Us~·~t~p·;~t«~nUfyrJis' .. C6ihiii~ rr<>~ user ; 
>1::~ . a1i'sueccs~tuti~i~i\/ea1h~6k,eis'.ih:tiiose'newty formed 
,~~·:: pbas'es _CBri~g';tib:,iaJg'.;:~i!)t:;-~(.j ~ • M,, stop._ Other­
t.fi:-: ~sei;incre~e·,~w~~.t;~ftlia;~ep~t i~fsiei); _ --
i.;; ·As< an ; exam pie> .'sapp~s~.Jhat : A(= :2 · users have the 
rpr0tocol ma~fixrS~ N-' (18b))irid _th~L 8 is such 'that ·the 

~~Ved v.;~1~'r~~;~1tilf l:X.ri;i. J>.l· 
"'.Decimating by q == 3,· as caiied for in step 1), yields the 
f tliree phases ,'. \\. · >''·."· ·.. · 
~\:·I. . [A;· J>~·; i>gJt[i>Al.6'(a], [A .• Pc.hl. . 
;~_t:·~:· ~~ .. '· l . • :;• . . I ;.·· _:, ·f~.~~ :·. ; ~'.i_ :·<;~';: .. > .. • / .: ~ ~~ : . ... •.. ' 

~19nly the second of.·th.es~ ph~es. coritams· no idle slot; thus, 
;~only packet PA -is identified as•having been sent by user 1. 
1
' Of couJ,'se, because ~M. ""' .2 •.• the, ·other four packets in Y 
:~:Were ·sent,._. by us~r _2i11,:iu_t. ·itl~;principle,; we fmd this out 
f:according to step .2}.J>y: decitriating ~Y 'q = 3. the first and 

:third of the above phases fo 'dbiain the six phases 

._:.,. •:'<· 1*1~ (P;hl.Po-l/[A], [PadPE]. . ' ,.. .r. ;.-:. '"· :··: ·.: ... ·t~. : ._ ·.. ~.~ . . '·r- ·; ~':_~r, .,_ ... , ;.: ;.~~ .. ::.~.p- ~ -:_ . ~ . ,·: • = i · . = ··. /" .. · ~ 
·nie packets in thes~.Piiase5}Vith no idle slot; 1.e., packets 

·~1 ~: . '.' 
· ·.~·', 

. E. Finding Packet Locations 

We assume that, for each user, there is some finite time 
in the past when that user first began to transmit informa­
tion from his QSS, and we further assume that this user 
transmitted the zero packet, P = 0, in all previous slots 
into the infinite past in which he was required by his 
protocol sequence to send a packet. Note that user i sends 
Np1 packets during one cycle of his protocol sequence s1; 

we shall call these Np, packets a frame. When user I is 
ready to send information from his QSS, he first sends the 
frame (1, 1, • ~ ·, 1] consisting only of packets P = 1. He 
then sends successively the following Np1 frames contain­
ing one 1 packet: (1, o, · ·, 0, OJ, [O, 1,- · ·, 0, O); • • ·, 
[0, 0, ... , l, 0), (0, o,. .. '0, 1). 

The receiver will see only 0 packets, idle slot~ and 
oollisions into the infinite past. As soon as the receiver 
identifies, by decimation decoding, a packet P == l from 
user i, he begins to count the number of slots, taken at 
intervals of N slots, until packet P = 1 again appears in 
this slot. This number is the location of this slot in .}lSer i's 
frame, and this allows the receiver to locate this slot in user 
i's protocol sequence. 

It remains only to formulate an appropriate coding . 
scheme for user i so that he can code the information 
packets from his QSS into his transmitted frame at the·--· 
desired rate and in such a way that the receiver can always 
correctly decode these packets. 

F. Coding the Packets 

The matrix AMq has q,n, .. ,(q - qJ) columns.in which 
the entry in row i is a digit equal to or greater than q - q1 
but in which the entry in each other row j is an integer less 
than q - qr It follows then from the construction of SMq 
and Lemma 2 that, for every 8, the matrix Suq[8] will be 
such that Y contains exactly q1D1 .. ,(q - q1) successfully 
received packets from user i. Thus, provided we c~n find a 
coding scheme that allows each user i to send one information 
packet without error to the . receiver for each successfully 
received packet from that user, user i will be transmitting 
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with zero-error probability at the rate 
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We see, from the fact th11t each phase;of the qth deci~ ,• fact • 1 

mation of the second row of·AM~' ~~period q, that, in any . ;·n,~ml 
q successiv~ slots d~ring p~~e 'l . pf '1te ·'I th ~rci~atioil of '. ·~ir 
user 1 's protocol sequenee;··the ' p~ckets .· from '.user .2 ·will : . ,\1$er 
occur as a (closed-loop) l>urst Qf\lengP,l q2 : packe~s oceur- •. :.~~he1 

(19) ring with a perio<fof cf sf()~~ Tu~~;H~ .~.we n~vi,~~u1?e to : ;i,t;spt 
be the case, the pa;tcke~s fr~m. ·user) m ·each sucass1ve q . rtece 

where we have used the fact that N = qM and that the slots of phase 1 onus prot00bfseguen¢e fomi"a codeword ; :forh 
duty factor p, is given by p, = qifq. Thus, our proof of in an (n = 9; k . ';.;.' q ;_ .qi) :·M~~t2::itle~·the .~ec0der. Wul\)e ·! 14't'~ 
Theorem 2 will be cqmplete if we can find a coding scheme able to det~~!le a1l user:Ts'/p~~f~ts co~~tly, . provided, ·. ·~!ft 
that meets this proviso. that users 1 and 2 are (h~ cm~, active.'users. ·· .· ' . • . . · 1hl:;:-:J 

Note that the packets from user.i that are involved in. We now ~ssuine thai ·~"N..:·;;¥.:-:'{;1~'~ n~21(q :- 'q1) :1 .~~( 
·- ·- collisions are equivaJent .to "erasures" for the decoding of code has been 'founcl for'user l's packets during phase l of : . . imat 

packets from user i . . We assume that user i employs a block his prot()C()l seq\lenc~ f,hat~QW ili~ ·decoder to correct all i .~'C<;t\. 
code of length n1 =Np, to code his k 1 = NR, packets. This erasure patterns tliat ·can 'f~ut~· \Yli~n·· tise~ 1; 2,• · ~, M·~ f i · ~·Wul 
(n,, k,) code must be capable of correcting any of the are the only activeusers;' W~~:iriu~t 'shpw fl?~t :we Can ~xtend ' 11'6n 
patterns of n1 - k1 iCrasures within a block that are con- this to an (n ~ 9M~f ; ' ~;'7. 'fl,i%~('q :-:--; qj) ~d~ '._ that WilL~ 'f< 
sistent with Suq[8] for some 8. correct atl'·erasure · pa~terns'Jli~V~e. · poss~ble.·· w~en users ,:. 

If Q - 2"' for so~e m such that Q ~ n1 - 1 (as might 1, 2, · • .,- M.9.!e
1 
all activ~?w~«>rist!trct thi; code by ~ped.,) 

be expected in prac.tice), the coding problem for user; is fying: that a ·Ccid~or.'f J>.~t:ili,e:r~~dt~natio~ ··. of q· code.:.~ 
trivial in principle. He can simply use a Reed,...Solomon words fropi_ ~~· ~<?~!!~· ~~ ~(J,~~g~h _;, -'. qM~~; . that the ~ 
(RS) code over GP (2"'), possibly extended 'to length Q + 1 first q -. qM ·1 of . -,~~es.~»;~·!,~~~~~d~'.:°;~- Be -arbitrarily 1 
[10]. Such an (n1, k 1) RS code .has minimum distance selected; and ~~~ ·t~e J~t '.qJ\.<?f :'µiese q Codewords be~ 
n 1 - k 1 + 1 and herice can correct ;every pattern of n 1 "."" 'k 1 det:rmined ~Y.. ~h~ ruJ~ ip.~qP,~. ~~gii~!in every ·P,~ase of ·~e . 
erasures. But this is not a satisfactory solution for our qM · 2 th dec1mat1on .of. ;:the::.en~e'.~,~ewor<l -must ,be . a · .. 
purposes, since we :have insisted that the packet alphabet codeword iti"~rt -:(,.;~·q; : JJ.~~:'q5:h~~;;:;f~de; This new .code: 
size Q can be as small as 2. We thus must construct obviously h'as :;_4,i~ .:pl~~,ilepg~~t\n ..,, '. q¥.:;) and ._Claimed j 
appropriate codes. over the alphabet {O, l,. · ·, Q - 1} for number of infptjllatitjn : ;p~~~~j$:.1 1.c: ;~ .0}!. 2(q_.~7-, . q1) .. :Ii. re •. ~ ei 
any Q ~ 2. In facti we shall see that it suffices to correct mains only. ·.to ~ sM:w :Jp:~if~~~;,,4~erl ~I\ : .. ~rrec.b ,~y ', ., 
bursts of consecutive erasures. The following lemma is the pattern of'erasedp~cke!~;*~t''~n;~r. 'wi~ . all · ftli u~ets'; ·, 
key_to our coding scheme. active, '. . .. , 1. ·: .·''./•'1,::·.o,r-::N·;~1 <:;> . ·. :· ·• · ..• ·> .' \• ;: ·.; 

Lemma 4: For any integers Q, n, and k with Q :2: 2 The decoder,' for the)UU coit~wo~d "of length n .:. :q'M.~ 1 0'. 
and 1 s k s n, there exists an (n, k) systematic linear just descri,~~~·J~rsi !o~;~~~Ji'p~~~§('.~~19M.:. 2 th deci·:. ~~~ 
code over ZQ, the ring of integers modulo Q', that corrects mation of the' received ttj:jd~»'P~d,. ~J~u~" ~a<:h ~µc,h phase is.; :~ 
all closed-loop erasure bursts Of length n - k. also ' a phase Of the qM·tJth>;dearnatiQil ,'Of5the VeCtOr, y · · , 

By a "closed-loop" erasure burst, we mean that position received'' ~ver ·· tlie >chaiittei~:itrH~~ni~"tiN,~.:. ·:qHi:·coiiseetiiive 1 

1 in the block is assumed to follow position n so that a slots. Lemma·3 ·1fuu~;-ffil·'#~l;lHKV.tti~ ·i>~(V~uisions hi ijlny.; 
burst can begin near the end of the block and continue into such .phase t1la£\votiid~#~'f;jtl59'.fb,~ .. cqllisiQn$ ;~h~n\~nly4 
the beginning of this same block. By an (n, k) systematic users 1; 2~·.:; ·:?1't(;;;, l W~te 'lctl~e .mtist~&cur1\YitW~'.·p~~es, • 
linear code over ZQ, we mean that the first k symbols in where ' all the 'eollisi6ns~i:fe''8ill:V1b¢iW.~ii ·1us~r:~1~rJtiid user·; 
the block can be arbitrarily chosen (the "information sym- M. Froip the ~~~ti@9fl~~;;;~~'.~~~ .. ~~t!~1'er/A(b~uses·: 
bols") and the remaining n - k symbols (the "parity sym- an · cr~~r~ bursf9f)etis~~~:qµ}J!} ;#P.~~\ a,t>.~~e:'l31Jt1·:.~y .o?r ; , 
bols") computed as linear combinations in ZQ of these co~struction, t?~. p~c~~~ : fr?tµlp~~~,,1 ff>tm 1,1.1.~d~wor411,11:r; 
information symbols. We shall prove Lemma 4 by con- an (n = q, k = q - qM) ;.caje .m · ~µcli a '.l>A~~~ ··Th~s;::,the.i' '. 
structing the code whose existence is asserted. First, how- decoder C3.ll; at tpe q~tsM :C9.rf~.t: ilJ;l ~i:as~r~;r~spltjllg; fromj; · 
ever, we show how these codes can be used to obtain the collisions involving user Jf :that''would riot.also have .beenf J 
information rate R, of (19) when the protocol matrix SMq er~ures when ·:only u~ei:~' ;i;7;;»:. • ·iN;_ 1 \V~re'ac~ve.:nie ;' } 
is used. decoding · problem .tbep' redu~ ' to that f()l'.':d~g •'q·: ~ 

For convenience, we refer to the code described in codewords·of .the l~ng~ . . ;a.1tfq:~;:-~ .. <rode, to,cprrect. the .\ 
Lemma 4 as a maximum-erasure-burst-correcting (MEBC) erasures · cau.sed ' by ~u~er8:·'2;'3.~:"~·'>/Y. ~-:·1, · w4ich,:;'bY:' hY· 
code. We now show inductively how to nest such MEBC · pothesis, can .be done/!!·k• :·hiJ 11i:;t 5'i( ' '. · .. ~"'-"i<i;/ -:; .. :.;:<i·'· :· :: 
codes to obtain the desired coding system for user 1. We now .show that•essentially'..the same coding st~ategy '. 

User 1 will adtually use 11 independent, but identical, ju~t developeckfor user(l :.Wi~be µsed by .all ::M .. ·.USCJ'Si '.fo: 
codes of block length n = qu- 1, one of which will be used see thi~, let a' 4enote·'ap~; ~~os~n. q~ary .~igit1·te.,· *111Y,digit ' 
to code the pac~et~ sent during each of the q1 phases of in (o, 1;'· •, •., q 7 :1 }~iJf;,p~~:~Q4ifie,s~ ~h~ ma,~ AA/ii·Jirst ~ 
the qth deeimatiori'-of s1 that consist only of ones. ~e by d~teµng.atJ,~lu~~Jp.: ,~fEJ~e- ~Nry~r~ .chos~n·~~~;~ 
describe the code used ?Y u~er 1 for. the packets se.nt dunng say . ro~.. . '· ..... 1.$ ·n .. m. : .. tµ.· ~. · ·.··di.,, 1· ·$i .. •. ff ··~~ .. ·· ;m1~. il. ~F. xt.· :~t.de~~tin. g. . f P!f .. · /, ).·· 
phase 1 of the q,th dec1matton of his protocol sequence. , then one ot?,tains t}1e mlihµ AM'. .. ;i q• This f~llows from the ·;, 

. . . · . ·•::. , ,:: . ... !·'l ·,~rttYP~t:?:.~~x :::~ :\ i ( ·'. • '.~· , u.i ,\ii'.: .. ;,i/.' ' '.'.'·>: 
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. ~itSri~Jt!~!rI:'r> 
fac~ · that' the ·columns':bf_;A,.tg1cohtain :the . M-place q-ary 
numbers in natural order;;Jtds :then ·easy to.see that the 
coding strategy justdevefoped for user !'applies directly to 

'user, I with the roles of 'users 2; 3,,. .·; M ;in the former 
; 8cheme being. played bY,,users l, 2, · · ·, i .~ . iii+ 1, · · · M, 
respectively, in the cc>dmg·;scheme for· ;user i. It is only 

. necessary that' each codeword 'c>f. the length n =q M- t code 
for user i'be placed in 'those slots in which the ith row of 
A.,\{ contains the s·ai'rie digiria'..i" • · · · · "· ';: .. · · 

., ' It remains firtaily fo:oonsfrlid·the MEBC eode described 
;fo Lemma 4~ .We (i()': ibis· by ; gpecifying ·the systematic 
; generator .matrix G. fof: this· cade, where . G is a · k x n 
i matrix with entries in ,i;Q ~ . {6~ 1, ...• a· ~ t} whose first k 
. columns· form an · idet\tity ma true. In fact, the entries in G 
::Will take values only ifrthe stlbset {0, 1} ofZQ so that the 
. :form of G ·does .notderjend 'dnjhe particular value of Q. 
~:~our constr\lbtion ~is:per~ap~ . b~st expiallied by ·an exam~ 
.t'ple; for 1 which we· 'choose·:' h\~: 64 'and Uc .;,;,; 27. We first 
( di:Vide k .,... r0 · into r(tc>;'.obtttfo:: tile qu~t1ent .'1o. = 2 and 
~

1
ierriaind~r .'i . - 1o:we ·thch 'di\iide ti :into r0 .to get a new 

·.~ .. ~~.~_.·. ti:'~~. 'nci:~iJ'.1d.th···.\·:.·'..,~ .. ······.;~.:. :.t,.:e·· .. '.·~.·e.·~J~ .. f ~~~~ .. 2~ .•. ~~.~ 7i,·.·~7~~ti~u~! 
;ttan .. t1 ~;~?{'f £t~W1; ·,: lt~I~· 
~\·fi~.;i· 90 .... 2~ qt = 2>. q2 ~ i; q3 = , 2, q4 =. 3. 
.F ... · . . . . , . . . < .. ,. .: ... ~ •. •·· , ....... ,. . , 
· Tifose values specify the: f olloWing 27 ,X 64 systematic gen-
•!cratc:ir matrix:'· . ·' . '' : ., ... ,. ~ .. .. ,, •' ' ' 

~~~:··:> ~ . 
110, .' . 

G ~ Inh~~:dK·,'-'-'""'-----~---l 
~:~~~;o.~~~l~r~J~!f ~·~.~ 

· ~11}8 _from .the;.t~pha~dinJf1°a\CONtlU1:::<;f.: q1 .. matrices I, ; 
~"" . ;:starting. at ffie 'lefi;;Jittdinf a rovi'. of . q,, .,matrices I:, 

ftiie; proof ·· l~iH.,. iffi~\coHitri.ictit>ri · :li1ways .·yields th~ · 
. ~··a1.ic.8en.erat~t(~~~~·:~t~Y~~~X#.i:k) code that can 
· l all closed-loop erasure bur~ts of: l~ngth n - k is not 
'allfinsightru1; ·ruid:lhtis'~s:a~rerred fo Appendix B. 

~.j\'· ·:.:'' •>l'' : !' · .. :., .. : ~.\ ' .•,.•,•><~·~ ··.·dh!'~;:~····,~.V!.J~~·~\~i,:;/, ·".H ~ :~.., .... ,~: · .· . ·., ;_ .. :·;.·. • I 

omp/etingth·e . PtJBfbf. T/ii~r~in j ;: . ' . ' . 
n:~th~;~~~~~u~ ,~il~~~1i~~~~::.~~.' ha~~

7

s~~~ ~hat the M 
•·rs ·or .the ·slot-s'.YnctfrbiiiZCd .. CCw/oFB· can send infor­

... ~ti~n ;,~thout errot< ~t ;J~e,)otnt. raie R. - c for , every 
p,9~~/. C .on the: , ou~er,{_botindacy for ."'7 for which the 
·clirresponding. probability.:veetor. p has only rational com­
·~qrients._1 But . ~~ry, ope~·.neigliborhood : of. every probability 

,'_for, Contains probability :veeiors .with only rational com­
.jierits. Moreover, the,inappiilg (3) (rotµ probability vec­
jQ~,·p .. to points p on •the outer;.boundary. of · ~ . is continu­
's;)t;follows that every open neighborhood of.every point 

' . . . 
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C of the outer boundary of ~ contains outer boundary 
points that correspond to probability vectors with only---- · 
rational components and that thus are achievable with 
zero-error probability, which is the assertion of Theorem 2 .. 

VI. APPROACHABILITY OF RA TES IN ~ 

To prove the direct part of Theorem 1, we see from (2) 
that it suffices to show that any rate vector R in the region 
~ defined in Theorem 1 can be approached without error 
for the unsynchronized CCw/oFB. However, we first show 
that such R can be approached without error for the 
slot-synchronized CCw/oFB, and then we give a simple 
argument that reduces the unsynchronized case to the 
slot-synchronized case . 

A. The Slot-Synchronized Case 

Let R be any vector in re as defined in Theorem 1 .. Note 
that R can be on the boundary or even on the outer 
boundary or re. But, in any case, ,there must exist a point 
C' (possibly R itself) on the outer boundary or re such 
that R s C'. Hence, for any given positive 6, R - 61 < 
C'. It now follows from Theorem 2 that there is a point C 
on the outer boundary of re that is achievable with zero 
error in the slot-synchronized case and for which R - 81 
< C. Therefore, R is indeed approachable in .the slot­
synchronized case. 

B. The Unsynchronized Case 

Since we are dealing with constructive coding schemes, 
we can and do enforce the provision that all users must 
align their packet transmissions to fall within time slots on 
their local clocks, even in the unsynchronized case that we 
now consider. Of course, because the components or 8 are 
now arbitrary real numbers, received packets will in gen­
eral not fall into time slots on the receiver's clock. 

By virtue of our restriction on packet transmission, we ' 
can still describe the protocol signals in the unsynchro­
nized case by protocol sequences and protocol matrices as 
in Section V. (The slot length will again be taken for 
convenience as T ""' 1.) The following result, because of the 
arbitrariness of m, shows that any rate approachable 
without error in the. slot-synchronized case is also ap­
proachable without error in the unsynchronized case. We ·· --·­
write om and 1m-l to denote, respectively, a string of m 
zeroes and a string of m - 1 ones. 

Lemma 5: Suppose that the protocol matrix S, together 
with a given code for each user, yields error-free operation 
at the joint rate R on the M-user, slot-synchronized, 
CCw /oFB. Let the protocol matrix s<m> be constructed 
from S by replacing each zero in S with om and each one 
in S with 1m- 10, where m is an arbitrary positive integer. 
Then the protocol matrix s<m>, together with interleaving 
m - 1 times the code previously given to each ·user, yields 
error-free operation at the joint rate ((m - 1)/m)R on the 
M-user, unsynchronized, CCw/oFB. 
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For example, with' M = 3 and taking S to be the proto­ in which the runs of ones iin ' the~ seeond row of s<3> have~ en 
been· extended· by · one. Note' that; if, we take third deci~;: . 'inl~_c'~ 

0] mations· of the ·columns'of ·s<3·H;:the three phase5 are justf. l 

0 · the following· matrices: · · · : . . ·. · ;• ;{~·~b1 

col matrix (15), we would have 

s<J> = [ 1 · 1 o o o o t 1 o o o 
1 1 0 , 1 1 0 0 0 0 0 0 

( 20) [ ~ 0 1 ~] [ 11 0 1 . 0] . [ 0 0 0 . 0] ! . j&t~ 
We saw in Section V, B that the protocol matrix S, together 

1 
O · . ) 'f ,~ : ~· . 1 1 0 0 ' : i~~~h 

with r = 1/2 repeat .codes for both users, yielded error-free The first m - 1 -:= 2 of these matrices are just the original ; l;M~r· 
operation at R = (1/4, 1/4) on the slot-synchronized . protocol matr~ S of (15) t~~t ~as_ ~sed to co~struct s<3>, ·\{~e; 
CCw /oFB. Lemma ~ asserts that the protocol matrix s<J> . By t?e co~struction o( ~mITia 's, each pf these protoeol J ·:tiie 
of (20), together with two interleaved r = 1/2 repeat codes matrices will :\l~'.-~~e4 P).'; ~-W J·: '!Yi#! an , r "!'.' 1/2 repeah . ~$Q.ll 
for each user, will yield error-f~ee operation at R = code, and )1e~ce . each ,~~;deµ,ye~; ,on~ p~ck~t . error-free.:; · _:5v 

(1/6, 1/6) on the unsynchronized CCw/oFB. User 1 senc1s np p~ck~ts~ ~~pp.e .s~~~s 99rre,sp()f1cling to the~ 
To reduce the unsynchronized case to the slot-synchro- last of .the$.e 11! : ~ 3 ~~tnce,.s.J:Ien~ .. user lsends error-free 

nized case, we argue as follows. If user i were the only at a rate ~ - 2/P ~)/~:"p~p~~i~/S,Joi;· .~' ct9~ user 2.· .} 
active user in the unsynchronized case, then his packets The truth · 9f)~~µiµia _ !i ,shoµlct ill.()W}>e evident. If we 
would fall into "vi11tual time slots" at the receiver whose restrict .ourselves' ~o .cQ~~j~pf~il9;ii::.Rf: P?-C~et$ ' from user .;,\ 
edges would occur at noninteger times because of the time the effect of other !J~ers ;pff ~e$.<? '.1'iicket transmissions is., 
offset 8

1 
that is in general not an integer. Fig. 4(a) il- equivalent .to tha,t;.~ qte.: ~l.~k~)rp9~ollized case ifeach~ 

lustrates this situation. The packets of another user, say occu;ren~Jn .$..<~~ .. qq"!::1tP; W.;rn~fJ1 1~ j.;. i, is . rep~a~<( 
user j, would not be aligned with these virtual time slots by 1 · But th~ fµ-s.t m ·T; ~: .p,p,~s~~ ;~rµie. mtp d~pnatiop. oJ~' 
for user i, as illust~ated in Fig. 4(b), because 81 - 81 will th~ ~oluinns ~f~~r~l11t.!n.~ :ffi~ID?'·A'<~·'?, are. '~justth~1 
not in general be an integer. However, the effect of these onginal matnx §, whi~e. !he last phase 1s a matrix wliose: 
packets from user j on the packets of user i is precisely the ith row is all zeroes. l~ ~'s~' of~~se first' m ·- ' 1 phruies;:1 
same with regard to idle slots and to successes for user i as use~ i, by hypoth~is, use.~.··~ ~e. that guarantees error'.'.free; 
if the packets from user j were advanced (by less than one coding at a rate ,R., pac~e;s/slqt~. B$er I.is silent in theJastJ 
slot) in time to alignment with the virtual time slots for phase. Hence, us.e,r i. sep.~~: W,f9.~~~ipn·eqpr'7fre,e precis~lX.! 
user i and then an ~dditionaJ dummy packet were inserted at the rate ((m- l)/~)~ 1 pa,ckets/s1ot; .as Claimed in; 
after each run of consecutive packets; the equivalence is Lemma 5. ~ - ·· ··· . . . · . · · · . · 

1
: 

illustrated in Fig. 4(c). We can summarize these observa- ~ _rem~k <m _41e · d.~4W~ prcx:ess is in order. Upon·; 
tions as follows. Provided that all M users align their packet seeing an uncollided pacJc.e.t, ·· t~~ receiver will extrapQlate; 
transmissions with. time slots on their own local clocks, then, virtual time slo~s to aj.igptm~~ ·iW~ges, then: de-interleave'. 
in the unsynchroiniz'!d case, the resulting pattern of idle slots t~e rece~vect . sy~~ols (p~c~~!~; li~~- ?f ~pisions) izl. thes~,j 
and of successes by llser i is the same as in the slot-synchro- Virtual time slq,t11yH<? f?l '..~ff~~mw'Tue r*ive.r the.n a.,ppli~ > 
nized case, provided that a dummy packet is inserted after the usual .dCC?d1llg pr~µr((q~atio~ <;}ecod.ing, foH 
each run of consecufive packets from every user j Jor which lowed by decoqing pf: ~C.1 pl~~-~ .::ode .· of.: the . user· .whose:i 
8

1 
- 8

1 
is not ·an int~ger. In what follows, we shall make the packets .are foµn,d,) J~ ' ~:,Re i,~f);~~~ ·s~~~lllP.s.: .This ~i 

pessimistic assumption that 8
1 

- 8
1 

is not an integer for all su~ m gentfral onfy ffi -~~dpn~.µiepa~k,eis ()fthatit~~r i.: 
j + i when considering packet transmissions from user i. i )VhO sent the original . u~~W,defJ :packet,'as packets Jrom·~ 

other users will fall ~~r()ss. H1?1~ slo.tf ~~·inµst btf treated 'as ~ 

(a) 

(b) 

(c) 

n·~I 

I 
I 
I 

n·~ 
1 
+2 

:/ 
I 

;1 

n-~ 1 +l 

I 
I 

I DUMMY 

Fig. 4: (~) Packets frqm. user i. (b) Pac.kets from user j, as seen on 
receivers clock. (c) Equivalent packets from user j in user l's virtual 
time slots. 

collisions; · Thlis, · -~ · ~iinii!lf ·: de~iiiiedeiiVinf iui.d · de_co4irig\ 
process must qe ~arn~d. PHffcit · e~~h ·oft!ie M: ;\lsers. ;.:., : 5; . . . . -·:;' · ... > ~ '.·: .. lt ,'.·:.: !)f·h :' . :_; .. ( :_ ~-- .. ~ ' ·.·:: l.'f,~ . •. :;:·, ·.. . . 

VII. ·. PRIOR WORK AND SoMB°llEMARKS .: : · ·~ 
~: ~.~.~_ ,. . /. ·_. .. :·.· : >~V3;,_; •1JU~ 1; i•fr, ·t ~< .. . ~ ; ·: ·\·~<-~. ·~r .;·~ . ." ; ... ·:1. :::. ··j 

We have a1re;ldy.~entjgn,~~:·i:>~~on ff th,~fthe x:egio~,: 
~ of Theorem l cointjdes Vlf fu tl,!e<.!~achievabie throughput 
region~· · determinect -~~ ~kr~s~.P:·rn1.·cc~. [9,; pp; _ 36~-:~~9]).:: 
for an · M-user slotted' A.~P~ ~ystem: Abramson coll.$1~< 
ered ·the situation where U:$~r! /'sends : a • packeti.ii each i~lot · 
with.probability p/, indep~p(ient(;~f:-preVious iransmissi~ns.·· 
This corresponds in · the. -~~guagei of·this paper · to 'using : 
stochastic protocol' seqµen~s; each of which is an indepen-.. 

As an example, when.th.e protoeol matrix s<3> of (20) is 
1 
dent ident!~l~y . d~st?.~ut~ 1 qmys~~e~ce; ::.Jn: a 1 ~rtain ,~, 

used, the packet transnuss1ons from user 1 can be studied sense, th? . tlm~ ~tatt~l1C5,_ " of • the ~rot000~ sequences co.n· ~"'" 
by replacing s<3> with the matrix s~ru~ted in. Sect~on ·V· .. ~.·.e·~~~ same ·.·as ·th .. e ;~semble statts- t{:~· 
. [ ~ - tics , of A~ramso?'s ~~pch.¥:~C. 'P.re>t6col 'sequepce, . but "the f "fu 
scJ,t> .... 1 1 o o o o 1 1 o o o ~) fo~er have a~q~~ion~r~u,-uct~rftllat pcriwts°' thc rece~ver . ·rte 

· 1 1 l 1 1 1 O O O O O to identify t11e ".sm~~r'R!~$~~h:· ~9~ssfull)"r~v~ · packet ; !ffiy: 
(21) and that' guarant~s · that-the number of suceesses is inde- ' 'f>; 

;.· :_ :·-~ ·:-./rit) ... :M:i~~i,;;~·".:~;:.-.;!.;t~i~;~~~~~ti.~~,::-:• · ~ . ~-::,~~-~- \i.t~i:.{:::\ .. ·~ · · ;. '. __ .:1 .;;\·~\· · -~ 1~ 

- -·-·-·---~---.. -··-·--·· ------·-·----~·----- ·------·--·-·---------·----.. ... -·-· · -~--- ·· -···---·-------------·----.... ----. · ·---- --·-~· ·· · --- - -- -·-· ------·~ . _______ ........ ...... .. ~.·--
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''"'": , ..... "!'~'~·,,,:T''f:i•J:~'~Q~;<f·•·•··· 
pend~t .~t. ihe ,ti~e ·if l~~f~i~~~Uable .:~inmuill~tion. ~th. 
stochastic protoCol · ~ctj¥e~~~ )$eehls . to' nec(i$sitate ·,header 
inCoqnation Jn\ packet~'.'fo:J~l!!ntiCy: their:,serider. and also 
seems to rule' out·'efror•tree:i:>periitioii ,·when ihere is no 
feedbacklinh· ,,,·,·{;';:,jit.':·'•';;f•,/: . · · •· :· . · ··· ",· .. 

. . ·· Tsybakov ·and· ~iidtaiicw:tJ~j ~howeci that. Abramson's 
achievable 'ihto1i'ghpui .::regiori" .~. coincides with. the 
."ergo4icity region .. ·of)a: sfotte4 ALOHA. system·'. with 
feedback, Le., :with the fegiort ofjoint user rates for which 
the retrarisffiission; pr()cesses . can be, 'stabilized .. It· ... seems 
somewhat surprising: that: precisely the.same set 9r rates 

:can be achieved/~rror·tree;Witb.out feedback,. as we have 
shown. . . . < . .. .. · . . .. . . 
, The only explicit prionvork Ort random accessing without 

. feedback, of .which we ,are ·aware, is that of. Hfiber. and 
Shah [12), who were:·inforested in applicatiOI\S ·to al~m 
systems. They 'considered the. fully unsynchro~ed case 

···With equal user fates: ,They qsed IID protocol -sequenees 
arid achieved a symmeiric tbi"otigliput Jpptoaching l/(2e) 

. packets/slot ·as the number ot: u~ers approached .mfirtity. 
Lemma S oL our j>ap~r1 suggests th~t; to. approach a 

, throughput . of lje ;packeis/stoi With 'stochast,ic ·protocol 
·sequences, .one musthave.st~tistical dependence of succl:s­
:.sive digits in the protoc,<>i,seqtiehces. :' ···:. ·'. ··:. . ,. 
(· All of · the .. re$ults arid ebtjstrudioris ~in .:this paP,er . ~ere 
1
.orally presented witli&ut:'detatf~pfo(#s ~y ihefl.ts~ aJ;tthor 
?on two·.occasions inJ~Si,[2]; [13). However; the.abstract of 
::£1.3] gives only the ~~inetJi~;ca.pacity: restil,ts.;....thQ exten· 
. sion to the full'capacitfregl.on:wa5 done jointly by. tlie two 
D authors in the :time between siibffiission of. tlie abstract ai1ci 
'.;summary of {13) and H~:bral presentation; Anped t>Dty with 
bhis abstract ano)iHmri.~ty~·.:;tsyhak<?vi and,: inqianov {141 
~.independently denvea\~e :.:'.capacity> ~egion . «'I. rcir the 
~,CCw /oFB on . the, ass~ni~ti8Ji: that •. th~j>~cket ·s~e. Q was 

~ ¢<lual io.ih~ .. order· ~!~~tf.*~1~m~1~·:~~~;$.~ '.s~f fiCiently lar~e 
•:~o permtt use. of a:rn~utffi~stance ,.separable :cc>de· for 
t: the packets .. of.·· eacn;; user~ rTn~i~:·work / aliio .. has.· ·several 
[~interesting :'tjiffereni~~i#~w'Jft~k~~; t.in,s:. 'i)apet, 's~ch as .a 

~.·.f:~~~ih··.~·gh·t.: ·c=.,~ .. ·r' ... ~ ... h .. ·.•·.·.!.·.·k···?. ... n· ~ ... '.;~.·.1~r ... •. ~.h·:· ·~ .. u~·e··· at. ~~~~
0

~'°:. ; ~a?straci. arid isurrifu~;,& ~'t~3.j .'ttlsed: .pfot~l s~u~nces 
~;.different· fro~ . .th~se .n<?'Y· use.~.'!:m. this paper; C~hJ?: [15) 
t- ~ndependen tly' suggest~cqlie: siµne pro~ocol · sequ~nces; for 

f' the equal-rate case; ~~.~~f..a~~- ~~~·u.sed here. . 

[ .· .JJ~k~~1kA 
1 PR.oo~·crn LilMMA 1 

[, The claim of Lemma (.is trivillny true if p' - 0, if.p/ - 1 for 
f '.some i' o~ if p' has. o~ty; one jioniero component. Thus, we 
r_restrict our attention to 'the &se'~}iere 0 s'p' < land where p' 
f, has at least two nonzero components. For each {J, 0 < fJ < oo, 
i: we define a vector p by 
r 
r f p1 ""p//(p;+ /J(l~p;)]. is is M, {Al)_ 

f'and we ~ote that, it p; :> o'.·p1 decreases monotonically from one . 
1· to zero as fJ increases from 0 + to oo. Hence, there is a unique 

'
1 .. • .. value of {J, say {J0 , such thatEi.Pi..;. 1, i .. e., such that p is a 
f 1probability vector. We also note that p.,. p'. if and 'only if{J - 1. 
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From (Al), we obtain 

p,n(1 - P1) -J(P));n (t - PJ) (A2) 
}""' . i""' 

for alt i, where 

/(/3) ... pM-179r Pi+ /3(1 - Pi)]· (A3} 

We note that /(0+) - /(~) - 0 and /(1) - 1, and that the 
derivative f'({J) is continuous on 0 < {J < 0o. A straightforward 
differentiation gives 

/'(P) - [~p,·- 1]g(fl) 

where g(fl) > 0 for 0 < P < ~.Thus, /'(fl) - 0 if and only if 
p "" p~. Ii tallows that P - Po uniquely maximizes /(fl) and 
this, because o~ (A2), proves Lemma 1. 

We have now shown that C as defined by (3) can be on the 
outer boundafy of rC only if p is a probability vector. Suppose 
then '1iat p is a probabili.ty vector but,the corresponding C is not 
on the outer boundary of "I. Then, there is a p*, 0 s p• s 1, 
such that 

1 s i :SM, (A4} 

with strict inequality for at least one I, say i - 1. By decreasing 
only the first component of p•, which increases the right side of · 
(A4) for j > 1, we can obtain a new p• such that strict inequality 
holds in (A4) for all /. We can then appropriately decrease the 
cci~ponents of p• to obtain a p', 0 :!:: p's 1, such that 

Pi TI (1 - P1) - ap/TI (1 - PJ),. 1 s Is M, (AS) 
1""' i""' 

wh~re ix < 1. But (AS) implies that p and p' sati~fy (Ai)· for 
some p, 0 < fJ < oo and hence that a - /(fl). This, together 
With the fact that p is a probability vector, implies th~ cohtradic• 
tion ix ., /(/J0 )::?:. 1. We conclude that C as defined by (3) is on 
the 01;1ter boundary of "I if and only if p i~ a probability ,vector. 
Moreover, distinct probability vectors p and p' must give d~s­
tinct corresponding points C ~d C', respectively, for otherwise 
(AS) would be satisfied with a - 1. and this would again imply 
that p and p' satisfy (Al) for some P and thus that p • p'. 

APPEND1:X B 
PROOF OF LEMMA 4 

A systematic generator mat~ for ari (li,k) lintiar. code over 
ZQ. the. ring of integers modulo Q' is a, matrix. G of the form 
G - [/" : P) where P is some k ~. (n -:- k) qiAtriX over ZQ· 
Such a G defines a systematic encoding rule iri which the infor­
mation vector :r - [x1, x2 , • • • ,xd is mapped to the codeword 
y ... [y1, y2 , • • • ,y,,] in the manner y .- :rG so that y1 -. x1 for 
i •.1,2, · · · ,k. We have said that such a G defines a maximum-

. era5ure-burst-correcting (MEBC) code if :r can still be de--·---· 
termined. when any n - k consecl.1-tive componi:nts of y are 
erased (where position 1 .is considered to follow positi.oti n ). 
Equivalently, G specifies an·MEBC ~e if and only if each set.of 
k . consecutive columns of G forms an invertible matrix over ZQ 
(where column 1 is considered to follow column n). We now 
write G(I> to denote the k x k submatrix formed by columns, 
i, i + 1, · · · i + k - 1 of G, where by column j of G we under­
stand column j - n when j > n. Note that %>- l1c. With this 
notation, the k X n matrix G - [lk : P] is the systematic gener-
ator matrix of a Q-ary MEBC code if and only if the matriX °<i> 
is invertible for 1 sis it. (A square matrix over ZQ is invertible 
if and pnly if its determinant, computed over the integers~ is an 
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integer relatively prime io Q.J Hereafter, all matrices are assumed 
to be over ZQ. .. ' 

Propo$ition 1: . The matrix ·G(I) . co~esponding to the k X n 
matrix G - [ 1* : P] is invertible for all i with n - k < i s n if 
and only if the 'm X m submatri.X Lm(G) found in the last m 
rows and last m columns of G is invertible for all m, 1 s ms k . 

Proof: This . proposition follows directly from the fact that, 
for n - k < i :;; n, 

G(ll- [ 
A lk+1

0
-n-1] 

Ln+1-i( G) 

where, here and. hereafter, A denotes a matrix of appropriate 
dimension whose entries are of no interest. 

Proposition 2: If G is the systematic generator matrix of an 
(N, K) MEBC code, then . 

G' - (IN : Gr) 
(where the superscript T denotes transpose) is the systematic 
generator matrix of an (n - N + K, k - N) MEBC code. ' 

Proof: We mwt show that Gfi> is invertible for I sis n. 
This is trivial for i - 1; for 1 < is n, we distinguish three cases. 

Case 1: I <is K + 1. This gives 

Gfo= [ 0 /~1], 
lk-1+1 

whlch is clearly invertible. 
Case 2: k < i s n. Because n + 1 - i s n - k - K, this 

gives 

But G specifies ·an (N, K) MEaC code so Proposition 1 ensures 
that L,,+ 1_ 1(G) is invertible and thus also its transpose is invert­
ible. Hence, G(,; is also invertible. 

Case 3: K + 1 < i s k. This gives 

Pto - [ /k-~+I I GT I 1'-;-l l 
It foliows that G(1> is invertible if and only if the K X K 
submatrix cons~sting of rows i - K, i - K + 1, · · ·, i - 1 of Gr 
is invertible. But this submatrix is the transpose of Gi-K• which, 
because G speci,fies an MEBC code, is invertible. 

If G - [IK : ' P] specifies an (N, K) MEBC code, then obvi­
ously the matrix G' - [IN : Gr] specifies an (n - N + K, k -
N) code. This fact, together With ' Proposition 2, implies the 
following key r~sult. 

Proposition 3: If G is the systematic generator matrix of an 
(N, K) MEBC code and q is any positive integer, then 

G' - [ IN : IN : • • • : IN : GT] 

' . . .· · . ·. ·. · . ·. . . • . · ·'1 
(where there · are ' q oCctµ"fences' ()f ' JN~ .in G') is ·the systematid 
generator inatrix of an (~ , ,. qN.·+ Ki 'k - N) MEBC code. .';~ 
.. Pr0position 3 implies the :validJtt of the MEBC code construe~\~ 

tion desc{ibe~ in Subsectjon Y-f'.•If k is not a divisor of n, one·:; 
first use&,.Pr,!)positioll 3 to reguce ibe problem of constructing an ;~'. 
(n, k) MEBC 'code. to 'ihat of, con~tru~ting an (N, K) MEBC 
code, 'where N ~ k and where Kis,tlie remainder when n is·,_, 
diVided by k. One .intera,tes ~s proce~ure until K is a divisor o(~ 
JV. For .. N- qK, the K:?;<.!/K ma,ttix G - [IK : IK: "· : IK].:~ 
is·trivially the systematic generator matrix of an (N., K) MEBC}: 
code, · · .' · · .· ·· ;. ·;>· .. : ''.'." u · . · · . . .:~· . 
.. Re_mark: Pr~positi~ll~ r mcot1gh 3 hold also for matrices over ~ . 

any fiela, in particu1ar ~yer ~e'finitefield GF(Q)when Q is. a'~, 
prime power.' However; ·every cyclie< code over GF(Q) is auto•i 
mfitically an·MEBCcode;·Thus;·the construction of MEBC code$:'.' 
given bere :wotild· appear;to:.be·of:i.DtercSt, in the case were Q 'is a:v 

~ l.i' \ . ' . . .. · • . • . - " '~ : .. •• ' _· ' - • • ".·· 

prime power,·orµy wh.en ibe p~ajneters n and · k are such that no~: 
cyclic code with th~se Par~eters eXists. ;'11 

·~ .•;"' '. '(~ \; '· ·. ;.":· ~ _·.: • ·' ' ~ ! 
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