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1 FLASH MEMORIES: 
AN OVERVIEW 

Piero Olivo', Enrico Zanoni2  

1  Dipartimento di Ingegneria, University di Ferrara 

Via Saragat 1, 44100 Ferrara, Italy 

olivo@ing.unife.it  

2  Dipartimento di Elettronica e Informatica, University di Padova 

Via Gradenigo 6/A, 35131 Padova, Italy 

zanoni@dei.unipd.it  

1.1 ROLE OF NON VOLATILE MEMORIES IN MICROELECTRONIC 

SYSTEMS AND IN SEMICONDUCTOR MARKET 

Solid-state memory devices which retain information once the power supply is 
switched off are called "nonvolatile" memories. For instance, using standard 
digital technology, a nonvolatile memory can be implemented by writing perma-. 
nently the data in the memory array during manufacturing (mask-programmed 
Read Only Memories, ROM). As an alternative, the user can program the in-
formation by blowing fusible links or antifuses, thus changing permanently the 
cell content (i.e. obtaining a Programmable ROM or PROM). In both cases, 
the memory array can not be erased, thus making these solutions viable only 
for a limited number of applications. 

In the Course of the years, several technological solutions have been devel-
oped, which have led to the availability of non-volatile memories which can 
be electrically written and erased. Erasable Programmable Read Only Mem-
ories (EPROM) can be electrically programmed, but have to be removed and 
exposed to ultra-violet (UV) radiation for about 20 minutes in order to be 
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2 FLASH MEMORIES 

erased. Electrically Erasable Programmable ROMs (EEPROM) are electri-
cally erasable and programmable in-system, byte by byte, but use larger areas 
than EPROMs, and have therefore higher costs and lower densities. 

System designers have long dreamt of a non volatile memory which could 
be electrically erased and programmed in-system, offering at the same time 
very high-density and low cost-per-bit, random access, bit alterability, short 
read/write times and cycle times, excellent reliability. In most of the current 
system applications, these features should be also combined with low power 
consumption and single, low-voltage, power supply operation. If available, a 
solid-state memory technology having these characteristics would not only be-
come dominant in the nonvolatile memory market, but could also make possible 
an unprecedented design flexibility, replacing all other kinds of memory in many 
applications. At the moment, this "ideal" memory chip has still to be invented. 

The Flash memory technology has many of the characteristics of the "ideal" 
memory concept and is consequently considered as a driver for the semicon-
ductor industry in the next decade. In 1996 it was forecasted that nonvolatile 
memories are going to be 12% of the worldwide memory market by the year 
2000; Flash memories will occupy 50% of this nonvolatile memory market. 
Currently (1998), the Flash memory market is approximately $2.5B [1]. 

Flash memories are non volatile memories in which a single cell can be 
electrically programmed and a large number of cells — called a block, sector or 
page — are electrically erasable at the same time. The word "flash" itself is 
related to the fact that since the whole memory can be erased at once, erase 
times can be very fast. Flash technology combines the high density of the UV 
EPROM (it has basically a single transistor cell like EPROMs) with electrical 
in-system erasability of EEPROMs. 

There are two major applications for Flash memories that should be pointed 
out. One is the possibility of nonvolatile memory integration in logic systems 
— mainly, but not only, microprocessors — to allow software updates, store 
identification codes, reconfigure the system on the field, or simply have smart 
cards. The other application is to create storing elements, like memory boards 
or solid-state hard disks, made by Flash memory arrays which are configured 
to create large-size memories to compete with miniaturized hard disks. Flash 
solid-state disks are very useful for portable applications, since they have small 
dimensions, low power consumption, and no mobile parts, therefore being more 
robust. 

Flash memories also combine the capability of nonvolatile storage with an 
access time comparable to Dynamic Random Access Memories (DRAM), which 
allows direct execution of microcodes. Many programs can be stored in Flash 
chips, without being continuously loaded and unloaded from the hard disk, and 
directly executed. Moreover, the realization of new generations of Flash memo- 
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FLASH MEMORIES: AN OVERVIEW 3 

ries that can be erased by blocks of different sizes, emulating EEPROMs in some 
applications, and with a single power supply, widens the field of applicability 
for Flash memories and encourages new uses. Besides voice recorders, answer-
ing machines and portable audio guides, Flash memories find wide applications 
in personal computers and peripherals, automotive engine control units, digi-
tal cordless telephones, and in emerging applications, such as personal digital 
assistants (PDAs), digital set-top boxes, digital still cameras, portable medi-
cal diagnostic systems and many others, also taking advantage of the recent 
possibility of storing more bits on a single cell (in "multilevel" Flash memories). 

In this introduction the reader will find a description of the basic concepts 
and characteristics which have led to the development of Flash memories. The 
basic cell structures, device physics, memory chip architecture, reliability and 
testing issues of Flash memories will be analyzed in details in the following 
Chapters. 

1.2. EVOLUTION OF NON-VOLATILE MEMORIES 

Two are the parameters describing how "good" and reliable a nonvolatile mem-
ory cell is: endurance (capability of maintaining the stored information after 
erase/program/read cycling) and retention (capability of keeping the stored 
information in time). The need of information modification, however, always 
contrasts with that of a good data retention; cells with different characteristics 
have different applications according to the relevance of some device functional 
parameters (absorbed power, programming/erasing speed and selectivity, ca-
pacity...). 

To have a memory cell which can commute from one state to the other, 
and which can store the information independently of external conditions, the 
storing element needs to be a device whose conductivity can be changed in a 
non-destructive way. 

One solution is to have a transistor with the threshold voltage which can 
change repetitively from a high to a low state, corresponding to the two states 
of the memory cell. Following the P1005 IEEE Draft Standard for Definitions, 
Symbols and Characterization of Floating Gate Memory Arrays [2], the low-
and the high-threshold states in Flash memories are generally called as "erased" 
and "programmed", respectively. It must be noticed, however, that this stan-
dard definition is not followed for all kinds of cells; for some implementations, 
it is common practice to distinguish the "program" and "erase" operations on 
the basis of the memory array organization; as a consequence, "programmed" 
does not always correspond to "high threshold" . Deviations from the standard 
definitions will be pointed out in Chapter 3, which describes advanced Flash 
memory cells. 

APPLE INC. 
EXHIBIT 1108 - PAGE 0014



4 FLASH MEMORIES 

The threshold voltage VT of a MOS transistor can be written as: 

VT = K — QICox 
	

(1.1 ) 

where K is a constant that depends on the gate and substrate material, on 
the channel doping, and gate oxide thickness, Q is the charge weighted with 
respect to its position in the gate oxide, and Cox is the gate oxide capacitance. 
As can be seen, the threshold voltage of a MOS memory cell can be altered by 
changing the amount of charge present between the gate and the channel, i.e. 
by changing Q/Cox. Two are the most common solutions used to store charge: 

1. in traps which are present in the insulator or at the interface between 
two dielectric materials. The most commonly used interface is the silicon 
oxide/nitride interface. Devices obtained in this way are called MNOS 
(Metal-Nitride-Oxide-Silicon) cells; 

2. in a conductive material layer between the gate and the channel and com-
pletely surrounded by insulator; this is the "floating gate" (FG) device. 

Because of their lower endurance and retention, MNOS devices are used only 
in specific applications (such as in military, thanks to their radiation hardness). 
Their modern counterpart, the SONOS (Silicon - Oxide - Nitride - Oxide -
Silicon) nonvolatile memory technology, is still based on electron trapping in the 
nitride layer, but exploits the achievement of a better control of the processing 
of the ONO (Oxide-Nitride-Oxide) layer. By using a relatively thin (5-10 nm) 
dielectric layer low programming voltages (5 to 10 V) can be achieved. Despite 
these improvements, however, nonvolatile memories based on charge trapping 
are still a very low fraction of the total nonvolatile memory production. 

Floating gate devices, on the contrary, are at the basis of every modern 
nonvolatile memory, and are used in particular for Flash applications. 

1.3 THE FLOATING GATE DEVICE 

The schematic cross section of a generic floating gate device is shown in Fig. 1.1a: 
the upper gate is the control gate, while the lower one, completely surrounded 
by dielectric, is the floating gate. The basic concepts and the functionality of 
a FG device can be easily understood by determining the relationship between 
the FG potential, that physically 'controls the channel conductivity, and the 
control gate potential, controlled by external circuitry. This can be done by 
using the simple electrical model of Fig. 1.1b, where Cc, CS, CD and CB are 
the capacitance between FG and control gate, source, drain and bulk regions, 
respectively. The FG potential (VF) is: 

Cc 	Cs , 	CB 
1/F = —vc + — 	

CT 	CT 	CT 
s + — vp + — vB + 	 (1.2 ) 

CT CT  
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Cs  

a)  

CQ 

Cc 	 

	CB 

b) 

FG 

Figure 1.1 a) Schematic cross section of a generic floating gate device; b) electrical model 

of a floating gate device (junction capacitances are neglected). 

where Vc, VS, VD, and VB are the control gate, drain, source and bulk poten-
tials, respectively; Q is the charge within the FG, while CT = CC+CS+CD+CB 
is the total capacitance. 

Eq. (1.2) shows that the FG potential does not depend on the control gate 
voltage only, but also on source, drain and bulk potentials. If the source and 
bulk are both grounded and all potentials are referred to the source, (1.2) can 
be rearranged as 

CC 	CD   
VFS = CT VCS 	VDS DS 	• 

T 
r7 	Q 
 CT 

(1.3 ) 

By defining ac = CC/CT as the "coupling factor" and f = CD/CC, (1.3 ) 
can be written as 

VFS = cec (Vas + fVDS -r ) • 
CC 

, Q  (1.4 ) 

The characteristics of a FG device depend on the threshold voltage, that 
is the potential (VTFS) that must be applied to the FG (with VDS = 0) to 
reach the inversion of the surface population. Since the floating gate cannot be 
accessed, VTFS  is applied to the floating gate when a suitable voltage (V-Tcs  
to be derived from (1.4 ), is applied to the control gate: 

1 , Q 
VTcs  = — VTE's 

CC 
(1.5 ) 
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6 FLASH MEMORIES 

  

	

erased 	programmed 

	

Q = 0 	Q 0 

 

IDS 

   

-Q/C c 

  

      

  

V 	V -FE 	 TP 	VCS 

  

   

a) 

  

Sensing Vcs  

b) 

Figure 1.2 a) I-V trans-characteristics of a FG device for two different values of charge 

stored within the FG (Q = 0, and Q < 0), denoting two different states, respectively: 

erased and programmed; b) reading operation of a FG device: a suitable control gate voltage 

(VTE  < VCS < VTp ) is applied to the device to determine whether it is conductive or not. 

While VT„ depends only on the device technology (and on the possible 
charge trapped within the gate oxide), Vrc E  varies with the charge within the 
FG and this is the key result explaining the success of the FG device as the 
basic cell for nonvolatile memories applications. Fig. 1.2a shows two different 
I-V trans-characteristics obtained by modifying the FG charge. In particular, 
by choosing a suitable "threshold shift" (IQ/Cc 1), it is possible to define two 
different (and separate) device states: erased for Q = 0, and programmed for 
Q < 0. The corresponding threshold voltages applied to the control gate are 

VTG,  s 
1 T  

- V TF s = VTE 
ac 

(1.6 ) 

VTG,  s 
1 T 7  
— vr,s  — = vrp , ac 	cc (1.7 ) 

and they are denoted as "erased threshold" and "programmed threshold", re-
spectively. 

The device state can be read by applying an appropriate "sensing" voltage 
to the control gate, as shown in Fig. 1.2b. When the FG device I-V curve 
corresponds to curve a (Q = 0), then Vcs > VTE  and the device is ON; when 
the device has been previously programmed (curve b), Vcs < Vrp and the 
device is OFF. 
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L4 CHARGE INJECTION MECHANISMS 

There are many solutions used to transfer electric charge from and into the 
floating gate. For both erase and program, the problem is making the charge 
pass through a layer of insulating material. The different physical phenomena 
which contribute to determine the behavior of a nonvolatile memory cell are 
analyzed in depth in Chapter 4. 

The hot-electron injection and the Fowler-Nordheim tunneling mechanisms 
are generally used to write Flash memories. In the former, a lateral electric 
field (between source and drain) "heats" the electrons, and a transversal electric 
field (between channel and control gate) promotes the injection of the carriers 
through the oxide. The latter starts when there is a high electric field through 
a thin oxide. In these conditions, the energy band diagram of the oxide region 
is very steep; therefore, there is a high probability of electrons passing through 
the energy barrier itself. 

Hot electrons and tunneling effects have been extensively studied since they 
can induce reliability problems in scaled MOS transistors. In nonvolatile mem-
ory cells, the very same mechanisms are controlled and exploited to become 
efficient program/erase mechanisms. 

1.5 ERASABLE PROGRAMMABLE READ ONLY MEMORIES 

1.5.1 The Floating gate Avalanche-injection MOS transistor (FAMOS) Cell 

In 1967 D. Khang and S. M. Sze at Bell Laboratories [3] proposed a MOS-
based nonvolatile memory cell based on a floating gate in a metal-insulator-
metal-insulator-semiconductor structure. The lower insulator had to be thin 
enough (< 5 nm) to allow quantum-mechanical tunneling of electrons from the 
substrate to the floating gate and viceversa. At that time, however, it was 
almost impossible to deposit such a thin oxide layer without introducing fatal 
defects. 

As a consequence, the tunneling mechanism was initially abandoned, and 
the first operating floating gate device, which adopted a fairly thick oxide layer, 
was developed at Intel in 1971 by Frohman-Bentchowsky [4]. This cell had no 
control gate, and was programmed by applying a highly-negative voltage at the 
drain, thus avalanching the drain/substrate junction, and creating a plasma of 
highly energetic electrons underneath the gate. The electrons were injected 
into the oxide and reached the floating gate, thus programming the cell. 

Due to the absence of a control gate, however, the operation was extremely 
inefficient, and enormous voltages were needed. In order to inject electrons in 
the floating gate, p-channel devices had to be used. Erasure was obtained by 
providing externally the energy required by electrons to be re-emitted from the 
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floating gate. This was accomplished by exposing the cell to ultra-violet (UV) 
radiation. 

1.5.2 The basic Erasable Programmable Read Only Memory (EPROM) 

The FAMOS concept eventually evolved into a double polysilicon stacked gate 
n-channel cell, as schematically shown in Fig. 1.1, which constitutes the basic 
cell of an EPROM. 

This cell is programmed by injection of channel hot-electrons into the float-
ing gate and is erased using UV radiation. The programming consists in raising 
both the control gate (wordline) and the drain (bitline) to high voltages, typi-
cally 12 V. There are several relevant features: 

1. hot electron programming is a very inefficient process, which requires 
both high voltage and high current. The stacked gate EPROM can not 
work with a single, low voltage supply; 

2. only the cell which has both the control gate and the drain at high voltage 
is programmed: the operation is bit-selective. The same applies to the 
reading operation; 

3. both the bit-selective hot-electron programming mechanism and the UV 
erasure process, which is obviously carried out on the whole array, are 
self-limiting. In particular, by UV erasure one can not indefinitely re-
move electrons from the floating gate, thus obtaining a cell with a too 
low threshold, i.e. an overerased cell. An over-erased cell is a cell with ex-
cessive source-drain leakage current when unselected, due to the threshold 
of the cell itself being lower than the applied control gate voltage. 

Since the programming and reading operations are automatically bit-selective, 
while erasure is carried out on the whole chip, the EPROM does not require 
a select transistor or a split-gate structure to carry out bit selection, and can 
be implemented as a one-transistor memory cell. Its T-shaped cell is therefore 
extremely compact, leading to densities of 64 Mbit and more. Low-density 
memories, often adopting special processes can reach access times as fast as 15 
ns, and a single supply voltage of +5 V is required for all operations except 
programming, which requires 12 V. 

If reprogramming is needed, the EPROM must be removed from the cir-
cuit board, UV erased and then reprogrammed. The UV erasure requires the 
adoption of expensive packages having a transparent quartz window over the 
chip. When reprogramming is not required, a cheaper, plastic-packaged version 
of the same EPROM chip is often available, called One Time Programmable 
(OTP) memory. Since. UV erasure is impossible, the memory can be written 
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only once, and represents a more dense, reliable, and cheaper alternative to 
PROMs. 

L6 ELECTRICALLY ERASABLE PROGRAMMABLE READ ONLY 

MEMORIES 

Since the very beginning of nonvolatile memories development, various methods 
to achieve in-system electrical erasure, thus obtaining an Electrically Erasable 
Programmable Read Only Memory (EEPROM), were developed. 

In 1967 Wegener et al. [5] introduced the already mentioned MNOS cell. The 
MNOS cell resembles a standard MOS transistor in which the oxide has been 
replaced by a nitride-oxide stacked layer. Electrons and holes can be trapped 
in the nitride, which then behaves as a charge storage element. Programming 
is achieved by applying a high, positive bias VG to the gate, thus inducing 
quantum-mechanical tunneling of electrons from the channel region into the 
nitride traps. Erasure is obtained by tunneling of holes from the semiconductor 
to the nitride traps when VG is negative and sufficiently high. 

In order to improve the charge retention of MNOS memories, new struc-
tures have been developed. The SNOS (Silicon Nitride Oxide Semiconductor) 
employs a nitride layer deposited by Low Pressure Chemical Vapor Deposition 
(LPCVD) and a hydrogen anneal which improves the quality of the interfaces. 
The retention of the SNOS improves as the thickness of the nitride is reduced; 
unfortunately this leads to enhanced hole injection from the gate. In order to 
eliminate this problem, a top oxide layer is used between the gate and the nitride 
layer, thus obtaining the SONOS (Silicon Oxide Nitride Oxide Semiconductor) 
structure. SONOS EEPROM have been reported to withstand erase/write cy-
cling up to 10M cycles, with 1.0 //1112  cells suitable for 256MB memory arrays 
and PCMCIA cards [6]. 

1.6.1 The FLOating gate Thin Oxide (FLOTOX) Memory Cell 

In order to obtain an electrically erasable and programmable non volatile mem-
ory, one can adopt Fowler-Nordheim for both programming and erasing, as 
proposed for the first time by Harari et al. [7]. Figure 1.3 shows the schematic 
cross-section of the FLOTOX cell, including a "selection" transistor which is 
required due to the non-selectivity of the tunneling process, as explained be-
low. This combination represents the basic cell of a byte-addressable EEPROM 
memory [8]. Programming is obtained by applying a high voltage to the control 
gate, with the drain at low bias. By capacitive coupling, the voltage on the 
floating gate is also increased, and tunneling of electrons from the drain to the 
floating gate is initiated through the thin (8-10 nm) oxide grown on top of the 

:41Y:stt 
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Figure 1.3 Schematic section of a FLOTOX cell including the select transistor. 

drain, see the inset in Fig. 1.3. Erasing occurs when the drain is raised to a 
high voltage, and the control gate is grounded; the floating gate is capacitively-
coupled to a low voltage, and electrons tunnel from the floating gate into the 
drain. The drain bias is controlled by the select transistor. 

The process variations behind the implementation of a FLOTOX EEPROM 
cell starting from an EPROM process are relatively simple, so this kind of 
nonvolatile memory is widely diffused both as a stand alone memory product 
and within ASICs and logic. EEPROMs are erased on a bit or byte level, 
and can be reprogrammed in-system, with endurance up to 106  cycles. Since 
Fowler-Nordheim is a low current programming/erasing mechanism, the high 
voltage required can be generated within the chip, by specific charge-pumping 
circuits which multiply the supply voltage. The main limit of EEPROM is the 
cell size (3-4 times larger than that of a single transistor ROM cell) and the 
low density, due to the need of a select transistor (i.e. a two-transistors cell); 
typical densities of 4Mbit can be now reached. 

Writing the EEPROM is also a rather slow process which has to take place 
in two steps. Referring to Fig. 1.3, the first step consists in programming all 
the byte cells by injecting electrons in the floating gate; this is carried out by 
raising the control gate and the gate of the select transistor, grounding the drain 
of the select transistor itself (the n+ region at the extreme right in Fig. 1.3). 
Subsequently, selective erasing of the single bits is carried out. Electrons are 
removed only in selected cells (bits) by grounding the control gate, raising the 
select gate and applying a high voltage to the drain of the select transistor 
which transfers it to the floating gate transistor. 

1.6.2 Textured Polysilicon Cells 

Instead of exploiting tunneling through the thin oxide layer between the float-
ing gate and the silicon drain area, textured polysilicon cells adopt tunneling 
through oxides thermally grown on polysilicon, with charge exchange between 
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drain 
diffusion 

Figure 1.4 Equivalent circuit (a), layout and schematic cross-section (b) of a textured 

poly EEPROM cell 

different polysilicon gates. The advantage is that, since the surface of polysil-
icon is rough (i.e. "textured"), electric field enhancement takes place, and 
tunneling is possible, for the same applied voltage, also using thick oxide lay-
ers. The cell consists in three transistors in series (see Fig. 1.4a), having their 
polysilicon gates partially overlapped, see Fig. 1.4b; the alignment of these lay-
ers may result critical for the adopted lithography. The floating gate is in the 
middle (poly2); electrons are injected from polyl to the floating gate (program-
ming) and from the floating gate to poly3 (erasing). The voltage on poly3 is 
always high, so erasing or programming is selected according to the voltage 
applied to the drain. The overlapping of the gates results in a compact vertical 
structure, which occupies an area lower than that of the FLOTOX EEPROM 
cell, resulting in an advantage for higher density EEPROMs. Moreover, this 
cell does not require programming before selective erasure, as in the case of the 
FLOTOX EEPROMs. The quality and reliability of this technology strongly 
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depends on the feature of the polysilicon and of the oxide thermally grown on 
it. Trapping in the poly oxide may result in device wearout. 

1.6.3 The EEPROM Architecture 

To understand why an EEPROM cell includes the actual storage element to 
gether with a series transistor, it is necessary to move our analysis to the 
architectural level. In a NOR architecture (see Fig 1.5 for the simplest 2 x 2 
matrix without select gates), the same word line drives several control gates, 
while each bit line is shorted to the drain of many cells. 

GND 

BL1 
	

BL2 

Vinhibit 

Source 

Figure 1.5 Simple 2 x 2 NOR-EEPROM architecture showing a program disturb on cell 

C when cell A is programmed. 

If, as shown in Fig. 1.5, cell A is to be programmed, its control gate must be 
driven at the high programming voltage Vpp, while its drain must be kept at 
ground, so that a high oxide field allows for electron tunneling from the drain 
to the floating gate FG. Cell B, that shares the same word line WL1, may 
be also programmed, if its drain is also kept at a low voltage. Therefore, to 
inhibit an undesired programming of B, its drain, i.e. BL2, must be raised to a 
high voltage Vinhibit  (possibly equal to Vpp, to reduce the number of different 
biases) guaranteeing that no electrons may tunnel into its FG. 

At this point, however, the problem of undesired writing is moved to cells C 
or D: if WL2 is kept at a low voltage, cell D may be erased (or even overerased 
if not already programmed, thus becoming depleted) since the high oxide field 
forces electron tunneling from the FG into the drain while, if WL2 is driven at 
a inhibiting voltage Vinhibit = Vpp , cell C is automatically programmed. 
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These write disturbs, as well as those occurring during erasing operations, 
may be reduced by using a lower inhibiting voltage, for instance Volhibit = 
Vpp 12, with the need of an internal generation of such a voltage. 

However, the general solution consists in the integration of a selecting tran-
sistor in series to any storage element, so that writing operations can affect 
only the selected cell. As discussed previously, such a solution implies a larger 
area occupied by the cell. 

1.6.4 Ferroelectric Memories 

Charge storage on a floating gate is not the only way to obtain a nonvolatile 
memory element. Other electrical properties of materials can be exploited in 
order to obtain an EEPROM-like memory cell; in particular, various approaches 
adopting ferroelectric materials have been demonstrated in recent years. 

Ferroelectric materials are composed by small crystals characterized by a 
charge dipole which tends to align in parallel to an externally applied electric 
field. On increasing the electric field, the polarization level increases and satu-
rates (see Fig. 1.6); the same applies when the electric field is reversed, so that 
there are two stable polarization states. These states do not require external 
electric field or current to be maintained and can be used for nonvolatile digital 
data storage. 

The memory element is usually (but not always) represented by a capacitor, 
using a ferroelectric thin film as dielectric (see right-hand side of Fig. 1.7a). One 
of the most commonly adopted materials is lead zirconate titanate, Pb(Zr,Ti)03 
(P ZT), which can be deposited by sol-gel or RF sputtering as an add-on of a 
standard CMOS process. 

When the voltage applied to the capacitor exceeds a certain positive value 
Vcoerc) the polarization becomes positive and increases up to a saturation value 
Psat (see Fig. 1.6). The same applies for negative voltage lower than -14/coer 
leading to a saturated polarization —Plat.  When the electric field is removed, 
the ferroelectric film maintains its state of polarization, but the value of polar- 
ization is somewhat reduced to a relaxation value Prel 	— Prel if a negative 
voltage has been applied). Two logic states are therefore possible, correspond-
ing to the Prel  and —Pre/ polarizations. When, during the read operation, a 
positive voltage is applied to the ferroelectric capacitor the polarization changes 
from Prel  to Psai, thus requiring a low current (logic state 0) or from —Prel to 
Psat, which corresponds to a high current, or to the logic state 1. The difference 
in current between two memory states is sensed to generate the output. After 
reading the 1 state, the —Frei negative polarization must be regenerated by 
applying a negative voltage to the capacitor. 

eNg 
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Figure 1.6 Typical hysteresis curve of a ferroelectric capacitor, identifying polarization 

states. 

Ferroelectric film 
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storage node 

	ferroelectric capacitor 

cell plate 

Figure 1.7 a) Schematic cross-section of a ferroelectric nonvolatile DRAM; b) equivalent 

circuit. 

Potential advantages of ferroelectric memories can be summarized as follows: 
i) ferroelectric memories can use a single low voltage supply for all operations 
[9]; 	fast read/write operations can be achieved, with access times of the or- 
der of 50 ns and cycle times lower than 100 ns; 	ferroelectric memories are 
characterized by an excellent endurance, of over 1012  cycles, which would be 
impossible to achieve with Flash memories [10]; iv) ferroelectric films can main-
tain their characteristics in a very wide range of temperatures, up to 350°C; v) 
they can achieve excellent radiation tolerance characteristics, suitable for space 
and military applications. 
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The basic ferroelectric random access memory cell is composed by the se-
ries connection of one transistor and one ferroelectric capacitor, as shown in 
Fig. 1.7b, and its size is still much larger than that of DRAMs. Single-transistor 
cells adopting the ferroelectric film as dielectric in a Metal - Ferroelectric - Semi-
conductor Transistor (MFST) are affected by fabrication difficulties, poor data 
retention, high write voltage and read disturb [10]. Despite other solutions such 
as NAND organization (sacrifying random access) or vertical transistors (at the 
cost of very difficult fabrication) have been tried, the cell size limitations still 
has to be solved, though a 60 ns, 1 Mb nonvolatile ferroelectric memory has 
been presented in 1996 [11]. 

Ferroelectric Random Access Memories have a great potential as a future 
high density non volatile memories, because of the advantages previously listed; 
however, the ferroelectric films used as memory storage elements have some re-
liability concerns, such as aging effects after extensive cycling, thermal stability, 
degradation due to electric field, time-dependent breakdown phenomena. Ex-
tensive research activity concerning ferroelectric materials properties is being 
carried out; quaternary compounds such as SrBi2Ta2O9 (SBT) currently pro-
vide best performances in terms of fatigue-free, low-voltage operation. 

1.7 FLASH MEMORIES: THE BASIC ETOX CELL. PROGRAMMING 

AND ERASING MECHANISMS 

Flash memories represent the synthesis of EPROM and EEPROM, since they 
are programmed and erased electrically but composed by single transistor cells. 
Programming is carried out selectively by means of the hot electron_mechanism; 
erasingisbasedontunneling, and is carried out in blocks of different sizes, from 
512 bytes to full chip [12]. The first cell based on this concept was presented in 
1979 [13]; the first commercial product, a 256-K memory chip, was presented 
by Toshiba in 1984 [14]. The market did not take off until this technology was 
proven to be reliable and manufacturable [15]. 

Figure 1.8 shows the cross-section of an industry-standard Flash cell. This 
cell structure was presented for the first time by INTEL in 1988 and named 
ETOXTM  (EPROM Tunnel OXide; ETOX is a trademark of INTEL) [16]. 
Though it is derived from an EPROM cell, there are a few meaningful differ-
ences. 

First, the oxide between the substrate and the floating gate is very thin_(of 
the order of 10 nm). Therefore if a high voltage is applied at the source when  
the control gate is grounded, a high electric field_exists in_ the oxide, enabling 
electron tunneling from the floating gate to the source. This bias condition is 
dangerously close to the breakdown of the source-substrate junction. There-
fore, the source diffusion is realized differently from the drain diffusion, which 
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Figure 1.8 Schematic cross-section of an industrial Flash cell. 

does not undergo such bias conditions. To do so, a new mask is added to 
the technological process to discriminate source and drain implants. The cell 
is not symmetrical, but this is the only difference with respect to the stan-
dard EPROM process. This is a great advantage, since all the accumulated 
experience in process development can be used to produce these devices. 

The first Flash prototypes needed an external supply voltage for program-
ming and external management of the erasing algorithm. They featured only 
a bulk-erase capability and their endurance was very poor (less than 10000 cy-
cles). As an advantage versus EPROM's, they offered just an electrical-erase 
capability. Modern Flash memories have an embedded microcontroller to man-
age the erasing algorithms and offer sector erase capability and single power 
supply. In the following it will become clear that the correct operation of a 
Flash memory requires the design of a complex electronic circuit; due to the 
interaction between the various cells of the array, also the yield, quality, testing 
and reliability of the memory depend not only on the cell technology, but also, 
and in a more subtle way, on its architecture, which will be specifically dis-
cussed in Chapter 5. Flash reliability and testing will be addressed in Chapters 
7 and 8, respectively. 

1.8 MEMORY NOR ARCHITECTURE AND RELATED ISSUES 

There are three basic operations in a Flash memory: read (a byte or a word), 
program (a byte or a word), erase (one or more sectors). Among these opera-
tions, the read one is the most frequent and it is also the simplest. To illustrate 
this basic operation, we consider that only one cell (rather than a byte or a 
word) is read at a time, as shown in Fig. 1.9, where a NOR organization has 
been considered. The extrapolation of the read procedure to a real case is 
quite simple since all the cells belonging to the same byte or word share the 
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Figure 1.9 Schematic structure of the read path in a NOR organization. Only one bit at 

a time is here considered as addressable. 

same word line, while 8 or 16 bit lines, as well as 8 or 16 sense amplifiers, are 
activated simultaneously. Once the cell address has been provided, the row 
decoder activates the selected word line by raising its voltage while keeping all 
the others at ground. The addressed bit line is connected to the sense amplifier. 
If the addressed cell is programmed (high threshold voltage, corresponding to 
the logic state "0"), no current flows through the cell and the bit line. On the 
contrary, if the cell is erased (low threshold voltage, corresponding to a logic 
"1"), the cell is ON and its current is detected by the sense amplifier. 

The activation of the output enable signal transfers the read data to the 
data bus and the read operation ends. As it will be extensively illustrated in 
Chapter 5, the basic role is played by the sense amplifier, whose design must 
take into account several constrains. 

The write operations (program and erase) are much more complex, as it can 
be understood by the following schematic description. 

When programming, the word line is raised to activate the cell to be pro-
grammed. If the input data is 0, the bit line is driven at a high voltage, to 
allow for channel hot electrons to raise the cell threshold voltage. After the 
application of the programming pulse it is necessary to verify whether the cell 
has been correctly programmed, i.e. to verify whether the threshold voltage is 
larger than a minimum acceptable value VTpin  . This basic task is performed 
by reading the cell with a gate voltage higher than that usually applied during 
normal reading and by comparing the read data with that to be programmed, 
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that has been latched in a dedicated register. If the two data coincide, it means 
that the threshold voltage of the cell has risen from the erased value to the pro-
grammed one and that, since this read operation has provided a correct result 
with a higher reading voltage, the correct value is expected to be detected even 
in a conventional reading. If the verification fails, another programming pulse 
is applied to the cell (always by raising both gate and drain), until the cell is 
correctly programmed or a maximum number of pulses has been reached, so 
that a fail signal is produced. 

For several reasons the erase procedure is even more complicated. First of 
all, it is performed on an entire sector, so that the verification process requires 
that all the cells of the sector are read in sequence. In addition, it is important 
to check whether the threshold of some cells become too low and, in case, to 
raise their threshold to a higher value. A schematic behavior of the thresholds' 
distribution for cells belonging to the same sector is shown in Fig. 1.10, starting 
from a typical situation occurring before erasing (Fig. 1.10a). Once the erase 
procedure has been activated, all the cells of the sector are programmed with a 
0, so that their threshbld is raised (Fig. 1.10b). This normalization task reduces 
the possibility of overerasing cells written with a 1 (that could become leaky 
when unadressed), and it allows for a more uniform distribution of the erased 
thresholds, since all the initial thresholds belong to the same range. 

To erase a single sector, a high electric field must be applied between the 
sources and the gates of the cells belonging to the sector, to allow for Fowler-
Nordheim current to discharge the floating gate of the cells. This task is ac-
complished in two different ways: i) by applying a high voltage (in the range 
of 12 V) to the source of the cells to be erased while grounding their gates 
(source erase), or ii) by splitting the biasing voltage between source (at 5 ± 
7 V) and gate (at -8 ± -10 V) (negative gate erase). Both solutions present 
a major drawback: the highly negative bulk-source voltage drop can activate 
avalanche injection in the former case, while the generation of a negative voltage 
is required in the latter. 

As illustrated in Chapter 4, tunneling current depends on many physical and 
technological parameters, so that even adjacent cells can discharge at different 
rates. After a single erase pulse has been applied, the threshold distribution 
may be similar to that depicted in Fig. 1.10c. In particular, many cells are not 
fully erased (VT > 	while others may feature threshold voltages below 
the minimum allowed (VT <VTen,)• 

As for the programming operation, it is then mandatory to check for the 
correctness of the erase procedure, by reading the entire sector with a gate 
voltage lower than that usually applied during normal reading. If the data 
read is "1", it means that the threshold voltage of the cell has been lowered 
from the programmed value to the erased one and that, since this read operation 
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Figure 1.10 Schematic distribution of the threshold voltages during an erase operation: 

a) before erase; b) after a "program all-0" operation; c) after a single erase pulse; d) after 

the erase verify procedure has been successfully performed; e) after soft-programming. 

has provided a correct result with a low reading voltage, the correct value is 
expected to be detected even in a conventional reading. If the verification 
fails for at least one cell, another erasing pulse is applied to the sector until 
all the cells are correctly erased or a maximum number of pulses has been 
reached, so that a fail signal is produced. After the erase verify procedure 
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(see Fig. 1.10d), it is important to check whether some cells are overerased 
("depletion verify") and, in case, their thresholds must be driven to the correct 
range ("soft programming"). The former operation must check whether some 
cells feature low or even negative threshold (depleted cells), so that they would 
draw current even if not biased, thus preventing from a correct reading of cells 
belonging to the same bit line. With the latter operation, these cells are written 
with suitable gate and drain voltages that, lower than those used during the 
normal program procedure, allow for a slight increase of the threshold voltage. 
The final threshold distribution is then bounded between Viem  and Vie, (see 
Fig. 1.10e). 

From the schematic description of the three basic operations it is possible to 
stress some peculiar features concerning the architecture and the reliability of 
Flash memories: 

Line biasing. Word lines (cell gates), bit lines (cell drains) and common 
source must be biased at different voltages, depending on the selected oper-
ation and even during the same procedure (for example, during erasing, the 
gate of a single cell must be driven at the programming voltage during "all-0 
programming", at ground or at a negative voltage when an erase pulse is ap-
plied, at a low reading voltage during "erase verify", at suitable voltages during 
"depletion verify" and "soft programming"). 

As it will be extensively shown in Chapter 5, these requirements make the 
circuitry controlling these voltages quite complex, in particular in terms of de-
coders, switches and charge/discharge of highly-capacitive lines, noise disturbs 
due to capacitive coupling. 

High voltage requirements. Since writing requires high fields applied to 
the cells, high voltages must be provided to cell terminals. These writing volt-
ages are higher than those used during normal operations and to bias logic cir-
cuits. Therefore, two solutions are adopted: i) double voltage supply devices, 
in which the high voltages to be applied during programming are provided at 
an external pin; ii) single voltage supply devices, in which high voltages are 
generated internally, by means of charge pumps. 

Charge pumps present several limitations making the overall performance 
of a Flash memory critically dependent on their design, in particular when 
low-voltage supplies are used. The main problems and solutions, detailed in 
Chapter 5, can be summarized as follow: relevant power consumption, large 
area and time requirements for high voltage generation, limited maximum out-
put current. 

In addition, when the negative gate erase scheme is chosen, both positive 
and negative charge pumps must be integrated. 
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Low voltage requirements. To reduce the total power consumption, that 
is proportional to the square of the power supply Vcc, there is a general trend 
towards low power supplies, with two basic implications: 

1. the design of high-performance charge pumps is complicated by the fact 
that the final output voltage required for hot electron injection and Fowler-
Nordheim tunneling cannot be scaled because of effectiveness and relia-
bility problems (see Chapters 2, 4 and 7); 

2. for the same reasons the range of the thresholds for erased and pro-
grammed cells FTe, VTem], [VTp„i  , oo[, respectively) cannot be signif-
icantly modified. Consequently, while a reading gate voltage equal to 
Vcc -= 5V or to Vcc  = 3.3V allows for a direct reading of cells with 
VTeM  < 2.5V and I/Tpn, > 5.5V, the reading gate voltage must be boosted 
too when lower power supplies are used, thus increasing the complexity 
of the reading path. 

Program disturbs. A Flash memory, as well as other non-volatile mem-
ories, is inherently prone to disturbs induced by the high voltages used for 
programming. 

Program disturbs affect cells sharing either the word line or the bit line of 
a cell addressed for programming, as depicted in Fig. 1.11, where the marked 
cell is to be programmed. 
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Figure 1.11 Program disturbs. 
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All cells sharing the word line at Vpp  :I.- 12V suffer for the so-called gate 
disturb, that can induce charge loss in programmed cells because of tunnel-
ing from the floating gate to the control one (DC-erasing), or charge gain in 
erased cells because of tunneling from the substrate to the floating gate (DC-
programming). Similarly, cells sharing the bit line at Vd f_s'_ 5 7V can suffer 
for drain disturbs, caused by tunneling from the floating gate to the drain and 
by substrate hot holes injection. 

These disturbs, affecting the overall reliability of the matrix, become more 
and more important with the number of programming cycles and must be 
minimized with a tailored choice of the programming voltages and an optimized 
circuit design. 

Read disturbs. Read disturbs, on the contrary, only affect cells sharing the 
same bit line of a read cell (see Fig. 1.12). 

The relatively low, voltage applied to the word line 	5V) does not allow for 
electron tunneling from the substrate to the floating gate or from the floating 
gate to the control gate, while the high drain voltage may induce charge transfer 
to the floating gate, thus giving rise again to drain disturbs. Since the number of 
read operations is potentially infinite, the reliability of a Flash memory may be 
strongly affected by read disturbs, whose effects must be carefully limited. The 
best approach to tackle this problem is the reduction of the bit line potential: 
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Figure 1.12 Read disturbs. 

G 

Vr 

G 

G 

Gnd 

APPLE INC. 
EXHIBIT 1108 - PAGE 0033



FLASH MEMORIES: AN OVERVIEW 23 

as it will be shown in Chapter 5, a maximum value of _^2. 1V is considered, with 
a direct impact on the design of sense amplifiers. 

Endurance and Data Retention. The capability of perfoming cycles of 
Write operations without affecting the memory performance (endurance) and 
the possibility .of maintaining unaltered the written data for long times with 
no power supply (data retention) represent two of the basic characteristics of 
a non-volatile memory. The main limitation to these parameters is due to the 
reliability of the thin gate oxide, which can break down when the number of 
cycles is strongly increased, or that can become leaky, even with low biases 
applied, as a consequence of the high fields applied during erasing. This last 
phenomenon, which does not allow for a further reduction of the oxide thickness 
(with the consequent benefit of lower writing voltages), affects both endurance 
and data retention. It must be noticed that Flash memories do not suffer for 
programming window closing' due to charge trapping within the gate oxide: 
since the write operations always end with appropriate checks (program and 
erase verify), there is a guarantee that the threshold shift will remain unaltered, 
while the number of pulses required to perform the two operations will be 
adapted to deal with possible charge trapped within the oxide. 

Embedded controller. The times required for read, program, and erase 
operation are quite different. For instance, while reading is very fast (in the 
order of 50 ÷- 100 ns) and represents a major feature of a specific product, 
writing times are much longer, varying from tens of ps (typical programming 
time) up to few seconds (typical erasing time) An important consequence is 
that the board/system microcontroller cannot be fully dedicated to the Flash 
for several seconds just to accomplish one single operation, because it would 
introduce both an unacceptable slow-down of the overall performance and a 
considerable complication of the control software. 

To solve this problem, all the logic circuitry necessary to handle slow opera-
tions is embedded entirely inside the Flash memory. Another advantage of this 
choice is the simplicity of the interface: all the timings required to perform the 
operation correctly (setting of different voltages', counting of the programming 
and erasing pulses, verify, soft programming,....) are transparent to the user. 
Therefore, to control the memory operation it is sufficient to provide the oper-
ation code, the data to be programmed (and the corresponding address) or the 
sector to be erased and check, when the microcontroller is not busy in other 
tasks, the current status of the memory. 

The main consequence is that a Flash memory is not just a huge matrix 
of cells with some logics (decoders, output multiplexers,....), and some sense 
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amplifiers, but a complex system in which the impact of embedded logics is 
continuously increasing. 

1.9 THE NAND FLASH MASS STORAGE CONCEPT 

Besides the common NOR, parallel architecture, Flash memories can also be 
organized in NAND arrays, by connecting 16 cells in series between a bit line 
and the source line. The main advantage of this solution relies upon a reduced 
matrix area obtained thanks to a word line pitch scaling. This feature is possible 
because of: i) a decreased number of contacts, from one contact to the bit 
line for every cell to one contact for 16 cells, and ii) scaled source and drain 
junctions with respect to the standard ETOX cell, made possible by the physical 
mechanism used for cell writing. 

The basic structure is depicted in Fig. 1.13, showing two different bit lines. 
In series with the 16 cells, 2 select transistors are present. Data are stored as 
charge within the floating gate: a positive threshold denotes a programmed 
cell, while a negative threshold indicates an erased cell. When reading a cell, 
its control gate is kept at 0 V, while all other cells in series are driven at a high 
voltage, thus acting as ON pass gates independently of their actual thresholds. 
The current, to be detected by a sense amplifier, flows through the series if and 
only if the selected transistor presents a negative threshold, thus behaving as 
a depleted transistor. 

bit line bit line 

Source Source 

Figure 1.13 Basic structure of a NAND architecture. 
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Reading a current through a series of several cells and select transistors 
is a slow operation (the random access time is ti 10fts): therefore, NAND 
architectures are limited to mass storage only. 

To program a cell (see Fig. 1.14), its control gate is driven at a high voltage 
lax (in the range of 15 ÷ 20 V), while the corresponding bit line is biased at 0 
V. Such a value is transferred to the channel through the cells in series, forced 
to act as pass gates, so that the high voltage drop between the floating gate and 
the channel allows for Fowler-Nordheim electron tunneling. The voltage of the 
unselected word lines (Vn, 10 V) derives from a trade-off between the need 
for good pass gates independently of their thresholds and that of preventing 
program disturbs, achieved by limiting the thin oxide field in unselected cells. 
The oxide field is also limited in unselected cells sharing the same word line of 
the selected cell to prevent undesired programming: this task is accomplished 
by raising the bit lines of these cells, and therefore their channels, to Vcc. 

To erase a sector, electrons are injected from the floating gate of all cells 
to the channel by 'means of Fowler-Nordheim tunneling. This task is again 
possible since high fields are applied to the thin gate oxides by grounding all 
the word lines and forcing a high voltage (up to 20 V) to the array p-well, 
to be kept fully separated from that of peripheral circuits. To prevent from 
erasing cells belonging to unselected sectors, the same high voltage is applied 
to the word lines controlling their gates. With respect to NOR architectures, 
erase operation is much faster, since the slow "program all 0" step is not to be 
performed. 

Figure 1.14 Program voltages in a NAND architecture. 
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Channel Fowler-Nordheim tunneling, used both for programming and eras-
ing, involves low coupling ratio and, therefore, very high voltages, thus compli-
cating the design of charge pumps required to raise the single voltage supply 
value. Electron tunneling, however, does not require high currents, allowing for 
reduced power consumption with respect to cells programmed by hot electrons 
and for weakened requirements for charge pumps design. 

1.10 EMBEDDED FLASH MEMORIES 

The request for high-performance systems including both high-speed logics and 
large memories arrays has increased in last decade. Masked ROMs have been 
intensively embedded in digital systems to store data and control parameters 
to be used by the logic controller. 

Following the evolution that brought to the development of memories that 
can be electrically programmed and erased, EEPROMs and, successively, Flash 
have replaced embedded ROMs, thanks to their great flexibility, allowing for 
"on-the-fly" data and parameters modification. 

At the beginning, low-density EEPROMs were integrated in smart cards and 
chips for several applications (TV, video controllers, recorders, car stereo, hard 
disk drivers, cellular communications, automotive,....). Now, large Flash arrays 
are embedded for system personalization and reconfiguration. 

Besides the flexibility introduced by reconfigurable memories and the obvi-
ous impact on board dimensions, there are also several advantages in terms of 
performance and reliability with respect to the standard connection of stand-
alone chips, that push towards a strong development of systems integrating 
both logics and memories: i) faster access times because of a reduced capac-
itive connection between microprocessor and memories; ii) strongly reduced 
ground bouncing effects present in stand-alone systems and caused by parasitic 
inductance when outputs are switching; iii) increased number of memory out-
puts (since the reduction of ground bouncing effects allows for a large number of 
simultaneously switching outputs); iv) optimized bus, clock and control signals 
design; v) reduction of the power consumption, since output buffers driving in-
terconnections can be removed; vi), reduction of ElectroMagnetic Interferences 
(EMI) at board level. 

The integration of NV memories together with microprocessors, however, 
presents several difficulties in terms of technology and larger costs, making 
such a solution less appealing than theoretically expected. 

In terms of technology, two different approaches can be followed, depending 
on the memory dimension. If the requested memory size is comparable to that 
of stand-alone chips, it is convenient to design the logic circuits on the basis of 
the memory technology: in such a way, the reproducibility and the reliability 

APPLE INC. 
EXHIBIT 1108 - PAGE 0037



FLASH MEMORIES: AN OVERVIEW 27 

of a standard process for Flash memories are guaranteed, with the drawback 
of a reduction of logic circuits performance that cannot reach those of ad hoc 
designs. 

When high-end micipprocessors are considered, where computation capabil-
ity is the dominant figure of merit, and when the required memory size is not 
comparable with that of stand-alone devices, it may be convenient to design ad 
hoc cells and memory organization. In such a case, the performance in terms 
of speed, power consumption and area occupation of the logic blocks are not 
degraded, and the increment of memory occupation and reliability degradation 
with respect to a consolidated stand-alone memory design can be acceptable. 

1.11 THE FUTURE OF FLASH MEMORIES 

1.11.1 Evolution of Flash Memory Technology 

There are several challenges which have to be confronted by Flash memories 
developers in order to fulfill future application requirements in terms of densi-
ties and performances; just to mention some of them, we can quote i) multilevel 
cell development, ii) cell scaling and scaling limitations, iii) low-voltage com-
patibility, iv) product diversification. 

Increasing the number of possible states in a cell, thus obtaining a multilevel 
memory, is a viable strategy for increasing the density and reducing the cost per 
bit, due to the intrinsic analog nature of charge storage in the Flash memory. 
To store 2 bits per cell, four separated threshold voltages need to be correctly 
identified; tolerance for disturbs, data retention, charge sensing, accuracy of 
programming become more critical with the number of bits per cell. Multilevel 
cells are also more affected by manufacturing conditions, temperature, supply 
voltage, and aging effects. The issues related to multilevel Flash memories are 
discussed in Chapters 3 and 6. Depending on processing capability and on the 
specific application in system, multilevel Flash memories have been proposed 
as direct plug-in replacement of single level ones, without the need for error 
correction, or with some form of error correction at system/component level; it 
is envisaged that error correction will become mandatory for four bits per cell 
memories, which require 16 threshold levels. 

Multilevel implementation is a critical task, but it is becoming attractive also 
due to the difficulties of the traditional way of increasing the memory density, 
i.e. technology scaling. Scaling a Flash cell is a completely different problem 
with respect to scaling a MOS transistor for logic applications. For instance, 
while CMOS technology scaling requires the reduction of operating voltages, 
the program/erase operations of the Flash are based on physical mechanisms 
whose major parameters do not scale (3.2 eV energy barrier for channel hot 
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electrons and 8-9 MV/cm oxide field for Fowler-Nordheim data alteration in 
0.1-1s). 

Other constraints come from manufacturability or reliability considerations. 
The threshold voltage distribution resulting from Fowler-Nordheim data alter-
ation is very difficult to scale. Retention constraints limit the scalability of the 
tunnel and interpoly dielectrics. Due to the direct tunneling mechanism, the 
tunnel oxide can not be reduced below 6 nm to guarantee 10 years of charge 
retention; however, if one takes into account array disturb effects and trap-
assisted electron tunneling caused by oxide ageing, or stress-induced leakage 
current [17], a more realistic minimum tunnel oxide thickness can be placed 
around 8 nm [18]. Current tunnel oxide thickness in production is larger than 
9 nm, almost unchanged in the last generations of Flash processes [1]. The scal-
ability limit of the interpoly dielectric (ONO) has been reported to be around 
12 nm [18]. 

Cell punch-through and drain turn-on limit the scaling of the effective length 
of the cell, which is also affected by architectural considerations: a) channel 
hot-electron requires some minimum drain-gate overlap and abrupt junction 
to maximize the injection efficiency; b) Fowler-Nordheim tunneling carried out 
through the gate/diffusion region requires an overlap with high n+ concen-
tration below the gate; c) Fowler-Nordheim tunneling carried out through the 
channel region requires smaller gate/diffusion overlap. Finally, given the limit 
in channel length, the width scaling is limited by the minimum read current. 
A possible figure for the 0.1 pm lithography generation is a cell size of 0.1 pm' 
[1] 

Low voltage is another critical issue. Low-voltage/low-power circuits cur-
rently operate at supply voltages of 3.3 V or less, comparable to the critical 
thresholds of injection over the Si/Si°, energy barrier. The internal voltages 
currently adopted by Flash memory cells are in the 10 V - 20 V range and, even 
including the use of both positive and negative voltages, there will be no dra-
matic scaling within the conventional program/erase scheme. For this reason, 
low-voltage operation has received increasing attention in the last few years 
[1, 19, 20, 21], and additional programming mechanisms have been proposed 
[22] and analyzed [23]. 

The versatility of the Flash technology is encouraging a differentiation of 
memory products: for EPROM-like storage of microcodes, which is still the 
widest application of Flash memories, high density and fast random byte pro-
gramming and random reading are required; EEPROM emulation is important 
for specific embedded applications; small erase block size (512 byte sectors like 
in magnetic disks), relatively fast erase and high read/write throughput are es-
sential for data storage memory cards in order to compete with magnetic media. 
Even if conventional stacked gate Flash is used in memory cards, optimization 
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of these performances requires dedicated solutions. Cost-per-bit becomes ex-
tremely important for all memory card applications, mostly oriented to the 
consumer market. 

1.11.2 Non Volatile Memories Market Development 

Flash memories represent an excellent trade-off between cost and functionality 
of EPROM and EEPROM. The capability of nonvolatile storage, coupled with 
an access time comparable to DRAMs has made Flash memories one of the 
fastest growing semiconductor product: Flash memories currently represent 9% 
of the total memory market, see Fig. 1.15, a share which is thought to increase 
up to 12% of the total memory market (50% of the nonvolatile memory market) 
by the year 2000. The Flash market size has been approximately three billion 
US$ in 1997. Fig. 1.16 -shows the worldwide memory market forecast for the 
1993-2001 time period. 

Several effects have boosted this performance: not only the flexibility of 
Flash memories, but also the diffusion of widely accepted industry specifica-
tions, and the availability of increased chip densities, suitable for a variety of 
applications. The list of electronic products which now include Flash memories 
is almost infinite, the three major markets being related to personal computers, 
telecom and wireless apparatus, automotive electronics. The various applica-
tions require different Flash solutions in terms of architecture (NOR vs. NAND 
or other implementations), multilevel implementation, density, access times. 
The needs of the various applications are schematically indicated in Fig. 1.17, 
which shows the projected Flash market for the year 2002 divided into the main 
application segments. Many applications use Flash memories for code storage. 
In the computer environment, the most established applications are devoted 
to the storage and update of the PC BIOS and of the HDD operating system, 
which usually require low densities (2 - 4 Mb). 

The computer application segment of the Flash memory market will further 
expand with the diffusion of Personal Digital Assistants (PDAs). PDAs have 
no hard disk drive storage and store the whole of their operating system in a 
non-volatile memory, with an increased need for embedded- Flash arrays and 
memory cards. Moreover, almost all peripherals, HDD, CDROMs, DVDs and 
most add-on boards like video and sound cards require 1-4 Mb of upgradeable 
nonvolatile memory. 

On computer network equipments, the frequent software upgrades required 
for network equipment can be easily carried out remotely if the code is stored 
in nonvolatile Flash memories; this requires densities which increase from a few 
Mb for modems and interface cards up to 128 Mb and more, as in the case of 
network routers. 
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Figure 1.15 1997 worldwide MOS memory market. The total market is 33 B$ 

FLASH EEPROM EPROM ROM SRAM DRAM Other All MOS Mem. 

1993 0.725 0.492 1.417 1.731 3.485 14.411 0.266 22.528 

1994 0.992 0.558 1.444 2.174 4.067 22.864 0.318 32.414 

1995 1.846 0.680 1.337 2.135 6.132 41.755 0.534 54.418 

1996 2.828 1.062 1.271 1.368 4.709 25.843 0.577 37.659 

1997 2.994 1.364 0.713 1.085 3.988 22.060 0.642 32.836 

1998 3.417 1.725 0.634 0.911 4.840 26.643 0.835 39.006 

1999 4.163 2.147 0.642 0.990 6.046 40.088 0.956 55.033 

2000 5.192 2.601 0.659 1.029 8.479 68.657 0.102 87.636 

2001 6.280 3.150 0.704 1.025 11.309 62.591 0.107 86.129 

Figure L16 1993-2001 memory market (figures in B$). 
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Figure 1.17 Flash market shares divided by application, 2002 forecast [24]. 

Cellular phones are a key Flash market driver, accounting for about the 30% 
of the total revenue and driving technical requirements such as low voltage and 
low energy consumption. Within less than 5 years, the Flash memory content 
in digital cellular phones will increase rapidly from 4 to 16 Mbit. Other impor-
tant code and data storage applications are in the automotive electronics field: 
automotive industry has been one of the first Flash memory adopters. Vital 
functions such as Engine Control Units (ECUs) or automatic gear boxes, as 
well as Global Positioning Systems (GPS) and other driving assistance systems 
currently use Flash with densities up to 8 Mb. 

The large majority of the above mentioned applications, and other emerging 
consumer applications, such as Set TOP Boxes for digital TV, adopt NOR Flash 
memories. Mass storage applications, such as voice recorders and digital cam-
eras, which require very high densities and low cost per bit, can take advantage 
of multilevel memories or NAND architectures. 

The same applies to hard disk replacements, such as those required for data 
recording. A significant example is represented by portable medical monitors, 
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Figure 1.18 Growth of Flash memory shipments, 1993-2001 forecast 
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Figure 1.19 Flash market revenues divided by density, 1993-2001 forecast 
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which used to store data in bulky cassette tape recorders, substituted by Flash 
memory cards, -with a substantial improvement in terms of weight, size and 
robustness. Flash memory cards are challenged by the evolution of small hard 
disk drives, which are still ten to one hundred times cheaper than Flash mem-
ories in terms of cost per bit. For those applications which require low power 
consumption and long battery life, however, Flash memory cards have no com-
petitors [1]. 

The trend of Flash market can be also described in terms of single vs. dual 
supply voltage, or in terms of high vs low voltage. Since low power and low 
voltage are mandatory for portable applications, there is a growing demand for 
3.3 V (or lower) single voltage devices, which can operate over a wide range 
of voltages without compromising access speed and functionality and can be 
switched into very low power standby mode. 

The evolution of the Flash memory market has been accompanied by a 
continuous decrease in the Flash average selling price (8% decrease in 1996!) 
which has at the same time encouraged new applications of stand alone memory 
chips, and promoted the development of embedded Flash applications as a way 
to recover their added value. 

The time evolution of the worldwide Flash memory market forecast for the 
1993-2001 period is depicted in Figs. 1.18 and 1.19, which puts into evidence 
the continuous shift to higher densities, with the 8 Mb - 16 Mb dominating in 
these years, and the 64 Mb rapidly growing, both in terms of number of unit 
shipments and of revenues. 

The improvement in multilevel storage solutions, and the diversification of 
the Flash memory products will make this area of the semiconductor market 
one of the most dynamic, both in terms of process and technology challenges 
and in terms of market evolution. 
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Abstract: This chapter gives a thorough overview of the Industry Standard 
Flash Memory Cell. More than 85% of today Flash memories rely on this con-
cept. We will describe the basic structure of the floating gate device, and its 
operating conditions. We will highlight the main differences in the technol-
ogy and process with respect to a standard CMOS process. Finally, a brief 
introduction on some of the more important yield and reliability issues will be 
given. 
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2.1 INTRODUCTION 

A Flash memory is a Non Volatile Memory (NVM) whose "unit cells" are 
fabricated in CMOS technology and programmed and erased electrically. 

In 1971, Frohman-Bentchkowsky developed a folating polysilicon gate tran-
sistor [1, 2], in which hot electrons were injected in the floating gate and 
removed by either Ultra-Violet (UV) internal photoemission or by Fowler-
Nordheim tunneling. This is the "unit cell" of EPROM (Electrically Pro-
grammable Read Only Memory), which, consisting of a single transistor, can 
be very densely integrated. EPROM memories are electrically programmed 
and erased by UV exposure for 20-30 mins. In the late 1970s, there have been 
many efforts to develop an electrically erasable EPROM, which resulted in 
EEPROMs (Electrically Erasable Programmable ROMs). EEPROMs use hot 
electron tunneling for program and Fowler-Nordheim tunneling for erase. The 
EEPROM cell consists of two transistors and a tunnel oxide, thus it is two or 
three times the size of an EPROM. Successively, the combination of hot carrier 
programming and tunnel erase was rediscovered to achieve a single transistor 
EEPROM, called Flash EEPROM. The first cell based on this concept has been 
presented in 1979 [3]; the first commercial product a 256K memory chip, has 
been presented by Toshiba in 1984 [4]. The market did not take off until this 
technology was proven to be reliable and manufacturable [5]. 

The first Flash prototypes needed an external supply voltage for program-
ming, and external management of the erasing procedure; they featured only 
bulk erase capability, and their endurance was very poor, less than 10,000 
cycles. As an advantage versus EPROMs they just offered electrical erase ca-
pability. Modern Flash memories have an embedded microcontroller to manage 
the erase operation, they offer sector erase capability and single power supply. 

The growing demand of high ,  density nonvolatile memories for portable com-
puting and telecommunications market has encouraged serious interest in Flash 
memory with capability of multi-level storage [6, 7, 8] and low voltage oper-
ation [9, 10, 11]. Multi-level storage implies the capability of storing two or 
more bits in a single cell. 

Fig. 2.1 shows the cross section of a Flash cell. This cell structure has been 
presented for the first time by INTEL in 1988 and named ETOXTM  (EPROM 
Tunnel OXide) [12]. 

In this chapter we will refer to what is called "Industry Standard Flash 
Memory Cell", which is a NOR, common ground, staked gate double polysilicon 
device which is programmed using channel hot-electron injection, and erased 
via Fowler-Nordheim tunneling at the source junction. Many new cells and 
concepts have been presented in the recent past (for an overview see [13]): 
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Figure 2.1 Schematic cross section of a Flash cell. 
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Figure 2.2 a) Layout of a T-shaped double polysilicon stacked gate Flash cell. The 

schematic cross sections along perpendicular directions are also shown in b) and c). 

NAND, AND, DINOR, HiCR, etc. Today, almost 85% of Flash devices is 
based on NOR structures. 

The cross section of an Industry Standard cell is shown again in Fig. 2.2b. 
It is composed by a n-channel MOSFET transistor with an additional isolated 
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gate which is floating in the dielectric material and called "floating gate". The 
floating gate is separated from the channel by a thin oxide layer (around 10 nm) 
which is called "gate oxide", and from the overlaying gate (called "control 
gate") by a triple layer dielectric (oxide-nitride-oxide, ONO), called "interpoly 
dielectric", whose thickness is equivalent to a 20 nm silicon dioxide layer. Source 
junction is smoother and deeper than drain junction, to achieve higher source-
substrate breakdown voltages. In fact, as we will see, the erase operation 
requires high voltages to be applied to the source. 

Fig. 2.2a shows a typical layout of an Industry Standard Flash unit cell. 
Arrays of these cells will compose the memory bench. As it can be seen, there 
is only one contact to the drain junction (indeed half contact, since it is shared 
between two opposite cells), while the source junction is parallel to the control 
gate. The active area looks like a "T" (upside down in this picture): for this 
reason the cell is called T-shaped cell. The floating gate extends over the field 
oxide, to have a complete coverage of the channel region and to increase the 
gate coupling ratios. The part of the floating gate overlapping the field oxide, 
clearly sketched in the cross section in Fig. 2.2c, reminds of wings, due to the 
typical beak shape of the field oxide. The wing extension is one of the critical 
geometric parameters of the cell. 

Reading an Industry Standard cell means to decode the information which is 
stored, while programming and erasing mean to change the stored information 
and have the cell in the "0" state and in the "1" state, respectively. Flash cell 
read, program, and erase bias configurations are summarized in Tab. 2.1. 

Table 2.1 Source, Control Gate, and Drain biases during operations of a typical Flash cell. 

DV: dual voltage power supply; SV: single voltage power supply. Typical reference values 

can be: V = 5V, Vp p = 12V, Vdd = 5 — 7V, Vread = 1 V, VNEG = —8 V. 

SOURCE CONTROL GATE DRAIN 

READ GND Vcc Vread 
PROGRAM GND Vpp Vdd 
ERASE (DV) VPP GND FLOAT 

ERASE (SV) Vcc VNEG FLOAT 

In Tab. 2.1 we have reported two different erase configurations. DV (dual 
voltage) refers to devices which are operated with two different supply voltages, 
one for reading (3 V or 5 V), and one for programming (usually 12 V). SV (single 
voltage) refers to devices which are functioning with a single supply voltage 
(which can be 3 V or 5 V). In this case, the voltage values needed to program 
and erase the cell are internally generated with charge pumps. 
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Gate oxide is very thin. Therefore, if a high voltage is applied at the source 
when the control gate is grounded, a high electric field exists in the oxide en-
abling tunneling effects from the floating gate to the source. This bias condition 
is dangerously close to the breakdown of the source-substrate junction. There-
fore, the source diffusion is processed differently from the drain one, which does 
not undergo to such bias conditions. To do so, a specific mask is used in the 
technological process to discriminate source and drain implants. The cell is not 
symmetrical, but this is the only difference with the standard EPROM process; 
this fact has been a great advantage, since all the accumulated experience in 
process development could be used to manufacture these devices. The same 
EPROM T-shaped cell layout has been used in Flash memory. In the late 
80s-early 90s, EPROM technology was the leading technology for NVMs, and 
Flash Memories were derived from it, resulting in a 8 to 10% larger cell than 
an EPROM cell on the same technology, due to the different source diffusion. 
Today, Flash technology is the leading technology, and EPROMs or One Time 
Programmable memories (OTPs) are fabricated using the Flash process, thus 
using the same area per cell. 

Oxide/nitride/oxide (ONO) interpoly dielectric thickness heavily influences 
program/erase speed and the magnitude of read current for a Industry Standard 
Flash cell [14]. Moreover, its good quality is essential for reliability issues of 
Flash cells, like low defect density and long mean time to failure, together with 
charge retention capability. 

Most of the Flash devices today are based on the Industry Standard type 
of structure. A 16 Mbit, 0.35 pm, 55 ns, 5 V-only Flash has been recently pro-
posed, based on this type of cell [15]. Many new cell structures are contin-
uously proposed. Most of the devices now announced are single power sup-
ply and all the program and erase algorithms are built-in the memory chip. 
Many are the differences among them, some of which can be listed as follows: 
cell size, program mechanism, process complexity, maximum voltage, applica-
tion, array efficiency, redundancy efficiency. Higher levels of integration are 
required not only in Integrated Circuits, but also in systems. Non Volatile 
Memories are being integrated on the same chip with other circuits to reduce 
the number of ICs in a system, to decrease access time, power dissipation, area, 
and so on. Integration of logic and memory on the same chip is non trivial: 
the constraints imposed by the different fabrication processes lead to differ-
ent solution according to the specific embedded application. Flash memories 
are now becoming ASP (Application-Specific-Products), requiring Application-
Specific-Integrated-Circuit (ASIC) designs, and with many new cell structures 
and product applications new design techniques and architecture are evolving. 

In this chapter, after the analysis of the basic structure of the Industry 
Standard Flash Memory cell, we will analyze its operating modes. After the 
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description of the main differences between a standard CMOS process and a 
Flash process, we will briefly address some reliability issues which are related 
mostly to the single cell structure, leaving the more detailed analysis of relia-
bility issues to Chapter 7. Scaling issues will be also briefly addressed. 

A detailed analysis of the physical mechanisms involved in Flash operations 
is carried out in Chapter 4. 

2.2 BASIC STRUCTURE 

The basic concepts and the functionality of an Industry Standard device are 
easily understood if it is possible to determine the Floating Gate (FG) potential. 
The schematic cross section of a generic FG device is shown in Fig. 2.3, where 
energy band diagrams are also drawn; the upper gate is the control gate and 
the lower gate, completely isolated within the gate dielectric, is the floating 
gate. The floating gate acts as a potential well, see again Fig. 2.3. If a charge 
is forced into the well, it cannot move from there without applying any external 
force: the floating gate stores charge. 

The simple model shown in Fig. 2.4 helps in understanding the electrical 
behavior of a FG device. CFC, CS, CD, and CB' are the capacitances between 
FG and control gate, source, drain and substrate regions, respectively. 

Consider the case when no charge is stored in the FG, i.e. Q = 0: 

Q = 0 = CFC (VFG VCG) CS (VFG — VS) + 
CD(VFG — VD) + C B (VF G VB) 	(2.1 ) 

where VFG is the potential on the floating gate, VCG is the potential on the 
control gate, Vs, VD, VB are potentials on source, drain and bulk, respectively. 
If we name CT = CFC+ CD + CS +CB the total capacitance of the floating gate, 
and we define aj = CJ/CT the coupling coefficient relative to the electrode J, 
where J can be one among G, D, S, and B, the potential on the floating gate 
due to capacitive coupling is given by: 

VFG = ctGVGs aDVps + asVs + eeBVB 	 (2.2 ) 

As an example, in a 0.4µm CMOS technology, aG 0.6, ap 0.1, as 0.15. 
It should be pointed out that (2.2) shows that the floating gate potential does 
not depend on the control gate voltage only, but also on source, drain and bulk 
potentials. If source and bulk are both grounded, Eq. (2.2) can be rearranged 
as: 

(2.3 ) ce 
VFG ceG (VGs -r —

aG 
YDS) = cec (VGs + f Vps) 

, D TT  

where: 
ap CD  f = = 
ceG CFC 

(2.4 ) 
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Energy Band 
Diagrams 

Figure 2.3 Cell structure and energy band diagrams of a Floating Gate transistor. The 

floating gate stores charge in state "0". 

Device equations for the FG MOS transistor can be obtained from the con-
ventional MOS transistor equations by replacing MOS gate voltage, Vas, with 
FG voltage, VFG, and transforming the device parameters, such as threshold 
voltage, V7-,, and conductivity factor, /3, to values measured with respect to the 
control gate. If we define, for Vps = 0: 

VT G = VT (floating — gate) 

= aGVT (control — gate) = aGVFG 	(2.5 ) 
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Floating gate [ 	  

	

Cs 	I 	—B T CD 

Source Vs 	VB 	Vp Drain 
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Figure 2.4 Schematic cross section of a Floating Gate transistor. The model using the 

capacitances between the Floating Gate and the other electrodes is described. 

and 

0FG = 3(floating — gate) 

= —1 
i3(control — gate) = — 13Ca  

aG 	 G 
(2.6 ) 

it is possible to compare the current-voltage (I-V) equations of a conventional 
and a floating gate MOS transistor in the triode region (TR) and in the satu-
ration region (SR) [16]. 

For a conventional MOS Transistor, in TR, when IVDsl < 11/Gs — VT1 

IDS =-- [(VGs — VT) VD S 	VDS 
	 (2.7 ) 

In SR, when 1VDs I > 1VGS — VT1 

13 	v  
-L = —

2 
\ v 
iv

GS — T)2  IDS  (2.8 ) 

For a Floating gate MOS transistor, in TR, when I VDS 1 < CtG 1VGS f VDS VT 1, 

IDS = 13 [(Vas — VT) VDS (
f  2CeG VDS] 

	
(2.9 ) 

In SR, when 1VDS 1 > CtG 1VGS f VDS — VT1 

T. 	13 	( v 	,f17 
-LDS =- -

2 
ctG Gs 	v DS — r 

v 
 T)2 (2.10 ) 
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and VT of (2.9 ) and (2.10) are measured with respect to the control gate 
rather than with respect to the FG of the stacked gate structure, and then they 
are to be read as i3(control — gate) = OcG  and VT(control — gate) = V2-CG . 

Several effects can be observed from these equations, many of them due to 
the capacitive coupling between the drain and the FG which modifies the I-V 
characteristics of floating gate MOS transistors with respect to conventional 
MOS transistors [16]: 

1) The floating-gate transistor can go into depletion-mode operation and 
can conduct current even when I VGS < VT1. This is because the channel 
can be turned on by the drain voltage through the f • VDS term in (2.9 ). 
This effect is usually referred to as "drain turn-on". 

2) The saturation region for the conventional MOS transistor is where /Ds is 
essentially independent of the drain voltage. This is no longer true for the 
floating gate transistor in which the drain current will continue to rise as 
the drain voltage increases and saturation will not occur (see Fig. 2.5a). 

200 

160 

rt-  120 
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40 
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drain-coupling 
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Figure 2.5 I-V characteristics of a floating gate transistor. In the right figure the effect 

of programming is also shown. 

3) The boundary between triode and saturation regions for the floating gate 
transistor is expressed by the equation: 

IVDS1 cea I VGS f • VDS — VTI 	 (2.11 ) 

compared to the conditions valid for the conventional transistor IVDs1 = 

IVGS VTI. 
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4) The transconductance in SR is given by: 

Dips 9m = 

   

DVGS (vDs=constant) 

G (VGS f VDS VT) (2.12 ) 

gm  increases with VDS in the floating-gate transistor in contrast to the 
conventional transistor where gm  is relatively independent of the drain 
voltage in the saturation region. 

5) The capacitive coupling ratio, f, depends on CD, and CFC only (f = 
cep I ceG = CD/CFc) and its value can be verified by: 

f = 	 
DV-Gs 

v DS (Ins =constant) 

in saturation region. 

Many techniques have been presented to simply extract the capacitive cou-
pling ratios from DC measurements [17, 18, 19]. Most widely used methods are 
[20, 21]: i) linear threshold voltage technique; ii) subthreshold slope method; 
iii) transconductance technique. These methods require the measurement of the 
electrical parameter in both a memory cell and in a "dummy cell", i.e. a device 
identical to the memory cell, but with floating and control gates connected. 
By comparing the results, the coupling coefficient can be determined. Other 
methods have been proposed to extract coupling coefficients directly from the 
memory cell, without using a "dummy" one, but they need a more complex 
extraction procedure [22, 23, 24]. 

23 OPERATING CONDITIONS 

Tab. 2.1 summarizes the bias conditions which identify the three operations of 
an Industry Standard cell, namely: Read, Program, Erase. In the following, 
these operations are described in detail, indicating the time ranges needed to 
perform them, the electrical characteristic variations which are induced, and 
highlighting the main unwanted effects that can arise by simply applying the 
configuration biases. 

2.3.1 Read 

To better understand the reading operation, we will refer again to Fig. 2.4. 
Let's consider the case when charge is stored in the FG, i.e. Q 	0. All the 
hypotheses made in Section 2.2 hold true, and the following modifications need 
to be included. 

(2.13 ) 
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Eqs. (2.3 ), (2.5 ), and (2.9) become, respectively: 

Q 
CT 

V G  = 1   VFG  v 	-0 	1  VFG Q  
= 	v 	 (2.15 F 	 T 	 ) 

aG 	C 	
T 

TaG aG 	CFc 

1-DS = /3 [ (VGS — VT — (1 — —1 
G ) 
1,-,, ) VDS + (f 

2a 	
G ) Vijs] 

u T  
(2.16 ) 

Eq. (2.15) shows the VT dependence on Q. In particular, the threshold voltage 
shift AVT is derived as: 

VFG = aGVGS aD VDS (2.14 ) 

VT = VT VTO = 

 

(2.17 ) 
CFC 

where VTO is the threshold voltage when Q = 0. 
Eq. (2.16 ) shows that the role of injected charge is to shift the I-V curves 

of the cell. If the reading biases are fixed (usually VG s 	5 V, VDS r=j 1  V),  
the presence of charge greatly impacts the current level used to sense the cell 
state. Fig. 2.6 [25] shows two curves: curve A represents the "1" state, and 
curve B the same cell in the "0" state obtained with a 3V threshold shift. In 
the defined reading condition, ID ("1") is approximately 100µA and ID ("0") 

0, respectively. 

2.3.2 Program 

Hot electron injection is used to move charge in the floating gate, thus chang-
ing the threshold voltage of the floating gate transistor. Programming occurs 
applying simultaneously pulses to the control gate and to the drain, when the 
source is grounded, see Fig. 2.7. This operation can be performed in an array 
by selectively applying the pulse to the Word Line (WL) which connects the 
control gates, and biasing the Bit Line (BL) which connects the drains. Hot 
electrons are injected in the floating gate and they change the floating gate po-
tential, which becomes more negative. Therefore, injection tends to saturate, 
and the threshold voltage of a .floating gate transistor follows the same trend, 
see also Fig. 2.5. The dependence of the threshold voltage shift on programming 
time is described by the following equation: 

AVT (t) = VT (t) — VTO = 
Q (t) 

 
CFC 

(2.18 ) 
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Figure 2.6 I-V curves of a floating gate device when there is no charge stored in the FG 

("1" - curve A) and when a negative charge Q is stored in the FG ("0" - curve B) [25]. 

12V 

Control gate 

Floating gate 

Source 

Figure 2.7 Schematic of the cell bias during program. 

which relates the change in threshold voltage to the change in the charge stored 
in the floating gate. In its turn, the FG charge is related to the gate current 
by the equation: 

(t) = f  JG(r) dr 
	

(2.19 ) 

GND 5V 

Drain 

Fig. 2.8 [26] shows the programming curves of Flash cells with different channel 
length. The programming curve is defined as the threshold voltage shift as a 
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function of programming time. To have a threshold voltage shift around 3, 
3.5 V typical pulse width are in the range 1-10 ps, see Fig. 2.8 with reference 
to the curve with Leff = 0.6 pm. 
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Figure 2.8 Programming curves of Flash cells with different channel lengths; t0  is 12 nm. 

Black squares indicate AVI; [26]. 

A rapid change in cell VT occurs initially and then, as VFG drops below VD,  

VT tends to saturate. The same behavior can be observed in Fig. 2.9 [26], where 
the programming curves of a cell (Leff = 0.7 pm, VG = 11.5 V) are plotted with 
VD as a parameter. 

It has to be reminded that the problem that worries every nonvolatile cell 
designer is to ensure a fixed threshold voltage shift of the cell, AVT, in the short-
est programming time, tp, i.e. with the fastest programming speed VT/tp, 
with the drain voltage and the channel length of the cell as constraints. These 
two parameters are the ones with a direct influence on the lateral electric field, 
thus influencing hot-electron generation. 

The programming characteristics of a cell can be better understood in terms 
of another parameter, called intrinsic threshold, A"tq,', which is defined as the 
threshold voltage shift when VD = VFG, and can be expressed through Eq. (2.20 
) as a function of programming voltages: 

1 — o  
AV7t = VC G 	V , D 

oG 
(2.20 ) 

A174; characterizes every cell and limits the programming speed performance. 
AV4-,' divides every programming curve in two parts, see Figs. 2.8 and 2.9. 

5001:11.t..m 
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Figure 2.9 Programming curves of Flash cells for different drain voltages; tox  is 12 nm. 

Black squares indicate 	[26]. 

Fig. 2.10 [26] shows the programming time to obtain AVT = 3 V as a function 
of VD, and of AV7t. From the curves, one can see that there is a critical VD 
above which the programming speed does not increase. This value does not 
depend on the channel length of the cell. In the same figure, the condition 

VT = /WI; = 3V separates the tp/VD plane in two parts: for ZW7'-: > AVT 
(left side of the figure), t p  decreases with exponential trend with VD; for AVI; < 
AVT (right side of the figure), t p  tends quickly to a nearly constant value, 
which depends only on channel length, once VcG is set. From Eq. (2.20 ), a 
higher VcG (or AVT) shifts the critical VD towards a' higher (or lower) value. 
Moreover, Alq; is the upper limit for the achievable threshold voltage shift 
once programming time is fixed. Programming time becomes very large, i.e. 
programming speed very slow, when 6.177,  overtakes AV7t. 

From these observations, the influence on the programming speed of different 
parameters, intrinsically related to the manufacturability or functionality of a 
Flash cell, can be analyzed. 

Both channel length reduction and VD increase can be used to increase the 
lateral electric field. Therefore, length variations result in programming time 
variations: the longer the cell, the longer the programming time. This relation 
depends also on Tip: the higher VD is, the lower is the intrinsic threshold voltage 
shift, the shorter is the programming time. But once the intrinsic threshold 
voltage shift is reached, further increases in VD do not improve the performance. 
Channel length shortening has to be correlated to an appropriate VD choice. 
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Figure 2.10 The programming time to obtain AVT = 3V is plotted vs. VDS  and AVI 

for Vc G = 11.5 V. The number near each curve marks the nominal channel length (um) 

[26]. 

For a fixed channel length, a VD increase above the critical value does not 
improve performances. 

The geometrical or process parameters of the cell do not have a direct im-
pact on the programming speed, but only on the coupling ratios a G and (ID, 
consequently on LVT. Fig. 2.11 [26] shows that different .6.171; are obtained 
for different wings (therefore different CeG and cep), and that the programming 
speed is almost the same for cells with different CeG, aD until AVT  < 

Other parameters which can influence the programming characteristics can 
be: i) source series resistance, its increase results in a lower effective VDS, thus 
reducing the programming speed; ii) VT dispersion after erase, which implies a 
longer tp  to get to the same final VT. Temperature does also have an influence on 
programming speed (Fig. 2.12): a higher temperature reduces the number of hot 
electrons available for injection into the FG, hence retarding the programming 
characteristics [26]. 

In recent SV products, programming is achieved using charge pumps, there-
fore a key parameter is the "programming efficiency", defined as the ratio 
between gate and drain programming currents, 'ypr: 

-TG 
7pr = 

ID 
(2.21 ) 

2 

4:14121.4,;,, 5.\ 1.::3V...•-Cia v-i,..tfakc es", 
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Programming time [s] 

Figure 2.11 Programming curves of Flash cells with different coupling ratios and at dif- 

ferent VD; Leff = 	t0  = 12 nm [26]. 

Figure 2.12 Programming curve of a Flash cell at different temperatures; Leff = 0.7 ea m, 

tox  = 12 nm. 

To allow the most efficient programming, 1'p,  has to be maximized. Being 
`}'pr intrinsically related to hot carrier generation mechanism, its value is Re 
10-6, therefore a high drain current, ./D  Re 1 mA, is required to have the gate 
current, 'G 1 nA, necessary to program the cell. 7p, can be optimized either 
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introducing new technology solutions, or changing the electrical stimuli to be 
applied to the cell. 

It can be interesting to notice that a floating gate cell can be used to measure 
very small currents. In fact, from Eq. (2.17 ) and from the definition of gate 
current as: 

IG AOt 
	AVT 

= 	= CFG 	 (2.22 ) 

we can see that the derivative of the programming curve allows a precise evalu-
ation of the gate current. Since AVT can be around 1 mV-1 V, and At around 
1 ps-1 ms, and CFG is around 1 fF, we can measure gate currents in the range 
0.01 fA to 1 nA. An example of measurement of the derivative of AVT is shown 
in Fig. 2.13 [22], where O17+" is also shown. 

10 

--,n' IV 

'5-  

-K3 103 = 
> < 

o 	 PVT 1 

101 
II , 	I,,,,, , , , i''i : 

0 	2 	4 	6 
AVT (V) 

Figure 2.13 Time derivative of the programming curve, dAVT I dt vs. .6. VT . The point 

AV4-." corresponds to the physical condition VFG = VD [22]. 

2.3.3 Erase 

Electrical erase is achieved by applying a high electric field through the tunnel 
oxide, see Fig. 2.14. The high electric field gives rise to a gate current IG due 
to FN tunneling of charge from the floating gate to the source: 

IG = AFN  E.2 	BFN)  exp 	 (2.23 ) 

where AFN, BFN are constant, and El.x  is the electric field in the tunnel oxide. 

VFG = VD —0.  

V Tif k • • • • • • 	 • • • 	• 	• •• • • 
t 	• 	N1.401,  ••• • .••• • 	• .• 
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12V 
(5V) 

GND 
(-8V) 

1 

 

  

Control gate floating 

Figure 2.14 Schematic cross section of a Flash cell during erase. Voltages on electrodes 

refer to Dual Voltage operation mode, and in brackets to Single Voltage. 

Continuity of the displacement vector at the surface gives: 

fox Fox = ESi ES1 (2.24 ) 

where €ox) ESi are oxide and silicon permittivity, respectively, and Esi is the elec-
tric field at the silicon surface underneath the gate. In particular, considering 
their values (fox  = 3.9, €si = 11.7), Eox  = 3E51. The high electric field in the 
silicon is responsible for the source/substrate current Is, due to band-to-band 
tunneling: 

Is = ABB Esi  exp ( BBB  ) 
Esi 	

(2.25 ) 

where ABB, BBB are constants. These two currents are shown in Fig. 2.15 [27]. 

Band-to-band tunneling (BBT) occurs when band-bending is higher than the 
energy gap of the semiconductor, and the surface electric field is higher than 1 
MV/cm. In this condition, tunneling of electrons from the valence band to the 
conduction band becomes significant, and holes are left in the valence band. 
Electrons are collected at the source terminal, while holes at the substrate 
contact, thus generating the leakage current. This substrate current depends 
only on the vertical electric field in the oxide, i.e. on the voltage drop between 
source and gate. Lateral electric field does not allow the inversion layer to 
be generated at the n+-Si/Si02 interface and leads the space charge region 
in deep depletion, sweeping all the free carriers. When source voltage is high 
enough, impact ionization becomes significant and contributes to the leakage 
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100  

10-2  

Figure 2.15 Relation between substrate and gate currents as a function of electric field 

measured on a large perimeter gated diode, with the p-n junction having the same profile 

of the source junction of a Flash cell [27]. 

current, thus starting the breakdown mechanism. The minimum voltage to 
start BBT decreases on decreasing the oxide thickness, and this is one of the 
major scaling limits. Generated holes can gain enough energy to be injected 
in the oxide where they are trapped at the Si/Si02  interface, thus becoming a 
concern from the reliability point of view. 

To have a junction which can sustain the high applied voltages without 
breaking down, the source junction needs to be carefully designed. 

Source breakdown is indeed one of the major limiting factors to erase time 
reduction, since the higher the voltage applied to the source is, the shorter the 
erasing time is. A solution to the problem is achieved by optimizing the source 
junction profile to a more gradual one, in order to reduce the electric field at the 
junction, and consequently the substrate current of some order of magnitude. 
A pictorial view of the source junction is depicted in Fig. 2.16. The source final 
doping profile is smoother and deeper; the profile of the high dose implant is 
also shown, and the details of the process are described in the following section. 

In a conventional dual-voltage (DV) Flash, where besides Ve, (3 V or 5 V) a 
high voltage Vpp (about 12 V) is available, erasing is obtained by applying a high 
positive voltage to the source region (Vs), while the WL terminal (control gate 
of the memory cell) is grounded. In a single-voltage (SV) Flash, the lack of the 
high voltage Vpp implies the on-chip generation of a negative voltage by means 
of charge-pumps. In fact, in this case, the necessary voltage drop between the 
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Figure 2.16 Pictorial description of Band-to-Band Tunneling (BBT) and Fowler-Nordheim 

(EN) currents (Vs > 0, and VCG = OV) occurring in the n+ source junction of a Flash 

cell [30]. 

source and the control gate is obtained applying Vc, to the source and a negative 
voltage VGN to the control gate [15, 28, 29]. No matter how the voltage drop 
is obtained, in both cases the high electric field in the oxide between FG and 
source gives rise to a gate current due to FN tunneling, and simultaneously the 
high electric field in the silicon is responsible for the source/substrate current 
due to BBT tunneling. 

To evaluate the voltages to be applied to the electrodes, we can recall that, 
neglecting the voltage drop in the FG and in the silicon: 

IVFG — Vs1 
-L,ox 

	

	 (2.26 ) 
Tox 

where Lx  is the gate oxide thickness, and express VFG as a function of AVT 
from Eqs. (2.14) (when Vs 0 0 V), and (2.17 ). In a DV, VG = 0 V, therefore: 

IVFG — Vsl = IasVs — acAVT — Vsi = 1(as — 1)Vs  — aGAVTI 	(2.27) 

while, in a SV Flash, VG < 0 V, therefore: 

IVFG — VsI = IasVs + acVeG — 

= 1(as —1)Vs + ac(VcG — AVT)1 
	

(2.28 ) 

If a A.V2- 	3 V has to be achieved in a cell with Tox  = 10nm, otc 	0.6, 
as  P.-, 0.15, and E., = 10 MV/cm, we obtain Vs around 10 V in DV Flash, while 
in SV Flash VCG is around —8 V, if Vs is 5 V. The DV erase operation requires 
a high voltage pulse to be applied to the source (common to all the cells in the 

aGAVT — Vs I = 
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array/block) when control gates (WL) are grounded and drains (BL) floating. 
Before applying the erase pulse, all the cells in the array/block are programmed, 
to start with all the thresholds approximately at the same value. After that, 
an erase pulse having controlled width is applied. Similarly to programming 
curve, we can define the erasing curve as the curve that shows the threshold 
voltage shift as a function of erasing time. Erasing time is defined as the time 
needed to go to state "1" , starting from state "0". Erasing time depends on 
the electric field in the tunnel oxide, that is on the voltage drop between source 
and floating gate, see Eq. (2.26 ), but it is independent of the starting threshold 
voltage value of the programmed cell, see Fig. 2.17. From the same figure, it 
is clear that cells with the same oxide thickness but different initial values of 
threshold voltage will reach the same threshold voltage at the end of the erase 
operation. The threshold shift depends on source voltage (Fig. 2.18) and, as a 
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Figure 2.17 Erase curves of two Flash cells having different oxide thicknesses, and same 
Leff. 

rule of thumb, a one order of magnitude increase in erasing time occurs for each 
volt reduction in source voltage [30]. Typical erasing times are in the range 
100 ms-1 s. 

Also in this case, like for program, it is possible to define the efficiency of 
the erase operation. We will evaluate the ratio -y„ between the current which 
is used to erase (gate current, IG), and the unwanted current generated by the 
erase voltages (substrate current, IsUB): 

IG 
7er = 	 

isUB 
(2.29 ) 
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Figure 2.18 Erase curves of a cell with TO x  = 12 nm, when different source voltages are 
applied [30]. . 

Fig. 2.19 shows this ratio plotted on increasing the electric field applied at the 
tunnel oxide in the source region. Again, optimization of the erase operation 
means maximization of this ratio. Moreover, one can observe that this ratio 
is almost independent of the voltage applied to the control gate, which can be 
positive, grounded or negative. 

2.4 TECHNOLOGY AND PROCESS 

The evolution of the silicon planar technology for Flash memory follows the 
general trend of semiconductor industry. Up to now, Moore law has hold true 
also for Flash technology. Fig. 2.20 shows Flash evolution in terms a bit 
density versus production year: from the first product in the late eighties, a 
256K memory, to the up-to-date 16Mb. 

Flash process is basically a full CMOS process in which the building blocks 
to get an "ad hoc" floating gate device are incorporated. Hence, the basic 
process steps have been developed following the standard CMOS technology, 
but there is still a short delay with respect to microprocessor and Dynamic 
Random Access Memory (DRAM) technologies. In fact, the first product has 
been obtained with a 1.2pm technology, while today production is peaked on 
the 0.35pm technology (Fig. 2.20), comparing with the 0.25pm DRAM in 
production. The technology road-map for Flash is given to follow the general 
semiconductor road-map: Flash device will be produced at the beginning of 
the new thousands in 0.25pm and 0.18 pm technologies. 
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Figure 2.20 Evolution of Flash products in production. 
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The basic process flow for actual Flash device (16 Mb in 0.35 pm) is composed 
of the main blocks listed in Tab. 2.2, which can be grouped in Front-End and 
Back-End sets. 

Table 2.2 Main blocks of a basic process flow for Flash devices. 

Front-End 1) isolation 
2) well and channel doping 
3) cell structure definition 
4) transistor definition 

Back-End 5) interlevel dielectric 
6) interconnections 
7) passivation 

Flash technology is one of the most difficult to be mastered, since it requires 
a very accurate process optimization and a severe process control [31]. In fact, 
besides the usual requirements of a standard CMOS device in terms of timing 
(access time), low operating voltage and temperature range, a high voltage 
(externally forced or internally generated) is needed for writing operations, 
and this involves both Fowler-Nordheim tunneling and hot carriers; moreover, 
program/erase cycling must endure without degrading cell performance and 
data retention. Hence, in developing a process step, besides the issues related 
to a standard CMOS device, constraints strictly related to Flash cell must be 
taken into account. 

2.4.1 Isolation 

Two are the requirements for the field oxide isolation in Flash memory applica-
tions. The first one is to prevent parasitic leakage current between neighboring 
devices. The parasitic transistor must sustain the high voltage (greater than 
10V, in absolute value) necessary to program the cell. In particular this is 
mandatory where the circuitry is very dense, like the row decoding area, where 
the active-to-active area space become a constraint. The spacing reduction 
and, more in general the increased aspect ratio of the isolation geometry, en-
hances field oxide thinning effects. These effects have to be minimized as much 
as possible in order to achieve a more uniform and geometry-independent field 
oxidation. 

The second is that the active area pitch in the cell array must be as small 
as possible, to increase the array efficiency in terms of cell size, obviously while 
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maintaining good quality of tunnel oxide and good crystallographic integrity 
with low junction leakage current. 

To this aims different LOCOS (L) schemes, proposed for 0.5,um to 0.25,um 
technologies, can be used in Flash technology: modified L [32, 33], Poly Buffer 
L [34, 35], recessed L [36] (Figs. 2.21 and 2.22), recessed.  Poly Buffer L [37], 
NCLAD [38], BOX. 

Si02 pad Si3N4 

Silicon wafer 

Silicon etch 

1  

Silicon wafer 

Oxidation 

Si02  

"Birds beak" 

Nitride removal 

Qiu2  

Figure 2.21 Process steps to obtain recessed LOCOS isolation. 

2.4.2 Well and Channel Doping 

The introduction of high energy implantation [39] has allowed the optimization 
of the well formation. Fig. 2.23 shows the different process flows for isolation 
and well fabrication in a retrograde well (Fig. 2.23a) obtained by means of 
high energy implantation, and a diffused well (Fig. 2.23b). Tab. 2.3 reports 
typical dose and energy ranges of the implantation steps for well formations, 
considering junction depth (retrograde well), channel stopper (isolation), anti 
punch-through and channel doping (threshold voltage shift) implants. The use 
of the high energy implantation and then of the retrograde well will play a 
special role in the Flash development since it allows the formation of triple well 
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Figure 2.22 SEM micrograph of recessed LOCOS isolated devices. 

structures (Figs. 2.24 and 2.25) [40, 41], by means of a very high energy n-
buried channel (Tab. 2.3). The triple well structure is of particular interest for 
Flash applications, since it can be used in the decoding circuitry for managing 
the negative voltage (Fig. 2.26) for the erase operation in single voltage devices 
[42]. 

Table 2.3 Dose and Energy ranges of implantation steps in 16 Mbit Flash Memory. 

IMPLANTATION STEP DOSE ENERGY TILT ANGLE 
(Atoms/cm3) (KeV) (deg) 

Retrograde n/p well (n/p) 5 x 1012-1 x 1014  500-1500 0-7 
Isolation 1 x 1012-1 x 1013  250-750 0-7 
Anti Punch-Through 1 x 1012-1 x 1013  100-200 0-7 
Threshold Voltage Shift 5 x 1011-5 x 1012  20-100 0-7 
N-buried for triple well 5 x 1012-5 x 1013  2000-3000 0-7 

Another application of triple well process is strictly connected with the spe-
cific Flash cell architecture and write/erase schemes. For example, the whole 
array can be put in a triple well to allow a different programming or erasing 
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Figure 2.23 Isolation techniques: a) retrograde well, and b) conventional process flows. 

operation, as proposed for the conventional NOR type cell [43]. Moreover, 
the triple-well has become a basic structure for alternative cell approaches, as 
NAND [44] or DINOR cells [45]. 
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Figure 2.24 Triple well structure [41]. 
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Figure 2.25 Doping profile of a triple well structure along A-A' section of the previous 

figure [40]. 

2.4.3 Cell Structure Definition 

This module obviously differentiates a Flash process from a standard CMOS 
process. The goal is clear: obtaining millions of bits which can be heavily 
stressed, both in terms of temperature (between —40°C and 125°C) and in 
terms of electric fields and hot carriers, and nevertheless able to retain charge 
for a long time. In developing a technology for Flash, all functionality and 
reliability constraints must be taken into account. The proper Flash cell module 
is basically composed by the following steps. 

1. Tunnel oxide growth. The quality of the thin gate oxide, thickness around 
12-8 nm, as a function of the different memory device generation, is the 
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Figure 2.26 Schematic cross section of transistors in a triple well process [40]. 

most important factor contributing to a robust Flash technology, both in 
terms of yield and reliability. 
The first requirements of the oxidation process are the uniformity and 
repeatability at single wafer, batch and batch-to-batch level. Oxide thick-
ness disuniformity will heavily impact Flash device characteristics, in 
particular programming and erasing performances (see Fig. 2.17). The 
second requirement is the control of oxide defect density, which will in-
fluence memory functionality and reliability. Defectivity is mainly due to 
macroscopic defects generated during the silicon oxidation process. Other 
defects come from chemical (heavy metals) and physical (particles) con-
taminants, coming from wafer management and from the oxidation (fur-
naces) and cleaning (chemical bench) equipments. 
From a point of view of film formation, besides the optimization of the 
well-known wet and dry oxidation process, starting from 1990 a nitrida-
tion of the film has been introduced [45, 46, 47] to further improve the 
thin dielectric properties. Nitridation occurs by a rapid thermal anneal-
ing in N20 ambient after the oxidation process. In particular, nitride-
oxide shows either smaller flat band voltage shift and Fowler-Nordheim 
voltage variation versus injected charge under both constant current and 
exponential ramp current stresses [48]. This result is associated with an 
increase of the hardness to the injected charge. Moreover, a higher immu-
nity against hot carriers has been also shown [49]. The explanation of this 
improved oxide quality is due to the nitrogen atoms which accumulate at 
the silicon silicon-dioxide interface releasing mechanical stress, saturating 
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the dangling bonds and giving rise to a higher energy of the Si-N bond 
with respect to the Si-0 one. 

2. First polysilicon deposition. The floating-gate of the cell is formed by a 
polycrystalline silicon film, the first deposition of this type, and usually 
called polyl. The second one will form the control-gate. Polycrystalline 
silicon is usually formed by CVD technique, using pyrolysis of SiH4. Typi-
cal pressure deposition and times are around hundreds of mTorr and hours 
to form 100-150 nm thick films. The technology issues involved with this 
step are mainly related to two problems. First, the possibility to damage 
the underneath tunnel oxide during polyl deposition, doping, and post 
thermal treatments. Second, the impact of the grain size on the erasing 
characteristics of a memory array. An alternative to the polycrystalline 
silicon is represented by the amorphous silicon (a-Si), due to its very low 
surface roughness and excellent structure homogeneity. a-Si deposition 
generates a smoother interface with the active dielectric, thus increasing 
the electrical properties of devices. Furthermore an a-Si film will improve 
the uniformity of the electric field across the tunnel oxide during the eras-
ing operation. This is essentially due to the reduction of "point effects" 
of big grain size in polysilicon. As a result a tighter erasing threshold 
voltage distribution can be obtained. 

3. Interpoly dielectric. It is formed on top of polyl and it must have good 
dielectric performance to guarantee retention requirements. In fact, it 
separates the floating-gate from the control-gate ad it acts as floating 
gate sealing film in the word-line direction. Moreover, it must be as thin 
as possible to increase the gate coupling ratio, thus improving cell per-
formance. Good oxides over polysilicon are obtained by adopting high 
growth temperature (> 1100°C), but this has the drawback that tun-
nel oxide quality is greatly reduced by high temperature post-annealing. 
A trade-off has been reached using triple dielectric films composed by 
Oxide-Nitride-Oxide (ONO). The thicknesses of the three different layers 
have been optimized to obtain the best retention performances with the 
thinnest equivalent thickness [14, 50, 51, 52]. Actual equivalent thickness 
are in the range of 15-30 nm. 

4. Second polysilicon deposition. The control gate is formed by this second 
polycrystalline silicon deposition, commonly called poly2. The issue re-
lated to this film is the resistivity of long and narrow strips. In fact the 
control gate connects many cells (hundreds) on the same line (row), the 
so-called word line. Usually, to reduce word-line resistivity, a thick film 
of tungsten silicide is deposited on top of poly2. 
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5. Drain and source junction architecture. The different optimization of 
drain and source junctions of a Flash cell, respectively to enhance pro-
gramming and to reduce substrate current in erasing, leads to the asym-
metric structure shown in the scheme in Fig. 2.1 and in the TEM picture 
in Fig. 2.27. Drain junction must be optimized to improve the program- 

Figure 2.27 TEM picture of a unit cell for 16 Mbit Flash Memory cell in 0.5µm technology. 

ming characteristics of the cell. Since program is obtained by channel hot 
electron injection at the drain, the junction must be as efficient as pos-
sible in generating hot electron. As known, this is achieved with abrupt 
junctions, since the longitudinal electric field responsible of the channel 
electron energy distribution is increased. In Flash cells, the drain junc-
tion has been studied for the opposite reasons of what happened in MOS 
transistors, where hot electron effects must be minimized to reduce charge 
injection into oxide and interface traps generation, both causing transistor 
aging. Therefore, in MOS transistors light doped diffusion (LDD) junc-
tions are used. In Flash cells, the drain junction is obtained by a high 
dose arsenic implant. Tab. 2.4 compares the ion implantation parameters 
used to form drain junctions in a memory cell and MOS transistor. 
Source junction must be optimized to minimize the parasitic substrate 
current due to band-to-band tunneling during erase. To this purpose, a 
phosphorus diffusion is added to the arsenic diffusion to obtain a very 
deep junction [53]. This greatly helps in controlling the substrate current 
and in avoiding hot hole generation, detrimental for the tunnel oxide relia-
bility. Nevertheless, the n+ region must be coupled with the floating-gate 
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Table 2.4 Dose and Energy ranges of implantation steps in 16 Mbit Flash Memory. 

IMPLANTATION STEP DOSE ENERGY TILT ANGLE 
(Atoms/cm3) (KeV) (deg) 

Memory Drain P-Pocket 1 x 1013-1 x 1014  30-100 30-60 
Flash memory cell Drain 5 x 1014-5 x 1015  30-100 0 
Flash memory cell Source 1 x 1015-5 x 1015  30-100 0 
Transistor LDD (n/p) 1 x 1013-1 x 1014  30-100 30-60 
Transistor S/D (n/p) 1 x 1014-1 x 1015  30-100 0 

to avoid the complete deep-depletion of the surface region underneath the 
tunnel oxide. If this happens, it gives rise to a decrease of the surface 
potential and, as a consequence, to a variation of the oxide electric field, 
responsible for tunneling. As a result, a slower erasing time and broader 
erase distribution are obtained. 

6. The channel doping must be carefully adjusted to trade off the conflicting 
requirements for source and drain junctions. In fact, a high channel 
doping (surface acceptor concentration in the order of 1017-1018) helps 
to further optimize the programming efficiency, giving rise to a higher 
lateral electric field. On the contrary, a high channel doping decreases the 
source junction breakdown and worsens the leakage current performances. 
To completely decouple the drain from the source junction formation a 
large tilt angle implantation is used in order to increase the boron dopant 
concentration below the gate after the gate formation only at the drain 
side (Tab. 2.4). It allows to surround the drain junction with a p-pocket 
(Fig. 2.28) and to optimize the programming efficiency without increasing 
the overall channel doping [31, 54]. In this way it is possible to increase 
the electric field at the drain side without affecting breakdown and BBT 
characteristics of the source junction. 

2.4.4 Interlevel Dielectrics 

The usual role played by interlevel dielectric in a standard CMOS process is, in 
a Flash process, coupled with the non-volatile memory charge retention prob-
lem. Intrinsic charge loss is related to ionic process [55, 56]: a field assisted, 
thermally activated release of mobile ions from the interlevel dielectric. This 
problem can be faced with contamination gettering in the interlevel film. For 
example data retention strongly depends on the phosphorus content of a boron- 
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Figure 2.28 Cross section of a generic Flash device with p-pocket. 

phosphosilicate (BPSG) film used as interlevel dielectrics. Cells with the same 
interpoly dielectric and gate oxide thicknesses, but with different BPSG show 
an increasing charge loss on decreasing the phosphorus concentration of the 
BPSG film (Fig. 2.29) [55]. 
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Figure 2.29 Charge loss as a function of control gate/floating gate overlapping area in 

cells with the same gate oxide thickness but different P concentration in BPSG [55]. 

Control Gate 
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2.4.5 Interconnections 

Interconnection structure plays a fundamental role in the building process of 
an integrated circuit. Interconnection technology has a major impact both on 
the manufacturing and the electrical performances of a circuit. The increasing 
complexity (Fig. 2.20) of the integrated circuit requires a continuous increase of 
interconnection levels: Tab. 2.5 reports the Semiconductor Industry Association 
(SIA) roadmap. 

Table 2.5 SIA (Semiconductor Industry Association) forecasted roadmap for interconnec-
tions. 

Lithography generation (gm) 	0.35 	0.25 	0.18 	0.13 	0.10 

Year 

min poly dimensions (run) 
metal levels (logic) 
metal levels (memory) 
max length (km) of 
interconnections in a chip 
metal spacing (gm) 
contact dimensions (gm) 

1. Contacts. As clearly shown in Tab. 2.5, one of the most critical steps of 
the interconnection technology is represented by contacts between metal 

' and silicon and by vias, that are contacts between different metal levels. 
The contact dimensions are very close to the minimum lithography di-
mension. Therefore, contact technology becomes particularly important 
in dense Flash memory since every two bits there is one contact. For 
example, this means that in a 16 Mb Flash there must be at least 8 mil-
lion "good" contacts. The failure of one contact results in the failure of 
a couple of bits, then redundancy cells have to be used. It is clear that a 
low level of contact defectivity means a high manufacturing yield. From 
the electrical point of view the contact integrity depends on two main as-
pects: correct definition (lithography and etching), and hole filling by the 
metal layer. To optimize parasitic capacitance, the pre-metal dielectric 
does not scale with the same factor of the contact dimension; therefore, 
the aspect ratio (diameter/depth) of the contacts is becoming more and 
more critical. The problem of the filling of a hole with a bad aspect ratio 
(< 1/2) is not trivial. Up to now, in 0.35 pm technology, different solu- 

1995 1998 2001 2004 2007 

350 250 180 130 100 
4-5 5 5-6 6 6-7 

2 2-3 3 3 3 
0.38 0.84 2.1 4.1 6.3 

1 0.75 0.55 0.4 0.27 
0.4 0.28 0.2 0.14 0.11 
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Figure 2.30 Planarization techniques: Spin on Glass (SOG). 

metal 

ical Polishing (CMP), Fig. 2.31 [58]. This is very similar to the wafer 
finishing technique. The process steps before CMP are the high density 
plasma deposition followed by a thick sacrificial dielectric by CVD. The 
CMP process is controlled by the chemical composition, the slurry, the 
head pressure and the wafer surface effective speed. Although this process 
seems to be very heavy to be applied in the silicon technology — it is hard 
to find the process end point, difficulties due to contaminant and solid 
particles cleaning — this technique is today mature and it has a diffused 
industrial application even with most advanced Flash technologies. 
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tions are still under evaluation: tungsten plugs with CVD technique [57], 
collimated sputtering or, more recently, ion metal plasma sputtering. 

2. Planarization. Another key solution to allow interconnection scaling has 
been surface planarization. In Flash memory this becomes a key issue due 
to the critical morphology of the field oxide resulting from the specific ac-
tive area in the cell array. Moreover, it can be added that interconnection 
process uses films with thickness of the same order of the stepper focus 
depth. This problem is solved using special planarization techniques. One 
consists in a sacrificial use of a liquid phase deposited glass, so called Spin 
On Glass (SOG). As shown in Fig. 2.30, SOG deposition is able to fill 
very small gaps, resulting in a planar surface. The following anisotropic 
etch moves the planarity level to the underlying dielectric. This procedure 
conducts to a good planarization level, but only on localized regions inside 
the circuit. A complete planarization is obtained with Chemical Meehan- 
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a) 

Wafer carrier 

Wafer „ - 
--- Polishing pad 

b) 

Motion of the wafer 

Substrate 

Figure 2.31 Planarization techniques: Chemical Mechanical Polishing (CMP). a) Schem-
atic of the machinery; b) detail of the wafer surface during the procedure [58]. 

3. Metallization. Coming back to Tab. 2.5, it can be observed that complex-
ity constraints for memories in terms of interconnection levels are relaxed 
compared to logic ones, implying an obviously different cost/performance 
ratio. The interconnection roadmap shows a metal pitch reduction with 
constant or reduced metal thickness. The constant thickness pitch scal-
ing implies a linear increase of current density, parasitic capacitance and 
resistance proportional to the scaling factor. In this case, the aspect ratio 
thickness/distance becomes critical. From the morphology point of view, 
the very short distance between two metal stripes and the high metal 
thickness to be etched worsen the definition characteristics, in particu-
lar by plasma etch, and could result in short circuits. On the contrary 
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the contemporary scaling of pitch and thickness implies the increase of 
resistance and current density with a square law of the scaling factor. In 
this case the critical issue is represented by metal layer composition and 
this can be dealt with by using a low resistivity and low electromigration 
material. To this purpose, recently, copper has been proposed as an ideal 
candidate [59], due to its 1.7p52cm resistivity and its good electromi-
gration properties. Different deposition techniques have been proposed: 
sputtering, CVD, electrochemical plating or electroless. Common to all 
of them is the need of a good barrier to prevent copper diffusion towards 
the junctions. Also in this case a TiN film is a good solution. Never-
theless, the key issue for copper integration in silicon process is plasma 
etch to define copper stripes. The presence of volatile clorine compounds 
produced by reactions and corrosion phenomena has pushed towards solu-
tions that do not imply copper etch, like for example damascene technique 
(Fig. 2.32) [60]. 

Figure 2.32 Sequence of damascene technique; top: trench definition and etch; middle: 

copper deposition; bottom: interconnections after chemical-mechanical-polishing [60]. 

A SEM picture of an array is shown in Fig. 2.33, where a cross section along 
BL is shown: single cells, source and drain diffusion lines, contact plugs can be 
observed. 

Ack...mrqz, 
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Figure 2.33 SEM micrograph of a few cells in an array. 

2.4.6 Final Passivation 

As in all integrated circuits, also in Flash memories the final passivation is 
the "protective shield" towards the outside aggressive world. It must protect 
against contamination compounds, since retention can be greatly affected by 
them. Moreover, the functionality temperature range of a Flash commodity 
spans between —40°C and 125°C. Finally, a passivation specific, which is nec-
essary in EPROM, but typical to Flash too, is to be UV light transparent. 
In fact, since different process steps can induce charge into the floating gate, 
before testing all wafers are submitted to UV exposure, to reset the floating 
gate to its virgin state. 

2.5 YIELD AND RELIABILITY 

Many issues have to be addressed when, from the theoretical model of a sin-
gle cell, a "real" product has to be designed, integrating millions of devices 
in an array. Nonvolatility implies at least 10 years of charge retention, and 
the cell has to store information also after many read/program/erase cycles. 
Cycling and retention experiments are performed to investigate Flash cell re-
liability. The confidence on Flash memory reliability has grown together with 
the understanding of the single memory cell failure mechanisms. 

Other issues are specific to the organization which is used to access the array 
of cells. These issues can give rise to malfunctioning of the product either when 
it comes out of the production line, or during its operating life. Flash arrays 
are verified analyzing array disturbs and erase threshold distribution. New 
architecture solutions, however, open new issues on Flash array reliability. 
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The high degree of testability allows the detection at wafer level of latent 
defects which may cause single bit failures related to programming disturbs, 
data retention and premature oxide breakdown, thus making Flash memories 
more reliable than full featured EEPROMs, at equivalent density [61]. 

2.5.1 Retention 

Fast program and erase operations require high voltages and currents through 
thin oxides, which in turn are easily degraded. In modern Flash cells, for ex-
ample a 16 Mbit fabricated in a 0.4pm technology, floating gate capacitance 
is approximately 1 fF, a threshold voltage shift of 3 V is requested, and a pro-
grammed cell stores around 10,000 electrons in its floating gate. A loss of only 
10% in this number can lead to a wrong read of the cell, therefore a loss of less 
than 2 electrons per week can be tolerated. 

Mechanisms which lead to charge loss or charge gain can be divided into ex-
trinsic and intrinsic ones: the former are due to defects in the device structure, 
the latter to the physical mechanisms which are used for program and erase 
operations. 

Retention capability of Flash memories has to be checked by using acceler-
ated tests which usually adopt high electric fields and hostile environments at 
high temperatures. 

2.5.2 Endurance 

Today Flash cells are requested to guarantee 100,000 erase/program cycles. 
Cycling is known to cause a fairly uniform wear-out of cell performance [62], 
due to the degradation of the tunnel oxide, which eventually limits Flash mem-
ory endurance. A typical result of an endurance test on a single cell is shown 
in Fig. 2.34 [61]; as the experiment was performed applying constant pulses, 
the variations of program and erase threshold levels are described as "pro-
gram/erase threshold window closure", and give a measure of oxide aging. In 
real devices this corresponds to longer program/erase times. 

In particular, the reduction of the programmed threshold with cycling is 
due to trap generation in the oxide and to interface state generation at the 
drain side of the channel [63], which are mechanisms specific to hot electron 
degradation (see Fig. 2.34). The evolution of erase threshold voltage reflects 
the dynamics of net fixed charge in the tunnel oxide as a function of the injected 
charge [64]: the initial lowering of the erase VT is due to a pile-up of positive 
charge which enhances tunneling efficiency, while the long term increase of the 
erase VT is due to generation of negative traps (see Fig. 2.34). 
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Cycles # 

Figure 2.34 Threshold voltage window closure as a function of program/erase cycles on 

a single cell [61]. 

2.5.3 Reading Disturbs 

During the Read operation, biases applied to the cell are of the same kind of 
biases applied during programming, only lower in magnitude. Flash cell scaling 
in the lateral dimension requires careful optimization of the doping profiles in 
order to enhance programming and erasing performances, while keeping under 
control short channel effects and preserving reliability [65]. The drain im-
plant in asymmetrical cells with p-pocket, introduced in the process to increase 
programming efficiency and separately optimize drain and source junctions, in-
creases also the spurious hot carrier generation at low VD s used for reading. 
This leads to the read disturb called "soft-programming" [66], by which a "one" 
(no charge stored in the FG) can in principle be slowly converted into a "ze-
ro" by the cumulative low level injections caused by frequently repeated read 
cycles, situation which is particularly harmful in reference cells of the sense 
amplifier. 
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2.5.4 Programming Disturbs 

Considering an array as in Fig. 2.35, if we want to program the highlighted 
transistor, a high voltage (Vpp = 12 V) is applied to the WL, and a sufficiently 
high voltage (Vdd = 5 — 7V) is applied to the BL, in order to generate hot-
electrons to program the cell. In this bias condition, though, there are two 
major disturbs, one due to the high voltage applied to the WL and to the 
transistors on the same line, the second to the medium-high voltage applied to 
the BL and to the transistors on the same column. 

GND GND Vdd GND GND 

GND 

 

GND 

VPP 

GND 

GND 

GND 

GATE 
STRESS 

 

DRAIN 
STRESS 

Figure 2.35 Programming disturbs. 

High voltages applied to the WL can stress the gate of transistors which have 
their gate connected to the WL but are not selected. There might be tunneling 
of electrons from floating to control gate through the interpoly oxide in all the 
programmed cells, i.e. in those cells where the FG is filled with electrons, since 
they have 12 V applied to the gate and 0 V on both source and drain. This is 
the "DC-erasing" disturb (Fig. 2.36), which induces charge-loss, and therefore 
reduces the margin for the high level of threshold voltage. 

There might be also tunneling of electrons from the substrate to the float-
ing gate in all the non-programmed cells, i.e. in those cells where the FG is 
"empty". This is the "DC-programming" disturb (Fig. 2.37), which induces 
charge-gain and reduces the margin for the low level of threshold voltage. 

Both these disturbs are called "gate-disturbs" and are present even during 
reading operations. They are triggered to test gate-oxide quality. 
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Figure 2.36 Programming disturbs - DC erasing of a programmed cell. Cell A is pro-

grammed, cell C is non-programmed. 

A relatively high voltage (Vdd = 5 — 7 V) applied to the BL can stress 
the drains of all FG transistors in the same column. Namely, in cells which 
share the BL with cells which are to be programmed, electrons tunnel from 
the floating gate through the gate oxide to the drain [67]; moreover, holes can 
be generated via impact-ionization in the substrate and then injected in the 
floating gate. This disturb, called "drain-disturb" (Fig. 2.38), causes charge-
loss and, consequently, a decrease in the high value of the threshold voltage. 
The same disturb can result from extensive reading cycles, and can be used as 
a gate oxide quality monitor. 

These disturbs become important when the same reading or programming 
operation needs to be repeated continuously many times, for example when 
a complete row, or column, is to be programmed in an array; this takes, in 
a 1 Mbit array, a thousand repetitions. Disturb influence becomes more and 
more important on increasing the number of reading-programming cycles, or 
programming-erasing cycles. 
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Figure 2.37 Programming disturbs - DC programming of a non-programmed cell. Cell A 

is programmed, cell C is non-programmed. 

2.5.5 Erasing Disturbs 

The electrical erase operation is performed on a block or sector, or on the whole 
array. This results in a distribution of erase threshold voltages of the single cells 
which is shown in Fig. 2.39 (dotted line). If the erase operation is performed 
by UV exposure, the distribution of the erase threshold voltages is almost a 
Gaussian around a mean value, see Fig. 2.39 (solid line). 

The exponential tail in threshold voltage distribution represents a large pop-
ulation of cells which erase faster than typical bits. This population is too large 
to be attributed to extrinsic defects, and it is believed to be related to statisti-
cal fluctuations of oxide charge and to the structure of the injecting electrode 
[61]. Positive charges in the tunnel oxide and irregular polycrystal grains may 
induce a local increase of the electric field, thus enhancing current injection 
locally, and making individual cells to erase faster than average. 

A relevant mechanism of single bit failure during program/erase cycling is 
the occurrence of an "erratic bit" [61, 68, 69]. An erratic bit shows an un-
stable and unpredictable behavior in erasing, since its erase threshold voltage 
changes randomly from cycle to cycle, from the bulk Gaussian distribution to 
the lower part of the tail. This behavior is expected to be due to hole trapping 
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Figure 2.39 Threshold voltage distribution after different erase procedures: UV erase 
(solid curve), after the first cycle (dotted line) [61]. 

in the tunnel oxide. Wentzel-Kramers-Brillouin (WKB) calculations [68, 69] 
have shown that the statistical distribution of hole traps gives a low but finite 
probability of having clusters of three or more positive charges, whose com- 
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bined electric field effect induces a huge local increase in the tunnel current. 
In this condition, trapping/detrapping of an individual positive charge causes 
a detectable change in erasing speed and threshold level. Since this behavior is 
due to statistical fluctuations of intrinsic oxide defects, erratic bit occurrence 
can be reduced by process optimization, but cannot be completely eliminated; 
design solutions have been developed to cope with this problem at circuit level. 

Other failures are related to the erase mechanism. Since FN tunneling is not 
self-limiting, it can lead to over-erasing of the cells, i.e. more electrons than 
those which have been stored are removed from the floating gate; the device 
has less negative charges than in the non-programmed case and a net positive 
charge is now present, thus transforming the device from an enhancement to a 
depletion one. In this case, the read operation will always give a wrong result. 

2.6 SCALING ISSUES 

The architecture,  of an Industry Standard Flash cell array is typical of a NOR 
gate array, where every single cell is addressed by two signals, one for the 
BL and one for the WL; the source line and body are common to the whole 
array. Moreover, in standards arrays a contact is shared between two cells, 
thus consuming cell area. The common issue among the different solutions and 
applications is the cost-per-bit reduction, which will be mainly provided by 
technology scaling. No consolidated theory has been developed for Flash cell 
scaling [70]. 

Scaling issues deal then with the single cell layout. The goal is to reduce 
the area used for contacts, and layout issues are contact placement issues. To 
improve integration, many new solutions have been proposed, mainly new array 
architectures. 

A reduction of the area occupied by a Flash memory cell when fabricated in 
a double poly stacked gate structure, particularly the reduction of the effective 
channel length, Leff, gives many advantages, not only from the density point 
of view, but also for the performances. In fact, the efficiency of the carrier 
injection into the floating gate increases on decreasing Leff, thus speeding up the 
program operation. On the contrary, decreasing Leff enhances punch-through 
and drain turn on, since the capacitive coupling between drain and floating gate 
increases. The final value of Leff comes from a trade-off between performances 
and disturbs. 

Another relevant issue in Flash memories is the need of high voltages for 
program and erase. While CMOS technology scaling requires the reduction of 
the operating voltages, the actual program/erase operations are based on phys-
ical mechanisms whose major parameters do not scale (3.2 eV energy barrier 
for channel hot electrons and at least 8-9 MV/cm for FN data alteration in 
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0.1-1s). Moreover, the trend towards increasing the programming throughput 
will even force the internal voltage to rise. Double voltage supply simplifies 
memory design and minimizes the area, since there is no need to generate the 
high voltage internally. Therefore, they are preferably used when present in the 
circuit, even though internal generation is sometimes preferred for the correct 
operation of the memories in the chip. If internal generation is to be done, 
many issues need to be discussed. For example, hot electron programming is 
not an efficient mechanism, and if only a 5 V voltage supply is used and current 
levels are not increased, programming times can become unacceptably slow. 
On the other hand, internal charge pumping circuits can be used only when 
small currents flow in the channel. Erasing opens similar issues. 

Nonvolatility implies at least 10 years of charge retention. Nonvolatility 
issues affect the scalability of thin active dielectrics (tunnel and interpoly). Di-
rect tunneling mechanism fixes the tunnel oxide limit to 6 nm, which needs 
to be increased more realistically up to 7-8nm, due to trap assisted electron 
tunneling caused by oxide aging [71]. The scalability limit of the interpoly 
dielectric (ONO) has been reported to be around 12-13nm [14]. These thick-
nesses can be combined to give an equivalent memory cell oxide (defined as 
tunnel oxide thickness divided by the coupling coefficient aG), which sets the 
limit for the memory cell poly length. Other constraints limit the minimum 
poly length, namely: channel hot electron injection requires some minimum 
drain-gate overlap and abrupt junction to maximize injection efficiency; FN 
tunneling to the source requires an overlap with the n+ region below the gate; 
FN tunneling to the channel requires small gate/diffusions overlaps. Moreover, 
when charge is injected from the polysilicon floating gate the number of poly 
grains in the tunneling area plays an important role in determining the VT 
distribution width [72]. 

In this scenario, the search for higher integration goes towards new architec-
tural solutions, towards the reduction of the number of contacts, and towards 
the reduction Of alignment tolerances. Contactless (virtual ground) configu-
rations have been proposed and used [73]. Fig. 2.40 shows the layouts of a 
T-shaped staked-gate Flash cell and of a contactless one. In the second case, a 
50% area reduction can be achieved, only by self-aligning every single device, 
but this induces a higher complexity. 

Other structures alternative to Industry Standard Flash cells have been con-
sidered for Flash memories, see again [13]. Differences are mainly due to the 
array organization, program/erase mechanisms, and approaches to overerasing 
(which is solved algorithmically in standard structures). Many new cells use 
FN tunneling to the channel for both erase and programming, to enable an 
easier supply scaling and to reduce cell size. These new cells are used in NOR 
or AND architectures according to their specific details. A completely different 
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avalanche-injection MOS (FAMOS) structure". Applied Physics Letters, 
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Figure 2.40 Layout of a T-shaped staked gate Flash cell (a). A contactless (Virtual 
Ground) cell is also shown in (b) and (c) [73]. 

approach in array organization can be followed by using a NAND architecture, 
in which the elementary unit is not composed by the single three-terminal cell, 
which stores one single bit, but by more FG transistors connected in a series 
of 8 or 16, realizing a chain connected to the bit line and ground through two 
select transistors. This kind of memory organization with a unit element with a 
dimension of one byte (or one word) is closer to the ideal memory with parallel 
access. It allows even page (256-byte) programming, resulting in a greatly im-
proved versatility. Many efforts are currently being done to produce this kind 
of memory for mass storage applications. 
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3.1 INTRODUCTION TO FLASH CELL DESIGN 

The selection of a Flash cell approach is a reflection of the market and product 
features that a company decides to pursue. There are two major markets for 
Flash memories: one is the traditional embedded memory, and the other is the 
new emerging market of mass storage. 

The embedded memory market includes stand alone memory products and 
the integration of memory and logic on the same product (microcomputers with 
memory on board, as an example). In this market, the Flash functionality fol-
lows the same trend as the traditional NVM products, ROM, EPROM and 
EEPROM. These applications require a complete memory array, and not even 
a single defective bit is acceptable in an array during product operation, as 
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requested by the customer. Product access times are in the range of 25-100 nS, 
programming time of 10 gas/byte and erase time of a few hundred milliseconds 
to few seconds. The supply voltage in operation is typically 5 V+10%, with 
many emerging requirements for 3 V+10% and even 2 V+10%. This supply 
voltage is the only source of power in Read, Programming and Erase (dual 
power supply Flash products are loosing appeal). Operations must be guar-
anteed across all the temperature ranges dictated by commercial, industrial or 
military standards. Redundancy concepts to enhance yield are required. As 
will be explained in this chapter, Flash redundancy is much more complex to 
implement compared to EPROM or volatile memories like SRAM and DRAM. 

The size of the embedded market is by far larger than the mass storage one, 
despite early predictions of a major storage market. The key element in this last 
market is cost per bit. So far, the complexity of solid-state Flash memories, and 
the continuous and consistent reductions in the cost-per-bit of magnetic disks 
have hindered the wide spread acceptance of Flash as a storage replacement. 
Nevertheless, the Flash memory technology is widely penetrating into markets 
like digital cameras, palm size computers and medium density mass storage. 
Moreover, the system support of Flash memory helps in reducing costs. System 
management allows replacing defective portions of the array before and during 
the product operation, sharing the control functions between many dies on a 
board, implementing multilevel cell concepts. These are only some examples of 
system related cost reductions. 

The product features in mass storage applications are different from the ones 
required for embedded memory products. Access times in ms are acceptable, 
with much more emphasis on the programming speed. Parallel programming is 
required for digital video cameras. Array segmentation that reflects a 512 byte 
magnetic disk segmentation is a key array architecture for this market. 

Market requirements are clearly a key factor in the selection of cell and array 
concept. The company past experience plays a significant role, as well. The 
complexity of Flash is so overwhelming that fall backs on past NVM experience 
may significantly reduce the time to market of products. In this chapter, we 
will attempt to evaluate Flash cell and array architectures from the point of 
view of device functionality, process complexity and applications. To simplify 
the discussion, we will divide the chapter into two sections. In the first section, 
we will discuss Flash concepts in a single bit per transistor implementation. 
This will allow us to focus on array functionality, process and product imple-
mentation. In the second part, we will focus on the multilevel compatibility of 
the same concepts as an add on feature. 
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3.2 BINARY FLASH CELLS 

3.2.1 Figures of Merit 

In describing Flash cells and their operations, we will refer to a set of figures 
of merit [1-4]. This will simplify the discussion and will serve as a mean of 
comparison. In Chapter 2, a very thorough discussion on the Industry stan-
dard cell and array (the T-shaped cell) has been presented. We will use this 
architecture as a reference for our analysis. 

The figures of merit which will be used in the following to evaluate different 
solutions are: 

1. Cell size: 

2. Process complexity; 

3. High Voltage requirements; 

4. Array efficiency; 

5. Redundancy implementation; 

6. Low Voltage simplicity; 

7. General purpose or dedicated application. 

To generalize the terms in which we compare the cell size, we will refer to 
absolute size in F2  (Feature size squared). This concept has the advantage 
of establishing a common term of comparison. The disadvantage is in the 
assumption that this normalized cell size is invariant under design rule scaling. 
Once the cell size is established the next question is how complex is the process. 
This figure of merit focuses on the manufacturing of the cell. Another important 
figure of merit is the value of the maximum voltages required to operate the cell. 
This figure of merit is very important, since it reflects the level of complexity of 
the CMOS process needed to sustain the high voltages. It also has implications 
on the circuitry surrounding the array and on the reliability of the memory 
itself. The high voltage requirements are orders of magnitude more stringent 
than for an EPROM. Flash technology requires reliable oxide with an endurance 
of 100,000 cycles or more with high voltage stress [5]. 

The array efficiency and the redundancy implementation are two figures of 
merit that correlate the cell and array complexity to the product implementa-
tion and yield. In case the cell size reduction is accompanied by an enhanced 
array complexity, the array efficiency will be poor. In Flash memories, the 
redundancy implementation is critical: many single cell failures need great 
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flexibility in the redundancy. Many concepts with limited natural bitline seg-
mentation suffer from lack of row redundancy. 

The low voltage implementation depends on charge pumping techniques for 
voltage boosting during programming and read. Issues like maximum voltage, 
maximum currents and read speeds determine the ease of applying a given 
approach to lower supply voltage. In logic products, low supply voltage is a 
reflection of the internal voltages of operation. In Flash this is true only for 
the logic part of the chip, while the array will need several internally generated 
voltages for programming, erase and read. No Flash concept to-date is a true 
low voltage for all operating functions. 

Based on Section 3.1, it is clear that the Flash market is not yet settled. We 
think it is advantageous to have a general application Flash concept rather than 
a dedicated market one. It is clear that, if in the future partial markets will 
become big enough, this benefit may no longer be relevant. Finally, scalability 
has not been identified here as an independent figure of merit, since it results 
from the sum of the previously listed figures of merit. 

3.2.2 Cell Design Complication Hierarchy from ROM to Flash 

The product functionality increases from ROM to EEPROM, from a read only 
memory to a byte programmable, erasable read only memory. The impact of the 
enhanced functionality leads to increased cell and array design complications 
as we migrate up the functionality ladder. In order to fully appreciate Flash 
cell design, it is imperative to compare its cell design constraints to other NVM 
cell constraints. Fig. 3.1 shows the device schematic of ROM, EPROM and 
Flash cells. 

As the most significant difference, the ROM cell/array never "sees" high 
voltage. It is significantly simpler than EPROM or Flash. ROM is the only 
NVM concept where all internal voltages can be scaled to the external supply 
levels. In ROMs, there is no floating gate for charge storage, and this signif-
icantly simplifies the process: no charge leakage considerations, no disturbs, 
and no drain turn-on issues are used to limit channel length scaling. 

The EPROM, incorporating the electric programming capability, is a big 
step up from ROM. The issues of high voltage, floating gate reliability and 
process complexity are present but in a simpler form than in Flash. A major 
complication as we migrate from EPROM to Flash is electrical erase. The 
EPROM cell virgin Vt is a fixed parameter based on cell coupling ratios and 
floating gate threshold voltage. The electrical erased Vt of the Flash cell, even 
though controllable, has a distribution on the array since the erase operation is 
carried out on an entire memory block or sector at a time ("bulk" erase). The 
cell design has to be carried out with the goal of minimizing coupling variations. 
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Figure 3.1 Device schematics for ROM, EPROM and Flash cells. 

This is the main motivation to move to self aligned source oxide etch as we scale 
down source erase Flash cells, for example. The electrically erased Vt and its 
distribution complicate the circuit and product design of Flash with respect to 
EPROM. 

The electrical erase of Flash cell with a thin tunnel oxide needs an extended 
overlap of the floating gate on the field oxide to obtain a coupling ratio capable 
of providing good programming, erase and read performance. If the diffusion 
pitch is the limiting pitch, this becomes a challenge as we scale down Flash cell 
size to approach EPROM cell size. To minimize the total program-erase cycle 
time, Flash cells must also exhibit superior programming behavior with respect 
to EPROM cells (for which programming time during wafer sort is the major 
consideration). The Flash cell operates with high voltages on both source and 
drain, and this imposes tough junction engineering requirements. 

A large variety of possible "disturb" effects adds on the complexity of Flash 
over EPROM. The Flash array has to be designed in view of the Flash cell 
capability to achieve immunity to such disturbs. This dictates the need for 
array segmentation into sectors both during programming and electrical erase. 
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3.2.3 Basis for Flash Cells/Array Classification 

There are different ways one can classify cells, viz., by the kind of system ap-
plication of the memory chip or by the physical mechanisms for memory opera-
tions, like tunneling and hot electron injection. In fact, different Flash memory 
vendors often quote subtle variations for the same generic Flash concept, which 
we will refrain from discussing in this chapter. 

According to the classification introduced at the beginning of this chapter 
[6], there are two distinct classes of Flash erase, one for general purpose stand-
alone applications, and the other for specific applications like mass storage or 
logic with embedded memory. Stand alone Flash memories have to possess all-
around good characteristics for cell size, program and erase speed and reliability, 
read current and peripheral overhead. The mainstream Flash memory put 
special emphasis upon one attribute or another while compromising on the 
rest, e.g., Flash memory for mass storage application puts big emphasis on cell 
size and redundancy, while less emphasis on program and erase speed or read 
current. On the other hand, for logic with embedded Flash the emphasis is 
put on process and device integration [7]: the relative size of the embedded 
Flash memory with respect to logic defines how much effort has to be spent on 
cell size reduction and which will be the cost increase due to the integration 
of Flash technology with logic or other technologies. Nevertheless, the present 
trend towards higher Flash densities also for embedded applications emphasizes 
strongly smaller array concepts. 

As far as a classification according to memory function is concerned, pro-
gramming and erase mechanisms of Flash cells are a good discriminating bench-
mark. The programming mechanisms most widely adopted are channel hot elec-
tron injection and Fowler-Nordheim tunneling, while the most widely utilized 
erase mechanism is Fowler-Nordheim tunneling to either the silicon channel (or 
to a junction) or to another polysilicon layer. The details of programming and 
erase mechanisms are discussed in details in Chapter 2. This approach to Flash 
cell classification is partly historical in nature. Flash cells have evolved along 
two different paths, one coming from the UV-EPROM, which is channel hot 
electron programmable and UV erasable, while the other is coming from EEP-
ROMs, which traditionally have relied on tunneling for both programming and 
erase. Another attribute of the evolution process from EPROM to EEPROM 
that becomes apparent in Flash cells is the choice of a one transistor cell or of 
a two transistor (or split gate) cell. 

As the drive towards lower supply voltages continues, low current program-
ming mechanisms are being favored. Thus, as we scale down the power sup-
ply, the channel hot electron mechanism with highest injection efficiency (e.g., 
source side injection) and the Fowler-Nordheim (FN) tunnel programming 
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mechanism become the two dominant competing mechanisms driving Flash 
development. Since tunneling is a relatively slower process, many bytes (or 
pages) must be written in parallel to attain competitive programming times 
relative to channel hot-electrons programming. The two main disadvantages of 
FN-tunnel programming are the need of high electric fields, and the wider final 
distribution of programmed Vt due to the multibyte programming algorithm. 
These two factors are crucial to determine device reliability and endurance 
characteristics. 

The disadvantage of channel hot-electrons programming is that the program-
ming current is still many times higher than the one in FN tunnel program- 
ming. Today, we are seeing a renewed interest in other hot electron program- 
ming mechanisms which could allow to reduce the programming current, like 
substrate hot electron injection. The choice of the programming mechanism 
becomes very important in implementing multilevel Flash operation (to be dis- 
cussed in detail in Section 3.3.2). In the choice of the programming/erasing 
mechanism another constraint for Flash cells has to be considered, which is 
not required for EPROMs: for Flash, program and erase operations have to 
be guaranteed at any temperature in the operating range, while there are only 
room temperature programming requirements for the EPROM array. 

The number of EPROM array program/erase cycles is limited to 1,000, while 
Flash array cycles can be as high as 1,000,000; this is the biggest incremental 
difference from EPROM to Flash, which is reflected into much tighter require-
ments concerning the integrity of the cell after program/erase cycles. Dielectric 
reliability under high field stress and charge injection must be guaranteed for 
Flash cells. The impact of cycling requirements on Flash cell design is evident, 
for instance, in the tayloring of the graded source junction of the industry 
standard Flash cell. 

For Flash memories, the possible array configurations can be classified as 
having a common ground or a virtual ground architecture. Common ground 
architectures implement a bit-line contact and a separate diffusion source line 
every two cells. The diffusion source line is connected to ground through a 
dedicated metal line every sixteen bit lines. Virtual ground architectures adopt 
one contact every 64 cells with the diffusion lines serving as drain of one column 
of cells or as the source of an adjacent column of cells (like in the split gate, triple 
poly, Virtual Ground architecture). More advanced Virtual Ground arrays 
adopt one metal line every two bit lines like in the Alternate Metal Ground, 
AMG architecture. The common ground array is traditionally the most popular 
array architecture, but with technology (density) scaling virtual ground array 
architecture are becoming increasingly favorable. The main motivation for 
virtual ground array architecture is the smaller effective size. 
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Virtual ground arrays have diffusion bitlines which are buried beneath the 
control gate polysilicon layer. The major contribution to smaller effective cell 
size reduction is the dramatic reduction in the number of bitline contacts in 
the array by a factor typically ranging from 8 to 64. The channel length of 
virtual ground cells is defined primarily or in conjunction with the floating 
gate polysilicon layer. This is a difference from the common ground cell, where 
the channel length is defined by the self aligned double poly etch. The presence 
of bitline contacts shared by 16-128 cells leads to an increased bitline resistance 
for the virtual ground arrays. In comparison, the common ground array cells 
have negligible drain resistance but considerable source resistance due to the 
source contact which is shared by 8-16 cells. The bitline resistance and its 
associated impact on read current and programmed Vt are an attribute for 
array performance. 

3.2.4 Detailed Description of Flash Cells and Architectures 

Following the classification reported in Fig. 3.2, we see that the memory array 
can be implemented in NOR, NAND or AND configurations. The industry 
standard has a NOR, common ground array configuration. We will consider in 
the following other NOR common ground implementations of the array: Source 
Injection Flash memories, DINOR (Divided bit line NOR) and EEPROM-like 
Flash, as well as three variants of NOR virtual ground arrays, namely AMG, 
Split Gate and Asymmetrical Contactless Transistor (ACT). As it will be shown 
in the following paragraphs, the virtual ground concept is present also in the 
NAND configuration and in the AND arrays. 

The "programmed" state of the cells is identified here as the result of the 
operation which can be carried out byte by byte, since this is the convention 
usually adopted by the developers of the various types of architectures. Accord-
ing to the array organization and operation, this can correspond to either a high 
Vt or a low Vt state of the cell. It should be noted, however, that the JESD 
100 "Terms, Definitions, and Letters Symbols for Microcomputers and Memory 
Integrated Circuits" and the IEEE Floating Gate Array Standard P1005 (draft 
version) always identify "program" as the operation of injecting electrons onto 
the floating gate of the memory cell (thus increasing Vt) and "erasing" as the 
opposite operation. In the following, we will alert the reader when the termi-
nology adopted deviates from the IEEE standard above quoted. According to 
the terminology we have chosen, the NOR arrays have a "programmed" state 
which is high Vt (same as IEEE standard), while the DINOR and AND arrays 
have "programmed" state which is low Vt (so the IEEE standard calls this 
state "erased"). 
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Flash Array Architectures 

NOR NAND AND 

Virtual Ground 	Common Ground 	ACEE AND HiC 

Source Injection Standard DINOR EEPROM .  

AMG Split Gate 

Poly-Poly Erase 	Merged 

Figure 3.2 The family tree of Flash array architectures. The NOR architecture variations 

are the majority of the concepts. The Common Ground is the predominant concept in 

production today. The ACEE (Array Contactless EEPROM) and HiC (High Coupling ratio) 

are among the many variants of the Flash cells developed. 

The choice of the cells which will be discussed in detail in the following has 
been based on their relative importance, judged by the number of companies 
that adopted it, or on their significance as a basic concept. We will start with a 
description of the standard array focusing on the cell and array features. This 
will assess the terminology adopted and will be used as a reference throughout 
the chapter. 

Industry Standard Common Ground NOR 

This concept was extensively described in Chapter 2. The cell is based on the 
standard EPROM cell and array architecture, and adopts the same channel 
hot-electrons programming mechanism [8-10]. Erasing is accomplished through 
Fowler-Nordheim tunnelling of electrons from the floating gate to the source. 
The cell design relies on many years of experience accumulated on EPROM 
production, which is an important part of its appeal. 
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w W' 

Figure 3.3 The schematic layout of the industry standard common ground NOR array [3]. 

The polycide wordlines traverse left to right (dashed borders in the figure), while the metal 

bitlines (dash-and-dot borders) traverse top to bottom. Notice the sharing of bitline contact 

between two cells and the definition of the polyl layer which is etched twice; the first etch 

defines the width while the second etch (self aligned to the wordline) defines the channel 

length. 

The array layout and the corresponding cross-sections along the bit-line B-B' 
and along the word line W-W' are shown in Fig. 3.3. In the layout of Fig. 3.3, 
the metal bit lines (BL) are the dashed vertical lines and the horizontal lines 
are the polycide word lines (WL). There is a BL contact every two cells and 
there is a diffusion source line every two cells. The diffusion source line, which 
is parallel to the wordline, is connected through a dedicated common source 
metal line every sixteen bitlines. 

Source and drain regions are self-aligned to the 2nd-poly/ONO/1st-poly 
stacked gate structure. Among the critical design rules, the metal bit line 
pitch with a contact ranks high. Another critical feature is the distance of the 
contact to the double poly gate stack. The diffusion pitch is also a critical 
design rule. Obviously there are many other design rules that affect this cell 
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Figure 3.5 The basic process steps involved in fabricating the standard common ground 

NOR array [3]. The figure illustrates the misalignment critical masking required for the 

graded source junction. 
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size. The 0.6µm cell size is 3.6 itm2, the 0.5 itm generation is 2.8 AlT12  and the 
0.35 itm generation is 1.2 AlT12. All the above sizes can be translated to 10 F2  
as the cell's figure of merit. Fig. 3.4 shows a sketch of the array organization. 

The schematic cross-section in Fig. 3.5 refers to the n+ source region between 
two wordlines and allows the identification of the key critical process steps 
which characterize this cell. The first critical point is the definition of the 
polycide 'word lines, which consists in a self align step needed for defining the 

COL X-1 COL X COL X-1 

Figure 3.4 The device schematic of the layout in Fig. 3.3 [3]. 	The cell during 

read/programming is selected with a combination of wordline and bitline, while the erase is 

done for the whole block of the array. 

WSI 2  
riffedd ONO ffrAtiffrA 
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floating gates. The difficulty of this step is in maintaining a vertical profile over 
a very thick double poly feature that crosses over the steep slopes and thick 
field area. The control on the vertical profile of the stacked gate defines the 
channel length. In order to minimize the cell size, the source side is defined 
through a self aligned etch of the field oxide to the word line. The difficulty in 
this process step is that the selectivity of the oxide etch to the silicon etch is 
very critical since the source line is defined through diffusion and field areas. 
Another criticality of this source definition step is the mask definition in the 
middle of the narrow word lines (Fig. 3.5 bottom). 

To summarize, the critical technology steps in defining the cells in and "in-
dustry standard" array are: 1) Contact between the two cells, 2) Double poly 
etch, 3) Self aligned source etch and mask, 4) Tunnel oxide growth and quality, 
and 5) Tight metal pitch. The combination of so many critical process steps 
and design rules results in the relatively large cell size. 

Functionally this array is very simple. Its schematic diagram is shown in 
Fig. 3.4 and described in Tab. 3.1. The read and programming operations 
differ only by the voltage levels. The erase operation is on the source side. 
Separating the programming and erase junctions helps in the optimization of 
both mechanisms and improves the endurance reliability. Negative gate voltage 
is a common feature in the erase operation. 

Table 3.1 Different voltage levels required to perform the various array operations, viz., 

read, programming and erase in the standard common ground NOR array. 

MODE BL WL SL COMMON 
READ 1V Vcc Gnd 
PROGRAMMING 6V 10V Gnd 
ERASE Float -10V Vcc Block 

Two types of array segmentations are being implemented, generating either 
BL or WL blocks. In the BL block, a group of full BL's serve as a segment 
[9]. This solution is very natural to the architecture and metal 2 can serve 
for WL strapping providing speed enhancement. The WL block is achieved by 
segmenting the BL into 256 bits local BL's (metal 1), connected through select 
transistors to metal 2 Global BL's. This segmentation adds about ten percent 
of the array size [10]. 

The industry standard array can be used for both embedded and mass stor-
age applications. However, it is a better fit for the embedded market. Redun-
dancy effectiveness is a key parameter in product cost structure. For embedded 
memory there can be two types of redundancies, viz., column and row redun-
dancy [11]. In the case of mass storage products, redundancy can be achieved 
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via system level concepts that do not require a perfect die. While discussing 
redundancy we will always refer to the first concept which is the perfect die 
rather than the concept of the mass storage market. For the industry standard 
cell, the column redundancy is very effective. Disturb problems and lack of 
natural segmentation limits implementation of effective row redundancy. 

As is explained in Chapter 2, the erase Vt distribution control is one of 
the most significant problems in implementing this Flash concept. In order 
to enlarge the tolerance to the Vt distribution, the maximum Vt of the cell 
can reach a value as high as 3 V, hence charge pumping the WL in low supply 
levels is essential. The methods to implement this feature, though well estab-
lished, result in speed and power penalty [9]. The array efficiency, defined as 
the percent of the array size relative to the die size, for a 16 Mbit product is 
about 51%. This is an important figure of merit that we will review as we ana-
lyze the different array architectures. This relatively low array efficiency is the 
consequence of the complexity in Flash product implementation. A complex 
controller is needed on board to guarantee programming and erase across spec-
ified temperature and supply voltage variations, without affecting the product 
performance. 

In Tab. 3.2 the common ground figures of merit are summarized. The cell 
size is large since it is 2.5X larger than the minimum geometry (for a process 
with minimum feature size F, the minimum geometry is 4F2). This is not the 
most difficult concept, even-though the process complexity is high. Low voltage 
implementation is suffering from the high current requirement in programming 
and WL voltage pumping in read. The array efficiency for this array is better 
than for most other, but lags behind the pure mass storage products. 

Table 3.2 A figures of merit summary for the standard common ground array. A higher 

grade means worse performance. This is a robust technology, widely adopted in production. 

FEATURE GRADE 
Cell Size 3 
Process Complexity 2 
High Voltage (On-Chip) 2 
Array Efficiency 2 
Redundancy 2 
General Purpose 1 
MultiLevel 1 
Low Voltage 2 
TOTAL 15 
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It is very important to realize that currently the common ground architecture 
is by far the highest volume Flash memory in production. 

NAND Cell and Array 

The NAND array reduces the cell size with respect to the NOR, parallel, com-
mon ground architecture, by connecting the cells in series between a bit line 
and the source line. The NAND array architecture is a mass storage concept 
where scaling is achieved by word line pitch scaling [12-16]. The word line pitch 
scaling can be better understood with the help of Fig. 3.6. Scaling is achieved 
by the positive effect of two factors: 1) a significant reduction of the total num-
ber of contacts, from one contact every two cells to one contact every sixteen 
cells; 2) the reduction of the requirement on the punch-through immunity of 
the cell. The outcome is a significant reduction of the cell size from 10 F2  to 

6 F2. In order to understand the dramatic improvement on the reduction of 
the number of contacts, we will use the schematic diagram of the array shown 
in Fig. 3.7. The unit block is formed by sixteen elementary cells in series with 
two select transistors, i.e., the ground select transistor (GSL) and the bit line 
select transistor (SSL). The read is accomplished using the "Read Through" 
concept: the fifteen cells neighbor to the selected cell serve as pass gates. This 
can be viewed as if every cell has two functions, viz., to store the information 
and as well as to be a pass gate when reading its neighbors. 

Common Ground 
	

NAND 

-10F^2 
	 -6FA2 

Figure 3.6 Illustration of the wordline pitch scaling in the NAND array. The cell size 

scales down from a 10 F2  for the standard common ground to 6 F2  for the NAND [1]. Note 

the reduced number of contacts. 
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SSL 

Pass W/L 

Sel. W/L 

Pass W/L 

GSL 

Figure 3.7 The device schematic diagram of the NAND array. The group of 16 cells are 

connected to the global bitline with select transistors and the selected cell access requires 

the neighboring cells to provide a read through [14]. 

Erased Cell 	Programmed Cell 
	

Over programmed Cell 

Threshold voltage 

Selected word line level 	Unselected word Ilne level 

Figure 3.8 The programmed and erased array Vt distribution for the NAND array. Over-

programmed cells can potentially affect the read access of the other cells [13]. 

Fig. 3.8 illustrates the above point with the different wordline voltage levels. 
The cell to be read has a grounded WL (selected wordline level), the other cells 
(the pass gates) have the unselected level of 4.5 V. In the "0" state the cell has 
a threshold voltage higher than 0 V (programmed cell), and in the "1" state 
the cell has a negative threshold (erased cell). The programmed level has to be 
lower than the pass gate voltage, to enable the neighbor read. The logic level of 
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the cell is detected by a sense amplifier connected to the bit line. It is clear that 
"Read Through" is a slow read concept, and the control of the programmed 
threshold distribution is a key issue. The random access speed is slow, around 
10 its. This is the main reason why the NAND concept is dedicated to the slow 
mass storage applications. 

Programming is achieved through FN tunneling of electrons from the chan-
nel to the floating gate and results in a positive threshold voltage. Erasing 
is obtained by FN tunneling of electrons from the floating gate to the channel 
resulting in a negative threshold voltage Vt. Erasing requires biasing the p-well 
and the n-substrate with a high positive voltage 	20 V). The, consequences 
of this mode of operation are: a) the cell does not employ hot electron pro-
gramming, the bias voltage applied to the drain is relatively low, and punch-
through does not represent a problem; b) since channel tunneling instead of 
source tunneling is adopted, standard (not-graded), lightly-doped, source (and 
drain) junctions can be used; both a) and b) allow shorter gate lengths with 
respect to the standard cell, and improved scalability. Other relevant factors 
are: c) as tunneling is the program/erase mechanism, low currents are involved, 
and high voltages can be generated by charge-pump techniques; d) the erase 
procedure requires high voltages applied to the p-well; as a consequence, the 
control CMOS circuits and the NAND cell array must be located in different 
p-wells. The p-well which hosts the logic circuits is always at ground. 

The "Read Through" concept, however, complicates the conceptually simple 
erase/program procedures based on F-N tunneling from/to the channel for both 
programming and erase. "Channel" F-N involves low coupling ratio and very 
high voltages. In the following, we describe program and erase operations and 
their drawbacks. 

Programming is achieved by selective F-N tunneling from the channel to 
the floating gate. In Fig. 3.9, the programming of one bit and the inhibit of 
the others are shown. The programming is done by applying a high voltage 
(15-20 V) on the word line and grounding the channel. The grounding of the 
channel is obtained through the neighbor cells by applying an intermediate 
voltage level (10 V) to their gates and grounding the metal BL. To inhibit the 
devices which share the same word line but should not be programmed, the bit 
line of these devices is supplied with Vcc, thus turning off the corresponding 
select device (see Fig. 3.9). Through coupling from the gate to the channel, the 
channel potential of the program-inhibited cell is increased to 8 V and hence 
the potential drop across the tunnel oxide is less than the value which could 
initiate tunneling. This type of dynamic inhibit puts severe limitations on the 
cell disturbs: all the pass gates see 10 V on their gates with possible ground 
potential on their channel; also the unselected cells sharing the same word line 
see a similar voltage difference, with possible weak programming of the cell. 
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Figure 3.9 Dynamic program inhibit concept for the NAND array. Deep-depletion under 

the floating gate of the cells belonging to the wordline being programmed reduces the voltage 

stress for the gate disturb [14]. 

The latter inhibit margin is based on the dynamic charging of the channel. 
These severe disturb conditions and the tight requirement on the programming 
threshold distribution make this technology very sensitive to the coupling and 
tunnel oxide thickness variations. 

During erase, a very high voltage is applied to the array well, with all the 
word lines grounded. The very high voltage is required because of the relatively 
low gate to substrate coupling. The functionality of the NAND architecture is 
illustrated in Tab. 3.3. 

Table 3.3 Truth table for the NAND array summarizing the different voltage levels required 

to perform the various array operations, viz., read, programming and erase. 

MODE Set. WL Pass WL SSL GSL "0"BL "1" BL Bulk 
READ Gnd 4.5V 4.5V 4.5V 1.8V 0.7V Gnd 
PROGRAMMING 15.5-20V 10V Vcc Gnd Gnd Vcc Gnd 
ERASE Gnd Gnd Float Float Float Float 21V 

The process is relatively simpler than the common ground architecture. It is 
a single metal, triple well and double poly process. By reducing the number of 
contacts in the array, the design rule of contact to double poly is less critical. 
There is no need to have a self aligned source. The process complexity arises 
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from the requirements on a good and tight control of the coupling and on the 
use of very high voltages (above 20 volts) in the CMOS periphery. Product 
implementation for mass storage applications is simplified by the array natural 
segmentation. The small basic block makes this architecture very effective in 
incorporating both column and row redundancies. 

A single power supply can be used for low voltage applications, but it requires 
WL charge pumping to voltages higher than in any other array architecture. 
This is due to the need of reading through the cells without introducing too 
high series resistance. Moreover, channel F-N tunneling requires extremely 
high voltages for program and erase, which add on other severe requirements 
on voltage pumping. This makes the charge-pump circuitry a significant part 
of the periphery. 

The "Read Through" mechanism is not compatible with high speed appli-
cations. The array efficiency is good, with a value of 55% for the 16 Mbit 
mass storage product. An evaluation of the performances of this architecture 
is shown in Tab. 3.4. The key difference between this architecture and the 
common ground array is a much smaller cell size with a more complicated read 
operation. This limits the application of the NAND architecture to mass stor-
age only. Its advantage in redundancy implementation is important for this 
kind of application; the disturb margin, however, is very narrow and may cause 
significant yield problems. 

Table 3.4 A figures of merit summary for the NAND array. This memory concept is well 

suited for mass storage applications, but suffers by high voltages and slow speed for read 

access. A higher grade means worse performance. 

FEATURE GRADE 
Cell Size 1 
Process Complexity 2 
High Voltage (On-Chip) 3 
Array Efficiency 2 
Redundancy I 
General Purpose 3 
MultiLevel 3 

Low Voltage 2 
TOTAL 17 

DINOR (Divided bit line NOR) Cell and Array 

The DINOR array allows the scaling of the industry standard array without 
changing the array architecture [17-21]. The scaling is both in the word line 
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DIvided bit-line NOR 

-•(-----Select Gates 	>,---4( 

 

64 cells 

 

  

Figure 3.10 DINOR array device cross-section showing the triple well, triple poly and 

double metal process required to realize this array [17]. There are salicided local bitlines and 

the first metal is used for wordline strapping. 

pitch and the bit line pitch. To achieve scaling in both dimensions, both the 
process and the cell programming and erase mechanisms are changed with 
respect to the standard NOR array. This is a quite different approach to scaling 
than the NAND, where a dramatic reduction of the word line pitch is achieved 
by eliminating the contacts between two bits. 

A cross-section of the basic block is shown in Fig. 3.10. The global bit lines 
in metal 2 are connected through a select device to the local bit lines. When 
switched on, the local bit lines are connected to the drains of a sub-block of 
64 transistors by means of a polycide line. There is one global metal BL for 
every two local polycide BLs (Fig. 3.11). The local bit lines are connected in the 
standard common ground array configuration: one contact between two word 
lines. There are diffusion source lines connected every sixteen cells through 
another global source metal line. 

The BL pitch scaling is due to the smaller area required for the buried 
contact between the polycide local BLs and the drain diffusion layers, obtained 
through poly plug contacts, with respect to the BL metal/diffusion contact in 
the standard architecture. The overall memory array is smaller than the NOR 
array despite the select gate has been added to each sub bit-line. 

The first metal is used to reduce the RC delay of the word lines. The poly 
WL resistance is high due to the limitation imposed on it by the polycide local 
BL. This is one of the disadvantages of the DINOR architecture. 

Fowler-Nordheim tunneling of electrons from the floating gate to the drain 
junction, which is accomplished selectively and results in a low Vt, is usually 
called programming by DINOR developers. Erasing is the opposite operation, 
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Figure 3.11 Schematic layout of the DINOR array [17]. The select transistors connect the 

global second metal lines to the salicided local bitlines. There is no double-diffused junction, 

and this helps in scaling the array pitch. 

carried out via FN tunneling from the channel to the floating gate;, it results in 
high Vt voltage and is accomplished block by block. These definitions are the 
opposite with respect to the industry standard NOR array and IEEE P1005 
draft standard. 

FN tunneling and drain programming and erase allow further scaling of the 
cell. Low current mechanisms are required due to the high resistivity of the 
polycide, so the choice of a low current programming mechanism is a consistent 
with the local polycide BL concept. In general, the length of the polycide is 
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Erase (FN) 
10V 

Fl. at0 0 -8V(S) 

-8V 

(Program (FN)) 

6V(D) 	Float 

Figure 3.12 The erase and programming tunneling operations in the DINOR array [17]. 

Notice the programmed Vt is the low Vt state, a major departure from the standard common 

ground. 

reduced, so its sheet resistance has a negligible effect on any of the cell electrical 
operations. F-N programming improves cell immunity to drain turn-on, helping 
in WL pitch scaling. 

The array is implemented with a triple well process (Fig. 3.10). This provides 
the option to apply negative voltages to the p-well during erase. The triple 
well technology reduces the maximum voltage applied to any node, by dividing 
it into positive and negative voltages. The cross-section (Fig. 3.10) can be 
described as a triple poly concept with the third poly as the local bit line to 
reduce the bit line pitch. The metal 2 serves as a global bit line with one metal 
line for every two local bit lines and metal 1 provides RC reduction with word 
line strapping. The cell size in this array architecture is 1.68 /21112  in a 0.5 am 
technology, or 6.7 F2 , relative to the 10 F2  of the standard Flash architecture. 
It is a very significant improvement in scaling. 

In order to understand the scaling of the word line pitch, we will explore 
the programming and erase mechanisms. During programming, electrons are 
ejected from the floating gate to the drain junction via FN-tunneling through 
the gate-drain overlapped area. The selection of the programmed bit is based on 
the combination of negative WL with positive drain voltage. This is shown in 
Fig. 3.12 (programming); the typical program time is 20µs (see Fig. 3.13a). 
Since programming to a low Vt state is the selective operation, byte-by-byte 
program and verify algorithm can be applied, with two advantages: negative 
threshold values or "depleted" cells are avoided and the Vt distribution is tight-
ened. Another advantage of this programming concept is the low current mech-
anism. Up to 256 bits can be programmed in parallel. The only disadvantage 
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Figure 3.13 a) The programming time, and b) erase time characteristics for the DINOR 

array. To reduce the programming time as many as 256 bytes are programmed in parallel 

[18]. 

of this concept is the drain F-N programming, which requires very high electric 
fields. 

Erasing — the block operation — is obtained by FN electron tunneling from 
the channel to the floating gate, which results in a high Vt; the typical erase 
time is 200 ms (see Fig. 3.13b). To reduce the maximum applied voltage during 
erase, the 18 V needed to reach the required electric field are split into a positive 
10 V voltage on the gate word line and a negative 8 V voltage on the source and 
p-well. All these voltages can be generated internally by charge-pump circuits. 
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Figure 3.14 The DINOR array device schematic diagram showing blocks of 64 cells, 

accessible via select transistors [17]. 

A schematic diagram of the array architecture is shown in Fig. 3.14. Each 
global metal bit line serves two local bit lines. The source line connection can 
also be seen. Select devices add about 13% to the array size. The functionality 
truth table of the array is shown in Tab. 3.5. The product implementing a 
DINOR array can cater to both embedded and mass storage markets. Imple-
menting redundancy in this architecture results in better solutions than in the 
case of the standard array since the column redundancy is very effective due 
to the 64 word lines segment size and the erase into the high Vt. Low voltage 
applications are possible with no obvious advantage over the industry standard 
array. During programming, the sub-block select transistors apply the positive 
drain voltage only to the selected sub-block. All the cells which belong to the 
sub-bit line of this block experience the program drain voltage; only the cell to 
be programmed has a negative control gate voltage; as a result, the unselected 
cells of the same sub-block experience a weak programming. Moreover, band- 
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Table 3.5 Truth table for the DINOR array summarizing the different voltage levels re-

quired to perform the various array operations, viz., read, programming and erase. 

MODE BL WL SL SEL WELL 
READ 1V Vcc Gnd Vcc Gnd 
PROGRAMMING 6V -8V Float 10V Gnd 
ERASE Float 10V -8V -8V -8V ' 

Table 3.6 A figures of merit summary for the DINOR array. The array size advantage is 

overshadowed by a large periphery. A higher grade means worse performance. 

FEATURE GRADE 
Cell Size 1 
Process Complexity 3 
High Voltage (On-Chip) 3 
Array Efficiency 3 
Redundancy 1 
General Purpose 1 
MultiLevel 3 
Low Voltage 2 
TOTAL 17 

to-band tunneling at the drain can lead to enhanced stress induced leakage 
current. 

Tab. 3.6 summarizes the rating of this technology. The key advantages are 
clearly the small cell size, the better redundancy scheme and the fact that it 
is a general purpose architecture. The key disadvantages of this architecture 
are the small margin to disturbs, inherent to the F-N drain programming, and 
the extra process complexity due to the added number of polysilicon layers and 
the use of metal 1 in the array. The array efficiency is low at a mere 42% 
for 16 Mbit. This is due to the segmentation overhead and to the triple well 
technology required for the array. 

AND Cell and Array 

In the AND array architecture, the cells are connected in parallel between local 
bit and source lines (Fig. 3.15). This architecture achieves scaling of the word 
line pitch by reducing the number of BL contacts [22-26]. Compared to the 
common ground array, it eliminates the need for contacts every two word lines 
by using localized virtual ground. The typical AND array architecture has 
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Figure 3.15 AND array device schematic showing 32 cell blocks accessible with select 

transistors. There are local diffusion bit lines and source lines [22]. The sector overhead for 

the 64 cell sector is 30%. 

dedicated diffusion bit lines and source lines for every block of cells which are 
connected through select transistors to the global data lines and to the common 
source lines, respectively, as shown in Fig. 3.15. The local diffusion bit lines and 
source lines are implemented before the WL deposition, eliminating the need 
for a dedicated contact every two word lines. The size of the sector depends 
upon the series resistance of the diffusion lines. The select transistors and the 
metal contact to the global BL approximately adds a 30% overhead for a 64 cell 
sector. 

Like the DINOR array architecture, the AND array architecture uses FN 
tunneling drain programming (which can be carried out byte-by-byte and cor-
responds to removal of electrons from the floating gate to the drain, thus de-
creasing Vt) and FN channel erase, i.e., injection of electrons from the channel 
into the floating gate, which is carried out on the whole block, and corresponds 
to increase of Vt. This definitions are the same as DINOR, and the opposite 
of the industry standard NOR array. Typically, programming is accomplished 
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Figure 3.16 AND array device cross-section showing the self aligned field isolation, and 

the increased gate coupling with triple poly technology [22]. The wordline RC of the array 

is about 4 times than that of the common ground array. 

with —9 V on the word line and +3 V on the local bit line (source floating), 
while erasing is carried out with bitline and source line grounded, and +13 V 
applied to the wordline. All voltages applied to the wordline are internally 
generated starting from Vdd = 3 V. Using program and verify, the low Vt dis-
tribution of the programmed state can 'be tightened. This allows read operation 
at 3 V, without the need for wordline boost. 

This architecture has isolated segments, an excellent feature in implementing 
both row and column redundancies. However, to achieve the full separation 
between the segments, local array field isolation and dedicated diffusion BL and 
SL are required. The complicated morphology of the silicon area in between 
the bit lines, with a large amount of different features, creates high stress in 
the Si and limits the cell size scaling. The main advantage of the technology 
is in the reduction of the word line pitch, but the BL pitch is the limiting 
pitch. Moreover, the implementation of the gate coupling capacitor in the BL 
pitch helps in maintaining the cell size scaling advantage. A cell cross-section 
is shown in Fig. 3.16, where the self aligned field isolation is shown with the 
diffusion bit lines and the floating gate above it. A third poly extension of the 
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Figure 3.17 Few of the process steps in the formation of the AND array [22]. The process 

steps worthy of note are: a) double poly floating gate, b) tunnel oxide formation before the 

array field oxide, c) very thin poly-poly dielectric. 

floating gate along the WL is the method used to increase the gate coupling. 
The typical cell size for this type of concept is 1.28 pmt for 0.4 pm technology 
at 8 F2, and a 0.4 pmt  cell for 0.25 pm technology at 6.4F2. 

The floating gate consists of two layer of polysilicon, which are electrically 
connected. The lower layer, FG1, defines the channel length; the upper, FG2, 
realizes a large capacitive coupling between the control gate and the floating 
gate. Some of the most relevant processing steps of the AND technology are 
shown in the cross-sections of Fig. 3.17, which schematically illustrate the pro-
cess of implementing self aligned field isolation and double floating gate. The 
critical steps in generating this array are the self aligned array field oxide, the 
double poly floating gates and the tunnel oxide growth and quality (especially 
since the tunnel dielectric is grown before the array local isolation). The triple 
poly self aligned etch to define the word line width is another critical process 
step. In this process, in order to eliminate the need for a triple well for the array, 
a very thin poly-poly dielectric is implemented, eliminating need for substrate 
biasing during tunneling. 
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Figure 3.18 Device schematic for a modified AND array [233. There is a dedicated source 

and contacts to bit lines and source lines are staggered to provide better scaling. 

A modification of the basic AND array architecture is shown in Fig. 3.18. 
In this case, one source line is shared between two bit lines. This reduces the 
number of diffusion lines to one every two cells, thus improving the requirement 
on the tight isolation pitch. The rest of the functionality is very similar to the 
standard AND architecture. 

The implementation of the AND architecture into a product is very similar 
to the DINOR architecture one, with a better efficiency in terms of column 
and row redundancies. The array efficiency is very similar to the DINOR case: 
41% for 64Mbit product. The figures of merit of the AND array are shown in 
Tab. 3.7. The key advantages can be seen as the slight cell size improvement 
over the common ground array and its redundancy efficiency. 
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Table 3.7 A figures of merit summary for the AND array. This concept is well suited for 

mass storage applications without speed penalty. 

FEATURE GRADE 
Cell Size 2 
Process Complexity 3 
High Voltage (On-Chin) 3 
Array Efficiency 3 
Redundancy 1 
General Purpose 1 
MultiLevel 3 
Low Voltage 1 
TOTAL 17 

Split Gate Virtual Ground Cell and Array 

The virtual ground is a concept to improve cell size by reducing the number 
of BL contacts [27]. It is possible to place a contact every 64 WL, or more, 
thanks to diffusion bit lines. The metal line with the BL contacts reduces the 
diffusion BL series resistance. Further scaling is achieved by eliminating the 
dedicated source line. In the split gate virtual ground cell, the name "virtual 
ground" reflects the dual functionality of the BL, both as a BL and as a SL 
of the neighbor cell. The bit line pitch is still limited by the pitch between 
metal and contact. The key disadvantage of this array is that the word lines 
are crossing the bit lines and there are no isolations among different cells. This 
complicates both read and programming conditions. 

The split gate triple poly architecture [28-31] adopts programming by chan-
nel hot electron injection and erasing via poly-poly F-N tunneling. Two cross-
sections of this cell are shown in Fig. 3.19. The top cross-section shows that 
the cell is actually a merged two transistor "split gate" concept. On the right 
side there is a floating gate device and on the left side there is a pass transistor. 
As long as the two transistors in series fit into the metal pitch, there is no cell 
size penalty. 

The second cross-section, across the channel width, shows a third terminal 
which is shared between two adjacent cells. This is the erase gate. In this 
architecture, poly-poly erase from the floating poly to the erase gate replaces 
the floating gate to substrate erase. An added process complexity of this ar-
chitecture is the control of a good quality active poly-poly oxide between the 
floating gate and erase gate, while maintaining the quality of the poly-poly 
oxide between the WL and the erase gate. The third poly as an erase gate 
prevents from using a polycide WL, which introduces speed disadvantages. 
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	 FG 

CHANNEL 

CG = Control Gate (Poly 2) 
FG = Floating Gate (Poly 1) 
EG = Erase Gate (Poly 3) 

Figure 3.19 Triple poly split gate Flash cell device cross-sections: a) along the channel 

length, and b) along the channel width directions [28]. The first poly layer forms the floating 

gate, the second poly layer forms the wordlines and the third pay layer forms the erase line. 

The layout of the cell is shown in Fig. 3.20. The word lines and the erase 
lines cross the diffusion lines, with the overlap area over the edges of the polyl 
floating gate. Moreover, the extra feature and the coupling capacitor over the 
field isolation increase the width of the cell over the minimum word line pitch. 
Thus, part of the virtual ground advantage in cell area is compromised. For a 
0.55µm technology the cell size is 2.1 ,um2  or 6.9 F2. 

Programming is obtained by channel hot electrons, i.e., by raising the word-
line of a selected row to 12 V and the drain bit lines of the cell to be programmed 
to 7V, while the source lines are held at 0 V. Low channel currents are used, 
so that programming 64 bits in parallel is possible. Erasing is accomplished by 
tunneling, transferring the electrons from the floating gate to the erase gate, 
through the interpolysilicon oxide; the erase voltage ranges from 12 V to 22 V. 
"Program" and "erase" are identified as in the NOR standard array. The split 
gate architecture completely solves the overerase problem within the cell itself. 
The effect of the split gate architecture on the erase is shown in Fig. 3.21. Once 
the floating gate threshold is reduced below the pass transistor threshold, the 
threshold voltage Vt of the cell tends asymptotically to the Vt value of the 
transfer gate. While the floating gate Vt can be negative (overerased), the 
device as a whole is immune from this over erased state. 
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Figure 3.20 Cell layout of the triple poly split gate cell [29]. The erase line overlap on 

the floating gate is very misalignment sensitive. 

Time imsi 

Figure 3.21 The saturated erase characteristics of the split gate cell [32]. The over-erase 

complications during read are avoided. 
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Figure 3.22 The array architecture schematic diagram of the split gate concept [29]. The 

array only requires positive voltages. The array also offers excellent natural segmentation, a 

feature useful for disk replacement products. 

Another advantage of the split gate virtual ground (VG) architecture is that 
the "split gate" solves the program disturb problem; in particular there is no 
undesired programming of cells when the source of the cell is being used as the 
drain of another cell. Program disturb is a major issue for a symmetrical cell 
with a virtual ground architecture, and adds a major circuit overhead in case 
the cell is not inherently immune to it. 

The functionality truth table of the split gate VG is shown in Tab. 3.8. The 
read and programming conditions are very similar to a common ground case, 
while the erase is unique. The wide range of erasing voltage, and its variation, 
is very typical of a poly-poly erase mechanism. Sensitivity of poly-poly F-N 
tunneling to poly grain size and trapping in the poly-poly oxide constitute 
the major sources of erase voltages variation. Erase voltage is automatically 
adapted to take into account these aging phenomena after memory cycling. 
The array schematic is shown in Fig. 3.22, where,erase gate is the new feature. 
Both program-verify and erase-verify schemes can be implemented. 

Difficulty in yielding a perfect die, the slow speed and very high voltages 
make this concept very suitable to mass storage applications. The presence of 
positive voltages only during programming and erase, the natural array seg-
mentation and a reasonable cell size result in a good array efficiency. A 56% 
efficiency for a 18 Mbit and 65% for a 34 Mbit can be achieved. Tab. 3.9 shows 
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Table 3.8 Truth table for the split gate array summarizing the different voltage levels 

required to perform the various array operations, viz., read, programming and erase. The 

erase voltage can reach an excess of 20 V. 

MODE BL WL SL EL 
READ 1V Vcc Gnd Gnd 
PROGRAMMING 7V 10V Gnd Gnd 
ERASE Gnd Gnd Gnd 10-22V 

Table 3.9 A figures of merit summary for the split gate array. The array requires only 

positive voltages and is immune to over-erase bits during read. 

FEATURE GRADE 
Cell Size 2 

Process Complexity 2 
High Voltage (On-Chip) 3 
Array Efficiency 1 
Redundancy, 2 
General Purpose 3 
MultiLevel 2 
Low Voltage 3 
TOTAL 18 

that cell size, array efficiency, and process simplicity are some of the advan-
tages. The main disadvantage is due to the limitations of the poly-poly erase 
concept, which allow only dedicated mass storage applications. 

Alternate Metal Ground (AMG) Cell and Array 

The AMG cell architecture is another virtual ground concept that scales the 
cell very effectively [33-37]. It relies on the same programming and erase mech-
anisms as the industry standard common ground cell does. The AMG concept 
was developed as an EPROM and ROM cell and array architecture, to achieve 
the cell size equal to the minimum geometry on the given technology (4 F2). 
This is accomplished by the combination of a virtual ground architecture which 
consists in a single metal bit line for every two diffusion bit lines. Two segment 
select transistors (2 per segment of 128 cells) replace the split gate concept 
(dedicated select per cell). The 10% overhead is a very reasonable penalty to 
pay for such a dramatic scaling. In the EPROM and ROM erase, a fieldless 
array is implemented to get the full scaling benefit. In the Flash implemen- 
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Figure 3.23 AMG Flash cell device cross-sections: a) along the channel length, and 

b) along the channel width directions [2]. The polyl pitch is the limiting pitch along the 

channel length while the poly2 pitch (with gate coupling requirement) determines the pitch 

along the channel width. 

tation, the need for increased gate coupling for the erase operation adds 50% 
area to the cell size. A cross-section of the cell is shown in Fig. 3.23. The 
cross-section along the WL (Fig. 3.23a) is very similar to the common ground 
cell, without the drain contact. In Fig. 3.23b, a cross-section across the word 
line is shown. The isolation oxide, for erase coupling enhancement, is the cause 
for the increase in cell size relative to the EPROM case. 

The cell layout is shown in Fig. 3.24. Polycide wordlines cross over vertical 
bitlines in a simple geometry. Cell size of 2.1 ttm2  in 0.6 pm technology is 
equivalent to a 5.8 F2  cell size. A schematic of the array architecture is shown 
in Fig. 3.25. Every block of 128 word lines has block select transistors (top and 
bottom) and AMG selects that connect the internal segment to the left or right 
BL. All the select transistors are integrated into the same pitch as the cell by 
a simple layout. The AMG select transistors serve to select a source line or a 
drain line into the segment area during read and programming, respectively. 
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Figure 3.24 AMG Flash array layout [2]. Notice that each metal 1 bitline accommodates 

two n+ diffusion bitlines. 
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Figure 3.25 Schematic diagram of the AMG array architecture [35]. The natural seg-

mentation of the array is provided with block select transistors BL SEL n, the AMG select 

transistors SEL n and SEL n' provide connection to the drain junction. 
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Figure 3.26 Comparison of the common ground and AMG arrays to illustrate the bitline 

scaling of the latter concept [1]. In the AMG concept, the number of contacts is significantly 

reduced and only one metal line is required for two bitlines. 

As we can see, there is a metal bit line with a contact every two diffusion bit 
lines, which enables the aggressive scaling of the cell in the bit line dimension. 
The AMG array is a virtual ground array with respect to the metal bit lines. 
The natural segmentation is advantageous for any Flash application and the 
select transistors add Pe, 12% overhead to the cell area. 

The functional truth table is shown in Tab. 3.10. The erase source diffusion 
can be directly accessed via the block select. The drain during programming is 
the internal segment. The erase junction also serves as drain during the read 
operation. To better appreciate the AMG scaling, a comparison to the common 
ground array is shown in Fig. 3.26. The dramatic scaling is a combination of 
WL pitch scaling, eliminating the contacts, and BL pitch scaling, having one 
metal BL every two diffusion BLs. 

Table 3.10 Truth table for the AMG array summarizing the different voltage levels required 

to perform the various array operations, viz., read, programming and erase. 

MODE BL k WL BL(k+1) SEL n SEL re BL SELn 
READ I V Vcc Gnd Vcc Gnd Vcc 
PROGRAMMING Gnd I OV 6V I I V Gnd 11 V 
ERASE Vcc -8V Vcc Gnd Gnd I I V 

The product implementation can take advantage of the natural segmenta-
tion to offer very effective column and row redundancy schemes. The small cell 
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size combined with a simple NOR architecture make AMG an effective concept 
for both mass storage and embedded applications. The array efficiency for a 
16 Mbit product is reasonable at 52%. The summary table for the AMG array 
architecture is shown in Tab. 3.11. Small cell size, general purpose and effec-
tive redundancy implementation are the highlights of the AMG architecture. 
This array concept rates average on other figures of merit, but is an attractive 
architecture overall. 

Table 3.11 A figures of merit summary for the AMG array. This concept is well suited for 
small cell size with common ground array like operations. 

FEATURE GRADE 
Cell Size 1 

Process Complexity 2 
High Voltage (On-Chip) 2 
Array Efficiency 2 
Redundancy 2 
General Purpose 1 
MultiLevel 2 
Low Voltage 2 
TOTAL 14 

Other Flash Cell and Array Concepts 

Six different array architectures have been described in the last paragraphs. 
These architectures have been chosen because of their importance, measured 
by the production level reached, or by their significance as original and general 
concepts. There are many other array and cell operation concepts. In this 
section other interesting concepts will be described in a very short format. 

Source Injection Concepts. Source injection is a hot electron mechanism, 
where electrons are accelerated in a region closed to the source. The key ad-
vantage of this concept is the high injection efficiency with a very low pro-
gramming current. The cross-section of a device with source side injection is 
shown in Fig. 3.27. Note the lateral field along the channel. The lateral field 
enhancement next to the source is a combination of a low conductivity source 
transistor with a high conductivity floating gate device. 

Another source injection Flash cell is shown in Fig. 3.28, where a split gate 
architecture is implemented. For some applications, like low voltage and low 
densities, this concept may be advantageous. There is no scaling benefit in 
source side injection concepts, since they need another geometry in the cell to 
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Figure 3.27 Split gate source injection concept is depicted [2, 39]. The electric field 

concentration on the source side of the floating gate is responsible for increased efficiency 

channel hot electron injection. 
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Figure 3.28 Device cross-section of the source injection common ground array. The 

programming is via source side injection while the erase is via poly-poly FN-tunneling from 

the sharply defined floating gate feature [39]. 

create the source lateral field enhancement. The cell in Fig. 3.28 is a 13.6 F2  
in 0.5 pm technology (3.4 p,m2). 

A merged split gate source injection concept is shown in Fig. 3.29 [42, 43]. 
These are two double poly cells connected back to back, with a WL as a select 
line. The read concept resembles the NAND "read through" concept. During 
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Figure 3.29 Device cross-section of the merged split gate source injection array [42]. Back 

to back split gates are constructed to share the third poly select gate for better cell size. 

Only one metal line is required for every two bitlines. The select gate controls the source 

injection. 

programming, the select line is maintained at a low voltage to create the source 
side injection conditions. This array has some of the AMG advantages, in 
particular it needs only one metal BL for two cells. The read through concept 
replaces the AMG select transistors. The cell size is small at 5.4 F2, but the 
process and disturb modes are very complex. 

EEPROM Based Flash Architecture. The architecture of the EEPROM 

based Flash cell is identical to that of the standard EEPROM, but has no WL 
segmentation [44, 45]. The cell size in this architecture is very large 	40 F2). 
The additional select transistor per bit and the high gate coupling needed for 
erase are the two main reasons for such a large cell. 

The main advantage' as a Flash is the EEPROM experience and very low 
voltage applications. This is a reasonable approach for a short term foot hold 
in the market, but remains a very unattractive long term solution. 

Why so Many Concepts? Trying to analyze the reasons for the large num-
ber of Flash concepts, one has to understand the decision making process behind 
the choice of an array architecture. 

There are three main considerations in selecting a Flash concept. The cell 
device physics or process technology comes first, followed by the company past 
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experience, and by the marketing beliefs. Hot electron programming, source 
side injection, F-N drain programming, channel or source side F-N erase are all 
quite complex mechanisms. Cell optimization for each one of them, including 
the disturb modes, is far from being a simple straightforward task. There is no 
obvious ideal concept that solves all possible problems in programming, erase 
and read. Based on their past experience, companies put different emphasis to 
a given device/pfocess problem, thus further complicating the decision making 
process. 

A company's past NVM experience may force a decision to a more "familiar" 
territory. For example, EPROM product line may favor Flash as the EPROM 
extension. This simplifies the programming understanding, circuit design con-
cepts in read and programming, and test concepts. From the marketing point 
of view, the choice of the key application is significant, either embedded or mass 
storage. Anyone of these applications has different requirements on the Flash 
features. For example, low voltage, parallel programming, number of program 
erase cycles, all of these are marketing parameters that may affect the array 
concept selection. 

Any selection requires years of investment, after which only very few concepts 
survive the test of time. The convergence into a smaller field of concepts will 
occur in the next few years. The understanding of more concepts helps in the 
development of each one of them. New and better concepts may emerge from 
this type of knowledge. 

Summary of Array Architectures 

Tab. 3.12 summarizes the figures of merit of all the Flash memory concepts 
that have been analyzed in this chapter. In this simplistic rating system, we 
have attributed an average score to all concepts. Obviously a 1 or 2 points 
differential is not enough to declare the best concept! This table does give a 
way to identify the best concept, once key assumptions have been made. There 
are three basic differences: cell size, programming mechanism, and application. 

In case the application is general, and F-N programming is unacceptable, 
the list is reduced dramatically. This happens also when parallel programming 
is a must for the application: there the channel hot-electrons concepts are 
eliminated. The above examples show that the simplistic rating system can be 
improved substantially by putting a special weight on a specific requirement. 
Scaling of the single bit concepts and multilevel implementation, significantly 
enhances the differences between the various concepts. 
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Table 3.12 Comparison of different Flash concepts, based on the various figures of merit. 

Higher values correspond to worse performance. 

FEATURE Common Ground NAND DINOR AND Split Gate AMG 
Cell Size 3 1 1 2 2 1 
Process Complexity 2 2 3 3 2 2 
High Voltage (On-Chip) 2 3 3 3 3 2 
Array Efficiency 2 2 3 3 1 2 
Redundancy 2 1 1 1 2 2 
General Purpose 1 3 1 1 3 1 
MultiLevel 1 3 3 3 2 2 
Low Voltage 2 2 2 1 3 2 
TOTAL 15 17 17 17 18 14 

3.2.5 Scaling and Conclusions 

In analyzing the stability of the various Flash concepts, it is useful to review the 
past trends. The memory density as a function of time for EPROM and Flash 
over the last two and a half decades is shown in Fig. 3.30. The density has 
increased in an exponential way, a factor of two every 1.8 years. The question 
is: will this trend continue or will it slow down? 
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Figure 3.30 Flash density evolution curve. The historical growth rate is at about a dou-

bling every L8 years. 

Before we answer this question, the cell size scaling over the same period of 
time is shown in Fig. 3.31. The past trend showed a factor of two reduction 
of the cell size every four years! This has led to an exponential increase in 
array size, a factor of two every four years. Extrapolating all these trends into 
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Figure 3.31 The history and future projection of cell size scaling for the common ground 
and ideal Flash arrays. The year 2025 is chosen to illustrate the demands on the process 
and device technology, if the present trend continues. 
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Figure 3.32 DRAM development and market ramp up time schedules and its impact on 
product lifecycles [46]. The product lifecycles in the future are expected to stretch longer. 

the year 2025 results in density of 2 x 1012, a cell size of 5001 x 500 A, with a 
180 Afeature size and a die size of 64 cm2. As a reference, there are 18 dice on 
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an 8 inch wafer. From another point of view, we can note that a 10 V internal 
voltage across the cell effective channel of 180 Aresults in an electrical field 
of 5.5 MV/cm in the silicon. This is almost ten times higher than the silicon 
breakdown field! 

Two key assumptions are embedded in this extrapolation, first the scaling 
of design rules will continue at the same rate as before, second that voltage 
scaling for the above Flash concepts can continue in an accelerated way. The 
first assumption (design rule scaling) has shown signs of weakness. The time 
from development to market introduction for DRAM is shown in Fig. 3.32 
(upper part) and the life cycle (bottom). Both trends are very clear: it takes 
a much longer time from the development phase to the introduction into the 
market for any new generation of DRAM memory, and the life cycle of the 
product is much longer. Both are a reflection of the huge investments in the 
development and production facilities. This trend by itself predicts that there 
will be a slow down in the introduction of scaled processes in the future. 

For Flash, the issue of voltage scaling makes the above picture more dra-
matic. While CMOS voltage scaling is very difficult, today processes are 3.3 
volts internally. For Flash, all concepts have internal voltages in the range of 
ten to twenty volts. Can these level be scaled significantly? 

Internal Voltage Scaling 

Hot electron channel injection is a relatively low field injection mechanism. The 
scaling of the programming voltages over the years has been very significant. 
From 28 V in the seventies to 12 V in the eighties and 10 V in the nineties. Key 
developments in voltage scaling, like source side injection, substrate injection, 
or the newest concept, secondary impact ionization enhanced programming, do 
not show a promising path to very low voltages. The accelerating voltage in 
the channel of the transistor can be reduced to less than 5 V. The best results 
so far are based on the secondary impact ionization enhanced programming, 
and are shown in Fig. 3.33 [47]. Both Vd-Vsub and Vg-Vsub are 6 V. Much 
lower voltages in channel hot electrons programming, as low as 1.5 V, have been 
demonstrated (Fig. 3.34 [48]). The programming rate is so slow that it is more 
like a disturb mechanism, than a programming technique. In conclusion, for 
channel hot electron programming, there is no clear path to a dramatic voltage 
scaling below 5 V. 

Fowler-Nordheim tunneling, which is used for both programming and erase, 
is a high field mechanism. Voltage scaling can be achieved by scaling the dielec-
tric thickness or by choosing a lower barrier gate dielectric. Both options are 
not very realistic, as long as the retention requirement is not reduced substan-
tially. The 10 years retention lifetime limits the floating gate oxide thicknesses 
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Figure 3.33 Secondary electron injection concept to provide ±3 V programming in the 

millisecond time scale [47]. "Halo" refers to different boron halo doses (5 • 1013  for halo 1 
and 1014  for halo 2, respectively) added to increase junction doping. 
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Figure 3.34 Very low accelerating voltages (Vds) Hot Electron programming [48]. PJN 

represents the measured electron injection probability as a function of the total accelerating 
voltage. Fox  is the oxide field. 

to 60-70 A. Any further scaling will lead to the direct tunneling regime. Also 
stress induced leakage current becomes dominant for thinner tunnel oxide. The 
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retention time will be reduced to seconds once the oxide thickness is in the range 
of 30-50 A. 

In conclusion, in today programming mechanisms, both channel hot electron 
and F-N tunneling, no clear path is available to reduce the internal voltages. 
The assumptions are: floating gate cells and at least 10 years of retention. 
Obviously the dramatic effective gate length scaling to the range of 180 A, if 
we ever achieve it, is not going to be a direct extension of today concepts! 

Conclusions 

The single bit per transistor Flash devices scaling is predicted to show a signifi-
cant slow down. This is based on the current cell concepts with their limitation 
on voltage scaling. To continue the fast scaling, two possible scenarios can 
take place: first, the Flash concept altogether, including its physics, has to be 
changed; second, much less retention has to be accepted, leading to an accep-
tance of "imperfect Flash" concept for the future Flash memories development. 

An example of a concept that is already demonstrated to require much lower 
voltages is the Ferroelectric NVM Secondary electron injection concept, to pro-
vide +3 V programming in the millisecond time scale [49-51]. A ferroelectric 
cell is shown in Fig. 3.35. The cell is based on storing the information in 
a magnetic domain within the ferroelectric capacitor. This capacitor is inte-
grated with a pass transistor into a memory cell. While it is a very interesting 
concept with many benefits, there are two key disadvantages: a very large cell 
size and the problem of integrating ferroelectric material into silicon technology. 

FERROELECTRIC 

Figure 3.35 The ferroelectric array device cross-section secondary electron injection con-

cept to provide +3V programming in the millisecond time scale [3]. The ferroelectric 

capacitor is integrated above the CMOS array and promises very high endurance. Ferroelec-

tric memory read operation being destructive to the stored information requires a restore 

operation after every read operation. 
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Polysilicon Control Gate 

Figure 3.36 Demonstration of the single electron concept with a very narrow polysilicon 

floating gate structure [52]. The spatial localization of the electron wavefunction leads to 

quantized energy levels (and subsequently threshold voltage steps). 

Another new concept that has emerged lately is the single electron Flash 
(Fig. 3.36) [52, 53]. This device is based on the scaling of the floating gate down 
to several hundred angstroms. Electron confinement in the potential well of the 
floating gate leads to discrete states in its conduction band. Every state can 
store one electron, which alters the transistor Vt. The cell and applied voltages 
in this concept are the same as in traditional floating gate transistors. Hence 
its scaling is not any better. For single electron Flash, to become a dramatic 
improvement over the other approaches, the advantage is in the multilevel 
potentials. This will be discussed in the second half of this chapter. 

A third example of a concept change is reviving the MNOS concept. A true 
5 V only (internal) MNOS device is shown in Fig. 3.37 [54-56]. We can take 
advantage of this concept to scale voltages and simplify the process, provided 
that the retention is much shorter (Fig. 3.37 below). Such a non-perfect memory 
concept is obviously a rather dramatic change in system architecture. 

A final example of cell size scaling, that can help in keeping the cell size 
scaling per bit with the past trends, is storing several bits in a single cell. This 
concept has been used extensively in the last few years for voice storage, where 
the data integrity is not very critical. For data storage, multilevel cells products 
are being introduced presently. This is the next main topic of discussion. All 
cell concepts that have been introduced in the first portion of the chapter 
are applicable for multilevel applications, however, their differences will loom 
brighter. 
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DELAY TIME [s] 

Figure 3.37 Scaled MNOS concept to achieve true 5V only Flash concept [54]. The 

charges are trapped in the nitride layer to provide threshold voltage shifts. The bottom figure 

provides the results of a retention measurement extrapolated to ten years. XOT stands for 

tunnel oxide, XN is the nitride layer thickness, XOB is the blocking oxide thickness. 

3.3 MULTILEVEL FLASH CELLS 

3.3.1 Introduction to the Concept of Multilevel Flash 

The multilevel Flash concept is a method to increase the number of stored 
bits in a memory cell [1, 26, 31, 57, 58]. This is the most efficient way to 
scale the effective cell size for any technology. In describing a single bit Flash, 
we have assumed two threshold states: an erased Vt and a programmed Vt. 
For the NOR array, the read Vt window is defined as the difference of the 
maximum erased Vt and minimum programmed Vt. The read Vt window has 
to accommodate the reliability requirements to ensure a sufficient signal for 
proper sensing (see Fig. 3.38a). In Fig. 3.38b, the two bit window with its four 
Vt states is shown. To incorporate four states, the total window is larger, while 

APPLE INC. 
EXHIBIT 1108 - PAGE 0147



138 FLASH MEMORIES 

   

Multilevel 

  

 

	Margin 
Read Margin 12 
	 Margin 

       

       

       

       

* of Eats 

   

# of Bits 

  

Figure 3.38 The program read and erase margins for a) single bit Flash cell, and b) mul-

tilevel Flash cell with 4 states [1]. 

the read window between neighboring states becomes smaller. The reliability 
margins are compromised, too. One of the consequences of this concept is a 
requirement for a smaller Vt distribution per state. This is due to the need to 
minimize the total magnitude of the window. The requirement for a smaller 
Vt distribution combined with the wider read window enhances the difficulty 
in implementing multilevel, due to disturbs. 

To store N bits, 2N different threshold states are required. There are many 
trade offs to face in multilevel Flash memories. Compromising on the read 
current by dividing it between the large number of bits, reduces the effective 
read signal per bit. This reduced signal results in a slower access time. A 
wider Vt window is associated with higher programming voltages. This implies 
higher electric fields, hence more disturb and wearout. The choice is between 
smaller required margins for reliability with an improvement on the process 
control, or reduced reliability levels. The advantage of increasing the density 
by multilevel is big enough to justify the extra complexity in different aspects 
of the cell and product. Its effectiveness as a cost reduction path is yet to be 
demonstrated. For mass storage applications, where some of the requirements 
are relaxed and the system support is extensive, multilevel is of great benefit. 

3.3.2 Multilevel Programming Mechanisms 

In our previous discussion (Section 3.2), the programming mechanism has been 
used as a key parameter in comparing the various array architectures. For 
multilevel Flash cells the programming mechanism is even more critical. The 
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two different mechanisms, channel hot electron programming and F-N tunnel-
ing, will be compared with reference to their specific application in multilevel 
Flash. From the previous discussion, the main differences between them are 
the higher fields in F-N tunneling programming and the longer time it takes 
to program a bit. These two basic differences have a strong impact on the 
multilevel appliCations of both techniques. 

First, let us consider the impact of electric field and programming time on 
disturbs. In Fig. 3.39a, the disturb margin for channel hot electron program-
ming is shown. The programming curve, shows that programming is achieved 

Disturb Margins With CHE Programming 
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Figure 3.39 a) Drain and gate disturb margins for CHE programming mechanism [1], and 

b) the drain voltage enhanced gate disturb for F-N tunnel programming mechanism [26]. 
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in the range of 10µs or less. The programming time is defined as the time 
to obtain a delta Vt of 2 V. There are two disturb conditions. Drain stress is 
for the bits on the same column as of the programmed bit that are not being 
programmed. Gate stress is for the bits that are on the same word line, but 
different columns. As you can see, the gate stress is not an issue since a margin 
of more than nine orders of magnitude is available. Disturb margin is defined 
as less than 10% reduction in Vt. The drain stress is more severe, with only six 
orders of magnitude of available margin relative to programming. In Fig. 3.39b 
the gate disturb for F-N drain erase mechanism is shown. In this case less than 
one order of magnitude margin relative to the programming time is available. 
Not shown is the drain stress, which is as severe as the gate stress. Such a small 
margin is actually considered unacceptable since it enlarges the Vt distribution 
of each of the Vt states. The reason why this single transistor margin is con-
sidered too small is found in the process variations within the many millions of 
bits. In a large array, the programming and disturb rates can be varying due to 
process variation by a factor of ten or more. The impact of cycling on disturb 
can amount to one or two orders of magnitude. These variations require that 
the margin between the function and its disturb will have more than 3 orders of 
magnitude. This permits safe operation and simple production screening. The 
sensitivity of the F-N programming to some of the cell parameters like gate 
and drain coupling and drain overlap is very high and this further enhances 
the sensitivity of F-N tunneling to the disturbs. Moreover, because of the long 
programming time in F-N tunneling one would prefer to do parallel program-
ming, which typically results in less control of the threshold of each and every 
one bit. 

Another disadvantage of F-N tunneling programming is the "erratic" bit 
phenomenon. This is a well known problem (see Chapter 7), whose effects 
are somewhat alleviated in the case of F-N erase. For programming, it is 
much more severe, since it cannot be screened and requires a new erase cycle 
while programming! An erase cycle within the programming cycle is not an 
acceptable flow for the programming of any product. 

One of the advantages of channel hot electron programming for multilevel 
applications is the minimization of disturbs as a function of endurance. In 
Fig. 3.40 the read disturb as a function of program erase cycles is shown. The 
read disturb is defined as a Vt change due to drain stress. Both programming 
mechanisms were invoked on the same device. This eliminates the processing 
conditions and circuit related issues from affecting the comparison. As shown, 
the channel hot electron programming induces less disturb, as indicated by the 
shallower slope as a function of cycling. This result further emphasizes the 
disadvantage of F-N programming mechanism. 
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Figure 3.40 A comparison between the disturb due to channel hot electron and Fowler-

Nordheim tunneling programming, as a function of program erase cycles [1]. This experiment 
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The higher field during programming for the F-N programming enhances 
the charge to breakdown (Qbd) limitation for endurance. In Fig. 3.41 the Qbd 
and injected charge (Qinj) as a function of memory density are shown [5]. The 
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F-N programming is the erase mechanism. As a block-erase mechanism, the 
available time is much longer. This implies a F-N mechanism with substantially 
lower electric field. The combination of channel hot electrons programming 
and F-N erase minimizes the problem of Qinj at high fields that is becoming 
the most severe limitation on F-N programming high density Flash products. 
This is a reliability and quality differentiator between the two programming 
mechanisms. 

Tab. 3.13 summarizes the above discussion. It compares channel hot electron 
to F-N tunneling as the programming mechanisms for multilevel applications. 
The parameters of comparison are electric field, disturb, programming current, 
cell size and parallel programming. For multilevel applications the first two 
points are priority keys. The parallel programming is the only advantage for 
the F-N tunneling, as it is for the single bit case. 

Table 3.13 Comparison of F-N tunneling and CHE programming mechanisms for multilevel 

applications. CHE seems to be more suitable. 

FEATURE CHE FN 
Electric Fields Lower Higher 

More Disturbs Less 
Programming Current High Low 
Cell Size Same Same 
Parallel Programming Poor Good 

Knowing that the multilevel concept is extremely difficult to implement in 
any Flash concept, the advantage of less disturb and lower electric fields are 
more significant than the F-N parallel programming advantage. Our conclusion 
is that channel hot electron programming is a much more suitable programming 
mechanism for multilevel applications. 

In the following sections the various Flash concepts already described in Sec-
tion 3.2 are analyzed from the point of view of their multilevel compatibility. 
The basic assumption is that channel hot electron programming is an advan-
tage; the focus is on other array related effects and their impact on multilevel 
applications. 

3.3.3 Architectures for Multilevel Flash Memories 

Common Ground Array and DINOR 

Multilevel is more sensitive to two array issues, namely source resistance and 
BL to BL coupling. In Fig. 3.42, a schematic diagram of the common ground 
array architecture is shown. 
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Figure 3.42 The source resistance and BL-BL coupling effects illustrated for a common 

ground array [1]. 

The series resistance of the source has an impact on the broadening of the 
Vt distribution of each of the Vt states. The programmed information along 
a diffusion source line affects the total current along it, hence the potential 
drop. This drop along a source line is equivalent to a source bias of the cell, 
which reduces the applied Vgs and increases the Vbs. This is equivalent to 
a Vt shift seen by the sensing circuit. The problem arises from the fact that 
the programmed information along any diffusion source line is changed when 
cells are being programmed. This change occurs after the Vt of a given cell was 
verified to be within a given window! The delta due to the worst case difference 
directly adds on to the width of the Vt window. This delta can be reduced 
by reducing the series resistance of the source line. For a diffusion line with 
minimum dimensions, there is very little that can be done. In some cases more 
metal strapping of the source line helps significantly without the disadvantage 
of added processing complexity. 

The second array problem is the BL to BL coupling. As in the source 
case, due to the change of information during programming, the coupling to 
the neighbor bit line may change. The difference between byte by byte verify 
and final verify (after programming) creates another source for Vt window 
widening. This coupling can be reduced by reducing the bit line to bit line 
coupling; however, in future generations this will even increase, due to the 
scaling of BL to BL distances. 
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For DINOR, both problems are relevant [17, 19]. The local polycide BL 
with one global metal BL should improve the coupling problem. A wider metal 
space is the origin of the advantage. In case of source resistance, there is no 
inherent improvement in the DINOR relative to the common ground case. 

Virtual ground - AND, AMG and Triple Poly Array 

AND. This architecture is a combination of a virtual ground architecture 
and a common source architecture [26]. As a common source architecture, 
the Vt distribution enhancement due to the source resistance is the same as 
the common ground architecture. As a virtual ground architecture, there are 
no new issues. The shared local source line only sees the read current of the 
sensed bit. All other WLs are off and the neighbors are not drawing any current, 
whether their programmed state is high, low, or in between. Neighbor effects 
due to bits that share a common WL are solved in this architecture, by the local 
field isolation. Every local SL and BL are fully isolated from their neighbors. 

The second issue with the AND architecture is the bit line coupling. In 
this case, it is identical to the Common Ground architecture and worse than 
DINOR. 

AMG. The common source series resistance issue exists but is different than 
in the Common Ground. The AMG source resistance effect is the result of one 
neighbor along the same WL. The neighbor programming state may affect the 
total current through the source line. Once the source line current is neighbor 
programming dependent, the source resistance effect widens the Vt distribution. 
In case the array precharge state is to ground, this effect does not occur. 

A similar effect to the source line widening can happen on the, drain side 
in the AMG architecture. In this case, the programmed state of the neighbor 
may affect the net current through the drain. It is equivalent to the source side 
series resistance effect on the Vt distribution widening. The BL to BL coupling 
problem is less severe in the AMG architecture. The metal bit lines are further 
apart, hence their coupling capacitor is smaller. 

Triple Poly Architecture. This architecture has the same effects as the 
AMG. The source neighbor effect and the drain neighbor effect are probably 
less severe in this array due to the very low read currents. The BL to BL 
coupling problem is the same as the Common Ground array and more severe 
relative to the AMG array. 
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NAND Array 

The NAND array programming mechanism is F-N channel injection. Much 
higher voltages are involved in this programming mechanism [15]. The pro-
gramming inhibit is achieved by channel potential coupling to the WL. Indeed 
the disturbs in this channel F-N programming are more severe than in the other 
F-N cases. It just enhances all the problems that make F-N programming less 
suitable to multilevel applications. 

The read through concept, that is described in section on NAND cell and 
array, further enhances the difficulty in multilevel implementation. This is 
represented in Fig. 3.43 with a comparison of the Vt window for the NOR and 
the NAND cases. In the NAND case, a read margin above the highest state 
has to be created. This implies that the WL level is higher during read than 
in the NOR case. It adds one more state with narrow Vt distribution. 

In the NAND architecture, the read-through concept induces, for each logic 
state, a non-negligible widening of the Vt distributions. The change in state 
of the other 15 neighbors increases the Vt distribution in the same way the 
source resistance affects the NOR. To partially compensate for it, there is a pre-
determined sequence of programming in every segment. This makes the effect 
slightly more predictable. The very low read current and the slow access times 
help in minimizing all of the above NAND problems. The NAND architecture 
is the less attractive for multilevel implementation. 

NOR 
vt 	 vt 

4 	 

# of Bits 

NAND 

Maximum Vwl 

t Read Margin #4 
Margin 

# of Bits 

Figure 3.43 The illustration of the larger Vt window for the NAND array due to the read 
through requirement [1]. 
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Summary of Multilevel Array Concepts 

In Tab. 3.14 we summarize our discussion on multilevel architectures for the 
different Flash concepts. Programming performance, as well as disturb immu-
nity, are optimized in the case of the channel hot electron mechanism. The Vt 
window is a reflection of the read mechanism and the array impact on the Vt 
distributions. The requirement for high voltage is linked to the programming 
mechanism. After all, the multilevel concept is just another way of obtaining 
a cell size scaling concept. Only the combined effects of small geometry with 
multilevel result in a small cell per bit. The one clear conclusion is that the 
NAND array architecture is absolutely unattractive for multilevel applications. 
Architectures with channel hot electrons programming are having better overall 
ratings, based on our discussion. 

Table 3.14 Summary of various Flash concepts with regard to multilevel implementation. 

The lowest the grade, the better the performances. 

FEATURE Common Ground NAND DINOR AND Split Gate AMG 
Programming 1 3 2 2 1 1 
Disturbs 1 3 3 3 1 1 
VT Window 1 3 1 1 2 2 
Array Impact 2 3 2 2 2 2 
High Voltage 1 3 2 2 3 1 
Total Multilevel 6 15 10 10 9 7 
Cell Size 3 1 1 2 1 1 
TOTAL 9 16 11 12 10 8 

3.3.4 Scaling and Trade-Offs for Multilevel 

Analyzing the benefits of multilevel as a scaling concept, one has to make sure 
that its implementation does not result in a scaling compromise. The significant 
difficulty in multilevel implementation clearly makes its scaling much more 
difficult than the scaling of the single bit architecture. The debate whether 
single or multilevel is the best approach is unresolved. 

The arguments of the debate are application specific. In voice recording 
products there are already cells with 256 different levels. For the digital world, 
even two bits per cell is a major issue, and adding more levels becomes expo-
nentially more difficult. 

A different approach to multilevel is multibit cells, shown in Fig. 3.44 [59]. 
In this case, two floating gates per cell are used to store the two bits. It may 
have some advantages over multilevel, but this type of cell requires new process 
array architecture and design. 
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Figure 3.44 A simplified device cross-section for the multibit cell concept. Two different 

floating gates are merged in the same transistor [66]. 

In conclusion, multilevel is a very attractive scaling concept for Flash cells. 
It adds a lot of complication to the array architecture and its scaling. The only 
possibility that it will become dominant Flash implementation is in the ap-
plications or methodologies that will allow implementation of the "non-perfect 
Flash" concept. We already saw that the scaling of Flash is going to face major 
device and process obstacles. The attractiveness of multilevel is central to the 
continuous drive to reducing the cost per bit for Flash memories. 

The future is going to show how quickly the combination of the system 
support and Flash scaling can go hand in hand and help in the introduction of 
multilevel concept as a main line approach. 
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Abstract: This chapter overviews the basic physical effects involved in pro-
gramming and erasing of Flash memory cells, to provide the background for a 
deeper understanding of their operation and reliability. In particular, tunneling 
and high field transport are treated and the associated phenomena in MOS-
FETs and Flash cells are described by means of measurements and simulations. 
Device degradation induced by charge injection into thin silicon dioxide layers 
is also briefly discussed. 

4.1 INTRODUCTION 

Flash memories are emerging in the non-volatile memory market as excellent 
candidates for embedded and mass storage applications. Similarly to EPROM 
and E2PROM cells, Flash ones are based on MOS transistors with a floating 
gate electrode between the accessible control gate and the channel. Thanks 
to the potential energy barrier arising at Si-Si02  interfaces the floating gate 
behaves as a potential well capable to retain charge for long times. Negative 
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charge stored on the floating gate increases the threshold voltage and pre-
vents the formation of a conductive channel between source and drain. There-
fore, presence or absence of charge on the floating gate can be associated with 
Boolean values, but efficient and reliable charge injection and removal mecha-
nisms must be found in order to change the stored data. 
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Figure 4.1 Schematic representation of programming and erasing mechanisms for the 

industry standard Flash cell. 

In Flash memories these mechanisms are hot carrier emission and tunneling, 
as sketched in Fig. 4.1. In the former, electrons gain from the lateral field 
enough energy to surmount the barrier. In the latter, the thickness of the 
energy barrier between Si and Si02 is reduced by electrical means to allow the 
electrons to cross it. Hot carriers and tunneling are also responsible for spurious 
currents and device degradation, with direct consequences on the electrical 
characteristics and long term reliability of the cell. All these effects feature non-
trivial dependencies on geometry, doping, bias. Understanding and correctly 
modeling them is of great importance for cell design and optimization. 

Unfortunately, simplified models, often used to understand major trends and 
to steer device optimization, are becoming less accurate, and are sometimes 
stretched beyond their limits of applicability, while aspects that were of minor 
importance in the past, are sometimes becoming critical issues for cell operation 
and optimization. 

In order to help developing a physically-based but intuitive understanding of 
these phenomena without sacrificing physical correctness, we approach the de-
scription of tunneling and hot-carrier transport starting from a brief overview 
of the fundamental Schrodinger and Boltzmann equations. Far from aiming 
to rigorous mathematical treatments, this starting point allows us to highlight 
the main assumptions underlying the models most often employed. Then, tun-
neling, hot carrier and degradation effects in MOSFETs and Flash cells are 
illustrated extensively by means of measurements and simulations. 

According to this plan, the chapter has been organized in eight major Sec-
tions. Readers mostly interested in phenomenological aspects are referred to 
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Sections 4.4, 4.6, 4.7, and 4.8. The remaining Sections report definitions and 
more fundamental physical and modeling topics. 

4.2 ELECTRONIC PROPERTIES OF CARRIERS AND MOS 

STRUCTURES 

4.2.1 Electrons in Crystals 

From the point of view of quantum mechanics electrons in crystals can be 
described by wave functions To  t) obeying the single electron Schrodinger 
equation: 

231P 0 	h  
ih  at = 2m0 v2iP0 +[u(f) +ucoi +us(it,t)1To(r, t) . 	(4.1 ) 

where mo  = 9.16 x 10-31kg is the free electron mass, h = 1.05 x 10-34  J.s is the 
reduced Planck constant. The potential term is the sum of three components: 
1) Uc (1- is the crystal potential generated by the ions and the other electrons; 
2) Us(r, t) is the scattering potential, representing intense but localized and 
short perturbations caused by impurities, lattice vibrations, etc.; 3) U(r") is 
the potential due to externally applied voltages and macroscopic space charge 
distributions, which is assumed to be a slowly varying function of f.  compared 
to Uc and Us. The probability of finding the electron in r at time t is given 
by the probability density: 

= 007', 012 =TO (77.  t)T o(r, t) (4.2 ) 

whereo is the complex conjugate of To. To evaluate (4.2 ), To must be 
calculated solving (4.1) with appropriate boundary conditions. 

In a perfect infinite crystal Uc (r) has the periodicity of the lattice. In the 
absence of scattering, and of applied and built-in potential gradients (that is, 
Us = 0 and constant U), the solution of (4.1 ) with the periodic boundary 
conditions imposed by Uc(r) is a Block wave: 

`Po (17; t) =(1- exp (jk.  • f) exp (—jEt/h) , 	(4.3 ) 

where k is the wave vector, uk(i-4) is a rapidly oscillating function of position 

with the periodicity of the lattice, and E = E(k) is the total electron energy, 
that is, the sum of its potential (U) and kinetic (EK) energy, which is a function 
known as the band structure of the material. 

In crystals the allowed electron energies are grouped in bands separated by 
gaps. The first band featuring empty states at OK is the conduction band. For 

APPLE INC. 
EXHIBIT 1108 - PAGE 0165



156 FLASH MEMORIES 

E close to the bottom of the conduction band, E(k) is commonly approximated 
as a spherical parabolic band: 

n2 

E(k) = Eco 	— 	, 2m* 
(4.4 ) 

where Eco denotes the band bottom energy, ko  is the corresponding wave vec-
tor, m* is the electron effective mass and h2 lk — kol 2  /2m* is the kinetic energy 
EK. With a suitable choice of coordinates 

 
ti will be taken equal to zero in the 

following. Therefore, within the approximation (4.4) E(k) becomes indepen-
dent of direction. 

Once E(k) is known, the density of states (that is the number of available 
electron states per unit volume and energy) can be computed as: 

g(E) = 
1  

473 f SCE 
— EA)cli; , 	 (4.5 ) 

where S(x) denotes the Dirac distribution and 1/473  is the number of electron 
states per unit volume in the six-dimensional f' and z space. g(E) is a very im-
portant property of the material which comes into place whenever macroscopic 
quantities are computed, e.g. carrier concentration or current density. 

In practical situations the applied and built in potential is never constant. 
Compositional material changes and external stimuli result in spatially varying 
U(r) and Eco (2) superimposed to Uc, that make the exact solution of (4.1 ) 
very difficult. Exploiting the knowledge of E(k) in each material, a simpler 
effective mass equation can be written, in which the periodic Uc does not 
explicitly appear. For spherical parabolic bands (Eq. (4.4 )) the effective mass 
equation reads [1]: 

. a 	n2 
Jn—at = 	v2T. + [Eco(r) +um +us(r.,t)] T(r; t) , 	(4.6 ) 

2m* 
where m* is the electron effective mass, Eco + U is the spatially varying 
conduction band edge and T is the envelope function that relates to To  as 
To (i.4, t) = uk,)T(r.,t). Since T is sensitive only to the smoothly changing 
built in and applied potentials, it oscillates with a much larger period than 
uk(i.4). Thus, T is a smooth function describing the envelope of To. Neglect-
ing the short range oscillations of To, the probability density is expressed as 
PT = (r-', 02 ' 

4.2.2 Electrons as Classical Particles 

I) 

In quantum mechanics, a classical particle can be described by a wave packet, 
that is by the superposition of solutions of (4.6 ) featuring different wave vectors. 
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The wave packet probability density is significantly non-zero only in a restricted 
space region which approximately identifies the particle position. This latter is 
well represented by the centroid Vwp) of the wave packet probability density 
PT • 

If the potential energy gradient is approximately constant in the space region 
where the wave packet extends, the average wave vector of the packet satisfies 
Newton's law of motion: 

h
dijw

dt
P  = 	, 	 (4.7 ) 

where F is the field associated to built-in and applied potentials. The effect 
of the crystal, that is the force between electrons and the atom's nuclei, is 
assumed to be completely described by the band structure of the material E(k). 
The effects of scattering potentials are usually approximated by instantaneous 
collisions that suddenly modify the particle momentum. 

Since the particle is actually described by a wave packet, its velocity is the 
group velocity of the wave packet evaluated for the average wave vector of the 
wave packet: 

= 
ewP 

 = 
1 

VE(ij)- - 
g 	dt 	h k 	k-= kwp  (4.8 ) 

and not the phase velocity of the wave packet component at k = kwp. vg  can be 
derived directly from the band structure E(k) and can reach values in excess 
of 108cm/s in silicon. Notice that for parabolic bands (Eq. (4.4 )) ii = Nm*, 
which is the well known result for a classical particle with mass equal to m*. 

4.2.3 Silicon 

Crystalline silicon (Si) is made of spatially ordered atoms with face centered 
cubic symmetry. The corresponding E(k) is a complex three dimensional func-
tion of kx  , ky, kz  [4] and the energy density of states g(E), reported in Fig. 4.2, 
features an energy gap between conduction and valence bands EG (Si) 1.12eV 
at room temperature. The gap is indirect, i.e. the bottom of the conduction 
band is at a different k than the top valence band. Within the first few hundreds 
meV from its bottom, the conduction band is often approximated with a simple 
spherical parabolic band (Eq. (4.4 )) with an effective mass m* 0.32mo. 

4.2.4 Silicon Dioxide 

Crystalline silicon dioxide (Si02) exists in a few allotropic forms. The most 
important for electronics, due to its resemblance with that of gate oxides, is 
that of a—quartz. a—quartz features a perfectly ordered arrangement of Si 
atoms located at the center of tetrahedra, and oxygen atoms at the vertexes. 
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Figure 4.2 Density of states (DOS) of perfect Si and Si02 crystals (a-quartz). In this 

plot EG(Si) = 1.12eV and EG(Si02) = 8.5eV. E = 0 at the Si midgap. Data from 

[2, 3]. 

Each oxygen atom occupies a bridging location and forms two chemical bonds 
with Si atoms belonging to adjacent tetrahedra. The energy density of states 
of a-quartz is shown in Fig. 4.2 and features an indirect energy gap EG(Si02) 
whose reported values range between 8.0eV [5] and 9.2eV [2]. The conduction 
band can be approximated up to a few eV by a single spherical parabolic band 
with effective mass mo*x  0.5m0  [2]. 

Dangling Si bond Stretched Si-0 bond Streched Si-Si bond 

o Oxigen 	• Silicon 	Impurity (e.g. H) 

Figure 4.3 Schematic representation of the Si-5102 interface and of defects leading to 

the formation of extra bulk and interface states. 

Si02  films used as gate dielectric feature an amorphous (vitreous) form, 
meaning that the atomic structure is ordered only over short distances. Oxigen 
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atoms are often placed in non-bridging locations, i.e. they do not share bonds 
with the silicon atoms of two adjacent tetrahedra, as in a perfect Si02 crystal. 
In other words, a certain fraction of chemical bonds within the bulk of the oxide 
is stretched or broken (dangling), as illustrated in Fig. 4.3. The corresponding 
material structure is looser and has a smaller density than that of a-quartz 
(;:,' 2.2 g/cm3  instead of rr:,' 2.65 g/cm3), making it possible for a variety of small 
impurity atoms (hydrogen, sodium, etc.) to enter the oxide and diffuse through 
it, with important consequences on the electrical properties and reliability of 
the Si-Si02 interface, as will be further discussed in Sections 4.2.6 and 4.8. 
The partly random distribution of atoms and atomic bonds in gate- dielectrics 
produces a random perturbation of the otherwise periodic crystal potential, 
which affects mobility, and other oxide electrical properties. 

4.2.5 Silicon - Silicon Dioxide Interface 

The interruption of the Si crystal continuity at the Si-Si02 interface generates 
extra allowed energy levels confined within a few angstroms of the surface and 
associated to surface atoms [6, 7]. These interface states are also referred to as 
fast surface states because they can rapidly exchange charge with the inversion 
layer. They arise primarily from dangling silicon and oxide bonds at the surface 
(Fig. 4.3). 

In an ideal Si-Si02  interface all Si bonds are saturated by oxygen atoms. 
However, the compositional material change generates an abrupt built-in po-
tential difference e-3.15eV between the Si and Si02 conduction band 
edges, and of I.B,h+ 4.3eV between the valence band maxima. These barriers 
oppose carrier motion from Si to Si02 and for most purposes can be modeled 
as a step like Eco, as shown in Fig. 4.4. Therefore, from now on they will be 
incorporated in the applied potential term U (see Eq. (4.6 )). 

4.2.6 Oxide and Interface Traps 

Stretched and dangling bonds in the bulk of the oxide and at the Si-Si02 
gate and channel interfaces are believed to produce sufficiently strong localized 
potential perturbations to generate bound states for electrons or holes with 
energy levels in the forbidden gap (Fig. 4.4). These levels act as localized 
electron or hole traps, i.e. they can capture or release carriers. 

Traps can be categorized in two types: acceptor traps are neutral when 
empty and negatively charged when occupied; donor traps are neutral when 
occupied and positively charged when empty. In MOS structures, interface 
traps are believed to be mostly of acceptor type in the upper half of the band 
gap and of donor type in the lower half [8, 9]. 
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Figure 4.4 Left: Schematic representation of band structure transition at the Si-Si02 in-

terface assuming U(71 = 0. Right: Schematic representation of the perturbation potentials 

and of the interface and bulk states in a Si-Si02-Si stack. 

Carrier trapping and detrapping can occur through a large number of pro-
cesses: 1) thermal capture and emission; 2) photon assisted transitions; 3) par-
ticle assisted transitions (impact release of carriers and Auger recombinations); 
4) elastic tunneling in and out of the traps [10]. 

The steady state occupancy of the traps, hence their charge state, changes 
with bias according to the difference between their energy and the quasi-Fermi 
level. Under dynamic conditions, instead, trap occupancy and trapping time 
constants are determined by the efficiency of the filling/emptying processes 
previously mentioned, and can change by several orders of magnitude depending 
on bias, oxide quality and growth conditions and temperature. 

The charge statically or dynamically accumulated in the traps perturbs the 
built in potential and can have a strong impact on the electrical characteristics 
of the interface and of the Si02 insulating film. This point will be further 
discussed in Section 4.7. 
• In high quality interfaces, most bonds are actually satisfied by oxygen, silicon 
or impurity atoms as roughly sketched in Fig. 4.3, thus reducing significantly 
the density of available traps (DO compared to the number of surface bonds 
(Nit  Ps:: 6.8 x 1014cm-2  for (100) surfaces). Impurities, and mostly hydrogen mi-
grating through the loose oxide structure, or intentionally incorporated during 
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processing, are very effective in passivating the interface bonds, thus further 
reducing the trap concentration. 

However, stretched bonds and bonds formed by contaminants and hydrogen 
with the underlying crystalline silicon, can be much weaker than well oriented 
Si-0 bonds. Therefore, they are easily broken in the interaction with radi-
ation and hot carriers, generating interface traps that degrade the electronic 
properties of the surface and impact the electrical performance of the devices 
(threshold voltage, transconductance, current, etc. [11]). 

As an example, it is easy to verify that a fraction of charged interface traps 
Dit as small as 10-3  of Nit  distributed within a distance comparable to that of 
one monolayer from the channel/oxide or gate/oxide interfaces (Ax ti 2A) can 
induce non-negligible threshold voltage shifts (.VT = qDit  (1 — Ax/tox)/Cox 
0.3V and AV',  = qpitAx/(to.00x) 6mV, respectively, in a lOnm thick gate 
oxide MOSFET). Appropriate interface passivation is thus crucial for stable 
device operation. These problems will be further discussed in Sections 4.7 and 
4.8. 

4.3 FUNDAMENTALS OF TUNNELING PHENOMENA 

4.3.1 Basic Concepts and the WKB Approximation 

Tunneling through energy barriers is of great importance in Flash memories, 
as it is exploited to inject or extract charge in and out of the floating gate 
(see Chapter 2). In essence tunneling consists in the possibility for electrons 
to cross classically prohibited regions in which the electron energy (E) is lower 
than the effective potential energy (U, that includes band edge transitions at 
the interfaces). 

Figure 4.5 Transmission of an electron represented by the envelope function qf through 

a potential energy barrier. xi and x2 are the so called classical turning points. 
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This process is exemplified in Fig. 4.5 reporting a qualitative sketch of the 
envelope function of an electron in the presence of an energy barrier. As can be 
seen, if penetrates the region where E < U, decays exponentially therein, and 
emerges on the other side of the barrier. Since the amplitude of the envelope 
function (hence, p,,) is non zero for x > x2, a finite probability exists that the 
electron penetrates the barrier. 

Tunneling can be explained only by attributing wavelike properties to elec-
trons. Therefore, even a first order analysis of the phenomenon requires the 
solution of (4.6 ). To this purpose, neglecting scattering (Us = 0, that is, con-
sidering only elastic tunneling processes), and separating the variables 97'' and t, 
it is immediately found that the envelope function obeys the time-independent 
Schrodinger equation in the effective mass approximation [1]: 

+(h2 /2m* )C7211(71 + UV) 	= ETV) , 
	 (4.9 ) 

where U(9-1 incorporates Eco  01. For a one dimensional barrier as that in the 
direction perpendicular to the Si-Si02 interface of a MOS capacitor, separa-
tion of variables can be applied to (4.9) leading to a one-dimensional problem. 
Nevertheless, solving (4.9 ) is difficult and expensive, so that several approxi-
mate methods have been developed to this purpose. Among these, the WKB 
(Wentzel-Kramers-Brillouin) method is that most frequently used for first order 
analysis of tunneling in the MOS systems of interest here. 

Assuming slowly varying potential energy profiles, the WKB method ap-
proximates the incident wave propagating in the positive x direction as [12]: 

(x) A 	
1 
	exp (+j f 	(x)dx) 	 (4.10 ) 

-11c± (x) 

where tiki (x) = px  = V2m*E1(x) is the momentum component in the direc-
tion perpendicular to the interface, and E1(x) = p2x /2m* = E — U(x) — (p2y  + 
p2z)/2m* is the associated component of the kinetic energy. Since zero field is 
assumed in the direction parallel to the interface the parallel momentum and 

(py2 +pz2)/2  

	

the corresponding energy E11 = 	m* are conserved along the tunneling 
path. Therefore, Ell will be treated as a constant in the following. 

4.3.2 Transmission Coefficient 

For application purposes it is necessary to evaluate the transmission coefficient, 
which represents the probability that an electron described by the envelope 
function if crosses the region between x1  and x2  (see Fig. 4.5). This probability 
is given by: 

T = jw (xi) 
jw (x2) 	

(4.11 ) 
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(4.12 ) 

(4.13 ) 

jw(x)  = 2m* 

The probability current density of the 

hk j_ 

envelope function 

x) 	2  
Ai (X) 

— 
	m* 	= 

which can be intuitively interpreted as the product of the electron velocity in 
the tunneling direction (vi) by the probability density (10,,). 

Substituting (4.13 ) into (4.11 ) we get: 

T = v1(x2) R(x2)12  iCx2)12 exp (+2j f 2  kj_ (X1 )dX1) 	(4.14 ) 
vi(xi) 1111 (x1)12 ''sjj  0(x1)12  

where the velocity ratio is often assumed equal to unity. Notice that E1 < 0 in 
the classically forbidden region between x1 and x2, thus k1(x) is imaginary and 
an exponential attenuation of the envelope function occurs, leading to T < 1. 

Figure 4.6 Trapezoidal, triangular and parabolic potential energy profiles. 

Fig. 4.6 shows simple trapezoidal, triangular and parabolic energy barri-
ers for which the tunneling probability can be analytically derived with the 
WKB method. The first two profiles schematically represent the energy barrier 
perpendicular to the Si-Si02 interface under the bias conditions typical of pro-
gram (trapezoidal) and erase (triangular) operations in an industry standard 
Flash memory cell (see Chapter 2). The parabolic barrier, as will be seen in 
Section 4.4.3, represents the effective barrier for electrons tunneling from the 
valence into the conduction band in band-to-band transitions. 

Eq. (4.14) leads to the following expressions of the tunneling coefficient (in 
standard units): 

Ttrap. 	 exp 	
3hq 

4(2m*)1/2 3/2  — —gF(2 	5V3/2   ) (4.15  ) 
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4(27n*)1/2  e3/2  
Ttriang.(e) 	exp 	

3hq 	F ) 

Tp arab. (e) 	exp 	7x1(271111/2  e1/2) 

(4.16 ) 

(4.17 ) 

where F denotes the absolute value of electric field for the triangular or trape- 
zoidal barriers, and e 	— 	— E11) 	— p2„127-n* > 0 is the effective 
barrier height. Notice that the wave function (4.10 ) is not defined at the 
classical turning points xl  and x2 where kl = 0. Nevertheless T is finite. In 
the WKB approximation T = 1 for e < 0, although quantum-mechanical re-
flections actually occur also for 4.B < E — .E11. For a fixed total energy E, 
increases and T decreases exponentially as E11 increases, because less energy 
and momentum are available in the tunneling direction. 
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Figure 4.7 Transmission coefficient through an energy barrier as a function of the effective 

barrier height e for different field strengths and an barrier thickness d = 5nm. The transition 

between triangular and trapezoidal barrier shape is indicated by the dotted line. 

Fig. 4.7 reports T() computed according to (4.15) and (4.16) for different 
values of the electric field F. T() decreases rapidly for increasing e, and it is a 
weaker function of energy for trapezoidal barriers than for triangular ones, as 
evidenced by the curve for F = 1MV/cm. The transition between triangular 
and trapezoidal barrier takes place for e = F(x2 — x1), a condition for which 
(4.15) and (4.16) give the same T value. 
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The transmission coefficients change with temperature only because of the 
weak temperature sensitivity of the effective mass. As we will see, this is one 
of the reasons why most tunneling phenomena in devices are weakly dependent 
on temperature. 

dJ1,2 = q —
m*

T (E , px ) (E) (1 — f2(E))dpxdE , 	(4.18 ) Px 

where px  /m* is the x-component of the velocity of particles hitting the interface, 
gI(E,px )dpx  is the number of available electron states with momentum px  
inside a bin dpx  (thus, f co g* (E, px )dpx  is the energy density of states, g(E)), 
fi (E) is the occupation probability of the initial state in region 1 (that is, the 
distribution function introduced in more detail in Section 4.5.1) and (1— f2(E)) 
is the probability of finding an empty state in region 2 at the same energy E (as 
only elastic tunneling is considered). In quasi equilibrium conditions, fi and f2 
are given by Fermi-Dirac statistics, while in strong off equilibrium conditions 
they should be calculated with the methods discussed in Section 4.5. Eq. (4.18 
) does not include the density of states in region 2, thus implicitly assuming 
that for each electron tunneling from region 1, a final state exists in region 2 
ensuring conservation of energy and transverse momentum. 

In general, we must also take into account the reverse current from region 2 
to region 1 so that the net current flowing in the positive x direction is given 
by: 

J = f c1J1,2(E,px )— f c1J2-41(E,Px) . 	 (4.19 ) 

In many practical cases, however, one of the two terms in (4.19 ) is negligible 
with respect to the other one, because h (f2) is much smaller than f2  (ft ) 
for a given energy and 71_42 is much smaller than T2_41 for a given occupation 
probability f , or vice versa. Notice also that since T is almost independent of 
lattice temperature, J is a function of Tr, mainly through the f and g terms. 

4.4 TUNNELING PHENOMENA IN MOSFETS 

Tunneling is of utmost relevance for MOS transistors and Flash cells. Under 
suitable bias conditions, carriers can tunnel through the tunnel or inter-poly 
oxides, giving rise to gate currents that charge/discharge the storage node of 

4.3.3 Tunneling Current 

The tunneling current from region 1 (x < x1  in Fig. 4.5) to region 2 (x > x2) can 
be computed summing the contributions of all filled states in region 1 weighted 
by the corresponding tunneling probability T. The elemental contribution of 
electrons with x-component of momentum px  and energy E can be expressed 
as [1 2] : 
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floating gate devices. Tunneling electrons emerge at the anode with energy 
high above the bottom of the conduction band and can generate typical hot 
carrier effects such as impact ionization (see Section 4.6.4). 

In addition, at low gate and high source or drain voltages band-to-band 
(Zener) tunneling between valence and conduction bands can occur in the 
gate-source (gate-drain) overlap regions, providing a major contribution to sub-
threshold leakage currents. 

Finally, at the high fields involved in tunneling problems, charge flow in the 
oxide is accompanied by carrier trapping and generation of new traps, with 
important consequences on device reliability. 

In the following, some of these phenomena that are particularly relevant for 
Flash cells will be analyzed in more detail. 

4.4.1 Fowler-Nordheim and Direct Tunneling Through Gate Oxides 

Fig. 4.8 represents a schematic view of the energy bands of a MOS system 
upon application of a positive gate voltage. As VG increases from V01 to VG-2, 
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Figure 4.8 Left: Schematic representation of direct and Fowler-Nordheim tunneling con-
ditions. Right: Transmission coefficient as a function of electric field for = 3.15eV. 

the oxide field increases and the potential barrier seen by thermal electrons 
near the band bottom changes from trapezoidal to triangular. Eventually, a 
detectable electron current starts to flow through the oxide. Currents through 
trapezoidal barriers are referred to as direct tunneling currents, because elec-
trons are injected directly into the gate electrode. The triangular barrier case, 
instead, is referred to as Fowler-Nordheim tunneling because of its analogy with 
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the emission of electrons from cold cathodes theoretically studied by these two 
authors [13]. In thick oxides the bias dependence of the tunneling current is 
dominated by that of the transmission coefficient on the oxide field, and can be 
controlled by electrical means acting on VG. In very thin oxides (< 3nm) the 
bias dependence of f and g in (4.18 ) also play a significant role. 

Fig. 4.8 also reports the transmission coefficient as a function of the oxide 
field for different oxide thicknesses and e = 3.15eV as in a MOS system. As 
can be seen, the tunneling probability does not depend on oxide thickness in 
the Fowler-Nordheim regime (Fox tox > e). In addition, thin oxides exhibit 
enhanced transmission coefficients (hence leakage currents) at low field due to 
direct tunneling. In order to achieve long retention times in the memory cell, 
T must be very small at low fields; therefore, the oxide thickness must be large 
enough to keep direct tunneling negligible (see Chapter 2). For this reason 
the oxide thickness of Flash cells can not be scaled below R.17-8nm [14]. For 
tax  > 7nm, detectable currents can be observed only for F > 6MV/cm which 
falls well into the Fowler-Nordheim regime. Tunneling currents suitable for fast 
erase of Flash cells typically require a tunneling probability larger than 10-10; 
hence, F ti 10MV/cm (Fig. 4.8). This is the typical range of oxide fields used 
in applications. 

4.4.2 Modeling the Tunnel Current of MOS Structures 

In order to calculate the current-voltage characteristics of MOS structures the 
procedure outlined in Section 4.3.3 should be followed. However, several com-
plications arise, that are schematically illustrated in Fig. 4.9 and discussed 
below. 

• The potential energy drops in the semiconductor (Si)I• 	and polysilicon 
gate ( 4  I • p) , the actual oxide thickness (tax ) and the barrier height (1.B) 
must be accurately known in order to derive precisely the oxide field 
(Fox = (VG — VFB 	Ibp)/tox) , hence the correct transmission 
coefficient T. 

• The integral in (4.14 ) requires the knowledge of the dispersion relation-
ship E(k) within the forbidden gap, a quantity of questionable physical 
meaning for an amorphous material such as Si02, which is often ap-
proximated extrapolating into the gap (E < U) the parabolic dispersion 
relationship of the oxide conduction band, i.e. E — U = ri2k2  2rno*x  [15]. 
More accurate dispersion relationships that match the oxide conduction 
and valence band effective masses (m'6 	0.5m0, mV ti 5m0 [2]) have 
been derived in [15, 16]. 
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Figure 4.9 Left: Band diagram of a MOS structure in the FN regime. Dashed lines 

represent the quantized energy levels in the injecting electrode and the ideal barrier profile. 

Center: Schematic representation of the distribution function f, the transmission probability 

T and the product f • g T at the substrate-oxide interface. Right: Field induced barrier 

lowering according to (4.20 ); 	= 3.15eV, to. = 10nm. 

• Electrons crossing the oxide locally perturb the potential. These pertur-
bations can be treated at first order as image force corrections [17, 18, 19]. 
Sketching the highly doped polysilicon gate and the inversion layer as per- 

	

fectly conductive surfaces (€ 	oo), the electron as a point charge and 
considering only the first order images with respect to the gate and chan-
nel interfaces, the potential energy in the oxide (0 < x < t0 ) is given by 
[18]: 

2 	 q2 

U(x) 	gIFOXIX  	 (4.20 ) 
167r€00x 	167r€,;„(tox  - x) 

where 600  is generally taken as the high frequency permittivity of the 
oxide (r-' 1.9 x 10-13F/cm, [20]). The fourth term in the right hand side 
of (4.20) is typically much smaller than the third one for tc,x  > 5nm, as 
is the case in Flash technologies. By neglecting it, we can estimate the 
image force induced reduction of the effective barrier height as OMB = 
Vq3Fox/47rEcx). As illustrated in Fig. 4.9, the correction term amounts 
to several hundreds meV for Fox of a few MV/cm. Since T depends 
on the integral of ki in the forbidden region (Eq. (4.14 )), image force 
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corrections to the shape of the top of the barrier become increasingly 
important as the electron energy increases. 

• Since T is an increasing function of energy while f • g* is a decreasing one, 
the product T • f • g* in (4.18 ), measuring the contribution of each energy 
level to the total tunneling current, peaks at an energy higher than the 
bottom of the conduction band (Fig. 4.9). Consequently, even if (I.B is 
accurately known, the effective barrier height VB  (i.e. the difference be-
tween the top of the barrier and the energy level providing the maximum 
contribution to the tunneling current) is lower than 4 '.13 • 

• Quantization modifies the density of states with respect to its bulk val-
ues. Since quantized energy levels change with bias, VB  is a bias depen-
dent quantity [21]. Numerical calculations for accumulated layers indi-
cate that, neglecting image force corrections, this effect can be modeled 
as a field dependent barrier lowering VB  = 11'13 — (do  + dilFox () where 
do = 0.112eV and d1 = 1.69 x 10-8eV cm/V in the temperature range 
77-300K [22]. 

• Trapped charges modify the barrier shape, leading to lower or higher 
currents depending on their sign. Furthermore, trap assisted tunneling 
can enhance the current considerably in very thin or heavily stressed 
oxides. 

Obviously, the effects above can be accounted for only by numerical means. 
In particular, in the presence of quantum confinement at the interface and of 
image force effects, T can be efficiently calculated through a piecewise linear ap-
proximation of the potential profile [23], possibly coupled with a self consistent 
solution of the Poisson and Schrodinger equations [24, 25, 26]. 

A simplified analytical expression for the MOS tunneling current density has 
been given in [27] for triangular barriers. Starting from the Fowler-Nordheim 
theory of electron tunneling from a metal electrode [13], assuming f2(E) = 0 
(i.e. final states at the classical turning point in the oxide are always available), 
a parabolic energy-wave vector dispersion relationship in the oxide gap, a lattice 
temperature TL = OK (so that fi is a simple step function), and neglecting the 
reverse current from the oxide to the silicon, we get [27]: 

q3113xmo 
exp 

—4(2m40̀),)1/2  VB 3  /2) 
JTUN = 1671.2 h7n4,x 	 

3hq 	Fox 	
(4.21 ) 

where 411B  is an effective energy barrier accounting for the actual barrier shape 
and the distribution of injecting levels from the bottom of the conduction band. 
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Figure 4.10 Left: Experimental tunneling current through thin gate oxides as a function 

of gate voltage. The current calculated with (4.21 ) and VB  = 2.85eV is also shown for 

comparison. Right: Fowler-Nordheim plot of the J-V characteristic shown on the left. 

Notice that, due to the OK assumption, the exponential term in (4.21 ) is 
essentially the tunneling probability (4.16 ), while the pre-exponential term 
stems from the integration (4.19 ) of (4.18 ) under the assumptions outlined 
above. 

Fig. 4.10 shows typical tunneling curves as a function of gate bias and com-
pares them with (4.21 ). VB has been adjusted to optimize agreement with ex-
periments. By taking VB  equal to the commonly accepted value (1.B Lsa.. 3.15eV, 
[28]) the calculated current would be much smaller than experimental values, 
because of the correction effects mentioned earlier. At high current, the calcu-
lations exceed the measured values because of the voltage drop on the parasitic 
resistance in series with the MOS capacitor and of charge trapping in the oxide 
(see also Section 4.7.1). 

Fig. 4.10 also reports the tunneling current in the so called Fowler-Nord-
heim plot, that is as JTuN/F3x  versus 1/Fox. According to (4.21 ) the data 
should follow a straight line, and 4./13  could be extracted from the slope of 
the curves (SFN = d(log JTuN/F3x)/d(1/Fox) = —4.V2m,L4)'133/2  logio  e) once 
m:. 0.5mo is known. It has been argued, however, that in presence of channel 
quantization the Fowler-Nordheim plot essentially remains a straight line, but 
SFN does not have the physical meaning suggested by (4.21 ). Therefore, only 
the effective 4.113  value needed in (4.21 ) can be extracted from such plots [29]. 

4.4.3 Band-to-band and Trap-to-band Tunneling 

If a very high electric field is forced in silicon (Fsi 	1MV/cm) generation of 
electron-hole pairs by electron tunneling from the valence to the conduction 
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band occurs. This phenomenon, known as band-to-band (BBT) or Zener tun-
neling [30], has been extensively studied in the past for its relevance on the 
operation of tunnel diodes [31] and it has gained renewed interest recently for 
its impact on the operation of scaled MOS devices and Flash cells [32]. 
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Figure 4.11 Left: simulated potential (upper plot), electric field (lower plot) and depletion 

region contours (dashed line) at the source side of a Flash memory cell for a typical erase 

bias (VG = — 4V, Vs = 8V). The Si-Si02 interface is located at y = 0, the gate extends 

for x > 1.82p,m. Notice the deeply depleted layer in the gate-source overlap region on the 

left of the junction (represented by the dotted line at x 	2.05p,m). Right: Band diagram 

and electric field components along the surface of the same Flash cell of the graph on the 

left. 

In MOS structures, BBT typically occurs at high source or drain voltage 
and low (floating) gate voltage. In Flash devices, these conditions take place in 
cells,under erase operations, or in unselected cells sharing the same bit line with 
a cell under programming (see Chapter 2). BBT contributes to the so called 
Gate Induced Drain Leakage current, GIDL [33, 34], which can be a significant 
fraction of the subthreshold drain leakage current and can compromise proper 
functioning of the substrate bias generators. 

Fig. 4.11 illustrates the basic mechanism of BBT during erase operation. A 
negative VG brings the channel into accumulation and a strong vertical field 
depletes the gate-source (gate-drain) overlap region. The formation of a hole 
inversion layer, however, is prevented by the lateral field that sweeps minority 
carriers towards the accumulated channel, thus keeping their concentration be-
low the equilibrium value. The deep depletion region thus formed hosts a large 
vertical field. The tunneling distance between conduction and valence bands 
is reduced and the transmission coefficient becomes large enough to originate 
interband transitions. The point of maximum hole generation rate is at the 
interface, while that of maximum electron generation typically lies inside the 
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source (or drain), several tens of angstroms below the interface. Electrons flow 
towards the source (drain), while holes are pushed towards the accumulated 
channel and then towards the substrate, giving rise to a parasitic leakage cur-
rent. 

Figure 4.12 Band diagram of a MOS structure along the vertical direction through the 
depletion region illustrating band-to-band and trap-to-band tunneling mechanisms. 

Trap-assisted 
Elastic 

tunneling 

Notice that this current can not be explained by junction breakdown, because 
it is observed also for small or zero reverse junction bias [34]. 

Fig. 4.12 illustrates a few mechanisms responsible of interband transitions. 
'Elastic band-to-band and trap-to-band (TBT) tunneling occur only if the band 
bending (4) is larger than the energy gap (EG), whereas trap assisted inelastic 
processes can be effective also for 4 < EG [33, 34]. Since the indirect gap 
in silicon 	1.12eV at room temperature) is much smaller than the direct 
one 	3.5eV) BBT is expected to be an indirect process assisted by phonons, 
impurities or traps. Consistently with this picture, measured threshold band 
bendings for BBT-TBT 4 Fssf, 1-1.5V have been reported [34]. 

Localized traps within the gap often provide empty states and shorter tunnel-
ing paths for a variety of mixed tunneling and thermal excitation mechanisms, 
also shown in Fig. 4.12. These indirect processes enhance, and sometimes give 
the dominant contribution to the subthreshold drain leakage current. Because 
of their sensitivity to trap concentration, they have been exploited to monitor 
the interface trap density in the overlap region [35, 36]. 

Since most of VGS (VGD) is dropped across the oxide, a band bending of 1-
1.5V in the deep depletion layer arises only if the doping in the overlap region is 
smaller than N 1019cm-3. On the other hand, only for dopant concentrations 
larger than R.,- 1018cm-3  the tunneling distance is sufficiently small to allow for 

APPLE INC. 
EXHIBIT 1108 - PAGE 0182



104  

subthreshold 
- channel current 
- BBT current 

-4 -3 -2 -1 0 
Gate Voltage [V] 

10-7  

1 0 13  
2 0 2 4 6 8 10 

Drain Voltage [V] 

io-3  

10-5  

0 
109  

PHYSICAL ASPECTS OF CELL OPERATION AND RELIABILITY 173 

significant generation. For these reasons, BBT-TBT is maximum for doping 
concentrations in the 1018-1019 cm-3  range [34, 37]. 

Figure 4.13 MOSFET drain and gate currents in the BBT-TBT regime. L = 
tox = lOnm. 

BBT-TBT is weakly dependent on channel length, channel doping and tem-
perature [33] (as expected for tunneling phenomena, Section 4.3.1), whereas 
it is very sensitive to the gradient of the doping profile in the overlap region 
[33, 38]. In particular, the steep drain junction of Flash cell exhibits a much 
larger tunneling current than the graded source junction. 

The drain current of a MOSFET in the BBT-TBT regime, qualitatively 
representative of that of Flash cells too, is shown in Fig. 4.13. For fixed VDS 
(left plot) the current decreases exponentially in the subthreshold region. The 
BBT-TBT contribution stands out as VG is made negative and the high field 
deep depletion region is formed. In this regime the current is a strong function 
of the gate-drain (gate-source) potential drop and of the oxide thickness but it 
depends weakly on the drain-bulk (source-bulk) voltage (for fixed VGD or VGS). 

This is because the field is roughly vertical in the deep depletion region, and its 
component normal to the interface is directly determined by the corresponding 
one in the oxide. In formulae: Fsi Foxfox/Esi VGD fox /Esitox An exception 
to this rule of thumb is given by very abrupt junctions featuring a high lateral 
field, in which the drain bulk voltage plays a non negligible role. 

For increasing VDS the large lateral field induced by the source (drain) to 
substrate potential drop allows generated holes to gain considerable energy and 
to achieve a high probability to impact ionize, thus leading the junction to a 
surface avalanche regime [39]. This is evidenced in Fig. 4.13 by the abrupt in-
crease of the drain current at high VDS. BBT- and impact ionization-generated 
holes can become so energetic to overcome the Si-Si02 barrier, thus originating 
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a detectable gate current (line with filled symbols in the right plot of Fig. 4.13) 
[33, 40]. Although electrons tunneling from the poly-silicon gate can also be 
responsible of this current [41], hole injection is particularly harmful for device 
reliability. 

Indeed, as will be discussed in more detail in Section 4.8, hole trapping 
and interface state generation accompany hot hole injection in the oxide [42]. 
Newly generated interface states can further enhance the BBT-TBT current 
through the mechanisms illustrated in Fig. 4.12, while trapped holes locally 
modify the oxide field, affect the tunnel current and eventually cause program 
or erase problems [43, 44]. Holes reaching the floating gate recombine with 
available electrons, causing write disturbs such as charge loss and a decrease of 
the programmed threshold voltage [45] (see also Chapter 7). Since hole heating 
is mostly due to the lateral field, careful engineering of the source and drain 
junction profiles is mandatory to control the associated detrimental effects. 
Drain erase of Flash cells with limited avalanche and hole-induced degradation 
can be achieved biasing the device at reduced drain voltage and negative gate 
voltage [46]. 

4.4.4 Modeling the Band-to-band and Trap-to-band Tunneling Current 

From the modeling point of view, BBT and TBT pose serious challenges and 
problems not completely solved so far [47, 48]. A simplified equation for the 
BBT current based on a one-dimensional analysis will be developed below fol-
lowing the procedure described in Section 4.3.1. 

Figure 4.14 Energy band diagram and equivalent barrier height for BBT tunneling. 

To this goal, let us consider only elastic transitions in a direct gap semicon-
ductor (that is, no phonons involved in the tunneling process). The net BBT 
current can be expressed as the difference between the current of electrons tun-
neling from the valence towards the conduction band (generation) and that 
in the opposite direction (recombination) (see Eq. (4.19 ), with regions 1 and 
2 corresponding to the valence and conduction band, respectively). Accord- 
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ing to (4.18 ) the former is proportional to T 	fv (1 — fe) and the latter to 
Tgegvfc(1—  fv), where T is the transmission coefficient,, ge, gv  are the conduc-
tion and valence band density of states, fe, ft, are the corresponding occupation 
probabilities, respectively. Therefore, subtracting the two contributions: 

dJBBT a Tglige(fti — fe) • (4.22 ) 

To compute the transmission coefficient in (4.22 ) by means of (4.14 ) k (x) 
must be known along the tunneling path. In order to fulfill the requirement 
k = 0 at the band edges, a parabolic dispersion relationship across the gap is 
often assumed: 

h2 k2 /2m* = h2 k1/2m* h2kv2n* = — ((EG/2)2  — 712)/EG , 	(4.23 ) 

where m* = 2(mc-1  m,,71)-1  is a suitable effective mass [49] (me  = 0.32'mo 
and mu  = 0.16m0 or 0.49m0  for light and heavy holes, respectively), and i 
is the electron energy, measured from the center of the energy gap (Fig. 4.14) 
and ranges between —EG/2 and EG/2 along the tunneling path. Notice that 
(4.23) has the correct behavior at the band edges but it does not match the 
different effective masses of the silicon valence and conduction bands. Assuming 
a constant field of absolute value F and taking the origin at i = 0 we have i = 
qFx. Therefore, (4.23) transforms in a parabolic barrier as that of Fig. 4.6 and 
Eq. (4.17) with xi  = V(EG /2)2  + EGEII/qF and = • 1'13 — (E — E11) = EG I 4. 
Hence, the transmission coefficient is [50]: 

TBBT exp 
4hq 

) 
(4.24 ) 

Similarly to the tunnel probability of triangular and trapezoidal barriers (Eqs. 
(4.15 ) and (4.16 )) TBBT has an exponential dependence on 1/F for elastic 
tunneling. 

Phonon assisted BBT transitions, although probably much more likely than 
direct ones, can not be dealt with the WKB approximation. However, the 
transmission coefficient of phonon assisted processes has a similar functional 
dependence on exp(1/F) as (4.24) [47, 51]. Therefore, combining (4.24) with 
(4.22) and assuming fv = 1, = 0, the BBT current can be expressed as: 

JBBT Rai  ABBFv  exp(—BBB/F) , 	 (4.25 ) 

7 	E11 (2m*)1/22  EG + 4E11 

where ABB and BBB are constants and v ranges between 1 and 5/2 depending on 
the considered transitions (direct or phonon assisted) and on the assumptions 
made in integrating (4.22 ). 
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It must be pointed out that some of the approximations behind (4.25) have 
been proven inadequate to describe the phenomenon quantitatively [48], so that 
this expression should be regarded as a semi-empirical formula with parameter 
values which lack of a sound physical basis. The reported spread in ABB and 
BBB values indirectly confirms this statement. For example, BBB 	23MV/cm 
according to (4.24 )) ranges between 18MV/cm [33] and 27MV/cm [39] in 
experiments. Much larger BBB values (Re, 36MV/cm) have been attributed to 
indirect BBT in the absence of traps [52]. 

The approximations made to derive JBBT clearly suggest that numerical 
analysis is the only viable solution for accurate evaluation of BBT in devices. 
For example, numerical analysis can account for the bi-dimensionality of the po-
tential distribution in the generation region. However, a fully two-dimensional 
calculation of tunneling rates is quite difficult. Since the barrier width required 
for significant BBT is often less than 10-15nm, whereas the curvature radius 
of the potential contour lines in the deeply depleted region typically exceeds 
100nm owing to doping profile, carrier concentration and bias, simulators most 
often employ a one dimensional generation rate computed in rectangular or 
radial coordinate systems, along the electric field flowlines [39, 53]. 

An additional problem stems from the assumption of constant electric field 
made in deriving BBT rates. Since the depth of the depletion region is not 
much larger than the tunneling distance, the electric field changes considerably 
along the tunneling path. Detailed analysis demonstrated that the hypothesis 
of vertical tunneling paths with constant field leads to order of magnitude 
errors on the estimated BBT generation rate. Much more accurate values are 
obtained approximating the variable field with a suitable effective field, such 
as the average field along the path [53]. 

Finally, the high electric field at the silicon interface quantizes the available 
energy levels (Fig. 4.12). Therefore, the threshold band bending increases in 
a bias dependent way, which raises the problem of computing the electric field 
self-consistently with the quantized levels. This latter problem has not been 
tackled so far in ways appropriate for device analysis. 

4.5 FUNDAMENTALS OF CARRIER TRANSPORT 

4.5.1 The Distribution Function 

For the purpose of state of the art device analysis, transport can be tackled by 
means of a semiclassical approach in which electrons (and holes) are described 
as an ensemble of particles weakly interacting with each other, and charac-
terized in a statistical way by a distribution function Ai; k, t). For the sake 
of simplicity, in the following we will make reference to electrons, but most 
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concepts and definitions are applicable to holes as well, provided minor and 
straightforward changes are made to the basic equations. 

f k ,t) represents the fraction of available electron states of wave vector k 
that is actually occupied in 'I" at time t, i.e. the occupation probability of elec- 
tron states in the phase space 	k). Therefore, f k, t) is a number between 
0 and 1. The number of electrons per unit volume centered in r, at time t, with 
wave vector between k and k + dk, is given by: 

t)dk = 	f(f, odr, 
47r3  

(4.26 ) 

where g = 1/ 47r3  is the density of states, that is the number of available states 
per unit volume in lc space. 

In the following we will often make use of the energy distribution function 
E, t), that is the occupation probability of electron states at energy E. 

f (77, E, t) provides a more intuitive representation of the electron population 
than f 	t), and it is obtained averaging the latter over equi-energy surfaces 
of k space. Accordingly, the number of electrons per unit volume with energy 
between E and E + dE is given by: 

.F (r, E, t)d E = f E, t)g (E)d E , 	 (4.27 ) 

where g (E) denotes the energy density of states (Eq. (4.5 )). 
f (.) and .F(-) are often indicated as distributions. However, as explained 

above, they have different physical meanings and different units. In the fol-
lowing we will refer to f as the distribution function and to .F as the carrier 
distribution. In addition, for the sake of simplicity, we will consider only steady 
state conditions, so that distributions will not depend on time explicitly. 

According to the definitions above, the electron concentration and the elec-
tron current density are obtained summing the contributions of all occupied 
electron states: 

n(it) = 

Jet = 

f 
47,3 f k)dk 

(4.28 ) 

4g7r3  f 17g ( ) fij)dic . 	 (4.29 ) 

Neglecting anisotropicity effects in lc space (i.e. assuming that f 	, t) depends 
only on 	and not on k's direction), n and J can be expressed using functions 
of the carrier energy: 

= f f E)g(E)dE , 	 (4.30 ) 
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IV) = —q f vg  (E) f (77; E) g (E)dE , 	 (4.31 ) 

where fig  can be computed averaging (4.8 ) over equi-energy surfaces. (Rig-
orously speaking, 179 (E) should be calculated weighting the average with the 
distribution function. In most practical cases however, the suggested average 
provides a result accurate enough). 

Once f is known, not only integral quantities such as n and I can be cal-
culated, but also complex physical phenomena related to small subsets of the 
carrier population can be analyzed, such as gate and substrate currents in 
MOSFETs (Sections 4.6.5 and 4.6.7). 

4.5.2 The Boltzmann Transport Equation 

In order to determine the distribution function, a relation between f and the 
built-in, applied and scattering potentials is necessary. This relation is given by 
the Boltzmann transport equation (BTE), whose validity limits are discussed, 
for example, in [54, 55]. In steady state conditions the BTE reads: 

(4.32 ) 
Tit • Vd  at •Vk f  = Oft con 

where df*/dt = vg  is the electron group velocity, and dk/dt is related to the 
electric field P by the classical Newton equation of motion (4.7 ). 

Fig. 4.15 provides a pictorial representation of the BTE in a two-dimensional 
real and wave vector space, and exemplifies how this apparently complex math-
ematical expression is essentially a continuity equation in the multi dimensional 
phase space (f.', k). Particles move in real space at the group velocity fig  (k) and 
in wave vector (that is momentum) space, because they are accelerated (de-
celerated) by the electric field. This is expressed by the two terms on the left 
hand side of (4.32 ), that represent the net particle flux out of the elemental 
volume drdk in phase space. 

In addition, inter-particle and lattice-particle collisions suddenly change the 
momentum, whereas generation recombination processes increase and decrease 
the carrier population in df.dk. Collisions are taken into account by the right 
hand side of (4.32 ), that represents the perturbation of the distribution function 
caused by scattering potentials and generation-recombination processes. The 
collision term is the difference between the carrier flux entering state (it, k) from 
any other state (it, k') ((8 f /8t)in), and the carrier flux outgoing from state (it, k) 
towards any other state ((af /8t)out). This balance can be expressed as: 

( at)coll af 	= (jaat) 4ft in 	) out 
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in-scattering=(df/dtk, dr. dk 

out-flow= f(k+dk)4 dr 

k 

in-flow= 
f(r).vg-dk 

gen.-rec. 

in-flow= 
f(k).g.dr 

out-flow= 
f(r+dr).vg•dk 

out-scattering= 
(df/dt)out dr. dk  

r 
r+dr 

k+dk 

Figure 4.15 Schematic representation of particle flow in one-dimensional real and one-
dimensional wave vector space according to the Boltzmann transport equation [55]. r = 

dr I dt = 179  and k = dk/dt = — qF/fit. Fluxes in real space are proportional to the 
surface in momentum space (dk) and vice versa. The number of particles scattered in and 
out of the elemental volume are proportional to the volume itself (drdk). 

S(i1, 	f (77', 1?) (1 — f(r k)) — 

S(r,k,k') f 	k) (1 — f (77', k')) , 	(4.33 ) 

where S(r,I; , k') is the probability of a scattering from state (r., k) to state (77, 
per unit time and has units of s-1, while the products f k)(1 — f (77', re)) and 
f k') (1— f (, k)) indicate the probability to have a carrier in the initial state k 
(or k') and an available empty final state 	(or 1;), respectively, and the two 
sums are performed over all possible final states. 

In the so called relaxation time approximation, the collision term is assumed 
proportional to the deviation of the distribution function (f) from its equilib-
rium value (f0) through a phenomenological relaxation time Ty: 

of 	f — fo  

&Icon 	7,f 
(4.34 ) 

In summary, (4.32) is easily derived equating to zero the algebraic sum of the 
flux components depicted in Fig. 4.15. 
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4.5.3 Scattering 

Scatterings have a very relevant effect on the distribution function as they 
modify the orientation of electron's momentum and dissipate (or, with a lower 
probability, increase) electron's kinetic energy. The most important scatter-
ing mechanisms in silicon devices are acoustic and optical phonon absorption 
and emission (representing interactions between the carriers and the lattice vi-
brational modes), ionized impurity scattering (due to the presence of ionized 
dopant atoms), impact ionization (that is the generation of electron hole pairs), 
Coulomb interactions between particles. These can be classified in long range 
(carrier-plasmon) and short range (carrier-carrier) interactions. 

Ionized impur. 
screened elastic isotropic 

unscreened elastic anisotropic 

Intravalley 
phonons 

acustic -elastic isotropic 
optical inelastic isotropic 

Intervalley 
phonons 

acustic inelastic isotropic 

optical inelastic isotropic 

carrier-carrier inelastic anisotropic 

carrier-plas mon inelastic anisotropic 

impact ioniz. inelastic anisotropic 

Figure 4.16 Left: Basic properties of the main electron scattering mechanisms in bulk 

silicon assuming a spherical parabolic band structure. Right: Phonon (SpH) and impact 

ionization (SH) scattering rates in silicon as a function of carrier energy before scattering. 

The non-monotonicity of the phonon rate reflects deviations of the band structure from the 

simple parabolic approximation. Data from [56, 57]. 

Fig. 4.16 lists the main characteristics of each scattering type specifying its 
effect on electron's energy (elastic or inelastic collision) and on the redirec-
tion induced on carrier's momentum (isotropic redirection or anisotropic with 
a non-uniform distribution of scattering angle). It reports also the total phonon 
and impact ionization scattering rates as a function of carrier energy, that is, 
the average number of collisions per second suffered by electrons with given 
energy. These rates are obtained integrating S (k, k') over the k states with 
energy E and, for each initial state, over all final states fulfilling energy and 
momentum conservation. For scattering type i, Si is a property of the semicon-
ductor material strictly related to the band structure, and possibly dependent 
on temperature, impurity or carrier concentration. 
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Phonon and ionized impurity scatterings largely dominate over impact ion-
ization, but they change the carrier energy by a very small amount in each 
collision (typically a few tens of meV). On the other hand, impact ionization 
and Coulomb interactions can exchange large amounts of energy. Therefore, 
they also play a relevant role in determining the particle distribution and can 
act as efficient dissipative mechanisms for high energy electrons. • 

Once the Si's are known, it is useful to introduce a few parameters which 
summarize the effect of scattering on the carrier status. 

The first one is the energy relaxation time, which is a measure of the rate 
at which scattering dissipates the carrier energy. The energy relaxation time 
is obtained weighting each collision by the fractional change in energy. In 
formulae: 

-1  [ E E Esi(k,p)  (1  0 ) )  
TE(E) =  

i k(E) k' E(k) 
(4.35 ) 

The second parameter is the momentum relaxation time, which is a measure 
of the average time that scattering takes in randomizing the carrier momentum 
with respect to a reference direction x, and it is given by: 

Tp (E) = 

-

1 [E E Esi(k,p) (1 P(P))1 
i k(E) p p x(rz) 

(4.36 ) 

Energy and momentum relaxation times are complex functions of the carrier 
wave vector (hence of carrier energy). In silicon they have average values TE 

Ls-2 0.01-0.1ps, for electrons [58], and TE 	0.2-0.4ps [59, 60], rp  
0.03-0.1ps for holes [59], respectively. 

4.5.4 The Carrier Distribution in Thermal Equilibrium 

As exemplified by Fig. 4.15, the state of the. ensemble of electrons (that is, f) 
is the result of the balancing actions of the applied electric field I' and of the 
scattering events that move carriers in and out of each elemental volume of the 
phase space clf+dk. 

In thermal equilibrium f does not depend explicitly on the carrier momen-
tum, but only on the total carrier energy E = U (91 EK(k). For E >> EF, as 
in non-degenerate silicon, f is well approximated by the Maxwell-Boltzmann 
distribution: 

f (E) exp — (E — EF)IkBTL) 
	

(4.37 ) 
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where EF denotes the Fermi energy. The distribution is spherical in momentum 
space and the average velocity of the ensemble, the so called drift velocity, 
defined as 

_ J = f vs (k)f  

qn 	f f k)cik 	' 

is zero. Hence, the current density f = 	(Eqs. (4.28) and (4.38 )) is also 
zero, as expected at equilibrium. The Maxwell-Boltzmann distribution predicts 
a decrease of the carrier concentration by approximately 17 orders of magnitude 
per eV of energy at 300K. Given this rapid decrease of the number of carriers 
for increasing energy, the average kinetic energy of the particle ensemble 

f Eicoc) f (14*,k)dk 
w = 

	

	 (4.39 ) 
f f (17.*,k)dic.  

is very small (w = 3kBTL/2 40meV at room temperature). 
In the general non-equilibrium case f should be computed solving the BTE 

with a suitable set of boundary conditions. Unfortunately, in most practical 
cases the BTE (4.32 ) can be solved only by means of numerical techniques, 
such as those based on the spherical harmonics expansion of the distribution 
function [61], the cellular automata [62], the scattering matrix approach [63], or 
the powerful Monte Carlo method [64]. In the following, distribution functions 
will be analyzed in a few cases relevant to understand hot carrier effects in 
MOSFETs and Flash cells. Unless otherwise specified, the reported simulation 
results have been computed by means of the Monte Carlo method. 

4.5.5 Carrier Distributions in Homogeneous Electric Fields 

In a constant (homogeneous) field electrons gain momentum in the direction 
of the field according to the classical law of motion (4.7 ) hdk/dt = 	= 
—qvecF and their kinetic energy increases as described by the band structure of 
the material (E(k)). However, inelastic scattering events such as optical phonon 
emission and impact ionization, change (most often reduce) carrier energy, and 
contribute with all other scatterings in randomizing -7c' . Since the scattering rate 
is essentially an increasing function of energy and new scattering mechanisms 
set on at high energy (e.g. impact ionization, see Fig. 4.16) a new steady state 
is attained in which the average energy loss due to more frequent scatterings is 
balanced by the energy gained from the electric field. Consequently, f deviates 
from its equilibrium Maxwellian shape. 

Fig. 4.17 reports calculated electron energy distributions for a few electric 
fields and temperatures. Since the Monte Carlo method used to computed 
these distributions is a statistical technique to solve the BTE, the distributions 

(4.38 ) 
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Figure 4.17 Left: Electron distributions normalized to unit concentration in homogeneous 

silicon slabs doped 1 x 1017cm-3  at various electric fields. A theoretical Maxwell-Boltzmann 

distribution at 300K is also shown for reference. Right: Distributions of carriers at given 

energy normalized to unit area as a function of the polar angle (0) between the direction of 
ti 

momentum and that of the driving force —qF. 

are inherently affected by statistical noise, particularly evident in the zero field 
case. As can be seen, the number of high energy carriers is orders of magni-
tude larger than in equilibrium. Furthermore, since optical phonon emission 
(the most frequent inelastic scattering mechanism in silicon) decreases at low 
temperature, enhanced distribution tails are observed at 77K. In momentum 
space f is not spherical any more, but becomes elongated in the direction op-
posite to the field (because of the negative electron charge). Therefore both 
the drift velocity 17d and the current density I are non zero. 

The elongation of the distribution increases for increasing F up to 	5 x 
104V/cm, and so does the drift velocity vd. This is clearly seen in the right 
plot of Fig. 4.17, showing the angular distribution of electrons for different 
fields. For F >> 5 x 104V/cm scattering becomes so effective in randomizing 
momentum that it limits the elongation of f and any further growth of vd. 
This is evidenced in Fig. 4.17 by the relatively flat polar distributions at F = 
300kV/cm compared to those at 50kV/cm. Thus, vd saturates to an almost 
constant value v, 107cm/s, called saturation velocity, that eventually limits 
the maximum electron current density through the homogeneous slab I = 
-qnv-d. The random velocity component 117  - 17d1 has a spherical distribution 
of directions and it can reach values as large as 	108cm/s, that is much 
larger than the saturated velocity v, 	107cm/s. Notice also that the high 
energy population of the distribution (curves with triangles in the right plot of 
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Fig. 4.17) is always more collimated in the driving force direction than the low 
energy one (curves with circles). 

4.5.6 The Effective Temperature Model 

In homogeneous conditions, a widely adopted approximation describes the dis-
tribution function f as a displaced Maxwellian distribution [55]: 

f 	exp ((Fn(1)—U(1))/kBTe) exp — 	1 2 / 2m*kBTe) , (4.40 ) 

where Fn  denotes the quasi Fermi level. In simple terms, we can think of (4.40 ) 
as a generalized form of the equilibrium Maxwell-Boltzmann distribution (4.37 
): Fn  replaces EF, EK is expressed according to a simple spherical parabolic 
band, and a carrier temperature Te  > T1, and an average carrier velocity ?Id 
0 are introduced to account for the increased number of energetic electrons 
and for a non-zero current density. The displaced Maxwellian distribution 
retains the spherical shape of the equilibrium distribution around an average 
momentum Pd = m*vd, and represents a reasonable approximation only if 
frequent collisions almost completely randomize the momentum gained in the 
field direction. 

Assuming the validity of (4.40 ), the average kinetic energy w (Eq. (4.39 )) 
turns out to be the sum of a drift (or convective) and a thermal energy: 

1  * 2 + 3  7,, /71 
W -

2
m V d -r —

2 
&BA e 	 (4.41 ) 

Since randomizing scatterings limit the maximum vd, the second term in (4.41 
) dominates at high fields, where w is well approximated by the thermal energy 
alone. For example, at F = 105V /cm, w 0.5eV whereas m*v3/ 2 30meV 
[65]. 

In these conditions, carriers behave as a high temperature gas of particles 
(Te  >> TL) interacting through scattering with the much cooler hosting lattice. 
The term hot carriers expresses this concept, and refers to the presence in the 
device of a significant number of particles with kinetic energy largely exceeding 
the average equilibrium value 3kBTL,/ 2. 

At high homogeneous fields IA » 	1. Hence (4.40 ) can be further 
approximated as: 

f E) exp ((Fn — UM)/kB11) exp  ( — EK /kBTe) , 	(4.42 ) 

where EK = I/51 2 /2M* 	h2  I 7-;12 2m*  is the carrier kinetic energy in the as- 
sumed spherical parabolic band structure. Eq. (4.42 ) is often referred to as 
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the effective temperature model and, thanks to its simple analytic form al-
lows for a first order evaluation of major trends regarding hot carrier effects 
in devices. According to (4.42 ) ln(f) should decrease linearly with EK with 
slope proportional to 1/Te. As can be inferred from Fig. 4.17, the shape of 
actual distributions does not allow the carrier temperature to be unambigu-
ously defined, because the absolute value of the logarithmic slope increases for 
increasing energy. However, the electron temperature concept is still useful for 
heuristic investigation of hot carrier problems. 

4.6 HOT CARRIER EFFECTS IN MOSFETS 

Carrier heating is of great importance for the operation of Flash devices because 
on one hand, it is exploited for programming and, on the other hand, it is 
responsible for reliability concerns. 

IB 

  

V 

Figure 4.18 Qualitative sketch of the main hot carrier effects in an n-MOSFET. 

Fig. 4.18 schematically illustrates most hot carrier related phenomena typ-
ically encountered in MOSFETs. Carriers heated by the channel electric field 
create electron-hole pairs by impact ionization (process 1). The secondary gen-
erated holes that flow towards the substrate contact cause a voltage drop that 
tends to forward bias the source-substrate junction, leading to parasitic bipolar 
effects. In addition, hot electrons are injected into the gate oxide (process 2), 
damage the interface (surface states generation, indicated by x symbols) and 
the insulator properties (charge trapping, denoted by — symbols) (process 3). 
Holes heated in the vertical field and photons emitted by channel hot electrons 
relaxing to low energy states (process 5) generate electron-hole pairs in the 
depletion region and in the substrate (process 4). The generated electrons are 
responsible of long range interactions between junctions within the same chip 
(process 6) or can be reinjected towards the gate (process 7). 
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In the following, a few of these processes that are most relevant to the 
operation of Flash cells will be described in more detail. To this end, carrier 
heating and hot carrier distributions in MOSFETs need to be discussed first. 

4.6.1 Carrier Heating in MOSFETs and Flash Cells 

Fig. 4.19 reports the lateral electric field along the interface of two saturated 
MOSFETs. Clearly, the field is highly inhomogeneous. Carriers emitted from 
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Figure 4.19 Electric field and average energy along the channel of sub-micrometer n-

MOSFETs biased at VGS = VDS/2 = 1.5V, and featuring the same doping profiles and 

oxide thickness (t0  = 10nm). 

the source junction barrier initially experience a region of small field followed 
by an abrupt spike near the drain junction. The average carrier energy (w) 
increases rapidly in this spike. Since carriers need a finite time and distance to 
gain energy, the heating process is spatially delayed and w attains its maximum 
value beyond the point of maximum field. The displacement is slightly larger 
in short devices than in long ones. Then, upon entering the low-field drain 
region, hot carriers merge with the residing population of thermal electrons. 
Their excess kinetic energy is dissipated by phonon, impact ionization and 
carrier-carrier interactions. Correspondingly, the average energy decays to its 
equilibrium value. 

Fig. 4.19 clearly points out that, due to the delay in the heating process, 
and differently from the homogeneous field case treated previously, no unique 
relationship exists between electric field and average energy. This means that in 
non homogeneous conditions, at every point in the channel the carrier energy 
distribution f(f-', k) is not simply a function of local quantities (e.g. field or 
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Figure 4.20 Electron distribution in a uniform field F = 0.53MV/cm (solid line); in 
a uniform field featuring w rrz:1 1.1eV (dashed line); at a point along the channel of a 

0.3pm MOSFET biased at VGS = VDS/2  = 1.5V, and featuring w 	1.1eV and F = 
0.53MV/cm (dash-dotted line). Distributions are normalized to the carrier concentration, 

that is to unit area. 

concentration gradient) but it becomes a complex non-local property (that is, 
a functional) of the whole field profile [66]. This point is further demonstrated 
in Fig. 4.20, which compares the electron distribution calculated at a point 
in the channel of a MOSFET to two distributions evaluated in homogeneous 
silicon slabs and featuring either the same field or the same mean energy as 
the MOSFET distribution. As can be seen, carrier distributions are quite 
dissimilar from each other, especially in the high energy tails, that give a minor 
contribution to w. Evidently, local and average quantities such as the electric 
field or the electron mean energy are insufficient to identify unambiguously the 
high-energy carrier population, hence to predict hot carrier effects accurately. 

The assumption that the distribution stays essentially spherical because of 
frequent scattering, inherent to the displaced Maxwellian approximation (4.40 
), is often violated in the region of increasing field, where carriers can travel 
ballistically over a non negligible distance compared to device dimensions and 
very few carriers are back scattered against the field direction. As a result, 
collimated distributions of particles flowing in a preferential direction can be 
found in spatially varying conditions. Because of the skewed shape of the 
distribution, the drift component of the average energy (wd = m*v3/2) can 
be comparable to the thermal one wt = w — wd, a situation never observed 
in homogeneous slabs [65]. In addition, the drift velocity (vd) can exceed the 
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saturation velocity (v3 	107cm/s), giving rise to the phenomenon known as 
velocity overshoot [65]. 

For all these reasons, analytical approximations of f k.) such as (4.40 ) 
represent an oversimplified picture in the case of real devices. The inherent non-
local nature of the carrier heating process is such that even assuming a priori 
the validity of (4.40 ), Te  and Pd can not be expressed as well defined functions 
of the local electric field or concentration gradient. Only in the presence of 

ti 

gradually changing fields the state of the carrier ensemble (i.e. f k)) can be 
predicted with reasonable accuracy by local or average quantities. 
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Figure 4.21 Left: Electron distributions at different positions along the channel of a 

MOSFET. Right: Normalized polar distributions at EK = 0.1eV (lines) and EK = 1.5eV 

(lines with symbols). 

The evolution of the carrier distribution along the channel of a MOSFET 
is quite complex. If the low field region just ahead of the source is longer 

	

than several mean free paths (A 	lOnm for electrons [20], and A 	4nm 
for holes [67, 68]), the quasi-equilibrium behavior described in Section 4.5.5 is 
approximately verified in the first section of the device. 

Distributions along the remaining high field and drain regions are illustrated 
in Fig. 4.21. As can be seen, the distribution is gradually heated while electrons 
enter the high field region (points A, B and C). Eventually, the population of 
channel electrons coming from the source merges with the cooler population of 
electrons inside the drain, giving rise to a peculiar distribution with a "cold" 
branch (Te  TL) and a hot part featuring Te  >> TL  (points D and E). 

Angular distributions for two different energies are shown in the right plot 
of Fig. 4.21. The polar distribution of high energy carriers is highly colli-
mated in the channel region where the electric field rapidly increases (point B). 
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Then, since the time constant for momentum relaxation ( Tp , Eq. (4.36 )) is 
much smaller than that for energy relaxation (TE, Eq. (4.35 )), momentum 
is randomized well before carriers loose significant fractions of their energy. 
Therefore, the distribution recovers an approximately spherical shape well be-
fore being cooled off by the dissipative scattering mechanisms prevailing inside 
the drain (points C, D and E). The polar distributions at the drain junction 
(where the electric field is maximum, point C) are already almost flat, while 
the energy distributions feature very enhanced tails. 

4.6.2 MOSFET Design and Carrier Heating 

An important issue to be addressed is the relationship between carrier heating 
and MOSFET technological parameters. At this regard, Fig. 4.19 shows that 
the maximum carrier mean energy is not very sensitive to a reduction of the 
gate length when other relevant device dimensions (gate oxide thickness and 
junction depth) are kept constant. This is a general result {69] that holds true 
unless very short gate lengths are considered, leading to a loss of the gate 
control over the channel potential, and to an extension of the high field drain 
region towards the source (Drain Induced Barrier Lowering, DIBL). 
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Figure 4.22 Left: Electric field and average energy along the channel of n-MOSFETs 

biased at VGS = VDS/2  = 1.5V. Gate length L = 	to), = lOnm, junction 

depth xj = 100nm, and L = 0.3,um, t0  = 7nm, xj = 70nm, respectively. Right: 

Corresponding electron energy distributions at the points of maximum average energy. 

A substantial increase of the peak electric field is obtained, instead, if the 
gate oxide thickness and junction depth are scaled together with the gate length 
(left plot in Fig. 4.22) as required by the most common scaling rules. In spite 
of the larger peak field value, the electron mean energy is not appreciably 
enhanced in the shorter device with respect to the long one. On the other 
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hand, carrier heating is actually stronger in the short device, as demonstrated 
by the electron energy distributions at the points of maximum mean energy 
shown in the right plot of Fig. 4.22. In particular, an enhanced high energy 
tail is obtained in the short device. Indeed, conventional MOSFET scaling 
also requires the reduction of power supply voltage in order to keep hot-carrier 
effects under control. 

4.6.3 Simplified Models of Carrier Heating 

As pointed out in Section 4.6.1, the average energy does not give sufficient 
information on the actual amount of high energy carriers. Distributions with 
the same average energy and significantly different tails can be found at different 
locations since the latter are sensitive to the details of the field profile. In spite 
of this well known fundamental issue, the cost and difficulty of solving the 
BTE promoted the derivation of many simplified models to predict f( -7'', E) 
from average quantities such as w. 

Most of these models rely on a two-step procedure. The first step aims 
at calculating w(F); the second one at reconstructing the whole distribution by 
imposing a fixed relationship between w and the shape of f (F, E). These models 
partly or totally neglect the non-local nature of carrier heating described by the 
BTE and are intrinsically doomed to loose accuracy as device scaling evolves 
towards steeper profiles. 

4.6.3.1 Average Energy. Most simplified approaches start from the BTE 
(4.32) in the relaxation time approximation (4.34) and employ the momen-
t's method [55] to derive, to different degrees of approximation, equations for 
n, vd and w [70, 71]. These equations are solved either self-consistently (as 
in hydrodynamic and energy balance models) or as a post-processing step of 
conventional drift-diffusion analysis. 

In one-dimension, neglecting generation-recombinations and heat fluxes, the 
simplest of these energy balance equations reads [71, 72]: 

dx = 4F (x) w(x) w°  

dw 3 
Aw 	' 

where wo  = 3kBTL/2, Aw = 5vdTE/3, vd being the drift velocity and TE the 
energy relaxation time (Eqs. (4.38 ) and (4.35 ), respectively). In principle the 
energy relaxation length Aw  is a function of energy. In practice, it is often taken 
as a constant and adjusted to optimize agreement with experiments. Typical 
values are Aw  f--..,-' 65-80nm for electrons [73, 74, 75] and Aw  ',:.,-' 55-100nm for 
holes [59, 75]. 

Integrating (4.43 ) along a current path computed (non self-consistently) 
with a conventional drift diffusion simulator, Aw(x) = w(x) — wo  is obtained 

(4.43 ) 
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as: 3 	
-- 	

A d(z)  x 	 wz)  
Aw (x) = —5  f 0  qF() exp ( (4.44 ) 

where w(0) = wo  = 3kBTL/2. This is an efficient procedure to calculate w, that 
accounts in a simple way for the first order non-local effects. More complex 
and accurate balance equations have been derived in [70]. 

4.6.3.2 Carrier Distribution. The second step in building a simplified 
model of carrier heating is to establish a relationship between the average en-
ergy and the shape of the distribution function. The simplest approach is to 
hold valid also in non-homogeneous conditions the displaced Maxwellian ap-
proximation (4.40 ) or the even simpler effective temperature model (4.42 ) 
and the approximate relation w = 3kBT,12. For slowly varying fields (small 
changes within several mean free paths, that is dw dx 0), and assuming A,, 
constant, (4.43) reduces to: 

2 qF At°  
Te  = 	

5 kB 	
(4.45 ) 

which relates the effective temperature of the distribution to the local electric 
field value, and therefore totally neglects the non-local nature of hot carrier 
transport. An approximate version of (4.45 ), Te  = TFAIkB, can also be 
derived comparing the effective temperature model with the Lucky Electron 
Model [76, 77, 78]. 

A difficulty of models based on (4.40 ) is the assumption of a parabolic 
band structure. Non parabolicity results in carrier distributions with depressed 
high energy tails even in homogeneous conditions [79]. To overcome these 
limitations, improved expressions for carrier distributions have been proposed 
[80, 81], that have the general form: 

f (E) = A exp 	 
n(kBTe)v  

(4.46 ) 

where Te  is usually derived from energy balance solutions under the approxi-
mation w 3kBT, /2. 

The models resulting from combining the two steps described above rely on 
a few parameters 	v, x„)) to be adjusted by comparison with experiments 
(gate or substrate currents). These models have been applied to the simulation 
of MOSFETs, EPROM and Flash cells [80, 81, 82, 83, 84] with gate length down 
to a few tenths of a micron and high drain voltage during the programming 
phase (VDS > 5V). For shorter devices and smaller drain biases, relevant non 
local effects make these models less reliable. 
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4.6.4 Impact Ionization 

Impact ionization is the process by which energetic carriers cause the transition 
of valence band electrons into the conduction band, thus generating electron-
hole pairs. Impact ionization is a complex phenomenon, whose probability 
depends on the k-state of the primary electron. To compute the ionization 
probability per unit time, that is the scattering rate (SR), it is necessary to 
evaluate all the possible transitions from the initial state leading to the creation 
of a secondary electron and a secondary hole, fulfilling energy and momentum 
conservation laws. 

Energy conservation requires a primary electron energy larger than EG (Si). 
If momentum conservation is also enforced and only direct transitions are con-
sidered (no phonons involved) the minimum energy becomes 3EG/2 [50], which 
is often reported as the threshold energy for impact ionization. Phonon assisted 
impact ionization events relax this constrain, so that the actual impact ioniza-
tion scattering rate increases smoothly from EK = EG with a soft threshold 
(see Fig. 4.16). 

The impact ionization generation rate, that is the number of electron-hole 
pairs generated per unit time and volume at point 77" by one carrier type is given 
by: 	

GH() = 1-
473 

f SH(rOf (7-1, i)dk , 	 (4.47 ) 

where SIT represents the rate of impact ionization per unit time for an electron 
with initial wave vector k. If the energy of the primary carrier is low, SIT is 
highly anisotropic, and changes as much as 2 orders of magnitude depending 
on k direction [85]. At high energy, instead, the spread over k directions is 
significantly reduced [86]. 

In order to gain a more intuitive understanding of the ionization process it 
is useful to average SH(k) over equi-energy surfaces in k space and to express 
G11 in terms of an energy dependent scattering rate SIT (E) as: 

co 
GII(r) = f SH(E) f E)g(E)dE . 	 (4.48 ) 

EG 

Adding the contributions of both carriers, Gil is often written as: 

GII 	
jpi MI 	(77)  

(71) = an 	+ ap  (4.49 ) 

where the ionization coefficients an  and ap  are defined as the number of 
electron-hole pairs generated by a single electron (hole) per unit traveled dis-
tance. In essence, the product a dx represents the probability that a carrier 
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suffers impact ionization while covering the distance dx . Equating (4.47) to 
either one of the terms at the right hand side of (4.49) and accounting for (4.29 
) , a and ap  can be expressed as: n 

f 	(k) f (97., lc) 
an  ,p 

	

	= (4.50 ) 
f f (97., lc)vg  

where S11, f and v9  refer to the considered carrier. Eq. (4.50 ) clearly points 
out that an  01 and ap  (F) are functions of the local electron and hole distribu-
tions respectively, that is, non-local functions of the electric field. Since SI' is 
lower for holes than for electrons (especially at low energy [56], Fig. 4.16), and 
hole distributions are cooler than electron ones because of the higher phonon 
scattering rate (Fig. 4.16 and [87]), ap  is smaller than an. 
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Figure 4.23 Electron and hole impact ionization coefficients 

from [88] (solid line), [89] (dot-dashed line), [88] (dashed line) 

N 10' 
O 

In homogeneous conditions (constant field), there 
tween the distribution and the field, so that the alphas 
of the electric field, well approximated by Chynoweth 

is a unique relation be-
become unique functions 
equation [90]: 

an,p  = ari",p  exp(-17,pit /F) , 	 (4.51 ) 

with anon = 7.03 x 105cm-1, F7c.trit = 1.231MV/cm, ap = 1.582 x 106cm-1, 
r

P
crit = 2.036MV/cm, for F < 4 x 105V/cm and a" = 6.71 x 105cm-1, 

r
p
crit = 1.693MV/cm for F > 4 x 105V/cm [88, 91]. Fig. 4.23 reports room 

temperature impact ionization coefficients in bulk silicon as a function of elec-
tric field, measured in conditions for which F is slowly varying with position. 
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In a highly non-uniform electric field, f is not a well defined function of the 
local field intensity because carrier heating lags behind the local electric field 
(Fig. 4.19). Therefore, impact ionization coefficients can not be modeled by 
simple relationships as (4.51 ). In the framework of the simplified models 
discussed in Section 4.6.3, approximate expressions for an  and ap  in terms 
of average electron energy can be derived replacing F with an effective field 
FEFF = 5(w- wo)/3qA„„ which is consistent with (4.43) under the assumption 
of slowly varying field (dw/dx 0). The more general expressions (4.47) and 
(4.48) should be used in higher order models. 

Since scattering rates are tightly related to the band structure of the material 
(E(k)), and the latter is modified by the presence of an interface (Section 4.2.5), 
all scattering rates at the surface of a MOS system may be expected to be dif-
ferent than in bulk Si. Experimental evidence supporting this conclusion with 
regard to SH was first given in [89], and it is reported in Fig. 4.23. The re-
duced ionization coefficient of MOSFETs described in [89] has been tentatively 
explained invoking channel quantization [57]. Recently, however, it has been 
argued that the discrepancy between surface (MOS) and bulk ionization coeffi-
cients can be attributed to the local models used to derive a from experiments 
[92], so that no clear evidence of significant differences between bulk and surface 
ionization coefficients exists, at least in the most common bias range for state of 
the art technologies. The great importance of non local effects in determining 
impact ionization in state of the art devices is now generally agreed upon [74]. 

4.6.5 Substrate Current 

Impact ionization is responsible of a few detrimental effects that eventually 
limit the maximum drain voltage applicable to MOSFETs and Flash cells. 
In fact, as VDS is increased the ionization probability in the reverse-biased drain 
junction approaches unity and leads to an uncontrolled increase of the current 
(junction breakdown) that may cause the destruction of the device due to 
excessive power dissipation. Well before junction breakdown, holes generated 
by impact ionization and swept towards the substrate contact by the vertical 
electric field (process 1 in Fig. 4.18) give rise to a measurable substrate current 
(./B) that can adversely affect the operation of substrate bias generators and 
the subthreshold characteristics of neighboring devices [93]. In addition, /13 
gives rise to ohmic drops that can forward-bias the source-substrate junction 
and lead to parasitic bipolar phenomena such as snap-back and latch-up. 

Assuming that all the generated holes contribute to IB (i.e. neglecting carri-
ers' recombination and hole injection into the source), the substrate current can 

APPLE INC. 
EXHIBIT 1108 - PAGE 0204



PHYSICAL ASPECTS OF CELL OPERATION AND RELIABILITY 	195 

be expressed integrating the generation rate of (4.48) over the device volume: 

co 
1-13 = q f 	= q f SH(E) (f f E)g(E)cli?) dE . 	(4.52 ) 
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Figure 4.24 Impact ionization rate (dot-dashed line), electron distribution integrated over 

the device (solid line) and corresponding product (dashed line) in a L = 0.5pm MOSFET 

biased at VG = VD I 2 = 1.5V. t.), = 10nm. E = 0 at the bottom of the conduction 

band. 

Fig. 4.24 reports f (E)g(E) and SH(E)f (E)g(E) integrated over the volume 
of a 0.5pm MOSFET. As the result of the trade-off between the decreasing 
f (E)g(E) and the increasing ionization rate SH(E), the largest contribution to 
impact ionization comes from electrons between 2 and 2.5eV, but no obvious 
threshold energy can be identified. In general terms, the energy of primary 
electrons giving the maximum contribution to impact ionization depends on 
how steeply the distribution function decays in energy. Progressively cooler 
distributions result in an average energy of ionizing electrons that approaches 
the bandgap energy. 

Fig. 4.25 reports the results of an accurate numerical analysis of impact 
ionization in a MOSFET biased at VGS = VDS/2, that is, close to the condition 
of maximum substrate current. Contour lines represent the loci of equi-impact 
ionization generation rate. Due to the spatially retarded electron heating, GE 
is maximum inside the drain, and not at the drain junction where the field is 
maximum, as it might be expected based on local considerations. In addition, 
since for high drain voltage and low gate voltage in proximity of the drain the 
current flows far from the interface due to carrier diffusion and to the repulsive 
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Figure 4.25 Impact ionization generation rate contours for electrons at the drain end of 

a L = 0.5p,m MOSFET biased at VG = VD 12 = 1.5V. to. = 10nm. The solid line 

represents the drain junction. 

vertical field, G11 is maximum somewhat inside the bulk of the material and 
not at the interface. 

Figure 4.26 Left: Substrate current as a function of gate and drain voltages and temper-

ature. Data from [94]. Right: Normalized substrate current as a function of drain voltage 

at 300 and 77K. Data from [95]. 

Fig. 4.26 reports typical substrate current curves versus gate and drain volt-
ages. ./B rapidly increases for increasing VDS, as an expected consequence of 
the increased field in the channel, resulting in enhanced high energy tails of the 
distribution function (as suggested by (4.42 ) and (4.45 )). As VGS is raised 
above the threshold voltage (VT) a progressively larger number of carriers flows 
in the channel. Therefore, f E)g(E) in (4.52 ) (whose integral over all ener-
gies is the carrier concentration n(r)) increases, and ./B increases too. At the 
same time, however, the maximum electric field at the drain junction decreases, 
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leading to reduced carrier heating, hence, to a smaller Te  in the effective tem-
perature model. These two effects typically balance each other for VGS VDS /2 
where a maximum of Ig is obtained (see again the left plot in Fig. 4.26). For 

VGS > VDS /2 the substrate current decreases due to the dominant effect of 
reduced carrier heating. Impact ionization increases as the gate length and ox-
ide thickness are scaled, due to the increase of the electric field in the channel 
(Fig. 4.22). 

The temperature dependence of Ig is mainly determined by three factors: 

• At fixed bias, a low temperature raises the threshold voltage (VT), hence 
reduces the carrier flux and slightly enhances the peak electric field. 

• Optical phonon scattering, typically the dominant inelastic scattering 
mechanism, is reduced at low T.L. Hence, the distribution function is hot-
ter than at room temperature for a given field (see, for example, Fig. 4.17). 

• The impact-ionization scattering rate decreases at low temperature be-
cause the energy gap, which is the minimum energy for impact ionization, 
increases at low temperature. 

The combined action of these factors results in the temperature dependence 
shown in Fig. 4.26. The first effect reduces impact ionization around threshold 
regardless of VDS (left plot). The second one dominates far from threshold at 
high VDS. Together with the increase of the peak field, it is responsible for the 
increased maximum IB, typically observed at low Tr, (left plot, and right plot 
for VDS > 2.25V). For drain voltages approaching the bandgap voltage EG/q, 
instead, the third effect dominates, and makes the substrate current at low Tr, 
lower that at room temperature [95, 96, 97], as observed in the right plot of 
Fig. 4.26 for VDS < 2V. 

4.6.6 Hot Carrier Injection into Si02 

In quite general terms, the electron current density from Si to Si02 at a point x 
along the channel of a MOSFET can be analytically expressed as: 

oo 
Jinj,n,(X) = q f v j_(x, E) f ±(x, E)g(E)P(x, E)dE , 	(4.53 ) 

where fl(x, E) is the hemi-distribution of electrons that hit the interface be-
tween x and x dx, P(x, E) is the injection probability, and v j _(x, E) is the 
the electron velocity component perpendicular to the interface and directed to-
wards it. The integrand in (4.53) is conceptually similar to (4.18 ), and points 
out that the injected current is the combined result of a few factors: 1) the 
number (f j_ • g) and velocity (v1) of electrons directed towards the interface; 
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2) the electron energy and momentum distributions (because only carriers with 
velocity directed towards the interface contribute to Jinj,.); 3) the probability 
of injection from Si to Si02 (P(x, E)). Differently from (4.18 ), in the two 
dimensional case considered here most quantities are explicit functions of the 
position along the interface, here denoted with x. Let us discuss some of them 
in more detail. 

4.6.6.1 Distribution Function. If the distribution is a quasi equilibrium 
Maxwell-Boltzmann (or Fermi-Dirac) function, the number of available carriers 
decreases so rapidly for increasing energy that significant injection occurs only 
from the bottom of the conduction band. In essence, this is the "pure tunneling" 
case analyzed in Section 4.4.1. For VDS > 0 this situation can occur at the 
source side of a MOS, if VGS is large or if t0, is very thin, as in extremely 
advanced devices [98]. 

On the other hand, if the tail of the energy distribution is largely populated, 
injection is mostly due to carriers in proximity or above the top of the barrier, 
because low energy ones have a small injection probability. This is the most 
common situation at the drain end of MOSFETs in the "hot carrier injection" 
conditions (high VGS and VDS) exploited to program the industry standard 
Flash devices. 

4.6.6.2 Injection Probability. As for the injection probability, it should 
be noticed that several physical phenomena are lumped into this term. 

If an abrupt effective potential barrier is assumed at the interface (for exam-
ple because image force corrections are neglected), P(x,E) essentially becomes 
the tunneling probability through the barrier (P(x, E) = T (x, E), where T is 
the transmission coefficient). Since the potential profile at the drain end of 
the channel is highly two-dimensional, this probability is harder to evaluate 
than in the one-dimensional case treated in Section 4.3.2. Often, a gradual 
channel approximation is used in which the point by point applicability of the 
one-dimensional tunneling rates is assumed (see, e.g. [81, 95]). 

Moreover, it has to be remembered that transmission coefficients (including 
those of (4.16) and (4.15 )), are calculated assuming a simple parabolic band 
approximation whose validity is questionable for high energy electrons near the 
top of the barrier. 

In addition, if image force barrier lowering is accounted for, P actually mod-
els multiple processes in series, namely: emission from Si into Si02, transport 
within the Si02 conduction band, and, possibly, tunneling through the Si02 
barrier. A satisfactory microscopic description of most of these processes has 
not been reached yet (see, for example, [15, 57]), also because of the essentially 
unknown properties of the band structure at the interface. 
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4.6.7 Gate Current 

From the macroscopic point of view, carrier injection from silicon into silicon 
dioxide in MOSFETs is revealed by the existence of measurable gate currents 
(IG) and by charge collection in the floating gate of memory cells. /G is related 
to the injected current density in a non trivial way, essentially because of two 
reasons. 

• Injected carriers can be reflected back towards the silicon. Indeed, carriers 
that enter the oxide conduction band therein suffer collisions that cause 
energy loss and directional changes of momentum. Although in principle 
electrons can access all oxide regions that are energetically admissible, 
even if this implies moving uphill against a repulsive oxide electric field, 
the combined effects of energy losses and opposing field can result in sig-
nificant re-emission towards the silicon. Since in many cases /G is limited 
by injection in the oxide conduction band and not by oxide transport, 
modest effort has been devoted so far to properly include this effect in 
two dimensional device simulators. However, they are certainly important 
for VGS < VEss [99]. 

• Both electrons and holes contribute to IG. Indeed, at most of the bias 
points of interest for gate current analysis, significant impact ionization 
takes place in the substrate. Depending on bias conditions, generated 
holes can reach the interface with enough energy to be injected into the 
oxide and possibly reach the gate. 

Therefore, in quite general terms we can write: 

L 
IG = W f [Tin(x)Jinj,n(x) Tlp(xPinj,p(x)idx , 	(4.54 ) 

where W and L are the gate dimensions, while rin  and rip  denote the efficiency 
(< 1) by which injected carriers actually reach the gate. 

In MOSFETs and Flash cells Jini and n  change with position and bias, giving 
rise to a complex physical picture, illustrated by the typical gate current curves 
of Fig. 4.27. In the following we will interpret these curves with the aid of the 
simulated potential profiles and carrier distributions of Fig. 4.28. 

4.6.7.1 Channel Hot Electron Injection. At Vas 	VDS (case (a) in 
Fig. 4.28), the vertical electric field attracts electrons towards the interface 
along most of the channel and, in particular, around the point of maximum 
carrier heating, typically located slightly beyond the drain junction. The oxide 
field (Fox) at the drain end of the channel is zero or weakly positive. Hence, 
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Figure 4.27 Left: Gate current of a Flash cell at high VDS demonstrating electron and 

hole injection. LEFF = 0.4p,m. Data from [100]. Right: Gate current of a Flash cell as a 
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Figure 4.28 Left: Electron distributions at the point of maximum carrier heating in a 

0.5/1m, t0  = 10nm MOSFET biased at: a) VGS = 5V; b) VGS = 2.5V; c) VGS = 

VT. VDS = 5V, VSB = OV. Center: Oxide field along the interface. Right: Vertical 

band diagram at the drain junction. Arrows indicate carriers with equal kinetic energy at 

the interface. 

Tin  1. Generated holes, instead, are pushed away from the interface by the 
repulsive vertical electric field. 

Moving towards the source Fox increases and enhances P(x, E) (Fig. 4.28) 
but the distribution function becomes much cooler (low Te). Since this latter 
effect dominates, injection is rapidly extinguished, and Ali (x) is sharply peaked 
at the drain end of the channel, as documented in Fig. 4.29. This injection 
regime is generally referred to as Channel Hot-Electron injection (CHE), and 
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it is widely adopted for Flash programming because for a given VDS it nearly 
corresponds to the largest achievable electron gate current (Is, see the right 
plot in Fig. 4.27) and injection efficiency (/G//D). 

10° 

Figure 4.29 Simulated gate current density along the channel of a Flash cell normalized 

to its maximum value. Filled points indicate the abscissae of maximum injection. 

Increasing VGS above VDS increases Fox, hence P(x, E), over the whole 
channel. However, the peak field decreases, thus depressing the high energy tail 
of f. Correspondingly, the injection area widens towards the source (Fig. 4.29). 
Is  can decrease, increase or stay essentially constant (as in the right plot of 
Fig. 4.28) depending on which of the two effects dominates [101]. 

Upon application of a source substrate voltage, the lateral field in the chan-
nel slightly increases in the pinch-off region, thus enhancing the high energy 
population of the distribution. Therefore, the gate current slightly increases 
for increasing VsB in the CHE regime. 

4.6.7.2 Drain Avalanche Hot Carrier Injection. The injection regime 
from Vas < VDS down to VGS fr:1 VT is often referred to as Drain Avalanche 
Hot Carrier injection (DAHC, [102]), as it partly involves holes generated by 
impact ionization. This terminology originates from studies on gated diodes 
[103, 104] and, although not strictly applicable to the MOSFET case [105], is 
still widely used. 

As illustrated in Fig. 4.28 (case (b)), if Vas is lowered below VDS, the oxide 
field at the drain end of the channel becomes repulsive for electrons and attrac-
tive for holes, but reverses to attractive for electrons and repulsive for holes 
as we move towards the source. The carrier distribution is hotter than at a 
larger Vas, essentially because the peak field is higher. However, the opposing 
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oxide field reduces the carrier concentration, increases the effective barrier for 
electron injection (that is, decreases P exponentially) and reflects the electrons 
injected through the interface back to the channel (nn  < 1). Since only a much 
smaller fraction of hot electrons than in the CHE regime has enough energy to 
surmount the barrier or to find its way to the gate, IG decreases rapidly if VGS 
is reduced below VDS, as evidenced in the right plot of Fig. 4.27. 

In addition, secondary holes generated by impact ionization near the drain 
experience a two dimensional field that heats and pushes them towards the in-
terface [106]. The hole distribution at the interface features a tail of energetic 
holes that have non-negligible probability of injection because of the attrac- 
tive Fox (hence, 1) 	1). Therefore, electron and hole injection coexist and 
partially compensate each other [99]. 

The centroids of injected electrons and holes are slightly offset with respect to 
each other, but it is believed that a certain fraction of the interface experiences 
both electron and hole injection currents, although the intensity of the two 
currents can be very different. The simultaneous injection of both electrons 
and holes is especially important for the hot carrier degradation mechanisms 
that will be discussed in Section 4.8. 

As VGS is further reduced, 	increases and /in Jinj,n decreases until the 
total gate current goes to zero. This happens almost at the same VGS for which 
the substrate current reaches the maximum value provided the drain voltage 
is large enough to allow for substantial hole heating as it is the case in the left 
plot of Fig. 4.27. Notice that the condition IG = 0 actually corresponds to 
large values of IMJini,n  and 11 Jinj 4)  that balance each other. 

Finally, for VGS approaching VT (case (c) in Fig. 4.28) carrier heating in-
creases, but electron injection is suppressed by the opposing oxide electric field 
and only the negative hole current is measured at the gate electrode. This 
current is observed in Fig. 4.27 for VFG < 2.2V, and it is orders of magnitude 
smaller than the CHE current because of the larger barrier height for holes 
than for electrons (4../3,h+  N 4-5eV and 4 B,e- 	3.15eV, respectively), of the 
larger scattering rate (smaller mean free path) that limits hole heating, and of 
the sudden drop of the hole density of states at energies comparable to the hole 
barrier height [60]. 

Experimentally, it is observed that VSB enhances the electron gate current 
also in the DAHC regime, through mechanisms that are presently under inves-
tigation [105]. 

4.6.7.3 Secondary Generated Hot Electron Injection. SGHE denotes 
a few mechanisms by which electrons created inside or just outside the depletion 
region below the gate are accelerated towards the interface and possibly injected 
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in the oxide by the vertical field, thus providing additional and sometimes 
dominant contributions to the gate current [102]. 

Among the mechanisms responsible of SGHE we mention: 

■ photons emitted by channel hot carriers while relaxing to low energy 
states (mechanism 5 in Fig. 4.18). These photons penetrate in the bulk, 
where they can be reabsorbed with creation of carrier pairs [107, 108, 109]. 
The generated electrons that escape recombination diffuse to the edge of 
the depletion region and then are pushed to the interface (mechanism 7 
in Fig. 4.18). Alternatively, they diffuse towards adjacent n+ regions 
(mechanisms 6); 

■ holes generated by impact ionization in proximity of the interface can re-
ionize while drifting towards the substrate, thus creating tertiary electrons 
deep inside the depletion region (mechanism 4 in Fig. 4.18) [102, 110]; 

■ band-to-band tunneling in heavily doped substrates triggered by the ap-
plication of a substrate potential [40, 111, 112]; 

■ thermal generation inside the depletion region [112]. 

In general, SGHE injection is very sensitive to the applied source-substrate 
voltage (VSB), since the latter controls directly the maximum potential drop and 
the intensity of the electric field experienced by the carriers. The importance of 
SGHE related effects is expected to increase in the future, because the triggering 
mechanisms listed above are enhanced by the high fields, doping and doping 
gradients, typical of scaled technologies [113, 114]. 

Since in proximity of the drain the vertical potential drop from the substrate 
to the interface is larger than the lateral one from source to drain (because of 
the added built in potential of the drain junction and of the applied source-
substrate voltage), the maximum potential energy drop available to substrate 
generated carriers is larger than that available to channel electrons. Therefore, 
SGHE effects are best observed at low bias, and become progressively more 
important as supply voltages are reduced and the available potential energy 
drop becomes the limiting factor for hot carrier effects. This point will be 
further discussed in Section 4.6.8. 

4.6.7.4 Substrate Hot Electron Injection. Often referred to as homo-
geneous injection, SHE was proposed in [20, 115, 116] as a simple mean to 
study various hot carrier effects. 

As sketched in Fig. 4.30a, an n-MOS structure is biased above threshold 
(VAS > VT), at zero drain-source voltage (VDS), and with a large source-
substrate voltage (VSB) that gives rise to a wide depletion region below the 
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Figure 4.30 Schematic representation of the substrate hot electron (a) and hole (b) in-

jection experiment. 

gate. In this condition an essentially one-dimensional electric field perpendicu-
lar to the interface is achieved below the gate. Since the surface potential (Os) 
is almost constant, the oxide field (Fox = (VG — VFB — 08)/tox, where VFB is the 
flat band voltage) is controlled only by VGS. VSB, instead, separately controls 
the potential drop and the field in the semiconductor depletion region. 

Cold electrons are either optically generated exposing the sample to a photon 
flux [20] or injected by forward biasing a buried junction [68, 115, 117], or 
generated by band-to-band tunneling [40]. Upon entering the depletion region, 
they are accelerated towards the interface by the substrate electric field. Those 
electrons that gain enough energy are injected into the gate oxide, while the 
remaining ones are collected by the source and drain terminals (Is, ID). Only 
electrons reach the interface, and their fluence can be easily monitored acting 
on the light intensity or on the buried junction forward bias. Hole injection 
experiments can be performed similarly on p-MOSFETs (see Fig. 4.30b). 

Fig. 4.31 reports normalized electron and hole gate currents measured in ho-
mogeneous injection experiments on n and p-MOSFETs featuring comparable 
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Figure 4.31 Measured homogeneous electron and hole gate currents normalized to the 

injected current /G/1-0  as a function of accelerating substrate voltage and oxide field in n-

and p-MOS devices featuring comparable substrate doping (N). Data from [68]. 

substrate doping concentration. IG go  increases for increasing VSB because the 
high energy tail of the distribution is enhanced by the increasing field. /G//0  
is also a function of Fox because T(E) increases (Fig. 4.8). For a given VSB, 

and Fox, hole currents are smaller than electron ones because of the shorter 
mean free path and the higher Si-Si02 barrier with respect to electrons. 

4.6.7.5 Implications for Device Operation. From the practical point 
of view, all the injection regimes described above are of the utmost importance 
for the operation and the reliability of Flash cells. 

In general terms, we notice that in hot carrier generation conditions, most 
electrons do not gain enough energy for injection and are eventually collected 
by the drain terminal. Therefore, the injection efficiency (/G//D) is typically 
small, and becomes a concern for single voltage Flash devices powered at re-
duced supply. On the contrary, no channel current is needed for tunneling 
injection, which in principle results in a much larger efficiency, mainly lim-
ited by band-to-band and tunnel induced generation and multiplication at the 
junction (Chapter 2). 

More specifically, CHE injection is routinely used for programming the in- 
dustry standard Flash device. A memory cell based on SGHE injection that 
can be programmed in less than 10ps with drain voltages below 3V has been 
proposed in [113]. The same phenomenon is exploited in [118] to achieve self 
convergence of over-erased cells. A few other self convergence schemes based 
on the balance between electron and hole currents in the DAHC regime have 
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been proposed in [119, 120]. SHE injection at zero VDS has been indicated as 
a mean to achieve efficient programming at low voltages [111, 121]. 

In addition, column read and program disturbs are caused by low level hot 
carrier injection into the floating gate. Substrate electron injection has also 
been identified as a dangerous source of disturbs [112, 122]. 

4.6.8 Hot Carrier Effects at Low Voltages 

If supply voltages are lower than those corresponding to the thresholds for injec-
tion over the Si-Si02 energy barrier and for impact ionization (4.13,,-/q---= 3.15V 
and 4•B ,h+lq Re, 4V, 4•II/q 	EG/q ry_ 1.1V, respectively), the energy ac- 
quired by carriers drifting in the applied potential becomes insufficient to justify 
thermionic emission or impact ionization, respectively. On the other hand, as 

Figure 4.32 AVT/Atip, proportional to ./GP-D, and /BP-JD of a Flash memory cell 
at low VDS. Data from [123]. 

shown in Fig. 4.32, no dramatic decrease of hot-carrier effects has been observed 
when VDS decreases below these thresholds. [96, 123, 124, 125]. Therefore, ad-
ditional and efficient energy-gain mechanisms capable to populate the tail of 
the distribution for E > qVips must be invoked to explain the observed gate 
and substrate currents. 

Several mechanisms have been suggested to explain these evidences: 1) net 
phonon absorption [126, 127]; 2) carrier-carrier interaction [95, 97, 128, 129]; 
3) impact ionization feedback [110]; 4) photon assisted processes; 5) Auger 
recombinations [124]. Understanding these mechanisms is becoming of increas-
ing importance to preserve the injection efficiency of single voltage non volatile 
memories in spite of reduced supply voltages. 

Low voltage hot carrier effects impact directly also the reliability of Flash 
cells. In particular, spurious hot carrier injection at low VDS 	1V, that is 
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/q) occurs during read operations and it is responsible of a read disturb 
known as soft programming which can lead to a threshold voltage drift in the 
reference cells of the sense amplifiers, and to data loss in erased bits subject to 
repeated read operations (see also Chapter 7). 

Soft programming can not be attributed to Fowler-Nordheim tunneling of 
cold carriers, since it becomes undetectably small as VDS tends to zero [94]. 
Recent experiments and theoretical calculations indicate that electron-electron 
interaction and tunneling injection of mildly hot carriers might be the dominant 
mechanisms responsible of this disturb [95, 130]. 

4.7 OXIDE DEGRADATION DUE TO HIGH FIELD STRESS 

The continuous application of a high electric field across the gate dielectric of 
a MOS structure, as it is necessary during tunneling erase or program of Flash 
cells, progressively degrades the insulating properties of the oxide (wear-out 
phase). Eventually, a conductive path is locally generated and the electrostatic 
energy accumulated in the MOS capacitor is abruptly discharged by a strong 
current (breakdown). In most cases the associated self-heating vaporizes the 
oxide and part of the gate material on top of it, thus leaving a stable conductive 
path across the oxide that prevents proper device operation. 

The simplest characterization of oxide robustness to stress at high electric 
fields employs the so called time zero breakdown experiments (TZB), in which a 
fast voltage ramp (c-ze, 1V/s) is forced on the MOS capacitor and the breakdown 
voltage (VBD), or field FBD C-Zdd VBD/tox, is recorded. Based on this technique, 
breakdown events can be classified as extrinsic or intrinsic. The former are 
related to major defects of the native oxide (contaminants, oxygen precipi-
tates, etc.), that cause almost instantaneous ruptures at small electric fields 
(< 5MV/cm). The latter occur at much larger fields (typically > 10MV/cm), 
and are related to the intimate disordered nature of the oxide structure, that 
inherently incorporates weak spots (see also Section 4.2.6). Gross extrinsic 
defects are rare in state of the art ultraclean processes and in small area de-
vices (Pd, 10-4cm2  or less). Thus, studies have soon focused upon the detailed 
analysis of intrinsic breakdown and on the wear-out phase that precedes it. 

4.7.1 Oxide Wear-out and SILO 

In order to characterize oxide wear-out, time dependent experiments are per-
formed in which the current and voltage across the MOS capacitor are recorded 
as a function of time. 

The evolution of the gate current density, JG (gate voltage, VG) during con-
stant voltage (current) stress experiments is illustrated in Fig. 4.33. A transient 
of positive charge formation thins out the barrier causing the initial current in- 
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Figure 4.33 Typical gate current (left) and voltage (right) during constant voltage (cur-

rent) stress experiments on MOS capacitors. The inset shows the deformation of the oxide 

barrier shape due to positive and negative net charges. 

crease (voltage decrease), for t < trA. Eventually, negative charges accumulate 
in the oxide, thickening the barrier and reducing the current (increasing the 
voltage), as observed for t > tTA. Depending on oxide thickness, electric field 
and current density, either one or both regimes are observed. 

The origin of the positive and negative charges causing these transients has 
been much debated and ascribed by different authors mainly to three type of 
effects. 

First, it has been observed that if n-MOS transistors are chosen for the stress 
experiments instead of the MOS capacitors, a large hole substrate current (Jp) 
is measured in addition to the gate electron tunneling and the source/drain 
currents [132]. This current is a clear indication that a large number of holes 
is generated during the stress phase. Fig. 4.34 illustrateS the oxide field de-
pendence of this current, and sketches some of the hole generation mechanisms 
postulated to explain it. In particular, these are: a) impact ionization of ener-
getic electrons entering the anode and subsequent hole tunneling towards the 
cathode [133]; b) impact ionization in the oxide [134]; c) valence band electron 
tunneling [132]. Mechanism (b) is expected to be ineffective in thin oxides 
(tox  < 10nm) where the voltage drop is insufficient to provide electrons of the 
required energy (E ti EG(Si02) > 8eV) [132]. Mechanism (c) is inadequate 
to account quantitatively for the hole current and for its dependence on oxide 
thickness [135, 136] at least down to t0 	4nm. Therefore, not without con- 
troversial opinions [137], process (a) is commonly reported as the most likely 
responsible for hole generation [138]. Due to their large effective mass m*, low 
mobility [139] and high trapping probability, holes can be easily captured in 
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Figure 4.34 Left: density of the electron gate current (JG) and of the hole substrate cur-

rent (Jp) during tunneling experiments. Data from [131]. Right: Schematic representation 

of a few processes leading to the generation of holes during tunnel injection. 

the oxide. Thus, hole generation and trapping provides a first mechanism of 
positive charge accumulation in the oxide. 

Second, two electric field dependent processes compete in determining the 
net space charge in the oxide and the tunneling current, namely carrier trapping 
and removal in and out of existing oxide traps [140]. The balance between 
these mechanisms is such that only a fraction of the traps is occupied at a 
given field. This fraction decreases rapidly for increasing oxide field [118, 141]. 
Depending on the trap type and charge state, positive or negative charges can 
appear in the oxide. In addition, sudden Fox changes (as those occurring 
while passing from stress to characterization phases and vice versa) trigger 
charge redistribution transients in and out of the traps, with a wide variety 
of time constants (depending on trap location and energy, oxide thickness, 
injected current density, etc. [140, 141, 142]). These transients interfere with 
the accurate evaluation of trapped charges and trap density, causing widespread 
opinions on their origin and relative importance. 

Third, a continuous generation of defects, acting as electron or hole traps, 
takes place during stress. Charges captured in the newly generated traps in-
fluence the oxide field and the tunnel current. The generation rate increases 
rapidly for increasing oxide field. Among other mechanisms, defect/trap gen-
eration has been attributed to: 1) impact ionization inside the oxide near the 
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anode [143]; 2) recombination of cathode injected electrons with anode in-
jected holes, producing neutral electron traps [144]; 3) high field emission of 
electrons from the bulk of the oxide and from the Si-Si02 interfaces, generat-
ing positively charged traps that subsequently change their charge state [145]. 
Since the generated traps are stable, i.e. they are not annihilated by succes-
sive charging/discharging as would happen if they where holes or electrons, 
atom displacement and impurities (N, Ar, C, Cl, and, in particular, hydrogen) 
are likely involved in their formation [9, 145]. Trapping of the tunneling elec-
trons in the newly generated trap sites is believed to be responsible for the 
non-saturating current decrease for t > tTA. 

Defect/trap generation and charge build-up processes continue throughout 
the whole wear-out phase and are accompanied by a detectable increase of the 
noise component of the tunneling current [146]. 

2 	3 	4 
	

5 
Gate Voltage [V] 

Figure 4.35 I-V characteristics of thin oxide capacitors showing low field leakage current 

increase after one, four and eight stress voltage ramps. Data from [147]. 

4.7.1.1 Stress Induced Leakage Currents (SILC). If the oxide thick- 
ness is reduced below 	10nm (as in today's technologies) high-field stress 
manifests through a degradation of the insulating properties of the oxide well 
before the occurrence of breakdown. Namely, as illustrated Fig. 4.35, a large 
leakage current appears at low electric fields as a result of stress at high field 
[148, 149]. The latter can be induced by repeated measurements of the IV char-
acteristic up to a field slightly lower than the breakdown field, as in Fig. 4.35, or 
by constant voltage (or current) stress. Stress-induced leakage currents (SILC) 
are responsible for serious data retention problems in non-volatile memories 
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(see Chapter 7) [150] and represent the main concern in the process of scaling 
the tunnel oxide thickness to lower values. 

SILC occurs independently of the stress polarity and, therefore, does not 
depend on the injecting interface [147]. If SILC is induced by repeated stress 
ramps with a constant (moderately high) stop voltage, the leakage current in-
creases after each ramp but this increase tends to saturate gradually (Fig. 4.35). 
A much larger increase of SILC occurs after successive stress ramps with pro-
gressively larger stop voltages until, eventually, the oxide breaks destructively 
[147]. If SILC is induced by a constant voltage stress, instead, the leakage cur-
rent first grows and then saturates at a value which is an increasing function 
of the stress voltage, until breakdown occurs [147]. Regardless of the stress 
procedure, SILC becomes undetectable when the oxide thickness is raised to 
10nm and above. 

Several SILC models have been proposed in the literature. One model at-
tributes SILC to tunneling through weak spots related to defects that reduce 
locally the tunneling barrier. In order to explain the time evolution of the 
observed degradation, the average spot area is assumed to increase as stress 
proceeds [147]. An alternative model claims that SILC is due to a reduction 
of the barrier height and a corresponding enhancement of the tunneling proba-
bility caused by positive charges generated inside the oxide during stress [148]. 
Trap assisted tunneling, qualitatively represented in Fig. 4.36, is now generally 
accepted as the dominant SILC mechanism [151, 152, 153, 154]. Recently, it 
has been pointed out that the tunneling process might be strongly inelastic 
[155]. 

The trap-assisted tunneling mechanism is supported by recent studies, evi-
dencing that SILC includes a DC and a transient component [156, 157, 158]. 
The DC component dominates in very thin oxides (5nm and below), and it is 
explained by electron tunneling through the whole oxide assistedlby bulk oxide 
traps generated during the stress phase. The transient component, instead, is 
the dominant one in relatively thick oxides 	10nm), and it is caused by tunnel 
charging/discharging of the traps located close to the silicon and gate electrode 
interfaces. These transients are qualitatively analogous to those occurring dur-
ing high field stress/characterization cycles of thicker oxides [140, 141]. 

4.7.2 Oxide Breakdown 

Breakdown is the sudden catastrophic event that ends the life of a stressed MOS 
structure. Sudden breakdowns are observed only in relatively thick oxides, in 
which a large electrostatic energy is stored because of large oxide voltage drops. 
In thin oxides soft-breakdowns manifest as a progressive degradation of MOS 
characteristics [159]. 
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Silicon 	 Silicon 

Gate 

Figure 4.36 Possible SILC mechanisms in thin oxides. Left: elastic trap assisted tunneling; 

Right: inelastic trap assisted tunneling. 

No generally accepted model exists of oxide breakdown. A widely cited 
theory argues that the positive charge generation mechanisms mentioned in 
the previous Section 4.7.1 result in the build-up of positive oxide charge that 
increases the cathode field and the injected current, thereby triggering a positive 
feedback. The charge build-up (hence, the current density) should be enhanced 
at localized weak spots or extrinsic defects associated to impurities, oxygen 
precipitates, oxide thinning or structural defects [138, 160]. According to this 
model, the breakdown event should happen when a critical hole fluence (QP,BD) 
is reached. Therefore: 

tBD 

QP,BD = J 	(t) dt , 	 (4.55 ) 

where J p (t) denotes the hole current density measured at the substrate contact 
and tBD is the time to breakdown. 

In agreement with this model, several experiments indicate that for a given 
oxide thickness QP,BD is almost constant, regardless of oxide fields and injected 
current density (Fig. 4.37, [131, 161]). However, the hole induced breakdown 
model was proven inadequate to explain several experimental evidences in [162]. 
Furthermore, QP,BD  decreases significantly for thinner oxides [160], and ex-
hibits a puzzling temperature dependence which is difficult to reconcile with 
the essential features of the model [161]. 

An alternative theory assumes a gradual degradation and weakening of the 
oxide structure caused by the continuous charge flow, until a critical defect/trap 
density is reached, that creates a conductive path between anode and cathode 
[163, 164, 165, 166, 167]. According to this model, breakdown should correlate 
to the total electron charge flown through the insulator [163]: 

tBD 

QBD = f JG(t)dt , 	 (4.56 ) 

Oxide 

Gate 

Oxide 
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Figure 4.37 Charge to breakdown and hole charge to breakdown as a function of stress 
current density and stress field. to), = 10.7nm. Data from [131]. 

where JG denotes the electron tunneling current. 
QBD is larger for injection from the substrate (positive VG) compared to in-

jection from the gate (negative VG), a fact that has been correlated to cathode 
smoothness [168]. Indeed, smoother cathodes produce a higher QBD and fewer 
breakdown events at low field, probably due to less asperities and to a more 
uniform distribution of the generated stress [145]. QBD decreases for increasing 
JG above 10-3A/cm2  (Fig. 4.37), and it also appears to increase for decreas-
ing oxide thickness at constant JG, indicating that thinner oxides may be more 
breakdown resistant than their thicker counterparts [160, 166]. 

Recent experimental results provided indications to reconcile these two mod-
els. First, it has been shown that a unique relationship exists between the 
generated oxide trap density and the hole fluence Qp, independent of oxide 
field and thickness [167]. Therefore, the critical hole fluence required for thin 
oxide breakdown according to the first model also corresponds to a critical trap 
density as suggested by the second model. In addition, it was reported that 
electron injection in oxides containing trapped holes results in the generation 
of electron traps [9, 136, 144], suggesting that a two step process combining 
hole trapping and electron recombination with the trapped hole might be at 
the origin of trap generation and oxide wear-out. 

4.7.3 Lifetime Evaluation Models 

Oxide degradation at high electric fields is a continuous process that eventually 
terminates with a catastrophic breakdown event. However, due to wear-out and 
SILC, the insulating properties of the oxide can become unbearably poor well 
before breakdown. Therefore, the lifetime of a device can be limited by charge 
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trapping, SILC or breakdown, depending on its specific function within the 
circuit (see Chapter 7). 

Although thin oxide SILC and pre-breakdown wear-out seem to share sim-
ilar microscopic degradation processes, they manifest in very different ways. 
Present understanding of these microscopic mechanisms is still unsatisfactory, 
and no unified model is currently available of oxide wear-out and breakdown 
including SILC, also because historically they have been separately addressed. 
As a consequence, different and largely empirical models are presently used to 
estimate SILC- and breakdown-limited device lifetime. 

4.7.3.1 SILC Lifetime Evaluation Model. An analytical expression for 
the prediction of SILC-related lifetime for Flash memory cells stressed by re-
peated write/erase cycles, was presented in [169]. Lifetime was defined as the 
time needed for a certain amount of charge loss, that is of threshold voltage 
shift, induced by the low field SILC currents flowing during read operations. 
The method relies on the observation that a one-to-one correlation exists be-
tween the DC component of SILC (,/SS) and the density of the oxide traps 
(DOT) created by cell erase operations at high electric field. According to 
experimental results this correlation reads: 

</SS OC DOTJTUN(4)eff) (4.57 ) , 

where JTuN((beff) represents the Fowler-Nordheim tunneling current (Eq. (4.21 
)) through a reduced barrier whose effective height 4.eff has been estimated to 
range between 0.9eV and 1.1eV depending on technology. The trap density is 
empirically related to the cumulative stress by: 

DOT(t) OC Jgre„(nii(t) 	 (4.58 ) 

where a n?. 0.5, ,0 	0.2 (possibly dependent on oxide characteristics), and 
Jstress and Qinj are the current during stress (i.e. during erase operation) and 
the total injected charge, respectively. Substituting (4.58 ) into (4.57 ) it is 
possible to estimate the built-up of traps during write/erase cycles, and the 
related increase of SILC. Integrating the SILC current in time and setting a 
threshold for the maximum acceptable floating gate charge loss, that is, the 
maximum acceptable threshold voltage shift, the cell lifetime can be estimated 
[169]. 

e  Fig. 4.38 shows a comparison between experimental and simulated disturb 
characteristics for two different Flash cells: a standard one (test cell) and an 
optimized one, that were preliminarily stressed with 103  and 104  write/erase 
cycles, respectively [169]. The time needed for obtaining a threshold voltage 
shift of 500mV due to SILC currents during read is reported for the two cells 
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as a function of 1/Vj, where Vj is the erase junction voltage used as a stress 
acceleration factor. 

103 cycles _ 

/7  optimized cell, 10 cycles 

108  

106  
U) 

0104  
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Figure 4.38 Experimental (symbols) and simulated (lines) SILC induced disturb charac-

teristics for two flash cells. Data from [169]. 

4.7.3.2 Breakdown Lifetime Evaluation Model. The evaluation of break-
down lifetime is generally based on QBD or tBD measurements. QBD or tBD 
are measured at high electric fields and the lifetime at the operating Fox is 
estimated by linear extrapolation on a linear-logarithmic scale (Fig. 4.39). Al-
though extrapolation as a function of Fox is still used [170, 171], plots as a 
function of 1/Fox are preferred because they predict a less conservative oper-
ating field and, as shown in Fig. 4.39, they exhibit a more linear behavior than 
those versus Fox. A semi-empirical justification of this procedure was given 
in the framework of the debated hole injection breakdown model, and will be 
summarized in the following [138, 160]. 

In essence, according to this model breakdown occurs when QP,BD is reached. 
Assuming that both JG and Jp stay essentially constant during the whole stress 
phase, we have 

(4.59 ) 

On the other hand: 
JP = CEPOPJG 	 (4.60 ) 

where cepOp is the probability for a hole to be generated and to tunnel through 
the barrier (mechanism (a) in Fig. 4.34). 

The gate tunnel current density, JG, is roughly an exponential function of 
1/Fox (Eq. (4.21 )). The same holds for the hole tunneling probability (Op) 

tBD = 
QBD QP,BD  

JG 	 • Jp 
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Figure 4.39 Time to breakdown data plotted as a function of stress oxide field and inverse 

stress oxide field. tox  = 7.9nm. Data from [138]. 

that, if modeled as the electron one, is proportional to exp(—BBB,h+  /Fox), 
where B is a constant, and 4'.81 h+  is weakly dependent on the oxide field for both 
direct and Fowler-Nordheim tunneling (Eqs. (4.15 ) and (4.16 )). Furthermore, 
QP,BD is approximately constant at room temperature (Fig. 4.37), while ap 
0.1 independently of oxide thickness [160]. 

Therefore, both QBD = QP,BD/aPep and the time to breakdown tBD 
QBD/JG turn out to be roughly exponential functions of 1/Fox. This de-
pendence has been confirmed by several authors in the range of electric fields 
typically used for accelerated stress experiments. Accordingly, linear extrapo-
lations of log(tBD) versus 1/Fox are used to extract oxide lifetime. 

Since nominally identical oxides are never perfectly the same, tBD, QBD and 
QP,BD are actually statistical variables described by a breakdown distribution, 
that is, by the percentage of devices that failed within given tBD, QBD and 
QP,BD values under specified stress conditions. This distribution is believed to 
be of the Weibull type. 

A model capable to explain QBD distributions in thin oxides has been re-
cently proposed [167, 172]. According to this model, breakdown occurs when 
a conductive path forms between adjacent traps, that is when their distance 
is sufficiently small to allow carrier hopping. Therefore, the statistical spread 
of QBD and tBD inherently increases for small oxide thicknesses, because on 
average a smaller number of traps is required to generate a conductive path in 
thin oxides than in thick ones. In addition, since shorter paths have a higher 
probability of being well oriented to cause breakdown, the critical electron trap 
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density to cause breakdown (hence the critical QP,BD)  decreases for thin oxides, 
a fact that has been experimentally confirmed in [167]. 

More sophisticated models have also been proposed based on the idea that 
breakdown is triggered when a critical trap density is reached, but they are not 
suitable for lifetime extrapolation purposes [164, 173]. 

4.8 OXIDE AND INTERFACE DEGRADATION DUE TO HOT 
CARRIER INJECTION 

As discussed in Section 4.6.1, upon application of a high drain voltage a pop-
ulation of hot carriers is generated in proximity of the drain junction of MOS-
FETs and Flash cells, and carrier injection into the oxide takes place. These 
hot carriers (electrons and holes) progressively degrade the interface and oxide 
quality, reducing the performance of the device and undermining its reliability 
through different microscopic mechanisms. The highly non-uniform field profile 
typically encountered at the drain end of saturated MOSFETs is obviously un-
favorable to study the details of the degradation phenomena because of the lack 
of control on carrier fluence, carrier heating and oxide electric field. Separating 
the effects of hot electrons from those of hot holes is also difficult because they 
are simultaneously present (Section 4.6.6). 

4.8.1 Homogeneous Hot Carrier Degradation 

Due to the difficulties mentioned above, in depth studies of the basic physical 
mechanisms of hot carrier degradation are more easily carried out by means of 
the substrate hot carrier injection experiments described in Section 4.6.7, since 
they provide: 1) injection of only one carrier type; 2) one-dimensional electric 
field profiles; 3) decoupling of the oxide and silicon fields; 4) easy and accurate 
calculation of the fields; 5) tight control on the carrier fluence. 

4.8.1.1 n-channel Devices. Electron injection experiments in n-MOSFETs 
revealed essentially three types of damage: 1) the generation of acceptor type 
interface traps; 2) electron capture in existing bulk oxide traps; 3) the genera-
tion of new bulk oxide traps. 

Both electron trapping and interface trap generation are relatively low prob-
ability process, with approximately one trapped electron and one new interface 
state every 105-107  injected electrons [174, 175, 176]. All these degradation 
modes are strongly activated by the oxide field, with thresholds of approxi-
mately 1.5MV/cm for interface trap generation [174], and between 1.5MV/cm 
[175] and 4MV/cm [174] for bulk trap generation. To observe the oxide field 
activation of the damage, care must be payed in the characterization phase. 
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Since trap occupancy decreases at high fields [141], inconsistent results can be 
obtained if the bias dependence of the trap occupation probability is not ac-
counted for in the evaluation of damage from the apparent shift of the electrical 
device parameters [176]. 

As for the dependence of carrier trapping on source-substrate bias (that 
is, on the energy of carriers impinging on 'the interface), controversial results 
have been reported in the literature [175, 176, 177]. Recent studies indicate 
that below 2 x 1019  injected charges per square centimeter, the observed VSB 
dependence of degradation should be attributed to changes in the injected 
current rather than to the carrier energy distribution at the interface [176]. 

4.8.1.2 p-channel Devices. Homogeneous injection of holes in p-MOSFETs 
has also been studied [68, 178]. The associated damage has been characterized 
as a function of the silicon and oxide electric fields [42, 117, 179]. Differently 
from the case of electron injection, the hole-induced damage is weakly activated 
by the oxide field, and it is practically independent of source-substrate voltage 
(that is hole energy) and current density [117]. The effective number of trapped 
holes (measured by the threshold voltage shift) is always a large fraction of the 
number of injected ones (10 to 20%) so that hole injection must be regarded as 
particularly harmful for the oxide quality. Upon hole injection, new interface 
traps are also generated with an efficiency of approximately 1 interface trap 
per 40 trapped holes [42]. Interface trap generation is observed also for long 
times after hole injection, with a fraction of the trapped holes being detrapped 
or transformed into interface traps [117]. 

4.8.2 Non-homogeneous Hot Carrier Degradation 

In the non-homogeneous conditions typically encountered in MOSFETs, elec-
tron and hole injections always take place simultaneously,. although at slightly 
different locations along the interface and with different relative intensities. In 
general, it is difficult to separate the effects of trapped charges from those of 
interface traps and those of electrons from those of holes. These experiments, 
however, reproduce the actual operating conditions and, differently from sub-
strate injection techniques, are suited to evidence the combined effects of both 
carrier types. 

Fig. 4.40 reports typical i-V curves of a MOSFET before and after hot car- 
rier stress at VGs 	VDs/2. The damaged region affects the device charac- 
teristics causing a long term drift of all the important electrical parameters 
(transconductance gm, current ID, subthreshold slope S, threshold voltage VT, 
multiplication factor M = IB/ID, interface states density DO. Most of these 
quantities, however, are sensitive to both trapped charges and interface trap 
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Figure 4.40 Degradation of linear MOSFET characteristics (in linear and logarithmic 
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Figure 4.41 Interface state density (measured with the charge pumping technique), 

threshold voltage, transconductance and multiplication factor shift during stress experiments 
at constant drain voltage as a function of the stress gate voltage. Data from [180, 181]. 

generation and it is difficult to separate their effects, unless suitable character-
ization techniques are employed, such as charge pumping experiments [182]. In 
addition, due to the two-dimensional nature of the electric field distribution at 
the drain junction simple one dimensional models can mislead the interpreta-
tion of degradation results even at low VDS [183] . 
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For a fixed stress time and drain voltage, degradation of the electrical param-
eters depends largely on the gate voltage during stress. As shown in Fig. 4.41 
three main regimes can be distinguished. 

■ Stress at low VGS leads to negative threshold voltage shifts and positive 
transconductance shifts (AVT < 0, Agin, > 0). In these conditions, signif-
icant hole injection takes place (Section 4.6.7). As discussed in the pre-
vious section, holes are trapped with high efficiency. The positive charge 
thus formed raises the electron concentration in the channel section below 
the holes trapped at the drain side. The drain is thus effectively extended 
towards the source, leading to a reduction of the effective channel length, 
hence to a higher gm. 

■ For stress at a bias VGS 	VDs /2 we have OVT > 0, Agin  < 0, and 
degradation reaches its maximum. Hence, this is the worst case stress 
condition for n-MOSFETs. Both AVT and Agm, are well correlated to 
the increase of the charge pumping current (proportional to Dit), indi-
cating that generation of acceptor type interface traps is the dominant 
degradation mechanism. In these conditions, the large number of gen-
erated traps is progressively charged as VGS increases, thus reducing the 
subthreshold swing (Fig. 4.40). In addition, the negative charge, accu-
mulated in the occupied acceptor traps or trapped in the oxide, increases 
locally the threshold voltage, degrades the mobility and increases the 
series resistance, thus lowering the extrinsic gm. 

■ At VGS 	VDS electron injection dominates. Electron trapping and in- 
terface trap generation coexist but are quantitatively smaller than for 
VGS VDS/2. 

In essence, two mechanisms have been proposed to explain the worse case degra-
dation phenomenology in n-MOSFETs. According to the first of them, hot 
electrons break weak silicon-hydrogen bonds in proximity of the interface, gen-
erating trivalent silicon atoms that act as electron interface traps [184, 185]. 
Since the Si-H bond energy is 1.si_11 0.3-0.5eV, an interface trap generation 
threshold energy l'ITG = 	+ t'si _11 	3.5-4eV is expected to exist for 
device degradation. This value is consistent with the results of a few recent 
model studies [186, 187]. 

The second degradation model assumes a two-step process. In the first 
step, a strained silicon-oxygen bond captures a hole and, due to the positive 
coulomb charge, it is converted into an efficient electron trap. In a second 
phase, the trap site captures an electron. The energy released in the electron-
hole recombination process produces a permanent damage that transforms the 
site in an acceptor type trap [9, 99]. 
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4.8.3 Lifetime Evaluation Models 

102  

Figure 4.42 Lifetime plot versus /B//D. Lifetime is defined by D1  shifts. Data from 

[181]. 

Lifetime evaluation models are based on empirical equations that describe 
the time dependence of degradation during accelerated stress experiments. In 
the initial phase, hot carrier induced degradation (as monitored by AVT, DID, 
Agin, or ADO can be described by: 

AD(t) = (Dot)n . 	 (4.61 ) 

Here, AD(t) represents the absolute parameter shift during aging and Do is a 
function of the stress conditions related to the the specific degradation monitor 
taken into consideration and to the rate of damage generation. The constant n 
has been empirically related to stress conditions. In particular, n 0.5 +0.7 for 
interface trap generation, and for threshold voltage shift at VGS  VDs/2, while 
n 0.2 ÷ 0.3 for AVT at VGS VDS and VGS VT [180]. For long stress times 
AD tends to saturate, possibly because of the feedback of the trapped charge 
on the field at the injection point [188]. However, when degradation saturates 
AD has often exceeded the maximum acceptable limit, so that in most cases 
(4.61) is sufficient for lifetime evaluation purposes. 

To derive an equation for lifetime extraction, we start assuming that both -TB 

and 1G are proportional to the number of carriers above an effective threshold 
energy (cb k -IIeff and 1.Beff, respectively). Based on the effective temperature 
model (4.42 ) and a few approximations, the following relationships can be 
derived for gate and substrate currents [185]: 

IB 
- = exp(-4qIeffikBTe) (4.62 ) 
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1G 
= C (Fox) eXP(-41° Beff kBTe) (4.63 ) 

where Is is the channel current and C(Fox) is a function of the oxide field that 
accounts for back scattering in the image force potential well. Thus, 

IG 	
4'Beff  ) 

C(FOX) 
(LB ) 4.fieff

IS  
(4.64 ) 

Eq. (4.64) predicts a linear relationship between /B//s and /G//s in a double 
logarithmic plot. This correlation between /B and /G, whose existence was first 
suggested in [189], is well verified over a broad range of technologies and bias 
conditions [125, 190]. 

Assuming that interface traps are generated only by those carriers featuring 
an energy in the silicon larger than 4qTG , and that interface trap generation 
is the only active degradation mechanism (a reasonable approximation for the 
worse case condition VGS  rd Vps /2), we can exploit again (4.42) and (4.61 ) to 
express Do and OD, respectively as: 

Do  oc Is exp(-41■ ITGMBTe) 7 

AD = H s exp 	 t) 
kg Te 	

(4.66 ) 

where H is an empirical parameter. 
Therefore, eliminating Te  from (4.66 ) through (4.62 ), the device lifetime 

(that is the time, TL, required to reach the maximum admissible degradation 
AD*) is given by: 

=- 

Eq. (4.67) yields a straight line when TL Is is plotted as a function of /B//s in a 
log-log graph. Following this line, the results of accelerated stress experiments 
at large /B /Is can be extrapolated to the real operating conditions. Notice that 
in most cases plots are presented in terms of TLID versus /B//D, thus implicitly 
neglecting parasitic bipolar action and assuming a low avalanche multiplication 
condition (that is, /D --= 

A typical lifetime plot is reported in Fig. 4.42, where TL is defined monitor- 
ing the increase of interface trap density, ADit . A slope — 	4qIeff] —2.9 
is obtained for stress at VGS VDS /2 and above, which yields 4■ITG 3.8eV if 
4°Iieff 1.3eV is assumed. This value, in reasonable agreement with the expec-
tations of the Si-H bond breaking degradation model [185], is often attributed 
to hot-electron generated traps. A slope of approximately —5.5, instead, is 

(4.65 ) 

4'ITG  

— 
CT ( IB) 

Tr, 	
s 

(4.67) 
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observed for stress al low Vas and high /B/1D. This latter value has been re-
lated to the generation of fast interface traps by hole injection [180], although 
different interpretations have also been proposed [191]. Parasitic bipolar action 
can also increase the slope of the lifetime plot at high /OD [192]. 

A less accurate but simpler extrapolation procedure can be derived noticing 
that in quasi equilibrium conditions Te  is a linear function of the electric field 
(Eq. (4.45 )) and that the maximum field in the device (the one having the 
largest influence on carrier heating and degradation according to a local point of 
view of carrier transport) can be expressed as Fma. = 6(VDS — VDS,SAT) where 
VDs,sAT is the MOSFET saturation voltage [193]. Therefore, from (4.61 ) a 
straight line should be obtained when plotting TLIS as a function of 1/(VDS — 
VDs,sAT) in a semi-log graph. This latter extrapolation method is easier to 
apply because it does not require to measure the substrate current, but relies 
on the extraction of VDS,SAT,  a non trivial exercise especially in the case of 
short MOSFETs [194]. Sometimes, an even more approximate version of the 
method is applied, and lifetimes are simply plotted as a function of 1/VDS [195]. 

Lifetime prediction at stress bias conditions different from Vas/VDs/2 has 
been addressed in [196], where a practical empirical equation is proposed and 
verified over a broad range of experimental conditions. 
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5.1 FLASH ARCHITECTURE: GENERAL OVERVIEW 

In the Flash memory scenario, several different approaches can be found, each 
one with its characteristics that make each solution more suitable for a particu-
lar application. One method to classify these different approaches is to consider 
the "memory architecture", i.e. the way in which the array, and consequently 
the device, is organized. 

The device architecture, therefore, is the result of the following: 

■ cell architecture; 

■ cell functionality, i.e. voltages to be applied in Read, Program and Erase 
operations; 

■ array organization that derives from the cell functionality; 

■ target device performance. 
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Another factor that should be taken into account when talking of memory 
architecture is the interface between the Flash and the external world: this 
implies, for instance, the correct protocol to provide the device with the user 
commands and the way the Flash internal status is reported to the external 
world. Flash memories are playing a key role inside the world of the system-
on-chip; in this context the protocol used by the Flash to communicate with 
the other devices (Microprocessor, DSP, ASIC, .) could be the criterion of 
choice. Anyway, although the implementations can be slightly different, the 
key circuital blocks of the Read and the Program/Erase paths are similar: a 
brief overview is done in this first paragraph of this chapter. 

5.1.1 Flash Architecture Scenario 

Another (and perhaps the most immediate) way to classify the Flash memories 
is to divide them into two families, according to their main applications: 

1. "EPROM like" applications, i.e. telecom (cellular phones: GSM, DECT, 
...), automotive, hard disk drives, printers, set-top box, PC BIOS, ..., 
in most of which Flash memories have replaced the EPROM. Both low 
density and high density Flash memories are required; in several systems 
the trend is towards an integration between Flash and other devices inside 
the application (other types of memory, logic gates, DSP, micro, ...). The 
market requirements for these types of applications are: speed, low power 
consumption, low supply voltage, density and number of cycles (a cycle 
is defined as a sequence of Program operations terminated by an Erase 
operation; the first cycle which produces a failure sets the maximum 
number of cycles allowed for a particular device). 

2. Mass storage applications, i.e. miniature cards and multimedia palm-top 
(like PDA, PCS and portable network PC). This is a market where the 
Flash memories have a high potential: however, the key issue to be solved 
is the profitability (i.e. cost/Mbyte) compared to other alternatives (as 
in the case of miniature cards applications) and the performances (PDA, 
PCS, ... applications). The market requirements for this application are: 
cost, density, number of cycles, low power consumption and speed. 

As it was said before, there is a different memory architecture for every appli-
cation; in turn, the device organization depends on the cell array architecture, 
for which three implementations exist, namely: NOR, NAND and EEPROM. 

It is important to remind that the choice is determined by the following 
issues: 

■ sector erase size; 
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• power supply requirements; 

• Read performance; 

• Program/Erase (P/E) performance; 

• P/E cycling performance; 

• complexity of process manufacturing and device size (i.e. cost). 

The NOR Flash memory derives from the EPROM: it has the same "cell 
construction" , although it differs in terms of tunnel oxide thickness and source 
junction. The NOR Flash memories are those most commonly used in a wide 
range of applications that require both performance and medium density. The 
whole content of this chapter is related to circuital solutions for a NOR Flash 
memory approach; however, most of these concepts can be extended to the 
other types of Flash memories. 

The NAND Flash cell is similar to the NOR Flash, but the access to the 
matrix information is different; the cells are arranged inside the array in serial 
chains: the drain of one cell is connected to the source of the following cell. The 
name (NAND) comes from the way in which the Read operation is performed; 
data sensing is serial and therefore the access time is very slow: this is the reason 
why this architecture is not suitable for fast random access time applications. 

The voltages used to Program 	20V on the selected gate) and Erase 
20V on the substrate) are very high; the availability of this high voltage inside 
the system can be a serious constraint and during the device lifetime some 
reliability problems can, occur. 

The Flash EEPROM cell derives from the EEPROM cell, and the differ-
ence is that its contents are alterable on a block rather than on a byte basis. 
The functionality is the same as that of EEPROM cell. Reliability is a main 
limitation because of both the high voltages used and tunnel oxide thickness; 
furthermore, for a memory size greater than 1Mb, device size increases sig-
nificantly because repairing algorithms (like redundancy and error correction) 
must be implemented. 

5.1.2 NOR Cell Operation and Array Organization 

In this paragraph, the different operations that can be performed on a Flash 
memory cell (together with the correspondent operating conditions) are shown, 
namely Read, Program and Erase. 

NOR matrix organization is considered: cells are arranged in rows (called 
wordlines) and columns (called bitlines): all the gates of the cells in a row are 
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Figure 5.1 NOR Flash cell: Read operation. 

connected to the same wordline, while all the drains of the cells in a column 
are connected to the same bitline; the sources of all the cells in the sector are 
connected to a common source line. This organization is repeated 8 or 16 times, 
thus obtaining either byte or word output. 

The Read operation is the method to evaluate the content of the selected 
cell. The selected row is biased at 4 ± 5V, while the selected bitline is biased 
at about 1V (see Fig. 5.1). Reading is done by byte or by word, therefore one 
cell for each output is addressed. There are several methods to identify the cell 
status; the most commonly used compares the current of the matrix cell with 
the one of a reference cell; the result of the comparison is then converted into 
a voltage which is fed to the output. 

The Program operation is used to raise the threshold voltage of the selected 
cell, thus changing its state to "programmed" (i.e. logic "0"). The physical 
mechanism which is responsible for this effect is the so-called "channel hot 
electron" . The gate of the selected cell is connected to a "high" voltage (i.e. 
much higher than Vcc), which can be either provided externally (through the 
Vpp pin) or generated internally (Fig. 5.2). 

The drain voltage needs careful regulation to avoid dangerous conditions 
such as snap-back, drain turn-on, gain degradation, drain stress, ... The pro-
gramming time strongly depends on the -following factors: 

• cell length, cell width, coupling ratio; 

• temperature; 
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Figure 5.2 NOR Flash cell: Program operation. 

■ gate and drain voltages. 

Like Read, Program is performed by byte or by word. 
The electrical Erase operation is used to lower the threshold voltage of all 

the cells inside a sector, thus changing their state to "erased" (i.e. logic "1"). 
It can be performed exploiting the same physical phenomenon (i.e. Fowler-
Nordheim tunneling) in two different ways: through the source junction or 
through the channel. In the first case, the source junction must be a deep junc-
tion to reduce the substrate current during erasing. Two erasing schemes can 
be adopted: source erase (Fig. 5.3) or negative gate erase (Fig. 5.4). Negative 
gate erase has the advantage of a larger margin with respect to breakdown 
voltage limitations (it is thus more reliable) but it presents a major drawback 
since it needs generating and switching negative voltage; however, in both cases 
pumping Vs  for low voltage devices implies some circuit overhead. 

Erase operation can be done using one of the following methods: 

1. by applying a fixed voltage at the source terminal; 

2. by forcing a constant source current by means of a current regulator 
(constant electric field in the tunnel oxide). 

With the latter method, the erase time dependence on the applied voltage, 
the cell sizing (W and L) and the tunnel oxide thickness is strongly reduced. 
As a global result, the intrinsic endurance of a Flash array increases. 
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Figure 5.3 NOR Flash cell: source Erase operation. 
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Figure 5.4 NOR Flash cell: negative gate Erase operation. 

From the description of both Program and Erase operations, it is clear that 
a Flash memory needs voltages which could be higher than Vcc or lower than 
GND. The fact that these voltages are provided externally or generated inter-
nally accounts for another classification: a Flash device is "Double supply" if 
one pin is dedicated for Program/Erase (Vpp power supply) and another one 
is used as general purpose power supply Vcc (usually Vpp is forced at higher 
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Figure 5.5 NOR Flash memory array organization. 

voltage value than Vac); it is called "Single supply" if only Vdc pin is present, 
and the other voltages are generated internally. 

After analyzing the different operations, it is possible to get deeper inside 
matrix organization (see Fig. 5.5). 

Through the row and the column decoders the proper cell is addressed and 
through the source switch the voltage necessary to erase the cells is forced. 
For the present generation of devices, the total number of output pins is 8 (x8 
organization) or 16 (x16 organization). The total number of output pins will 
be 32 in the next generation. It is straightforward that the same number of 
columns converge to each output and that a reading circuitry is attached to it 
to evaluate the cell contents, as shown in Fig. 5.6: this figure represent a bulk 
erase Flash memory, since the source line is common for every cell. 

In some cases the same device can be used in both ways (x8/x16 user-
selectable), by means of the BYTE# pin; in this case, the Read operation is 
actually performed by 16 regardless the configuration chosen, and the selection 
of either the lower or the upper byte is done just before the output buffers. 

Another distinction can be made as for the organization of the source lines; 
the first generation of Flash devices was "bulk erasable", i.e. all the array was 
erased simultaneously without any type of selectivity inside the matrix. Then 
"sector erasable" Flash memories were designed, in which the array of cells is 
physically divided in different sectors, each one erasable separately by means 
of a dedicated source switch. The sectors can be of equal or different size, like 
in the Boot Block architecture; in this case the so-called "boot block" has the 
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Figure 5.6 NOR bulk erase Flash memory array organization. 

peculiar feature that its content can be protected/unprotected, thus preventing 
the user from undesired modification. 

If Vpp pin is present, the source erase scheme is most often used; in other 
words the source of the block to be erased is raised and the gates are put to 
GND; the sectors are usually divided by columns, because cells of different 
sectors share the same row, but have different source lines and bitlines so that 
the Erase operation can be performed inside each sector separately. In Fig. 5.7 
and Fig. 5.8 sectorization schemes for a Double supply Flash device are shown. 

For each of these methods there are advantages and drawbacks that can be 
easily understood, such as the number of source switches, number of sensing 
circuitry, ... The sectorization of a Double supply device can also be done by 
rows, separating each row for different sectors and using the negative gate erase 
approach. In this case, when Erase is performed, all the rows of the sector must 
be tied at GND, independently of the rows of the other sectors. 

In theory, there is no limit to sector dimension: in practice, the possibility 
of a much finer sectorization is limited by area/cost/performance reasons due 
to: 

• source line separation and switching; 

• complex routing due to word/byte organization; 

• complex/more expensive redundancy; 

• impact on P/E cycling endurance. 
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A Single supply Flash memory (only V00 pin present on the device) is usually 
sectored by rows (Fig. 5.9); the divided bitline scheme is implemented, so the 
main bitline is common to all sectors, while the local bitlines are assigned to 
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Figure 5.7 Double supply sectorized Flash memory array organization by sectors. 
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Figure 5.9 Single supply - negative gate erase Flash memory array organization. 

each sector. Normally the second metal layer is used to connect the local bitlines 
with the main bitline. In this type of organization, in absence of a third level 
of metal, the key issue for the access time is the time constant of the wordline; 
since both the first and the second level of metal are used to realize the local 
and the main bitlines, there is no way to realize a strap on the wordline. 

The voltages that are required for Program and Erase are generated inter-
nally starting from the Vcc value available. It is clear the issue that arises 
when the Vcc is low: it is from this low value of power supply that the inter-
nal voltages for Program and Erase must be generated. The increment of the 
voltage is obtained by using charge pump circuits in which the key element is 
the capacitor: these circuits are analyzed in detail in Section 5.6. 

5.1.3 Flash Memory User Interface 

A Flash memory can be controlled using some particular pins; typically they 
are: 

• CHIP ENABLE (E#) 

• OUTPUT ENABLE (G#) 
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■ WRITE ENABLE (W#) 

■ POWER DOWN/RESET (RP#) 

■ WRITE PROTECT (WP#) 

■ BYTE# 

In addition, some address pins can be used and other particular control pins 
are added in dedicated devices. It is worth explaining the meaning of these 
control pins. 

The CHIP ENABLE (E#) activates the memory control logic, input buffers, 
decoders and sense amplifiers. E# High unselects the device and reduces the 
power consumption to the stand-by level. E# can also be used to control 
writing to the command register and to the memory array, while W# remains at 
Low level. Addresses and Data, which represent the command to be performed, 
are latched on either the falling or the rising edge of E#. 

The OUTPUT ENABLE (G#) gates the output through the data buffers 
during a Read operation. 

The WRITE ENABLE (W#) controls writing to the Command, Address 
and Data latches when E# is Low. Again, Addresses and Data are latched on 
either the falling or on the rising edge of E#. 

The READY/BUSY# (R/B#) pin is an open drain output pin which is Low 
when a modify operation is in progress. 

The POWER DOWN/RESET (RP#) pin provides a hardware reset function 
when it is Low: the memory will be reset after a falling edge on RP# and the 
reset pulse width must be large enough to avoid undesired reset caused by 
spikes on the RP# pin. If the hardware reset is requested during a Program 
or Erase operation, the device will not respond immediately, since the on-
going algorithm should not be terminated abruptly; if the hardware reset is 
requested during all the other operations (R/B# pin High), the device will 
respond after the RP# pulse. Any hardware reset during Program or Erase 
operation will corrupt the content of the addressed memory. Additionally, the 
RP# pin provides protection against undesired command writes due to invalid 
system bus conditions that may occur during system reset and power up/down 
sequences. 

The WRITE PROTECT (WP#) pin provides the lock and unlock of certain 
sectors. Usually, when it is High sectors are unlocked, so their content can be 
modified. 

The BYTE# pin selects the output configuration for the device: byte (x8) or 
word (x16) mode. When BYTE# is Low, the x8 mode is selected and the data 
are read or programmed on DQ0-DQ7 pins. Under this mode, D Q8-D Q15 pins 
are at high impedance and the lower or higher byte to be output is selected by 
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means of a further address pin (in some devices this function is accomplished 
by DQ15 pin, usually named DQ15/A_1). When BYTE# is High, x16 mode is 
selected and data are read or programmed on DQ0-DQ15. 

By applying proper voltages on the control pins, it is possible to perform 
some simple operations, like: 

Read Electronic Signature; 

■ Boot Block Temporary Unprotection; 

■ Sector Protection and Temporary Unprotection; 

■ Output Disable; 

■ Stand-by; 

■ Power Down/Reset; 

■ Command Write. 

More complex operation (like Program or Erase) require a complex control 
sequence: in the first generation of Flash memories, this task was accomplished 
by the external microprocessor. In the new generation of Flash Memories, 
complex algorithms are embedded and are activated by a proper command 
sequence; the minimum command set is composed by the following instructions: 

■ Read Electronic Signature; 

■ Program Set-Up; 

■ Erase Set-Up and Erase Confirm (if chip erase is available); 

■ Sector Erase Set-Up and erase Confirm, with the address of the sector(s) 
to be erased; 

■ Erase Suspend and Erase Resume (only during sector erase); 

■ Read Array. 

Each Flash is powered-up in Read Array mode, to avoid spurious damaging 
of the array content, then the Command Interpreter can decode the commands 
and drive the device in the proper mode to execute them. 

A command is made up of a sequence of binary codes given to the device 
through the I/O pins and the address pins with specified timing on the control 
pins (E# and/or W#) which act as a clock for the Command Interpreter. 
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Figure 5.10 General architecture scheme. 

5.1.4 Flash Memory Operations: Overview 

The building blocks of a Flash device are common to all Flash memories, al-
though the circuital implementation is strongly dependent on the technology 
available. In addition, it can be slightly different due to specifications require-
ments like operating voltages, DC and AC performances. 

As it was explained in Section 5.1.2, in a Dual voltage device the high volt-
ages necessary for Program and Erase are derived from Vpp , whereas in a Single 
Voltage Flash memory the high voltages are generated internally. This consid-
eration should be taken into account when considering circuit implementation. 

A "common" architecture for a Flash memory is shown in Fig. 5.10. 
A detailed analysis of each block will be performed throughout this chapter; 

the following section gives a brief overview of the circuits involved in the main 
operations performed inside a Flash memory. 

5.1.4.1 Read Path Building Blocks Description. As far as stored in-
formation is concerned, Flash memories can be divided into two categories, 
"standard" and "multilevel"; in the former case, every cell contains one bit of 
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Figure 5.11 	Flash cell: threshold distributions. 

information, while in the latter 2Th bits of information are stored in a single cell. 
The main issue with a multilevel Flash memory is technological, since its devel-
opment demands a great confidence in the process, because a tight distribution 
of the threshold of the programmed cells is needed. 

In Fig. 5.11, threshold distributions for both standard and multilevel Flash 
memories are shown, together with the criteria used to determine the content 
of the cell. 

No matter how many bits are stored, the complex of activities necessary 
to detect the cell content is referred to as Read operation; this operation is 
performed by a set of circuits which form the so-called Read path. 

First of all, the address of the data is acquired by the input buffers: these 
circuits must fulfill requirements such as the noise immunity (to avoid a spurious 
commutation of the inputs), TTL voltage compliance and third level sensitivity 
(some input pins are connected not only to the usual buffer, but also to a circuit 
whose output goes high when the input reaches two or three times the Vcc 
value, in order to perform certain operations). 

The input buffers drive the decoding circuits, which are made up of a pre-
decoder followed by the decoder (see Section 5.2), whose purpose is to bias the 
selected cells with the proper read voltage; eight or sixteen cells are simulta-
neously selected through the column predecoder and decoder, and the proper 
drain voltage is forced to the cells. 

In order to determine the value stored in the cells, a differential sensing is 
performed, comparing the matrix cells with a known reference. Being a current 
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Figure 5.12 Differential sensing scheme. 

comparison (a Flash cell sinks more or less current depending on its threshold 
voltage), a current-to-voltage conversion is performed on both the matrix and 
the reference branches (where transistors are used as loads), and finally the 
two voltages are compared by a differential amplifier (Fig. 5.12). It is worth 
noting that if both cells or both load transistors should vary in strength, this 
difference would result in a common mode voltage shift but not in a differential 
voltage variation, thus achieving a correct sensing. 

If the cell of the matrix is programmed, it drains less current than the 
reference cell: the output voltage from the matrix cell is higher than that 
of the reference cell. If the cell of the matrix is virgin or erased, it has the same 
current as the reference cell: the cell can be shown virgin (more current than 
in the reference) if for example the load transistor for reference side is larger 
than the matrix load (these issues are deeply analyzed in Section 5.4). 

The result of the sensing (which is a voltage) passes through a multiplexer 
to the output buffers, which cause the external data pin to change their state 
accordingly; the main problem is the noise introduced on Vcc and GND due to 
the large current required to charge and discharge the huge load capacitance 
of the data output pins. 

As to the general issues related to the Read operation, great efforts are 
spent in developing solutions to reduce as much as possible the delay between 
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the address transition and the valid data at the output buffers; in other words, 
to achieve a faster access time. 

5.1.4.2 Program Path Building Blocks Description. A Flash device 
can be programmed on a word or byte basis. As it was pointed out in Sec-
tion 5.1.3, Program is a very complex and slow operation which is performed, 
in the actual Flash generation, by an embedded Program/Erase Controller; 
the user has only to provide the correct instruction, which is composed of a se-
quence of different commands, followed by the data to be programmed together 
with their address location. Then, the Program/Erase Controller automatically 
starts and performs the Program operation. The user or the external microcon-
troller can check the status of the operation using either the R/B# pin or the 
status on DQ0-DQ7 (the former can be issued either in "Data Polling - Toggle 
Bits" or "Status Register" fashion). In some Flash memories the Program can 
be suspended to read some other locations inside the array. 

When the algorithm starts, the content of the memory location to be pro-
grammed is compared with the data: if they are valid (since to program means 
to change cell status from "1" to "0", and the opposite task can only be per-
formed by an Erase operation, it is wrong to try to program a "1" onto a "0"), 
then a high voltage (HV switch of Fig. 5.10) is driven on the wordline of the 
cell to be programmed and then a program pulse is applied on the drain of the 
cell through the Vp  generation circuit (Fig. 5.10). At the end of the program 
pulse, another verify is performed, reading the byte/word and comparing it 
with the data to be programmed (latched at the beginning of the operation). 
If comparison fails, another program pulse is applied to the uncompletely pro-
grammed bits. Fig. 5.13 shows a simplified flow chart and the timing of the 
main signals involved. The program efficiency decreases while threshold voltage 
increases: therefore it is possible to obtain a common value for programmed 
cells threshold voltages, even if the starting values are different. 

5.1.4.3 Erase Path Building Blocks Description. The Erase operation 
is performed on all the cells inside a sector (thus sharing a common source) and 
can be divided in three fundamental steps: 

1. Program All 0; 

2. Erase; 

3. Recovery of over-erased cells. 

With the first step all the bits of the sector are put in the same condition 
as for their threshold voltages; an internal counter is used to address all the 
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Figure 5.13 Program operation - flowchart. 

words inside the sector, since Program operation is performed sequentially on 
every word. 

The second step consists in providing a high voltage on the common source 
through Source switch keeping all the gates to GND and all the drain floating 
(this is valid both in a source and a gate erase scheme). If high voltage (Vpp) 
is not available on input pin, an internal circuit will generate it. At the end of 
erase pulse, a verify is performed on every word, in order to see if all the cells 
have been erased. If this verify fails, another erase pulse is given. 

The third step performs a depletion verify to detect the over-erased bits. If 
present, these bits are recovered by programming them with a proper algorithm. 

A simplified erase flow chart and the erase timing are shown in Fig. 5.14. 

5.2 READ PATH: DECODING 

As far as information storage or retrieval is concerned, it is necessary to devise 
a method to address the data inside the memory array. As already pointed 
out in Section 5.1.2, NOR, matrix organization is considered: Flash cells are 
arranged in rows and columns selected by means of separate address decoding 
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Figure 5.14 Erase operation - flowchart. 

circuitry. Cells inside every couple of adjacent rows are specular, so that both 
source lines and drain diffusions are common every two cells. Cells control gates 
are realized in polysilicon, arranged in stripes called wordlines; cells drains are 
contacted by metal stripes called bitlines. 

Under these assumptions, decoding means to select a single row and a single 
column in order to address the desired data inside the matrix: the externally-
provided address, which is a n binary digits number, must be converted into 
a corresponding 2n binary digits data, in which only one bit at a time is on. 
Furthermore, in the case of a non-volatile memory, decoding circuitry should 
also be able to handle all the different biasing voltages necessary to Erase, 
Program and Read a memory cell. 

In the following paragraph, for sake of simplicity, the whole subject is divided 
in two separate parts: the "predecoding", i.e. the circuitry which selects the 
row and the column depending on the address, and the "decoding", i.e. the 
circuitry whose task is to bias both cell gates and drains. 
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Figure 5.15 Predecoding stage. 

5.2.1 Predecoding 

In principle, considering a Flash memory composed of n rows, predecoding 
could be implemented using 2' AND gates whose inputs are the possible combi-
nations of the n addresses; of course such a solution is not acceptable because of 
the amount of area required and the layout complexity when densities of Mbits 
are reached. Therefore a hierarchical structure has been devised, in which 
the address bits are grouped into several subsets and processed separately. In 
Fig. 5.15 an example is shown, where the address width is 12; predecoding is 
realized using 32 3-inputs AND plus 212  4-inputs AND instead of 212  12-inputs 
AND. 

5.2.2 Row Decoder 

Row decoders address individual rows in a memory array according to the 
applied coded address. The basic scheme of row decoders may be represented 
by a number of inverters (one for each row) controlled by a combinational 
circuit, which receives the input addresses and drives the inverters so that 
only one at a time presents a High output (see Fig. 5.16a). The simplified 
arrangement described above operates correctly in Read mode, wherein both 
the combinational circuit and the inverters present read voltage Vcc as the 
High logic level, but not in Program mode, where the combinational circuit 
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supplies read voltage Vcc as the High logic level at input IN of the non-selected 
row inverters, whereas supply line Vpc is at programming voltage Vpp > Vcc 
Consequently, a voltage drop exists between the gate, and source terminals of 
the pull-up transistor of the inverter, and when it reaches the threshold voltage, 
M1 is turned on: in such a way output OUT is prevented from reaching the 
zero voltage required to avoid stress on the connected cells and to ensure a 
correct logic level at the output. 

One possible solution is to use a positive-feedback inverter with a pMOS 
feedback transistor connected between Vpc and input A, and with the gate 
terminal connected to output B (Fig. 5.16b). As such, when the voltage at 
output B falls, the feedback transistor is turned on and connects node A to 
the programming voltage Vpp, thus ensuring a complete turn-off of the pull-up 
transistor of the inverter I1 and a zero output voltage. The above solution, 
however, presents some drawbacks. First of all, layout problems arise owing 
to the output of the inverter being brought back; solving the problem by driv-
ing the feedback transistor with a separate signal in turn creates problems in 
terms of synchronization. Secondly, problems arise as regards direct biasing 
of the drain-bulk junction of the pMOS transistors of NAND gate TO, which 
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would have the source and bulk regions biased at V00  and the drain regions 
(connected to the output) biased at Vpp. One possible solution is to provide 
an nMOS pass transistor to separate the low-voltage (predecoding) section 
from the high-voltage (actual decoding) section. Such a solution is shown in 
Fig. 5.16c wherein a 3-input AND, supplied at Read voltage Vcc and forming 
part of the combinatorial circuit for selecting the row, drives inverter Il via 
an nMOS pass transistor M1 with the gate terminal biased at V00. When the 
node C is at Vcc, pass transistor M1 operates as a diode by presenting two 
terminals (the gate terminal and the terminal connected to C) at the same 
voltage, and therefore causes, between node C and node A, a voltage drop 
equal to its threshold voltage (plus body effect). In addition to further com-
plicating the circuitry, the solution shown in Fig. 5.16c is also unsatisfactory 
in the presence of low supply voltage: the voltage drop across pass transistor 
M1 prevents node A from reaching the high voltage required to ensure that the 
pull-up transistor of Il is turned off completely. Figs. 5.16d and 5.16e contain 
other commonly implemented solutions; the basic principle is the same. 

Moreover, besides merely shifting the problem of undesired biasing to other 
parts of the circuit, a CMOS pass switch is too bulky to be accommodated in 
the decoding stage, which is formed within the spacing between the array rows. 

Another type of decoder can be implemented; it operates correctly both in 
Read and Program, even in the presence of low supply voltages, and it involves 
no problems in terms of layout or synchronization. In the row decoder the high 
(programming) voltage is supplied not only to the final inverter (decoding) 
stage but also to the predecoding stage: to this purpose the predecoding stage 
presents two parallel paths, one supplied with low voltage and used in Read 
mode, and the other supplied with high voltage and used in Program mode 
(Fig. 5.17). A CMOS switch separates the two paths, and it is driven by the 
high voltage already available in the predecoding stage, and, being formed at 
predecoding level, involves none of the integration problems posed by the final 
decoding stage, because the predecoder is placed outside the matrix. 

If the logic signal ENHV is Low, then node A is Low as well, and the pass 
CMOS is on, thus allowing the signal IN to get to OUT. In this situation, since 
the memory is in Read mode, the node Vpc is held at V00. To let a voltage 
Vpc (not equal to Vcc) reach the row decoder, ENHV is biased at Vcc; then 
the node A, through the feedback structure which consists of Ml, M2, M3, M4 
and Il (level shifter), is brought at Vpc and switches off the pass CMOS. By 
means of another level shifter, the signal IN is raised at Vpc and is thus able to 
drive the inverter 12 in CMOS logic. The advantages of the circuit described 
are the following: it operates correctly even at low voltage, by featuring no 
nMOS pass transistor or other components involving a voltage drop at the 
terminals. It ensures correct output readings, and prevents stressing the cells 
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Figure 5.17 Predecoding stage with two parallel paths. 

connected to the non-selected rows, by featuring supply branches ensuring that 
the components along the transmission paths of the row drive signals are turned 
off or on completely. The formation of a high-voltage path in the predecoding 
circuit enables the use of a CMOS pass switch, which, despite presenting no 
voltage drop, requires a high-voltage drive circuit for its correct operation, and 
is too bulky to be accommodated in the final decoding circuit. Despite the use 
of numerous high-voltage components in predecoding stage, the layout of the 
decoder is simplified since it does not require any feedback branch. Finally, 
by forming two separate paths in the predecoding circuit, the low-voltage path 
may be extremely simple (merely a connecting line) to greatly reduce access 
time, and the high-voltage path may be optimized by using voltage shifters, 
although they introduce a slight delay in signal propagation (it is a feedback 
structure), at no expenses in terms of read performance. 

After analyzing the circuitry connecting Vcc-biased and Vpp-biased parts, 
it is possible to take a deeper look at the structure of the final inverter of the 
row decoder. The design of this circuitry is strictly related both to the type 
of erasing and to the available technology (these concepts will be considered 
again in Section 5.6.2). To electrically erase a Flash memory cell, it is necessary 
to apply a proper voltage bias (typically 12V) between the source and gate 
terminals of the cell. A "source Erase" occurs when the gate is held at GND 
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and the whole erase voltage is applied on the source of the sector. In this case 
the final inverter is simply a CMOS one. If "negative gate Erase" is required 
(i.e. the gate is negative, typically —8V, and the source positive, typically 
5V) a simple CMOS inverter is no longer suitable. If a triple-well technology 
is available, i.e. if it is possible to realize nMOS transistors whose bulk can 
be biased separately from the chip substrate, then a negative voltage can be 
passed directly through the final inverter (Fig. 5.18a); otherwise it is necessary 
to isolate the nMOS in the final inverter from the wordline in order to avoid 
direct biasing of drain/p-well junction when negative voltage is applied to the 
wordline itself. In this case, the negative voltage HVNEG is supplied to the 
control gate of the cells through an insulation diode D1 and M2 is protected 
via M1 (Fig. 5.18b). 

5.2.3 Column Decoder 

Once the row has been selected, column decoding must be performed in order 
to select univocally the desired memory cells. If the matrix is m columns wide 
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and the output is composed of b bits, then it is necessary to have m/b mutually 
exclusive decoding signals, since every access is made on b bits at a time 
The same division between predecoding and decoding applies: predecoding is 
a hierarchical combinational logic circuitry which forms the first level signals 
labeled in Fig. 5.19 as YM and YN. Decoding is composed of a nMOS transistors 
multiplexer, repeated for every output bit. The task of the column decoder 
is to pass the proper biasing voltage on the drain of the cell. YM and YN 
decoders are supplied with VPCY: in Read mode this voltage equals Vcc, while 
in Program mode it is raised to Tipp, because this circuitry is used to supply the 
drain of the cells to be programmed with a suitable voltage (typically 6V). 
The solutions devised to interface Vcc and VPCY are the same as in the row 
decoder. 

5.2.4 Hierarchical Decoder 

As outlined in Section 5.1.2, sectors in a non-volatile memory can be organized 
either by row or by column. In the latter case, wordlines are common to every 
sector and sector dimension is chosen according to the number of columns 
comprised in it (Fig. 5.20). A sector is defined as the set of cells which share 
the same source node, i.e. those cells which are erased together. Using this 
kind of architecture, the parasitic capacitance of the bitline is limited, and the 
sense amplifier greatly benefits from this solution. 

Unfortunately there are also several drawbacks: first of all, the wordline, i.e. 
the line which connects all the control gates of the cells on the same row, is 
realized in polysilicon. From an electrical point of view, it can be thought as a 
distributed RC network: parasitic resistance depends on the polysilicon, while 
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Figure 5.20 Sectors organized by column. 

parasitic capacitance depends on the gate contact of the cells. Even considering 
a small number of cells (for instance one thousand) the time constant associated 
to this network is several nanoseconds. This delay directly affects access time, 
since it causes a delay in the correct biasing of the selected cell. Considering 
a two-metal technological process, one layer is used for the bitlines, while the 
other is used to short-circuit the wordline, thus reducing the parasitic resistance 
and the associated time constant. 

Another problem of the shared wordline approach is that every time a cell 
is addressed, all the other cells on the same wordline are biased as well, thus 
suffering the so-called gate stress, which could affect the correct functionality of 
the cells during the device lifetime. Furthermore, the shared wordline approach 
is not the best choice in the case of negative gate erase, because the positive 
voltage drop is also applied to the cells of the sectors which are not to be 
erased. One way to overcome these problems, in particular the one related 
to gate stress, is to choose the row organization approach. In this case it is 
the bitline that is shared by all the sectors and it is the number of rows that 
influence the dimension of the sector. Actually it is not possible to have one 
single shared bitline, in order to avoid the drain stress; every sector has its set 
of bitlines, called local bitlines: every single bitline is connected by means of a 
pass transistor to another metal layer called main bitline, as shown in Fig. 5.21. 

For each sector there is a set of local pass transistors, which are on only 
in the addressed sector, thus avoiding drain stress effects on the cells of other 
sectors. Because of the high integration of the memory cells, local and main 
bitlines are usually designed using two metal layers; if a third metal layer 
is not provided, it is impossible to short-circuit the wordline and the access 
time is greatly affected by this problem: therefore it is necessary to use a 
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Figure 5.21 Sectors organized by row. 

technology in which polysilicon has a low resistance. The row organization 
approach has a considerable impact on the structure of the column decoder, 
because it requires a local decoding stage in every sector, whose effects on the 
area are not negligible. On the other hand, eliminating any kind of stress on 
the cells greatly improves reliability. 

5.2.5 Low V Problems 

As already outlined, cells of non-volatile memories are read by biasing their 
gate with the read voltage and by detecting the current flowing through the 
cell. If the cell is programmed, its threshold voltage must be higher than the 
read voltage, so that no current is drawn by the cell; if the cell is erased, its 
threshold voltage must be such as to let the current flow through; detecting 
the current flow provides for discriminating between programmed and erased 
cells. To ensure correct read operation and reliable cycling (multiple cycle oper-
ation) of the memory array, certain limits must be observed in the distribution 
of the threshold voltages of the cells. More specifically, currently used tech- 
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nologies require that the threshold of the best erased cells be above zero, and 
the threshold voltage of the worst erased cells be about 2.5V. The lower limit 
substantially arises from the need to prevent read errors caused by depleted 
cells (cells with a threshold voltage below zero); while the upper limit is due 
to the intrinsic distribution of the cell threshold according to the fabrication 
technology used. Since the read voltage normally coincides with the supply 
voltage, a supply voltage of over 3V poses no problems. A problem arises in 
the case of memories operating at low Vcc. In fact, with a supply voltage Vcc 
of 2.5V, all the cells with a threshold voltage VTH close to this value conduct 
little or no current, so that the cell is considered programmed, thus resulting in 
a read error. A solution to the problem consists in boosting the read voltage, 
i.e. supplying the gate terminal of the cell to be read with a voltage higher 
than the Vcc which is generated by an appropriate boosting stage. 

5.2.6 Boost Concept: Continuous Boost and "One-shot" Bost 

A possible scheme of a boosting circuitry is shown in Fig. 5.22 together with 
the required timing of all the signals involved; BN is the node whose voltage is 
to be boosted. 

At the beginning, the auxiliary boost capacitance (Cboost)  and the parasitic 
one (Cload)  are precharged to the supply voltage via the pMOS transistor. 
When boosting is needed, signal B switches to zero, thus raising the lower 
"plate" of Cboost  to Vcc. At the same time M1 is switched off and node BN 
is isolated. This configuration produces the charge-sharing phenomenon due 

 

Vcc 

    

     

A 
d Ml 

BN 

 

Cboost 	 Cload 

Figure 5.22 Boosting principle. 
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to the charge conservation on the isolated node. By imposing the Kirchhoff 
voltage law and the energy conservation, the final voltage on BN is 

Cboost  
VBN = VCC 	 Vcc. 	 (5.1) 

%boost Cload 

Two solutions based on this principle are usually implemented: continuous 
and "one-shot" boost. In the continuous boost solution, a timed circuit supplied 
with a clock signal provides for gradually charging a boost capacitor to a voltage 
higher than Vcc; the boost capacitor then provides for maintaining a common 
(boost) line of the memory at the desired overvoltage. The advantage of this 
solution lies in the small size of the boost capacitor, due to the overvoltage being 
reached by means of a series of small increments. For this reason, however, 
initial charging, and hence access to the memory when turned on or on re-
entry from stand-by, is very slow. To eliminate the latter delay, a second 
smaller boost circuit may be used to keep the boost capacitor charged in stand-
by mode, but only at the expense of increased consumption. The "one-shot" 
boost solution, on the other hand, employs a huge boost capacitor, which is 
charged by a single pulse only at predetermined times (upon address switching 
in Read mode, or active switching of the E# signal). While solving the problems 
of slow access on re-entry from stand-by (or when the memory is turned on) 
and increased consumption in stand-by mode, the "one-shot" solution presents 
other drawbacks of its own, due to the large area required for the capacitor and 
the necessary drive circuits. 

5.2.7 A New Boost Approach: Miniboost 

There is another solution, named "miniboost" , to provide a read voltage higher 
than Vcc. This solution maintains the advantages and simultaneously mini-
mizes the disadvantages of known pulsating and "one-shot" boost solutions. A 
possible scheme is shown in Fig. 5.23. 

BN is the supply node of the row decoder; only one wordline with its driving 
inverter is depicted. In the absence of the clamping diode D1, the charge sharing 
effects would drive the voltage on node BN to a value given by (5.1 ). Between 
node BN and GND, there is also a parasitic capacitor, which represents the 
capacitances of the well regions of pMOS transistors, the junction capacitances, 
and other parasitic capacitances connected to node BN. M1 and M2 represent 
the final inverter of the row decoder. When transferred to the row to be read via 
Ml, the above voltage would drive the addressed line to the high read voltage 
ensuring correct reading of the cell, but, on the other hand, it would cause 
biasing problems on the non-addressed rows: the pMOS transistor of their final 
inverters would have the gate terminal biased at supply voltage Vcc and the 
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Vcc 

Figure 5.23 Local boosting or "miniboost". 

source terminal at the higher voltage VBN. As such, pMOS transistors of non-
addressed rows would not definitely be turned off, thus resulting in undesired 
discharge of node BN, which frustrates the voltage boost function. The purpose 
of clamping diode, on the other hand, is precisely that of only permitting 
node BN to be boosted to voltage (Vcc + Vd) where Vd is the voltage drop 
across diode. This diode is realized by a pMOS transistor similar to transistor 
M1 but diode-connected, so that voltage drop Vd equals the threshold voltage 
V-rBp  of Ml. As the voltage at node BN tends to exceed (Vcc + VrrHp it is 
clamped by the conducting diode, thus discharging boost capacitor in controlled 
manner towards GND. The voltage drop between the source and gate terminals 
of transistors M1 driving the non-addressed rows therefore equals the threshold 
voltage of diode D1, which,'even if close to being turned on, remains off. 

This solution, therefore, allows the read voltage of the addressed cells to be 
boosted at a value which, even if only slightly higher than the supply voltage, is 
normally sufficient to ensure correct reading of the cells, and may be increased 
if necessary by providing native transistors. No matter how boosting is realized, 
it must always be clamped, in order (i) to limit the stress on the gate of all the 
cells on the selected wordline and (ii) not to reduce the Vccmax  (see Section 5.4). 

At the end of a Read operation, it is necessary to restore the initial conditions 
(first of all to clamp BN to Vcc) by means of a proper signal, so that the 
procedure described above can be repeated for every following Read. The 
described boost circuit solves the slow access problems typically associated 
with continuous boost circuits by boosting the read voltage by means of a 
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single pulse. Moreover, only a small area is required, by employing a number 
of local boost capacitors (for each sector or half-sector), which, being small, 
may be integrated in unused areas of the chip or, at any rate, in such areas as 
to optimize the layout of the memory. 

5.3 READ PATH: INPUT AND OUTPUT BUFFERS 

This section describes the characteristics of the input and of the output buffers, 
whose task is to interface a device to the external world. In particular, for 
the input buffer, the specifications due to the connection to a TTL system 
and the noise margin are analyzed. For the output buffer the problems of 
power consumption, the impact on power supplies during its operation and the 
consequences due to a reduction of the supply voltage are discussed. Finally, 
the specification "High voltage tolerance" is introduced. 

5.3.1 Input Buffer 

CMOS technology is widely used for integrated circuits to exploit its superior 
features such as low power consumption, high level of integration and large 
noise margin. CMOS systems, however, must be interfaced with TTL or ECL 
systems and their interface stages must be able to translate signals into different 
standards; in particular input buffer stages of pure CMOS chips must be able 
to convert TTL voltage levels into CMOS voltage levels. The input buffer logic 
threshold voltage must lie between the TTL logic Low (T41 = 0.8V) and TTL 
logic High ("Vih = 2V) values in the whole supply voltage range. The noise 
margins are defined as follows (see Fig. 5.24) for a TTL to CMOS buffer: 

NMhigh = Voh "Vih = 2.4 — 2 = 0.4V , 

NAdlow = 	— V01 = 0.8 — 0.4 = 0.4V . 

 

Voh 1 NMhigh 
Vih 

TTL 

  

CMOS 

  

 

Vol 
NMlow 

VII 

Figure 5.24 Definition of the noise margin. 

A well-designed input buffer should: 

(5.2 ) 

(5.3 ) 
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• enter a high-impedance configuration to avoid consumption in stand-by; 

detect the right TTL logic levels in the supply voltage range from Vccmin 
to Vccina.; 

■ ensure a noise margin as large as possible. 

Vcccom  

IN OUT 

GND. 

Figure 5.25 Example of input buffer. 

Fig. 5.25 shows an example of input buffer. When signal E# is High, the 
input buffer is in three-state configuration and its output is High. The pull-up 
(M3) and the pull-down (M4) transistors of the input stage ensure that its logic 
threshold voltage lies in the range 141÷14h for every value of the supply voltage 
range. At lower Vcc, it is possible to increase the noise margin by making the 
pull-down more conductive than the pull-up; in this case the threshold voltage 
is closer to V. At higher Vcc, the threshold voltage tends to increase: the 
current generator (M1) limits the current through the pull-up, thus reducing 
this undesired effect. 

To improve further the noise margin, pMOS transistor M6 is introduced as 
shown in Fig. 5.25. M6 produces a hysteresis of the threshold voltage of the 
inverter I1 (Fig. 5.26a). In Fig. 5.26b the output of the input buffer circuit with 
(VaT) and without (178uT) the feedback transistor M6 is shown as a function 
of the time variations of the voltage of node N1. 

It's worth noting that during output buffer commutation, voltage variations 
are produced on the internal GND and Vcc, thus reducing the noise margin 
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a) 
Vdown Vup 

b) 

Figure 5.26 Hysteresis of the threshold voltage of the inverter 11 (a). Comparison of the 

output OUT without (OUT*) and with (OUT**) the feedback transistor M6 (b). 

of the input buffer. For sake of simplicity, we will investigate the effect of a 
GND fluctuation only: if Vir, = Vih a positive variation on the GND terminal 
reduces the overdrive on the pull-down of the input buffer (Vgs  (nMOS) = 	— 
VGNDcori; in particular, if the spike is too high in amplitude, the pull-down 
might even be unable to keep the output Low, and the output could be seen 
as a High level. In the same way if Vin  = 141, a negative variation on GND 
increases the voltage Vgs  (nMOS) and the pull-up might even be unable to keep 
the output High and the output could be seen as Low. 

5.3.2 Output Buffer 

When a Read operation is performed on a Flash memory, the data read are 
available at the output buffers. These stages are characterized by a high current 
capability, so that they are able to drive interface-buses with load capacitances 
in the order of 100pF. 

A standard output buffer is shown in Fig. 5.27, where the data to be output, 
which is provided by a sense amplifier stage, is stored in a the LATCH block 
on the rising edge of the ENABLE signal. 

The pull-up and the pull-down transistors must be driven with different 
signals for two reasons: 

1. to ensure that the final stage can be put in three-state; in this case Vcc 
and GND are forced on the gate of the pull-up and pull-down, respectively, 
thus turning off both transistors; 
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Vcc 

   

GND 

Final Stage Control Logic 

Figure 5.27 Example of output buffer. 

2. to avoid the crow-bar current, which is a source of consumption, during a 
transition; in this case the control logic switches off the driving transistor 
before switching on the other one. 

The output buffer is one of the key elements of the read path and therefore 
its performance, in particular in terms of switching time, strongly influences 
the memory access time that can be divided into three factors: 

■ decoding time (about 30% of the access time); 

■ reading time (about 40% of the access time); 

■ switching time of the output buffer (about 30% of the access time). 

A major problem arises with low supply voltages operations, since it is pos-
sible to determine a relationship of inverse dependence between the supply 
voltage Vcc and the switching time of the output buffer. Such a relationship 
can be determined, in a simple way, by assuming that the pull-up and pull-
down work in saturation. Therefore the driving transistor can be considered 
as an ideal current generator, so that the switching time t, is merely the time 
needed to either charge or discharge a capacitor C by means of a constant 
current source: 

Vcc 	1 
is  = C 

2 K (W L)(Vgs  — VTH)2  
(5.4 ) 
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where K is the intrinsic conductivity factor, W/L the transistor aspect ratio, 
and Vgs  the gate to source voltage. In the case of capacitance discharge, by as-
suming for the pull-down transistor Vgs  = Vcc , the inverse dependence between 
t, and Vcc is obvious. 

To keep the same t, while reducing Vcc, the transistor aspect ratio, and 
therefore the area of the output buffer, must be dramatically increased. An 
alternative solution consists in driving the pull-up and the pull-down transistors 
with gate voltages lower than GND and higher than Vcc, respectively, by means 
of boost operations (the concept of boost was explained in Section 5.2.5 and 
5.2.6). 

Fig. 5.28 shows the basic scheme of a circuit driving the final stage with a 
dynamic higher than Vcc. During initialization (Sn1 = Sn2 = Sn3 = 1; Sp1 = 
Sp2 = Sp3 = 0), VN2 is driven to Vcc by Mn1 (the other terminal of CboostN 
being at GND), while Vp2 is driven to GND by Mp1 (the other terminal of 
CboostP being at Vcc)• 

If the data to be transferred to the external load is Low (logic "0"), Sn1 
is turned Low: VN1 is then switched to Vcc and nodes N2 and N3 (gate of 
the pull-down) reach a voltage higher than Vcc. The overvoltage VboostN  (i.e. 
the voltage on node N2) can be calculated by imposing the charge conservation 

SplID 	>0 
P1 P2 	 Mp2 	P3 

CboostP 

Sp2DH Mpi Sp3 

Out 

r-‘ 	 Ni 
Sn11—i 

CboostN 

Sn3 
Sn2D—cl Mn1 

N2 	 I I  

Mn2 

N3 

Cn 	 

Figure 5.28 Basic scheme of a circuit driving the final stage with a dynamic higher than 

Vcc. 
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where Qi  and Q f are the charge before and after the phase of boosting 
respectively: 

Qi 

Qf = 

thus resulting in 

CboostN VCC 

CboostN (VboostN VcC) CnVboostN 

(5.5 ) 

(5.6 ) 

1 

1 + Cn/CboostN • 

Eq. (5.7) shows that the overvoltage VboostN  is inversely proportional to the 
ratio Cn/CboostN and when this ratio tends to zero VboostN gets to its maximum 
value 2Vcc • 

If the data to be transferred to the external load is High (logic "1"), Sp1 is 
turned High: Vp1 is then switched to GND and then nodes P2 and P3 (gate of 
the pull-up) reach a value lower than GND. It is clear that to avoid the direct 
bias of the junction drain-pwell all the nMOS connected with these nodes must 
be in triple well technology. 

By imposing the charge conservation, the following relationship for VboostP 
(i.e. the voltage on node P2) is found: 

VboostP = Vcc (1 	
2  

1 + Cp/CboostP) 
(5.8 ) 

For the pull-up transistor, the maximum value of the overvoltage VboostP 
is, in module, equal to Vcc . Fig. 5.29 shows the qualitative behavioral of 
the overvoltages VboostN and VboostP as a function of the ratio Cboostx/Cz • 
The value of the boost capacitor should be a trade-off between switching time 
performance of the final stage and the area occupied by the final stage itself. 

5.3.3 Noise Issues 

It is known that integrated electronic circuits are assembled into a package 
which consists of a thermosetting resin case and of embedded lead frame in or-
der to connect the chip to the external pins. The terminals (or "pads") of the 
electronic circuits are connected to the package lead frame by small interconnec-
tions wires which are referred to as "bonding wires". As an example, Fig. 5.30 
shows a schematic view of a semiconductor chip having a four-terminals con-
nection to external supply pins (Vcc, and GNDext);  more precisely, VccIo 
and GNDI0 supply only the terminal stage of the output buffers, while Vcccore 
and GNDcore supply the rest of the device. 

The bonding wires have an inherent inductance which is denoted by L. The 
external capacitive load is normally in the order of about 100pf, so a large 

VboostN = 2VCC (5.7 ) 
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Figure 5.29 Behavior of the overvoltage V boostX as a function of the ratio Cboostx/Cx• 

VCCext 

L 	 L 

vcccore 	 vccio 

CHIP 

GND.,. GNDI0  

GNDeld 

Figure 5.30 Connection between the terminals of GND and Vcc of a chip and the external 

supply pins. 

current must be provided by the output stage to charge or discharge the load 
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in a time in the order of tens of nanoseconds. During the switching phase, 
either the pull-up or the pull-down transistor is turned on, so that a current 
flows through the active transistor to the external power supply (either GNDio 
for the pull-down or Vcc,0  for the pull-up) and a voltage drop is produced 
across the related bonding wire. In short, the internal supply voltage Vcclo  
decreases and the GNDio increases during normal operation of the circuit. The 
voltage drop which causes these variations is tied in with the inductance value 
of the bonding wires by the following relationship: 

di 
V = L —

dL 
. (5.9 ) 

If all the N output buffers of the chip switch simultaneously towards the same 
value, Eq. (5.9) becomes: 

di 
V = N L . (5.10 ) 

These voltage variations reduce the dynamics of the pull-up and the pull-down 
and produce an increase of the switching time. 

In reality, with reference to Fig. 5.31, the terminals GNDio and GNDcore 
are connected to each other within the circuit by: 

■ a resistance Rsubstrate  of the semiconductor substrate p; 

• a pair of resistances Rring  due to the bias rings of both the pull-down 
transistor of the input and the output buffers. 

The voltage variations on GNDio , through the series of these three resistances, 
is transferred to the terminal GNDcore. 

Such a situation, as depicted schematically in Fig. 5.32, may cause a false 
reading in a memory circuit: in fact, if an input pin (due to this voltage varia-
tion) changes its state, then a new undesired reading starts. 

To avoid the variations on the GNDcore, the pull-down can be used in a triple-
well structure. As shown in Fig. 5.33, by connecting the bulkP to GNDio and 
the nwell to 170010  the junctions ipwell-nwell and nwell-psubstrate are inverse-
biased. In this way it is possible to prevent the propagation of the discharge 
current from the external load through the semiconductor substrate. 

5.3.4 High Voltage Tolerance 

The specification "High voltage tolerance" is required for those devices which 
are powered with a low supply voltage and share the DATA BUS with others 
devices whose supply voltage is higher. Fig. 5.34 shows the connections between 
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Figure 5.31 Intrinsic connections between GNI:hp and GNDcore• 

Figure 5.32 A voltage variation on GNDcore may cause a false reading in a memory 
circuit. 
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Pull down inbuffer Pull down outbuffer 

p substrate 

Figure 5.33 Pull-down in triple-well. 

a microprocessor and devices supplied with different voltages. The micropro-
cessor chooses the device to communicate with by forcing the appropriate E# 
and G# terminals, and puts the other ones in a three-state configuration. 

When the device which is supplied with high voltage (Vcchigh ) is activated, 
the maximum voltage which can be transferred on DATA BUS is given by: 

Vccmax  = Vcc„ + min [IVT1-1, V-y, 	 (5.11 ) 

where: 
Vcc, is the lowest voltage of the devices on the board; 
VTHp  is the threshold voltage of the pMOS; 
Vey  is the threshold voltage of the junction drain-nwell (p-n junction). 

If the threshold voltage of the pMOS VTHp  is lower than the threshold voltage 
of the junction drain-nwell Vey, the device at Vcch,g, shows net power consump-
tion; on the other hand, when Vey < 1VrHp l, there are latch-up problems for the 
p-n junction. It is possible to overcome these problems by using, for example, 
the solution shown in Fig. 5.35a. 

When the device is in three-state configuration, the bulk and the gate of 
the pMOS are connected to the exit of the circuit SWITCH, whose transfer 
function and schematic are shown in Fig. 5.35b and 5.35c, respectively. It is 
clear that, when Vin  < Vcc  — IVTHp  the transistor M1 is turned on and the 
output is V00; conversely when Vcc — I Vmpl < Vin < Vcc, the transistor M4 is 
turned on and the output is V00. Finally, when Vin  > Vcc, the transistor M2 is 
switched on and the output follows the input, while the transistor M3 switches 
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Figure 5.34 Connections between a microprocessor and devices supplied with different 

voltages. 

off the transistor M4. During the fall time of the input transistor M6 discharges 
the gate of M4. 

5.4 READ PATH: SENSING TECHNIQUES 

This section deals with the principal architectures employed in a non-volatile 
memory, EPROM and Flash, to read the information stored in the cells. The 
survey covers the issue from the first solution up to the latest implementations 
for the low supply voltage design. 

The block which accomplishes the reading of the cell content is called sense 
amplifier, and is normally divided into different sections, the first being the 
current-voltage converter, and the second the comparator. The attention will 
be focused on the converter, because the comparator is a classical circuit with 
enhanced commutation speed. 
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vco 	 Vin 
b) 

Figure 5.35 Improved .high voltage tolerance using a SWITCH circuit: a) connections 
with the pull-up; b) transfer function; c) schematic. 

The main feature of this type of converter is commutation speed as well: it 
ranges between lOns and 3Ons, depending on the current sunk by the cell, and 
it shows huge robustness to any variation in temperature, supply voltage and 
threshold voltage variations due to process drift. 

5.4.1 Sensing Techniques: An Overview 

Sensing the information stored as charge inside the floating gate of the cell is 
perhaps the most critical operation executed in a non-volatile memory device. 
During this operation, the cell source is tied to GND and the gate is driven by 
the row decoder to a voltage which is usually Vcc (or more, in case of boost: 
see Section 5.2.5), while the drain is connected to the supply voltage through a 
load (see Fig. 5.36a); Cbitiine  is the parasitic capacitance of the metal line where 
the drains of all the cells on the same column are connected. In Fig. 5.36b, 
the column decoder transistors M2 and M3 are also shown, together with M1 
in cascode configuration; in the analysis, M2 and M3 are normally neglected, 
because their aspect ratios are large and therefore the voltage drops on their 
channels are not significant. 

During Read operation, cell's drain voltage must be low enough to avoid 
stress phenomena, but high enough to allow a proper current to flow and guar- 
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antee a quick reading. Thanks to the presence of M1, it is possible to set this 
value to about 1V, which causes the cell to operate in "linear region": 

2 
Ids = k [(Vgs  — (VrHuv  + vTi)) Vds — —V2ds 

where VTHUV  is the threshold of an UV-erased non-volatile cell and AVTH is 
the shift of the threshold of the cell under consideration from VTHuv • 

If Vds = 1V and Vg, = VCC: 

Ids = k [(Vca (Vmm, + AVTH)) — 0.5] 	(5.13 ) 

From Eq. (5.13 ) it is clear that the characteristics of different cells are 
parallel and the shift from the one of an UV-erased cell is determined only by 
the threshold shift AVTH• 

At this point, the behavior of the biasing configuration of Fig. 5.36b can be 
analyzed: let Vbias be equal to 2V, and suppose that M2 and M3 are on: then 
there is a peak current that charges the parasitic bitline capacitance Cbitline: 
as soon as 1V is reached, M1 is turned off (it is a negative feedback). The gate 
of the cell is biased at Vec: if the cell is erased, e.g. with a threshold of 2V, 
then it starts to sink current, discharging Cbitline  and lowering the potential of 

VCC 

(5.12 ) 

b) VCC a) 

OUT 

gate = v - cc  

gate = V - cc--1 
bitline 

V  bias M1 

Y11/11 M2 

YN 
M3 

Figure 5.36 a) Simplified Read mode biasing; b) Biasing configuration for Read mode. 
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the node OUT; if the cell is programmed (threshold higher  than Vcc), Cbitline 
is not discharged and the node OUT remains at Vcc • 

Replacing the resistance R with an ideal current generator, Read operation 
can be regarded as a comparison between the current of the generator /ref and 
the one sunk by the cell (Fig. 5.37). 

Again, two opposite conditions should be considered: 

■ the cell is virgin: from the plot it is clear that if Vcc < Vcc„,, the cell 
is not able to sink all the current supplied by the load and node OUT 
is pulled up at Vcc: the virgin cell is read as a programmed one; if 
Vcc > Vcc„, , cell current is always greater then load current and the 
node OUT is pulled down to GND: the virgin cell is read correctly. 

■ the cell is programmed: if Vcc < Vccm , cell current is lower than load 
current and the node OUT remains high (correct reading); if Vcc > 
Vccm5 then also a programmed cell sinks a current which is greater than 
/ref and node OUT is pulled down (incorrect reading). 

Therefore the Vcc range for a correct sensing of the cell is Vcc, < Vcc < 
Vccm, which is equal to the threshold voltage shift AVTH because of the par-
allelism of the characteristics. 

The right choice of the load current should also satisfy dynamic constraints; 
it should be large enough to charge Cbitiine, quickly, but not so high as to 
prevent a virgin cell from pulling down OUT node. 

Also the way of generating Vbias has an effect on the dynamic behavior of 
the circuit: if the gate of M1 is tied at a fixed value, when M2 and M3 are 
turned on, the Vgs  of M1 is equal to Vbias, since node A is virtually at GND 

Vcc m VCCm  Vgs=Vcc [V] 

Figure 5.37 Read characteristic for a single end converter. 
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(see Fig. 5.38a); therefore the charge of Cbitline is performed through M1 with 
a limited Vgs. To overcome this problem, the Vbias network is replaced by an 
inverter as shown in Fig. 5.38b; when node A' is at GND, Vbias  is at Vcc; 
therefore the Vgs  of M1 is the maximum available, and the charge of Cbitline 
is as fast as possible. By designing the inverter with the nMOS aspect ratio 
greater than the one of the pMOS, (W/L)amos >> (W/L)pMos, M1 can be 
turned off when node A' reaches Vnin  , about 1V. The main drawback of this 
solution is power consumption: feedback needs current to work properly. 

Vcc Vcc 

     

Vbias 

  

        

        

        

        

     

YN 

  

 

gate = Vcc--I 
Milne 

bitline 

( b ) 

Figure 5.38 Typical cascode biasing schematics. 

Fig. 5.39 shows the connection of node OUT to the simplest buffer (i.e. 
an inverter) to produce CMOS level at the OUT'; the buffer is necessary to 
strengthen the signal, thus allowing its propagation over long distance. 

At this point, it is worth noting that Cbitline is very large (some picofarads), 
while the contribution of Com' is much smaller (tens of femtofarads); therefore 
a small variation of the voltage of node A means a little modification of the 
charge within Cbitline,  but it produces a great change in the OUT voltage (see 
Fig. 5.40). 

The main drawback of the use of the "inverter" approach is that the thresh-
old voltage shift that the cell should perform when programmed must be large 
to be significant, while process trends are moving towards reduction of both 
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VCC 

Figure 5.39 Cascode stage. 

programming time and voltages to decrease stress on cell oxides. To guarantee 
a reliable read operation, differential sensing structures should be implemented. 

5.4.2 Differential Sensing Technique 

Fig. 5.41 shows the basic scheme of a differential sensing architecture: where 
MM is the matrix cell to be read, and MR is a reference cell whose threshold 
voltage is known. 

If an EPROM device is considered, MR is a virgin cell (i.e. UV-erased) whose 
threshold, VTHuv,  is equal to 2V, while MM is a matrix cell whose threshold is 
a function of the charge within the floating gate; both cells are biased by the 
same signal and have the same parasitic elements. 

Typical cell threshold distribution for an EPROM device is depicted in 
Fig. 5.42; it is very narrow for the erased cells and much larger for the pro-
grammed ones; it is worth noting that, while VTHuv  is the center of the distri-
bution, VTHPG  is defined as the threshold of the worst programmed cell. 

A typical VTHPG  value is VTHuv  plus 3V to guarantee a good separation 
between the distributions; in this case the Read operation is more reliable, 
because there exists a range of Vgs  where virgin cells sink current while the 
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VCC 

Figure 5.40 Cascode operation. 

A 

OUT 

A 

	up- 
t [ns] 
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Figure 5.41 Differential architecture. 
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Vgs=Vcc  [V] 

Figure 542 EPROM threshold voltage cell distribution. 

programmed ones do not; in Fig. 5.42 the characteristics of different cells are 
shown, under the assumption that there is no distribution gain. 

Consider again Fig. 5.41: the two branches of the current-voltage converter 
are identical, both for electrical properties and layout disposition; M5 and M6 
are necessary to balance transistors M2 and M3 of the column decoder. For 
the time being, R1 and R2 act as loads: later on they will be replaced by active 
loads. 

If MM is programmed, no current is sunk in the matrix side and VM is at 
Vcc, while MR (being a virgin cell) is on and VR is pulled down: therefore a 
voltage difference exists, and the comparator switches its output. The problem 
with the structure of Fig. 5.41 arises when MM is virgin: of course, VR and VM 
have the same potential and the comparator is not able to decide what type 
of information it is reading. The parameters that can be changed to obtain 
a correct behavior in every conditions are the value of the loads, R1 and R2; 
no matter how these values are chosen, VR node should always be between 
Vmv  (the potential due to a virgin matrix cell) and Vm, (the potential due to 
a programmed matrix cell), and it should always have the same value, chosen 
according to dynamic considerations, independently of the matrix side cell. The 
relation is therefore the following: 

Vmv  < VR < VMp  . 	 (5.14 ) 

Provided that the upper limit is intrinsically satisfied, there are two ways to 
obtain the lower one (see Fig. 5.43): (i) decreasing R1, thus pulling up node 
VR or (ii) increasing R2, thus pulling down the node Vm, . In both cases, if 
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Vmp  

VR  

	  Vmv  

GND 	  GND 

Figure 5.43 Different solutions to separate output nodes of voltage converter. 

the two branches sink the same current, node VR is higher than Vmv  because 
voltage drop on RI is lower than on R2 (R1<R2). 

The optimal solution is the former, since smaller load values mean higher 
current to charge Cbitline quickly. 

Fig. 5.44 shows a first schematic with load resistances replaced by pMOS 
transistors in diode configuration: reference side has two transistors, matrix 
side has one transistor (R2 = 2R1). 

In Fig. 5.45, both reference and matrix characteristic are drawn. The curves 
are plotted under the assumption that MR and MM have the same dimensions; 
reference characteristic starts at the same point of the one of the virgin cell, 
but with half angular coefficient (it is important to remember that this is not 
the real situation, since it is not possible to have a reference cell half of the 
matrix cell, but it is an easy way to obtain a legible plot). According to the 
plot, a cell is virgin if its characteristic lies above the one of the reference, while 
it is programmed if it is below. 

By simple inspection, however, it is clear that this statement is not com-
pletely true because of the crossing between reference and programmed cell 
characteristics; the conclusion is still valid if a constraint on the maximum 
value of the device supply voltage is put. Supposing that the characteristics 
are straight lines, the following relation holds: 

Vccnia. 

Vcc„ii„ 

n  
= VTHuv n 1 
	 VTH 

 

= VTHuv 

(5.15 ) 

(5.16 ) 

with n equal to the ratio between the dimension of the loads in the reference 
and in the matrix side. 

By choosing different values of n, it is possible to modify the current dif-
ferences between the reference and the matrix sides thus giving more margin 
either to the virgin or to the programmed cell, as needed. 

VCC VCC Vm, 

VR  

V2 

	VMv 
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Figure 5.44 Active loads for differential sensing solution. 

5.4.3 Differential Sensing Technique with Offset Current 

The main problem for a current-voltage converter with unbalanced loads is that 
Vccinax   fixes a maximum supply voltage for the device operation; in fact, if Vcc 
becomes higher than Vccmax  , the read circuitry misinterprets a programmed cell 
as virgin. For a typical device, Vcc.x  is equal to 7V and the Vcc range is 4.5 
5.5V (and therefore it could seem that Vccmax  is high enough); nevertheless, a 
margin is necessary to satisfy all the parameter variations such as temperature, 
Vcc, frequency, process, ..., and to avoid problems due to the charge loss 
during lifetime which result in a reduction of the cell's working window. 

A first solution to overcome the Vccinax  limit in a non-volatile memory was 
the introduction of a "parallel reference", i.e. a reference whose characteristic is 
parallel to that of the matrix cells. This choice led to the situation of Fig. 5.46, 
that shows the characteristics of a programmed and of a virgin cell, the latter 
being coincident with the one of the reference cell. 
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Figure 5.46 Parallel characteristics approach. 
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Figure 5.45 Read with unbalanced loads. 

By shifting rigidly the two characteristics upwards, the plot of Fig. 5.47 is 
obtained: the characteristic of the virgin cell is completely on the left side of 
the reference one, while that of the programmed cell only shares a common 
part at low Vcc , but all the rest is on the right side. 

Therefore for Vcc > Vccr,,,,, the reference characteristic is always separated 
from those of the matrix; it is important to note that this type of solution 
solves the Vcc...  problem but raises Vccmin 

The Vccr,,,,, value (see Fig. 5.47) is related to ./o ff, which is 20 ÷30,uA typical; 
the latter choice is a good compromise between the Vccrrii„ and the separation 
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reference cell 

THuv 

Figure 5.47 Characteristic separation using offset current. 

of reference and virgin cell curves. In fact Fig. 5.47 is modified into Fig. 5.48, 
because the /o ff current is generated by a circuit supplied by the same Vcc, 
and therefore it could not be present if Vcc = 0. 

Figure 5.48 Real shape of characteristic versus Vcc. 
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Fig. 5.49 shows the circuitry used to obtain the characteristic displayed in 
Fig. 5.48, while Fig. 5.50 shows the circuit to produce the offset current using 
nMOS device and EPROM cells. 

Figure 5.49 Sense amplifier with current offset configuration. 

Vcc 

I DAM I  

loff 

loff T.  
	r• 
Vgs= \too  [V] 

4 

Figure 5.50 Offset current generation for EPROM device. 
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Figure 5.51 Vcc. versus threshold voltage shift. 
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For this type of current-voltage converter, the ideal value of Vccina. is infinity. 
For each positive value of AVTH, Vccina. versus threshold voltage shift is shown 
in Fig. 5.51 for the two different types of converters analyzed. 

Vcc.  [V] 
A Parallel sensing with offset current 

threshold voltage shift [V] 

v„ pi A Unbalanced loads sensing 

5.4.4 Differential Semi-Parallel Sensing Technique 

The converter previously described was adopted in many nMOS devices with 
good results, paying particular attention to the shrink influence on the offset 
current value. In the case of CMOS non-volatile memories, a new type of 
converter was designed to produce the "ideal reference characteristic" for an 
EPROM device. The aims were to shift the value of Vccinin  down to 17THuv 
and the plot of Fig. 5.52 was the designer's goal. 

Reference characteristic is a composition of those previously examined: un-
balanced loads approach is used in the range of Vcc between Vrlluv  and Vs 
(which is a "safe" value to guarantee a good separation between reference curve 
and virgin curve), parallel approach is used everywhere else. 

First of all, it is necessary to obtain a characteristic like that of Ix shown in 
Fig. 5.53; then it is possible to generate a new characteristic ./, by subtracting 
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V 
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Figure 5.52 The ideal reference characteristic for EPROM devices. 

the Ix curve from the /v curve (Fig. 5.54). Ix is obtained as 

-Tifs  
-Tx = ivrHuv  — n  

where factor n has to reproduce the situation of unbalanced loads. 
Fig. 5.55 shows the Ix current generator: M6 is a virgin cell, while M1 and 

M2, (properly dimensioned) drive the M3 virgin cell with a voltage (R.,' 1V) 
equal to Vcc — VrH,G : this is a way to obtain a "virtual threshold" of M3 
which is R-., 1V higher than the one of M6. This trick was useful for an EPROM 
device where writing a reference cell was not feasible; for a Flash memory, 
the same characteristic is obtained using reference cell programmed at EWS. 
Transistors M4 and M5 form a mirror configuration; reducing the aspect ratio 
of M5 by a factor n with respect to that of M4, the mirrored current is also 
reduced by the same factor (see Fig. 5.56). 

Kirchhoff's current law on node A gives: 

/3  
-Tx = -Tif — —n 

(5.18 ) 

The complete scheme of the differential semi-parallel sense amplifier is depicted 
in Fig. 5.57; I, is obtained subtracting Ix from the UV-erased cell (i.e. MR) 
current. VM and VR versus Vcc are depicted in Fig. 5.58: they are always 
separated and the minimum value of Vcc is VTHuv ,  , while a Vcc maximum 
value does not exist. For an EPROM device this type of sense is ideal. 

(5.17 ) 
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Figure 5.53 Offset current generation. 

Figure 5.54 ./, current generation. 

5.4.5 Reading Speed-up Techniques 

After analyzing the circuits to read a non-volatile cell, it is useful to inspect 
some techniques to improve both their speed and reliability. 
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VCC 

Figure 5.55 Ix current circuit generation. 

The first one is "node equalization", i.e. a way of reducing voltage varia-
tions of certain nodes in order to speed up commutations. Fig. 5.59 shows an 
unbalanced loads converter with two matrix cells: MM1, virgin and decoded 
by YN1, and MM2, programmed and decoded by YN2. 

Fig. 5.60 shows the time diagram of two consecutive read sequences. Suppose 
that the first read is on MM1 and the second on MM2, and that, for sake of 
simplicity, VR has a constant value, then it is clear that VM has a considerable 
voltage swing, which means a long transient time. Conversely, to enhance the 
time responsiveness of the circuit, all the nodes should make small movements 
around their biasing values: therefore Fig. 5.59 is modified into Fig. 5.61, where 
a natural transistor (i.e. a transistor whose threshold voltage,R.,- 0.1V, is lower 
than the,one of a normal implanted enhancement nMOS) Ml has been added; 
its task is to short-circuit nodes VR and VM when ATD is High (ATD is an 
acronym for "Address Transition Detector", i.e. a circuit able to generate a 
pulse, used as a clock, when the state of either E# or one or more address 
pins changes). During this phase, VM and VR are both clamped at a proper 
value, for example Vac /2: when ATD pulse stops, node VR and VM start 
swinging to reach their final values according to the matrix cell contents, with 
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Figure 5.56 Shifted threshold voltage cell characteristic. 

Figure 5.57 Complete schematic of differential semi-parallel sense amplifier. 

a voltage excursion lower than in the previous solution. Normally equalization 
technique also involves other nodes, increasing the speed (and, unfortunately, 
the complexity) of the circuitry. 
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Figure 5.58 Current-voltage semi-parallel converter output node. 

matrix side 

Figure 5.59 Schematic to study consecutive reading of different cells. 

Together with equalization, the "precharge" technique is used to speed up 
Read operations; to precharge a node means to use time between different 
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Figure 5.60 Waveform of consecutive reading of two cells located on different columns. 
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Figure 5.61 Equalization of output nodes converter. 
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phases to prepare the parasitic capacitances: Fig. 5.62 shows the precharge 
transistor for an unbalanced load current-voltage converter: M6 and M7 are 
switched on during ATD-active phase to share stray capacitances charge: equal-
ization, by means of M1÷M5, is simultaneous to precharge, while the reading 
is performed only by the loads. 

Many other "tricks" can be devised to speed up the converter: as shown 
in Fig. 5.63, it is possible to add two nMOS in diode configuration, M8 and 
M9, one opposite to the other; the effect is that nodes VM and VR cannot 
be separated by more than two Vnin  , thus decreasing the voltage swing and 
saving time. The drawback for this type of solution is the deterioration in noise 
margin. 

Another way to improve reading is to consider a different arrangement of 
the pMOS load transistors. Instead of connecting them both in a diode con-
figuration, as it was in the previous schemes, it is possible to realize a mirror 
configuration, as shown in Fig. 5.64. The advantage is an improvement in the 
dynamic of VM: the lower limit (reading of a virgin cell) is lowered from 1V 
down to GND, while the upper bound (reading of a programmed cell) is raised 
from Vcc — VTH, to  Vcc• 

It is important to choose properly the dimension of both M1 and M3 (the 
equalization transistors, as shown in Fig. 5.65): if they were too big, then 
the stray capacitances between VM and VR and their gates (driven by the 
equalization signal) become significant: Fig. 5.66 shows a simulation, in which 
the coupling between source-gate and drain-gate for M1 and M3 is evident. 

reference side 
matrix side 

Figure 5.62 VM and VR precharge nodes. 
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reference side 
matrix side 

Figure 5.63 Converter outputs nodes clamping. 

Fig. 5.67 shows a different solution which uses two additional transistors, 
MA and MB, whose on-channel resistance is about 2k0; CK1 has a rising edge 
coincident with the CK signal but stays High for a longer time; when MA 
and MB are still on, and M1 and M3 are already off, the current through MA 
and MB generates a potential drop between VM and VR. The behavior of the 
circuit in the case of a virgin and of a programmed cell is shown in Fig. 5.68a 
and Fig. 5.68b respectively. 

If the cell is virgin (Fig. 5.68a), then 

Il = Iv + Ix 	 (5.19 ) 

12  = Iv— Ix 	 (5.20) 

and then 
2-Tv = +12 

Using the unbalanced load sense amplifier 

Il = 212 

therefore 

(5.21 ) 

(5.22 ) 

1 
Ix = —3 v (5.23 ) 
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Figure 5.64 Differential read with loads in mirror configuration. 

Figure 5.65 Differential reading with equalized load in mirror configuration. 
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Figure 5.66 Clock interaction on output node. 

Figure 5.67 Equalization scheme using also resistive transistor. 

VR — VM  = —3 Iv 

If the cell is programmed (Fig. 5.68b), then 

(5.24 ) 

Il  

12 

Il  

(5.25 ) 

(5.26 ) 
(5.27 ) 
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Figure 5.68 Principle schemes for resistive equalization. 

Defining k = Is/Iv, i.e the ratio between the current of a virgin and a 
programmed cell, and assuming 0 < k < 1/2, then 

IX = (1/3)(1 — 2k) IV 	 (5.28 ) 
VM — VR = (1/3)(1— 2k) IvR 	 (5.29 ) 

Depending on the state of the cell, current Ix flows in opposite direction; 
if the cell is virgin, the reference side "helps" the matrix side to charge the 
capacitance, while if the cell is programmed the opposite situation occurs. From 
Eq. (5.29 ) it is clear that it is possible to separate VM and VR nodes of the 
known quantity even during the ATD phase, provided that the decoder has 
already activated the cell. 

5.4.6 From EPROM to Flash 

All the concepts presented in the previous paragraphs are also valid to design 
a sense amplifier for Flash memories, so that different approaches can be used 
(unbalanced, parallel or semi-parallel loads). However there are new issues, 
related to the electrical erase, which must be taken into account. Fig. 5.69 
shows a typical distribution of the erased cells threshold and the threshold 
value of an UV-erased cell (VTHuv = 2V). The former should not exceed the 
lower limit of 0.5V, and therefore is placed between 0.5V and 2.5V. Under 
these conditions it is clear that if the worst erased cell (VTH = 2.5V) is read 
with V00 = 2.7V (minimum value for a typical low voltage device), then its 
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overdrive is only 200mV, i.e. only 1= 5,aA of current: it means that the sense 
amplifier resolution must be really fine. 

Figure 5.69 Erased Flash cells threshold distribution. 

On the other hand, another problem arises when there are erased cells whose 
VTH < 0 (i.e. "depleted" cells): this undesired situation is depicted in Fig. 5.70. 
Suppose that C1 (programmed, VTH = 6V) is the addressed cell; other cells 
share the same bitline: C3 (virgin, VTH = 2V) and C2 (depleted, VTH < 0); 
obviously the "traditional" sense amplifier is not able to understand whether 
the current contribution comes from C1 or from C2. Usually the problem of 
depleted bits is solved by means of the so-called "Soft Programming" : at the 
end of the Erase algorithm, depleted cells are detected and are slightly re-
programmed until their threshold goes above zero. In the next paragraph a 
different approach is presented. 

5.4.7 Reading Flash Memories with Depleted Bits 

Instead of recovering depleted bits, it is possible to read correctly despite their 
presence on the selected bitline, provided that matrix architecture is changed as 
shown in Fig. 5.71: another "bitline" (BLP, made up of nMOS pass P1 	Pn) 
is placed inside the sector: these transistors are connected to bitline, wordline 
and source in the same way as the Flash cells. If A is the addressed cell, WL2 
is High and P3 is on, thus connecting BLP line with the sources of all the cells 
whose wordline is either WL2 or WL3. 

If BLP is biased at GND, then the above-mentioned sources are at GND as 
well, while those of the other cells are floating, since their Pi transistors are off. 

Unfortunately, if a NOR matrix architecture is chosen (i.e. all the cells 
share the same source), a depleted cell (e.g. cell B or C), can give its unwanted 
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Figure 5.70 Typical read fail induced on sense amplifier due to a depleted cell. 

current contribution even if its pass (P4, in this case) is off, because source 
node (which is at GND) is common to all the cells with gate driven by either 
WL2 or WL3. 

To overcome this problem (i.e. to switch off the non-addressed cells, depleted 
or not), body effect can be exploited: the value of the threshold is modified as 
follows: 

VTH = VTH0  AVTHbody 

AVTHbody = 	(V121'1'2)1  + 117s131 

(5.30 ) 

(5.31 ) 

where (bp  is the Fermi potential,. Vsb the source-bulk voltage, VTH0  the threshold 
voltage if V-sb = 0 and the body effect coefficient. 

Biasing is as follows: 

• BLP is driven at Vcc instead of GND; 

• non-addressed bitlines are tied at Vac; 

• the addressed bitline is tied at Vac — 1.5V; 
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Figure 5.71 Flash NOR modified architecture. 

• non-addressed wordlines are tied at GND; 

• the addressed wordline is boosted (see Section 5.2.5). 

Therefore for all the non-addressed cells (i.e Vg  = OV) on the selected bitline 
(i.e. V, = Vcc — 1.5V) 

Vg, = —Vs  = —(Vcc — 1.5V) (5.32 ) 

This equation also applies if one of those cells is depleted: because of the 
particular biasing scheme, its Vsb is higher than zero, and therefore its threshold 
(which is undesirably negative) can be raised, thus making its switching-on 
more difficult. Therefore, to turn on a depleted cell whose threshold is VTO, its 
Vg, must be 

Vg Vs > VTH = VTHO AVTHbody • (5.33 ) 

Another advantage of the above mentioned solution is that it is possible 
to reverse cell source and drain, thus devising different approaches to perform 
both Program and Erase. 
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5.4.8 Low Voltage Flash Read 

The main problem when reading at low voltage is the amount of cell current 
available. Supposing that the worst erased cell has a threshold equal to 2.5V, 
the current sunk by the cell could range from 1,uA to 5,uA at 2.7V, which is 
the minimum value of Vcc for a low voltage device. On the other hand, fast 
reading requires that reference characteristic is separated from matrix cell char-
acteristic: in this case, however, the differences between reference and matrix 
currents could be so small to imply very long switching time when sensing. 

For a quick movement of all the nodes, it is mandatory that both an erased 
cell and the reference cell sink large currents, in order to discharge the bitline 
capacitance and to read a programmed cell, respectively. 

matrix row 

   

reference 

    

    

matrix 	 reference 
cell 	 cell 

Figure 5.72 Mirror connection to amplify cell current. 

It is necessary to design a new type of converter, which is capable of ampli-
fying cell current; such a circuit is shown in Fig. 5.72: the matrix cell current is 
mirrored to the reference branch and it is amplified by the mirroring factor n, 
thus overcoming the problem of poor current when low voltage operation is 
performed. 

In Fig. 5.73 characteristics for a programmed matrix cell and for the reference 
cell are shown, while Fig. 5.74 shows nodes VM and VR when VTHPG  > 6V. 

In Fig. 5.74, two different conditions should be investigated: Vcc < VTHPG  
and Vcc > VTHPG ; in the first case nodes VM and VR are tied together at Vcc -
VTHPG until Vcc is high enough to turn the reference cell on. Subsequently, 
VR is forced to OV by the reference, while VM voltage keeps on rising as the 
matrix cell does not draw any current. When Vcc > VTHPG  the matrix cell 
starts conducting, so that node VM is forced downward, and VR is consequently 
driven upward due to the mirror amplification. 
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Figure 5.73 Vccn.,„„ problem for the amplified converter. 
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VM 
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Figure 5.74 Output nodes for a programmed cell with threshold greater than 6V. 

However, if the threshold shift for a programmed cell were small, there could 
exist a value of supply voltage where the two curves VR and VM have an inter-
section, thus fixing a Vcc maximum value (Fig. 5.75). On the other hand for 
an erased cell the two nodes are always divided, as in Fig. 5.76. 

The most important thing to do is to design a reference characteristic able 
not to cross erased and programmed characteristics within the entire supply 
voltage range; Fig. 5.77 shows cell and reference characteristics linearized under 
the hypothesis that drain voltage is equal to 1V: VTHREF, VTHER  and VTHPG  are 
the thresholds of the reference, of the worst erased and of the worst programmed 
cells respectively. 

Supposing to apply a boost to the row of Vb volt, the characteristics are 
shifted towards left; if g is the transconductance of the cell and n is the ampli- 
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Figure 5.75 Output nodes for a programmed cell with a low voltage threshold shift. 
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Figure 536 Output nodes for an erased cell. 

fication factor of the matrix current, then 

	

Ids = 	9(V — Vali) 	 (5.34 ) 

nVTHER  — nVb — VTHREF  

	

= 	 (5.35 ) VC Cmin   n 

nVTHPG 

— 1 

	

Vccm. = 	
nVb — VTHREF 	(5.36 ) 

n — 1 

If the slope of the reference is changed at a proper value V,, then Vccma x 
problem no longer occurs, as shown in Fig. 5.78; Fig. 5.79 shows a possible 
scheme to generate reference current through an appropriate mirroring scheme. 

Care must be taken when designing this converter because a reading fail 
could be induced by bitline leakage that can be amplified by the mirror con-
nection: a programmed cell could be disguised as erased. 
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Figure 5.77 Analysis of amplified converter in (Vac, ids) plane. 

Figure 5.78 Vac.x  problem solved for the amplified converter. 
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Figure 5.79 Scheme for current reference generation. 

5.4.9 Reference Problems 

As shown in Fig. 5.79, reference current is generated by a reference cell which 
is usually located in a small matrix outside the data matrix; this current is 
carried around the chip by means of a nMOS transistor in diode configuration. 

In order to to understand and better appreciate this solution, the global 
structure of the reference should be investigated further. 

In a EPROM device, every output has a dedicated column where all the 
cells are reference cells; the addressing of a row automatically turns on also the 
reference cell for the related output. This solution guarantees a good timing 
correlation between matrix and reference cells, because the row is the same, as 
well as the loads on the two converter branches due to the architectural choice. 
The drawback of using such an approach is that the number of reference cells 
is too big: for example, for .1 Megabit Flash with 8 outputs, organized as 1024 
rows by 1024 columns, the number of reference cells is 8192, 1 column for each 
output and one cell for each row. 

In the first generation of Flash memories, when the possibility of choosing 
the threshold of the reference cell had not been introduced yet, UV-erased cells 
were used and the organization was as in EPROM, with a reference column 
every output. These Flash featured source Erase, i.e. gate at zero volt and 
source at 12V, and the sources of the reference cells were separated from the 
sources of the matrix cells. 
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Figure 5.80 Current reference cell Fl is mirrored inside different branches of sense ampli-

fier. 

Introducing the new Flash generation featuring negative voltage Erase, it 
was mandatory to remove reference cells from the matrix, to avoid stress which 
could modify the threshold of the reference cells themselves. 

In this case the problem of carrying around the chip the current generated 
by the reference circuitry arises and it is easy to understand that (see Fig. 5.79) 
it is easier to use a natural nMOS MI to mirror reference current in all other 
reference sides (Fig. 5.80) (really the circuit shown in Fig. 5.80 is more complex, 
because the configuration used to mirror Fl current in MI would work like a 
perfect mirror only if the two pull-down transistors Fl and MI will had the same 
electrical characteristics: this is not true, and circuit stops working properly 
at V00 	4V; this limit can be eliminated using a circuit featuring current 
compensation). 

A brief excursus through principal current-voltage converter used to read 
Flash non-volatile memory current cell was discussed. Many details were omit-
ted to give the readers only the perception of the fundamental problems involved 
in this type of design. 
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Figure 5.81 Snap-Back triggering vs. gate voltage. 

5.5 PROGRAM OPERATION CIRCUITRY 

In Section 5.1 it was pointed out that some voltages (greater than V00) are 
needed to modify the state of a Flash memory cell. More in details, to' program a 
Flash cell using the Channel Hot Electron effect, two different positive voltages 
have to be applied to gate and drain terminals, while the source is tied to GND. 
Moreover, these voltages are greater than the conventional power supply level (5 
or 3V) and a regulation is also required to avoid spurious phenomena which can 
damage the memory cell or reduce its reliability after several Program/Erase 
cycles are executed. Furthermore, other voltage levels are necessary to perform 
the Program Verify operation, i.e. a check of the cell state to ensure that its 
threshold has properly shifted after the program pulse. This Section analyze 
the circuitry devoted to the generation and the regulation of these programming 
voltages. 

5.5.1 Cell Programming Voltages: Optimum Choice 

The choice of the optimum programming voltages is often a hard challenge, and 
several considerations drive the levels and timings definition. First of all during 
the Program phase the operating point of the memory cell must be kept within 
its "Working Window", which defines the allowed range for the drain voltage 
versus the effective cell length, taking into account the program efficiency, the 
Snap-Back and the Drain Stress effects. 
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The gate voltage also affects some important parameters like the program ef-
ficiency, the drain current and the Snap-Back triggering point. The dependence 
of Snap-Back triggering on the gate voltage can be found in Fig. 5.81. From 
this plot it is easy to see that a critical gate voltage exists for which the Snap-
Back turn on takes place at the minimum drain voltage value. Consequently, 
it is important to raise the gate of the memory cell before the activation of the 
program load, which provides the drain voltage. This means that, during the 
gate voltage ramp-up, the drain program voltage is not applied to the cell, thus 
avoiding any risk of Snap-Back. Fig. 5.82 shows a typical timing diagram for 
gate/drain voltages and the drain current during programming. The Program 
Verify phase is also shown in this figure. 

As far as Drain Stress is concerned, it is important to consider both the 
voltage value applied to the drain and for how long it is applied. 

Since the onset of the previous described parasitic effects (Snap-Back and 
Drain Stress) is strongly dependent on the programming voltages, the gate and 
drain voltages are usually regulated by a devoted circuitry. 

In conclusion, the main constraints that drive the optimum programming 
voltage choice are the following: 

drain voltage: 

■ program efficiency (i.e. Program time); 

■ Drain Stress effect on the others cells of the same bitline; 

■ Snap-Back effect; 

® drain current; 

gate voltage: 

® program efficiency; 

® Snap-Back effect; 

■ drain current. 

5.5.2 Typical Program Path 

Fig. 5.83 displays the block diagram for the analog program signals in a Flash 
memory device. It is supposed that the appropriate instruction has been ap-
plied to the device, so that the Program/Erase Controller is activated, and it 
is therefore developing its algorithm; furthermore it is assumed that the cell 
address, and the data to be programmed have been stored in the input latches. 
The Program algorithm starts with a check (or "Program Verify") of the ac-
tual cell contents, and if the latter are not equal to those of the input latches, 
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Figure 5.82 Programming voltages and current: timing. 

high-voltage signals are forced to the gates and drains of the selected memory 
elements for a given period of time, and then another Program Verify is per-
formed to check the results. Again, if the comparison between the latched and 
memory data is successful, the algorithm will terminate; otherwise the above 
procedure will be repeated until the number of program attempts exceeds an 
allowed maximum limit, in which case the algorithm terminates with a fail. 

In this paragraph, the circuits to provide the Flash cell with regulated high 
voltage signals are analyzed; in the following, VPCX is the voltage to be applied 
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to the cell gates through the row decoder, VPCY is that for the column decoder, 
and VPD is that for the cell drains through the Drogra,m load stages. 

PROG 	 PROLORNA 

Figure 5.83 Block diagram for program. 

5.5.3 Drain Voltage Regulation: Principles and Basic Circuits 

It is worth remembering that the above voltages are derived from an external 
pin named Vp p in "Double supply" devices, while in "Single supply" ones they 
are obtained from the power supply Vcc by means of charge pump circuits 
(which are explained in Section 5.6.2). For the time being, the former type of 
device is considered. 

From Fig. 5.84 it is clear that there are two ways of forcing a suitable voltage 
to the drains of the cells: 

1. "regulation through the column decoder" (left-hand circuit in Fig. 5.84), 
i.e. a tight control of the gate of one of the column decoder pass tran-
sistors. In this case, the full Vp p voltage is applied to the program loads 
with no control, while a regulation circuit for the YN column decoder 
pass transistor limits the voltage on the cell drain to the value: 

Vd = Vreg Vgs V1 	 (5.37) 

where Vi is the voltage drop across the final YO pass of the decoder 
and the local bitline. The regulation is set on the YN and not on the 
YO pass transistor for practical reasons: in fact the YO pass gates are 
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physically distributed throughout the matrix, while the YN and YM ones 
are located at the bottom end. The achievements of this solution are that 
no current is provided by the regulator and the voltage drop V1 is due to 
the local bitline drop only, while its drawbacks are that Vgs  in Eq. (5.37 ) 
depends (non-linearly) on the program current of the cell, and the column 
decoder width is to be enhanced in order to reduce the voltage drops Vg, 
and V1. An example of this kind of regulation is presented in Fig. 5.85. If 
the currents in the circuit sides are equal, all the transistors work in the 
saturation region and if homologous transistors (M5 and M2, M6 and M7) 
are given the same aspect ratios, it can be shown that the drain voltage 
of the cell is merely a function of both Vpp and the resistors (see Fig. 5.85 
for the calculations). It's worth noting that the solution of Fig. 5.85 does 
not make use of feedback, so control can't be exercised on temperature, 
cell ageing or process spreading. 

2. "regulation through the program loads" (right-hand circuit in Fig. 5.84): 
in this case a regulated VPD voltage is applied to the data bus through 
the program loads, while the voltage that is forced to the gates of the 
column decoder pass transistors is high enough to keep them in triode 
region, thus limiting the voltage drop across them. The drain voltage is 

REGULATION THROUGH 
	

REGULATION THROUGH 
COLUMN DECODER 
	

PROGRAM-LOADS 

Figure 5.84 Schemes for drain regulation. 
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Figure 5.85 Regulation through column decoder. 

then equal to: 
Vd = VPD — V1 	 (5.38 ) 

The striking advantages of this solution are that a more compact column 
decoder can be adopted, and it will be demonstrated that an active com-
pensation for the actual value of V1  is achievable, while its drawbacks are 
that the regulator itself must provide the cells with the program current, 
and the regulator circuit is more complicated than the preceding scheme. 
An example of this kind is shown in Fig. 5.86, which makes use of an 
operational amplifier, a dummy decoder (i.e. a column decoder with no 
cells attached to it) and a circuit which mirrors the program current Ic 
into the dummy decoder. In Fig. 5.86 the program load stages are not 
indicated, as the voltage drop across them can be neglected. Again, by 
suitably choosing the mirror factor k, the voltage drops across the real and 
dummy decoders AVd and AV, can compensate for each other, thus the 
drain voltage is made independent of temperature, current and ageing: 

Vd = R2  Vpp 	 (5.39 ) 
R1 + R2 

From Eq. (5.39 ) it is clear that Vd is only a function of the regulator 
resistors. 
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If Single supply devices are considered, any high voltage must be derived 
from charge pump circuits. Therefore it is clear that, while the regulation 
scheme of Fig. 5.85 can be easily adapted to this situation, that of Fig. 5.86 
cannot, as the voltage drop across the current mirror reduces the available 
VPD for the decoder by at least one volt due to the voltage drop AV across 
the current mirror. Consequently, a typical configuration for a drain regula-
tion through the program loads is that of Fig. 5.87, which makes use of an 
operational amplifier with a voltage divider, and sets the VPD voltage from a 
band-gap reference \voltage VBG according to the relationship: 

Ri + R2  TT  VPD = 	v BG R2 
 

(5.40 ) 

Consequently, the VPD voltage is actively stabilized by the operational stage, 
while the drain voltage, which differs from the latter for the column decoder 
voltage drop, is not. 

5.5.4 Gate Voltage Regulation Fundamentals 

Every Flash cell inside the memory array receives the gate voltage from the row 
decoder through a wordline; in Fig. 5.88 the connection of the row decoder to 
the row address bus, to the array wordlines and to a dedicated supply VPCX 
is shown. This circuitry allows to transfer the VPCX supply to the memory 
cell which has been selected by the row address. 

VREP= VRO AVREF = \fp? i3+ ID*RD*F 

if RI,R2» RD 

R2 
R i+R2  

VD=VREF 	VRO±AVREF -A.Vc 

if AVREF: =LIVC 

VD = R1+R2 VPP 

Figure 5.86 Regulation through the program loads. 
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Each memory operation (Read, Program, Verify, ...) requires a different 
VPCX voltage as shown in Tab. 5.1. 

Table 5.1 Different VPCX values. 

Operation 	I VPCX level 

Read 

Program Pulse 

Program Verify 

Erase Pulse 

Erase Verify 

Vcc 

Vpp (10÷12V) 

VPV (';',,' 7V) 

< VCC 

VEV ("1 3V) 

B 
A 
N 
D 
G 
A 
P 
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Figure 5.88 Row Decoder block diagram. 

Vcc 

VPCX 

CONTROL BUS 

Figure 5.89 Gate voltage regulation: block diagram. 

To generate all these voltage levels a circuitry according to the block diagram 
of Fig. 5.89 is used, which consists of a voltage regulator and a high voltage 
(HV) switch. The regulator provides all the VPCX levels that are different 
from Vcc, while the HV switch connects the row decoder supply to Vcc or Vreg 
(the output of the gate voltage regulator). The operation mode of both circuits 
is defined by a control bus, driven by the Program/Erase Controller. 

A first simple regulator architecture, which is mainly used in the Dual supply 
Flash memories, is shown in Fig. 5.90. In this case a well-defined level voltage 
is the program voltage (Vpp) provided by the user on the Vpp pin itself. The 
device specifications usually require a Vpp level of 12 Volt with only a 5% of 
tolerance, so this supply can be used to derive a reference voltage by means 
of a simple divider. The various reference voltages are then obtained by a 
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set of taps (M2-M5 in Fig. 5.90) which are selected using the analog switches 
according to some bits of the control bus. The digital signals of the control 
bus are translated through some level shifters to allow the complete turn-on 
of the analog switches. A typical realization of these level shifters is shown in 
Fig. 5.91. 

In this schematic Ml, M2, M3 and M4 form a bistable circuit which is driven 
by the input digital signal IN and its complement generated by the inverter IL 
If IN is at the logic level High, M3 and M2 are on, the output OUT is connected 
to Vsup and Ml, M4 are off. Since there is not any DC path between Vsup  and 
GND, the level shifter maintains this state without any current consumption. 
When IN goes Low, M3 and M2 are turned off and Ml, M4 are switched on, 
connecting the output to GND. The power consumption, apart from the time 
interval required to accomplish the transition between the two steady states, is 
once again zero. 

An operational amplifier in voltage-follower configuration is used to decou-
ple the reference voltage generator from the high voltage switch and the row 
decoder. It is interesting to note that the regulator does not provide high cur-
rent values since it is connected only to the memory cells gate through the row 
decoder. Furthermore, the internal algorithms are programmed in such a way 
that all the address transitions (which can produce a crow-bar current peak) 
take place when VPCX = Vcc. 

Therefore the regulator must be designed in such a way that its output 
current guarantees the desired settling time of the VPCX voltage. As in any 
feedback circuit, the stability of the regulator is guaranteed by a proper com-
pensation circuitry. 

Conversely, in a Single voltage Flash memory only the Vcc supply is avail-
able, but normally its value is less precise than the Vp p one. For this reason 
an internal reference voltage generator (a band-gap reference, for instance) is 
added inside a typical Single voltage device. The new gate regulator architec-
ture is shown in Fig. 5.92. 

Since the band-gap output voltage is lower than the regulated one, the op-
erational amplifier is now configured as a non-inverting amplifier with pro-
grammable gain. The supply named Vp p in Fig. 5.92 is greater than Vcc and 
is provided by a charge pump circuit, thus the design of the regulator should 
take great care to limit its current consumption. To reduce this contribution, 
the voltage divider can be realized using MOS capacitors. 

At this point, the HV switch, i.e. the circuit (directly driven by the gate 
voltage regulator) which supplies the row decoder inside a Flash memory, can 
be considered; it is a circuit which is able to select two or more supply levels, 
even in the case of voltages greater than the conventional supply rail level (i.e. 
Vcc). 
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Figure 5.90 A first implementation of the gate voltage regulator. 
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Figure 5.91 Detailed schematic diagram of the level shifter. 
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This circuit does not have any power consumption; this means that the 
input voltage levels have to be completely transferred to the output. In a 
CMOS process the simplest solution is based on a pMOS-based HV switch: 
the switching elements are pMOS, their gates being driven by two level shifters 
which are supplied by the two input voltages (see Fig. 5.93). 

The two pMOS transistors are properly driven but, unfortunately, the drain 
junction of the pMOS connected to the lower supply is directly biased when 
the higher supply is transferred to the output. 

Obviously, this is not admitted in a CMOS circuit and a proper countermea-
sure has to be adopted. The schematic in Fig. 5.94 provides a good solution 
for this problem. Each branch consists of two pMOS having opposite n-wells. 
If the gates are properly selected by signals having the right voltage swing, this 
switch can manage all the possible, supply levels combinations (Vcc > Vregl 

Vcc < Vreg, Vcc = Vreg) without any drawback. 
If, for instance, Vcc is lower than Vreg  and VPCX has to be connected to 

Vcc, the left branch is turned on by bringing to GND the two enable signals 
ENAVCCHV# and ENAVCC#; the node A is then at Vcc and all the junctions 
are correctly biased. The right branch is turned off with ENAVREGHV# = 
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Figure 5.92 Gate voltage regulator with band-gap reference. 
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Figure 5.93 Basic HV switch. 

Vreg  and ENAVREG# = Vac. M3 and M4 are both switched off, since they 
have Vg, = 0; this means that node B is floating and source-well and drain-well 
junctions of M3 and M4 are correctly biased. 

If VPCX has to be set to Vreg, the right branch of the switch is turned 
on setting ENAVREGHV# = GND and ENAVREG# = GND, while the left 
branch is interrupted with ENAVCC# = Vac and ENAVCCHV# = Vreg. Also 
in this case the source and drain junctions of all the transistors are well biased 
and node A is floating. 

A slightly more complicated version of this HV switch is shown in Fig. 5.95. 
In this realization a double pair of nMOS transistors is used to keep the nodes A 
and B always biased. When Vcc is passed to VPCX, the node B has a voltage 
equal to Vcc — VTHn  (if Vreg is lower than Vcc and M7 is on) or equal to Vcc 
(if Vreg  is greater than V00 and M8 is on). When Vreg  is passed to VPCX, 
the node A is at Vcc if Vreg  > Vcc or at Vcc — VTH„ if Vreg < VCC. The two 
protection resistors are introduced to avoid the possibility of breakdown of the 
n+/psubstrate drain junctions of M5 and M7 during an Electrostatic Discharge 
(ESD) occurring on the supply pins. 

Since the HV Switch provides two supplies, it is mandatory to prevent the 
two branches being simultaneously on; this critical condition, which can occur 
when the HV Switch changes its state, can be avoided with a proper signal 

APPLE INC. 
EXHIBIT 1108 - PAGE 0335



MEMORY ARCHITECTURE AND RELATED ISSUES 327 

 

Vcc Vreg 

	 M3  ENAVREGHV# 

P-CHANNEL 
0 

HV SWITCH 	M4 
ENAVREG# 

	VPCX 

M-I 
ENAVCC# 

M2 
ENAVCCHV# 

  

  

  

  

   

   

   

   

       

ENAVCC# 

Vreq  

ENAVREG# 

  

LEVEL 
SHIFTER 

  

ENAVCCHV# 
	D 

    

       

       

       

  

LEVEL 
SHIFTER 

 

ENAVREGHV# 

       

Figure 5.94 Enhanced HV switch. 

timings, as shown in Fig. 5.96: one branch is turned off before turning on the 
other one by means of non-overlapping control signals. 

5.6 ERASE OPERATION CIRCUITRY 

Electrical Erase is a global operation for a Flash memory that is applied to 
entire sectors of the memory array. The methodology of this operation is the 
essential difference existing between EEPROM and Flash: the former can be 
erased cell by cell owing to the presence of the selection transistor, while in the 
latter (being high density its aim) a common source is shared by all the cells 
of the same array portion. The partition of the memory matrix in sectors of 
particular size allows to erase only certain portions leaving the others unaltered. 
For this reason every sector has its own internal source line and its own circuitry 
used to switch this line. In order to perform the electrical Erase effectively, 
it is mandatory to provide a high electric field between the source and the 
floating gate of the cell, causing the extraction of the negative charge from the 
floating gate by means of Fowler-Nordheim tunneling; this task is accomplished 
applying a voltage difference greater than 10V between source and control gate. 
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Figure 5.95 HV switch with anti-ESD and biasing nets. 
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Figure 5.96 HV switch timing of the control signals. 

Depending on the kind of device taken into consideration, either Double or 
Single supply (see Section 5.1), different circuit have to be designed; in the 
next paragraphs the criteria behind this choice will be analyzed, as well as the 
impact on the circuitry topology. 
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5.6.1 Double Supply Voltage Approach 

If an externally-provided high voltage is available, it is immediate to connect the 
source line of the sector to be erased at Vpp and the gates of the corresponding 
cells at GND. This design choice leads to a reduction in the complexity of the 
high voltage internal lines and allows to use the highest voltage drop without 
any other internal manipulation (partition or regulation). 

The erasing internal high voltage is provided through source line by means 
of pulses of about 10ms of length. At the end of each pulse the threshold 
voltage of the cells is verified, to stop the operation if all the cells are under 
a desired value. Further details about the Erase algorithm can be found in 
Section 5.7.4. Two undesired phenomena occur in the cell source-substrate 
junction because of its high reverse biasing: the band to band tunneling effect 
and the avalanche breakdown. The former is due to a great folding of the 
conduction and valence band at the periphery of the n+ source region; some 
electrons cross the gap between the two bands and are captured by the terminal 
at the highest potential, i.e. the source contact. The latter (the avalanche 
breakdown) can occur when a high reverse voltage drop is applied to the source-
substrate junction. These two undesired effects have the common property of 
producing a current from the source line (from the Vpp external source) to 
GND which is steady throughout the whole erase pulse. 

5.6.1.1 Source Erase Circuitry. The source line of the sector under Erase 
must be switched from the GND level to the high level for all the erase pulse 
length. This line must be clamped to GND during Read and Program oper-
ation. The circuit which accomplishes this task is commonly called "source 
switch". A principle scheme is shown in Fig. 5.97. During the reading oper-
ation the ERASELN, SLOWD and ERASELN signals are at Vcc, therefore 
transistors MN1, MN2 and MN3 are on; ERASE signal is Low, in order to keep 
the output of the HV switch at Vpp (a complete description of the behavior of 
this circuit can be found in Section 5.5.4), thus switching off MP1. 

The source line shows a huge parasitic capacitance towards GND, labeled 
Csect in Fig. 5.97. This capacitance is due to different contributions: the perime-
ter and area capacitance of each Flash cell source-substrate junction and the 
coupling capacitance of the source line towards each node at zero potential (e.g. 
the wordlines that connect the gate of the cells). 

An estimated value for Csect is about 2nF/Mbit, for the most recent geometry 
of Flash array. During the erase pulse, the undesired presence of the band to 
band and breakdown current can be modeled by introducing a reverse biased 
Zener diode (DZ in Fig. 5.97). In order to let the circuit self-limit the amount 
of current, a resistive element is put between the source line and Vpp. A simple 
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way to do this is to design MP1 with a resistive aspect ratio. The Vds  voltage 
drop of MP1 does not allow the source line to reach a full Vpp, and it limits 
the source current of an entire sector to 10 ÷ 20mA (this value can grow for 
large sector size and high operating temperature). 

5.6.1.2 Slow Discharge of Critical Nodes. Discharge of the source line 
must be performed by introducing some precautions. First of all, the ground 
noise due to the discharge of the Csect  parasitic capacitor is significant and it 
can introduce spurious commutations' in the internal logic networks. To limit 
this phenomenon it is necessary to reduce the amount of discharge current in 
the source line. In practice a slow discharge is fundamental. In Fig. 5.97 the 
slow discharge transistor is MN2. The gate signal SLOWD (see Fig. 5.98) has a 
slow rise front to delay the activation of MN2 at the beginning of the discharge. 
In the meantime, MN1 and MN3 are switched off by lowering ERASELN and 
ERASE2_N. 

The voltage level reached during the erase pulse by the source line is about 
1 volt below Vpp (because of the voltage drop on MP1). To maintain the dis-
charge current in the range of some mA, the discharge time (Tdisch in Fig. 5.98) 
must lie between 10-  and 50ms. Of course this time is a function of the size of 
the erased sector. 

Another reason for a slow rise of SLOWD is to avoid a snapback effect for 
MN2. This undesired condition, as shown in Fig. 5.81, takes place when high 
drain and gate voltage are applied; a way to avoid snapback primer window 
for NM2 is to decrease its drain voltage (the source line) while its gate voltage 
(SLOWD) is rising. In addition, some design rules must be observed to reduce 

Vpp 

Figure 5.97 Source line elements. 

APPLE INC. 
EXHIBIT 1108 - PAGE 0339



Vsource 

SLOWD 

—11 volt 

Terase 	r>11  Tdischr)1  
T 

CC 

FLASH CELLS ARRAY SECTOR 

WORD LINE 

SOURCE LINE 

Figure 5.99 Coupling capacitance presence in Flash cells array. 

ROW LINE DRIVER 

MEMORY ARCHITECTURE AND RELATED ISSUES 331 

Figure 5.98 Source discharge timing. 

the snapback effect for this transistor, as ensuring a non minimum channel 
length. 

The capacitive coupling between wordline and source line is another effect 
which should be taken into account when discharge is considered. During the 
erase pulse, the coupling capacitance Cws  (see Fig. 5.99) is charged at the 
source line erase voltage; when this line is discharged, the other terminals, i.e. 
the wordlines, are therefore driven at negative voltage. This effect causes the 
forward biasing of drain-substrate junction of the wordline pull-down drivers. 
Once again, a slow discharge is suitable to reduce the forward current in that 
junction. 

5.6.2 Single Supply Voltage Approach 

In Single supply devices, both the voltages higher than Vcc and those lower 
than GND (required for the programming and erasing of the Flash cell) must 
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be generated internally. This is accomplished by means of the so-called "charge 
pumps". 

One of the drawbacks of this approach is that charge pumps have little 
driving current capability; this entails that the current sunk from them must be 
limited as much as possible. Because of this, the Erase operation is performed 
with a negative voltage 	—8V) on the gate, which allows for a lower voltage on 
the source 	5V). Note that the electric field applied between the control gate 
and the source of the cells is the same as in the Double supply voltage approach, 
in which the absolute values of the biasing of these terminals are different, but 
their difference is the same in both cases. This implies a much lower source 
current, because the component due to the source junction breakdown is not 
longer present (only the band-to-band tunneling current still exists). 

5.6.2.1 Charge Pumping. The principle of charge pumping is based on 
the storing of charge with the proper sign at the desired node. Two kinds of 
pumps exist: 

positive pump, that generates voltages higher than the power supply, by stor-
ing positive charge in the desired node; 

negative pump, that generates voltages lower than GND, by removing positive 
charge from the desired node. 

In both positive and negative pumps, the element used to transfer charge 
from one node to another is the capacitor, because this component has the 
property of keeping the voltage drop across its plates unchanged as far as small 
time intervals are considered. 

The basic scheme of a positive charge pump is shown in Fig. 5.100: it includes 
several serially-connected stages, each consisting of a capacitor and a switch. 
Two phases are needed, "a" and "b" in the figure, pulsing in phase opposition 
between GND and the Vcc, driving the capacitors as shown. When the phase 
"a" is High and "b" is Low (T1; Fig. 5.101), the switches S2 and S4 are kept 
closed, while the others are open. Positive charge is transferred from stage 1 
to stage 2, and from stage 3 to stage 4. When the phase "a" is Low and "b" 
is High (T2; Fig. 5.102), positive charge is transferred from Vcc to stage 1, 
from stage 2 to stage 3 and from stage 4 to the output. Positive charge is 
accumulated at the output node, so that its voltage increases. During a charge 
transfer, the voltages of stage i and stage i + 1 equalize. If the capacitors have 
the same value, the final voltage after the equalization will be the average value 
of the two initial voltages. 

With no current delivered at the output, after an initial transition phase, the 
voltage gained at each stage will be equal to Vcc. Obviously, with the intuitive 
changes, the same concepts apply for the negative pump. 
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a 	 b 	a 

T 

Figure 5.100 Positive charge pump: basic scheme. 

The fundamental analytical relations concerning the charge pumps are the 
following: 

• Capacitors driving voltage E (0, Vcc); 

• Voltage gained through n stages: 
Vmax,pos = + 1)Voc (positive pump: Vcc is the initial voltage), 
I Vmax,neg I = —nVoc (negative pump: GND is the initial voltage); 

• Charge transferred from one stage to another at every period of the clock: 
Q=C 	> Q.= CVcc; 

• Current supplied to the output (T = period): 
I = Q 	> Imax = CVccIT; 

• Output resistance: 
Rpos  = Vmax,pos //max 	+ 1)T/C 
Rneg  = I Vmax,neg I //max = nT IC 

The main design issue concerning any charge pump is the way the switches 
are realized. Of course, the switch should be either fully open or completely 
closed, which is not trivial at all. The main problem is that MOSFETs suffer 
from body effect, and different solutions have been found, depending on the 
technology available. 

Vcc 
0 

Vcc 
0 
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Figure 5.101 Positive charge pump: during Ti. 
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Figure 5.102 Positive charge pump: during T2. 
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Figure 5.103 I/V characteristic. 

Another concern regarding charge pumps is the area they require. As shown 
in Fig. 5.103, the higher the current required at the output, the lower the 
reachable output voltage; both voltage and current depend on area, though 
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in different ways: once Vcc is given, the output voltage only depends (sub-
stantially) on the number of capacitors (i.e. stages) n (and more stages means 
greater area), while the current is related to the dimension of the capacitors 
used. This brings to the use of many capacitors with large area, and this in 
turns reflects negatively on the overall layout area. 

Last, but not least, the issue of the power consumption must be faced. 
The inverters driving the boosting capacitors consume a lot of power and this 
turns back negatively both on the total power consumption and on the noise 
generated internally on the GND and Vcc nodes. 

Because of the limited capability of the pumps in providing current, all the 
circuits connected to them must absolutely satisfy two requirements: 

1. they should sink as little current as possible (for instance, no crow-bar 
current is allowed); 

2. they should introduce parasitic capacitances as little as possible, in order 
to avoid the slow down of the transient time in which the node is driven 
from its initial voltage to the desired one. 

5.6.2.2 Voltage Regulators. The purpose of the voltage regulators is to 
limit and regulate the voltage supplied by the charge pump. Usually these two 
goals are realized by two different circuits: a limiter and a fine regulator (see 
Fig. 5.104), both exploiting the feedback concept. 

Figure 5.104 Regulator and limiter. 

The limiter samples the output of the charge pump and, if this becomes too 
high (in module), disables the pump, by turning off its phases (clock). This pre-
vents damages caused by too high voltages. The regulator, sometimes supplied 
by the output of the charge pump, compares the value of a reference voltage -
which must be as precise as possible — with the one to be regulated. Usually, 
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the output stage of a regulator consists of a pull-up and a pull-down. If the 
regulated voltage is higher than the desired one, then the pull-down is turned 
on and the pull-up is turned off; the opposite happens if the regulated voltage 
is lower. A typical negative voltage regulator is shown in Fig. 5.105. HVNEG 
is the voltage to be regulated; it is sampled by means of a capacitive voltage di-
vider and compared with GND. The use of a capacitive voltage divider, instead 
of a more usual resistive one, avoids current consumption from the pumped 
node, as previously justified. Of course, the values of the capacitors, together 
with the Vref value, determine the regulated voltage. 

11 

Pump on 

HVNEG 

Figure 5.105 Negative regulator. 

If the negative voltage goes too low (high in absolute value) the operational 
amplifier turns on the nMOS, which provides current to the regulated node 
HVNEG, thus rising its value. If this is not sufficient (that is if the output 
of the operational amplifier goes high, beyond a certain limit VT) the limiter 
turns off the pump. Alternatively, M1 may be omitted, renouncing to a precise 
regulation. 

5.6.2.3 Source Switch. For the Erase operation, the negative voltage must 
be applied through to the wordlines (cells' gate). Basically, two approaches are 
used: 

1. wordline diodes (no triple-well technology), 

2. normal row decoder (triple-well technology). 
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Section 5.2.2 has already dealt with this issue: if the latter approach can be 
chosen, then it is clear that the source of that pull-down must be switched be-
tween GND and a negative voltage, and this requires a specific (small) circuitry, 
not present in the former implementation. 

With the exception of the different voltage applied to the source, no partic-
ular differences occur between the Single and the Dual voltage approach. The 
main difference consists in the fact that for the former, being the source voltage 
and current provided by means of pumps (thus with limited current capability), 
no elements are necessary to limit the current sunk by the cells. 

Of course, the considerations analyzed in Section 5.6.1 about the slow dis-
charge of critical nodes still hold. However, in the case of Single voltage devices, 
the fact that the Erase operation is performed with a negative voltage on the 
gate "helps" the line discharge. The parasitic capacitance, introduced by the 
gate of the cells of the sector being erased, is of the same order of magnitude 
of the parasitic capacitance of the source of the same cells (about 1nF). These 
must be both discharged to GND after the Erase operation, and both are huge. 
Nevertheless, discharging the source — positively charged — implies a positive 
current towards GND, while discharging the gate — negatively charged — entails 
a negative current towards GND. These two currents compensate each other, so 
that the discharge operation may be faster, as the GND bouncing is much more 
limited. Nonetheless, a certain control must be accomplished on this discharge: 
the two currents must flow contemporarily and — more or less — with the same 
amount, so needing a constant current discharging, and none of them should be 
too large, in order to avoid electromigration and the Joule effect. It is known 
that an Erase operation, performed by imposing a constant current (instead of 
a constant voltage as usual) to the source, allows a constant Erase time, inde-
pendently of the geometrical differences of the cells, and even of the number of 
cycles the cells have been subjected to. In this case, the structure of the source 
switch becomes a bit more complicated, with respect to the one depicted in 
Fig. 5.97, because a current generator must be introduced (Fig. 5.106). This 
is accomplished by transistors M1 to M4, which realize two current mirrors, 
mirroring a suitable ratio of 'ref • The voltage of the sector source is imposed 
by the sources of the cells. 

5.7 CONTROL LOGIC AND EMBEDDED ALGORITHMS 

Among other ways, the different operation modes of a Flash memory could be 
classified according to their duration: this parameter is highly variable, being 
about 10Ons for Read, 10ps for Program and several seconds for Erase. In most 
of the applications, however, the microcontroller is not dedicated to the Flash 
only, but it has to interact with several other devices; therefore it is not possible 
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Figure 5.106 Constant current source switch. 

to keep it busy in a single (and complex) operation (e.g. handling a complete 
Erase cycle), because it would mean introducing both an unacceptable slow-
down of the overall performance and a considerable complication of the control 
software. 

To solve this problem, all the logic circuitry necessary to handle slow opera-
tions (i.e. Program and Erase) should be designed embedded entirely inside the 
Flash memory, thus delivering the microcontroller from the handling of such a 
time-consuming task. Another advantage of this approach is the simplicity of 
the interface: all the timings required to perform the operation correctly (set-
ting of different voltages, counting of the program or the erase pulse, verify and 
so on) are transparent to the user, since it is sufficient to provide the operation 
code (and the data to be programmed or the sector to be erased) and check, 
when the microcontroller is not busy in other tasks, the current status of the 
memory. 

In designing Flash memories, this approach has not been followed since the 
very beginning: by making a comparison between the percentage of embedded 
logic (i.e. excluding the conventional one, such as row and column decoders, 
output multiplexers and so on) in different devices, provided that a typical 
first generation Flash sets the reference value to 0%, it is possible to see the 
constant increment of this parameter: from 15% for the second generation of 
Flash memory up to the 40% for a state-of-the-art present device. This growth 
is strictly related to the implementation of new solutions inside the design: for 
instance, a Flash memory in which high voltages are provided externally (Dual 
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voltage device) requires fewer controls than another one in which these voltages 
are generated internally (Single voltage device), because of the complex timings 
to be handled inside the high voltage generation circuitry. In this latter case 
the advantage of having an embedded algorithm is therefore more evident. 

5.7.1 Logic Architecture 

As already pointed out in Section 5.1.3, a Flash memory can be controlled by 
means of its pins: analyzing the device pinout, they can be grouped into three 
categories (apart from supply and GND pins): address, data and control. Typ-
ically the control signals are used to activate the device and to obtain some 
simple operations like "Read Electronic Signature", "Output Disable" and so 
on. When used in conjunction with some data pins (usually the 8 least sig-
nificant), they allow the microprocessor or the microcontroller (since a Flash 
memory can work either with a microprocessor or a microcontroller, in the fol-
lowing these two devices will be cited indifferently) to write a command into 
the user interface so that the Flash memory can perform a complex operation. 
Several protocols exist to write a command and Fig. 5.107 gives an example. In 
this figure both data and addresses are latched on the rising edge of the control 
signal W# (Write Enable). Anyway, the latching phase could be controlled 
by E# (Chip Enable) or by any combination of the two signals or in other.  
ways. When latching occurs, the data and/or the address represents a partic-
ular command; a group of commands decoded by the user interface defines an 
instruction. 

The two main instructions are "Program a byte (or a word)" and "Erase 
a sector". Other instructions exist, for example "Read Electronic Signature" , 
"Read/Clear Status Register", ..., but the most complex operations are those 
related to either Program or Erase. Therefore, when reading a specification 
for a Flash memory, instructions like the following can be found: Program 
byte (word) to let the device perform a Program of 8 (16) bits at any memory 
location; Chip Erase, to let the device execute (sequentially or simultaneously) 
the Erase of all the sectors; Sector(s) Erase, to let the device execute the Erase 
of a (list of) sector(s); Sector Erase Suspend/Resume: since the Erase is a very 
long operation (compared to the microprocessor execution time) which can be 
performed on a subset of sectors, there is the possibility to suspend this action 
to either Read or Program into a sector not to be erased. As it was said before, 
all the complex operations are executed by the Flash with no help from the 
external controller; moreover, the memory is able to inform the microcontroller 
about the status and the correctness of each operation. The status register, or 
something similar, has the task to record information during the execution of 
the embedded algorithm so that the microcontroller can read them. It's clear 
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Figure 5.107 Example of Command Write. 

that the control logic in a Flash memory has a very defined task to perform, 
so that the logic circuitry must be really well timed and the analog and digital 
parts must be very well bound together. 

Fig. 5.108 shows a very simple block diagram of a Flash memory architecture; 
the simplicity lies in the fact that not all the connections are drawn and that 
only the main blocks are represented, but this scratch is sufficient to see all 
the fundamental circuits inside a Flash memory. The concepts which drive the 
design are also presented; starting from this point any development is allowed, 
but the basis are always the same. For example, Program operation was and 
will be mentioned, but no words are spent about its real implementation. A 
last comment about Fig. 5.108 is that the rounded boxes are digital and all 
the other could be not fully analog; in fact some circuits must have their main 
properties as analogic, but they can also implement a logic function or their 
output can drive other logic parts. 

In Fig. 5.108, the already mentioned Command Interpreter is shown; its 
task is to latch the code and to understand if the command sequence provided 
is correct; if this holds, a group of signals are asserted so that the device is 
prepared to execute the instruction decoded. This block could be very simple 
or very complex because of the protocol chosen to write the command and to 
answer to the microcontroller; generally the choice is a trade-off between code 
safety and time saving. Furthermore the Command Interpreter itself could 
manage the simple operations required by some instructions or it could be only 
a code translator for other active circuits; for sure, in case of either Program or 
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Erase, the control is given to the Program/Erase Controller already mentioned 
in Section 5.1. 

Before analyzing its structure and behavior, it is better to consider the other 
circuits involved in control logic. First of all the address input buffers and 
the data input/output buffers. The former are connected to the Command 
Interpreter (if the instruction protocol requires that the commands are built 
using also the address bits), and to the row and column predecoders to select 
a memory location in the matrix. The latter are used to input the code of a 
command (usually only the 8 least significant bits are used) and to write the 
data to be programmed in case of Program operation; they are used to output 
the electronic signature, the status register and the content of an addressed 
memory location. To perform their task, these buffers are connected to the 
Command Interpreter, the Program/Erase Controller, the sense amplifiers and 
the program loads. 

In the following, the main operations performed inside a Flash memory are 
considered (namely "Read", "Program" and "Erase"), wandering through their 
"paths". 

Figure 5108 Block Diagram. 
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The Read path includes the address input buffers, row and column pre-
decoders, row decoder, column multiplexer, sense amplifiers and data output 
buffers. The tasks of the input buffer are to set a filter between external and 
internal signals and to restore the CMOS levels in case of TTL input signals. 
The data output buffers indicates a memory location which is recognized as 
the cross between a row and 8 (or 16) columns. There are row and column 
decoders, typically built on two levels, which select the row and the columns. 
After that a memory location has been identified, the sense amplifiers read the 
cells' current and give the result to the data output buffers which work as an 
interface between the internal circuitry and the external data bus. "Read" is 
the default operation for a Flash memory (and for any memory device) and 
it does not need control logic; this means that once the address of a memory 
location is given, the entire operation is self-timed (actually, a block is missing: 
the Address Transition Detector, which activates the the read procedure when 
there is a transition on at least one address bit) and the only control is done by 
G# (Output Enable), which enables the data output buffers. The circuits men-
tioned are built also respecting the requirements for the other operations; in 
fact they are not completely dedicated to Read, but they also allow to Program 
and to Erase in the meaning explained below. 

The two Write operations (both Program and Erase are considered Write 
operations, since they alter the memory content) start in same way by issuing 
the proper code sequence to build the desired instruction. As it was already 
said, this phase is managed by the Command Interpreter; its inputs are pro-
vided by the control signal buffers and by the data input buffers to build each 
instruction; other inputs are the feedback from the internal circuitry. The 
output signals command the latching of the address from the address input 
buffers, and of the data from the data input buffers, only in Write. After that 
an instruction is decoded, the control of the whole device passes to the Pro-
gram/Erase Controller (which is an Algorithmic State Machine) until the end 
of the Write (Program or Erase) operation. There are several specifications on 
the behavior of the Command Interpreter during this phase, but the concept is 
that it cannot stop a Write operation until the Program/Erase Controller gives 
its acknowledge. 

Actually, it is an over-simplification to reduce the Program/Erase Controller 
to an Algorithmic State Machine, since it also comprises: an oscillator, a time 
counter, a cycle counter, an end-count logic, and a status register. The Oscil-
lator provides the clock to the Program/Erase controller; in some implementa-
tions there is a phase generator which provides non-overlapping phases. The 
Counters and the end-count logic guarantee the time steps needed to the al-
gorithm (e.g. for wait states and pulse widths) and the number of attempts 
allowed in Program and in Erase, respectively. The status register informs the 
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microprocessor about the condition of the device during a Write operation and 
about the result at the end. 

If a Program instruction is provided to the device, the blocks involved, in 
addition to decoders and array, are: the high voltage switches, the high voltage 
generators together with the program loads, (to provide the voltages to the 
gate and the drain of the selected cells); the sense amplifiers and the data 
comparator, to verify the programmed data. If an Erase instruction is fetch, 
the blocks involved, in addition to decoders and array, are: the source switches, 
to provide the proper voltage to the addressed sector(s); the address counter, 
the sense amplifiers and the data comparators, to verify the erased sector(s). 
The address counter scans byte by byte (or word by word) the whole addressed 
sector(s) to verify the content after the erase pulse. All the other circuits 
mentioned are typically analog (see Section 5.5), but they need a logic control, 
no matter how they are built. In fact their outputs must be properly timed or 
selected so that the array receives the correct voltages at the stated time or their 
outputs are used as feedback to the Program/Erase Controller. An example 
could be the output of the sense amplifiers after a Program Verify: they are 
compared with the data latched and the result is read by the Program/Erase 
Controller which decides if another program pulse is needed. The logic control 
in this case has to enable the sense amplifiers whenever they have to read 
and compare. The last logic part not yet mentioned are the Input/Output 
multiplexers. The Flash memory can be used in conjunction with devices which 
communicate either by 8 or 16 bits, so that either a byte or a word organization 
is required. There is the possibility to switch dynamically between the two 
organizations using a control signal (usually called BYTE#). When the device 
is used by word, all the 16 data I/O buffers are activated and the multiplexers 
are transparent, so that they are directly connected to the 16 internal data 
lines. When the byte organization is selected, only the 8 low order data I/O 
buffers are used and the multiplexer connects these data to the internal low or 
high byte depending on a further address pin 

5.7.2 Embedded Algorithms 

As to the hardware implementation of an algorithm, different methodologies 
can be followed, in order to obtain a control unit able to perform the correct 
sequence required by the algorithm itself. The main possible approaches are 
the following: 

■ Sequencer (pseudo-Microcontroller); 

■ Finite State Machine. 

APPLE INC. 
EXHIBIT 1108 - PAGE 0352



344 FLASH MEMORIES 

5.7.2.1 Sequencer (Pseudo-Microcontroller). Since the external mi-
crocontroller cannot be devoted entirely to the Flash memory, the simplest 
solution is to have a similar device inside the Flash. The embedded logic con-
sists of two separate parts: 

1. a ROM, in which the control program is stored as a sequence of instruc-
tions (whose set is usually smaller and simpler than the one of a conven-
tional microcontroller), comprising decoding and sensing; 

2. an instruction decoder, whose task is to fetch an instruction after another, 
decode it and drive various control signals accordingly (e.g. to set a 
particular voltage, to set the width of a pulse and so on). 

Should the control flow be modified, it is sufficient to alter the content of 
the ROM (modifying few layers in the process flow); on the other hand the 
behavior (and the number) of the instructions is strictly fixed and cannot be 
modified unless the decoder is entirely re-designed. 

5.7.2.2 Finite State Machine. In this case the control program and the 
decoder are not separated: the State Machine flow is performed step by step 
and in every different state a proper set of control signals is driven according 
to the actual status of the sequence. The degree of flexibility depends on the 
hardware implementation of the Finite State Machine: 

▪ Registers + combinational logic: even the smallest modification implies 
a complete re-layout of the block. The advantage is that such a solution 
can be implemented using an automatic synthesis tool. 

■ Registers + PLA (Programmable Logic Array): this solution requires a 
more complex handling of the clock (since the PLA must be realized in a 
precharge and evaluation fashion), but the contents of the PLA (i.e. the 
flow) can be easily modified changing few layers in the process flow. The 
drawback is that the layout of this block is "monolithic" and it is difficult 
to be fitted inside an automatically-placed environment. 

The flows hereby described refer to a generic single Supply Flash memory; 
the same concepts apply in the case of Dual voltage devices, apart from the 
issues related to the necessity of charge pumping. 

5.7.3 Program Flow 

Upon successful decoding of a Program instruction, the device has stored both 
the data to be programmed and the destination address. The Program algo-
rithm works as follows (see Fig. 5.109): 
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( Program !nit 
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Set Error Flag 
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Voltage Restore 
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Figure 5.109 Program Flow Diagram. 

Program Init: start-up procedures (e.g. counter reset) are performed. 

Voltage Setup: charge pumps are enabled in order to raise the voltage from 
V00 to program voltage. 

Program Pulse: the program voltages are provided to the selected cells for the 
desired amount of time (typically some microseconds). At the end of the 
pulse, the charge pumps get ready to switch to the voltage needed in the 
Verify phase. 

Program Verify: this procedure is a Read operation at the selected address 
performed biasing the gate of the Flash cells at a voltage much higher 
than the one usually provided in normal Read. If the data read are equal 
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to those to be programmed, it means (i) that the threshold voltage of 
the Flash cells has risen from the virgin (or erased) value to the pro-
grammed one and (ii) that, since this "Read" has given a correct result 
with a higher voltage, the threshold gap is enough to be detected even in 
a conventional Read operation. In this case the algorithm has completed 
successfully: the charge pumps are switched off and the control is passed 
back to the Command Interpreter. If Verify fails, either there are other 
attempts available (whose number depends on the value stored in a spe-
cific counter) or the Program algorithm ends (again switching off charge 
pumps) producing a failure signal which can be detected by the user. 

5.7.4 Erase Flow 

For sake of simplicity, the Erase of a single sector is presented: the same con-
siderations and algorithm apply if multiple sector or chip Erase is performed. 
As shown in Fig. 5.110, the flow is composed of the following steps: 

Erase Init: start-up procedures (e.g. counter reset) are performed. 

Program All 0: during this step all the cells in the sector with low thresh-
old (logic "1") are programmed (i.e. they change their state to "0") so 
that their characteristics are as similar as possible before the erase pulse. 
Provided that it is applied on every cell of the sector, the algorithm is 
exactly the one used to write a single word (see Section 5.7.3). 

Erase Pulse: the whole sector is biased with the erase voltages for the proper 
time (some milliseconds): during this period, cells are erased by means 
of Fowler-Nordheim Tunneling effect. 

Erase Verify: this procedure is a Read operation at the selected address per-
formed biasing the gate of the Flash cells at a voltage much lower than 
the one usually provided in normal Read. If the data read are "1" (the 
• state of the erased cell), it means (i) that the threshold voltage of the 
Flash cells is set to the erased value and (ii) that, since this "Read" has 
given a correct result with a lower voltage, the threshold gap is enough to 
be detected even in a conventional Read operation. If Verify fails, either 
there are other attempts available (whose number depends on the value 
stored in a specific counter) or the Erase algorithm ends (again switching 
off charge pumps) producing a failure signal which can be detected by 
the user. If Verify has given the desired result on every cell of the sector, 
then it is possible to perform the following step. 

Depletion Verify and Soft Program: theoretically speaking, after the erase 
pulse all the cells in the sector should share the same characteristic; un- 
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fortunately, there will be a spread in the distribution because of both the 
non-ideality of the matrix and the different initial threshold value of the 
cells. The already mentioned Erase Verify is used to re-iterate the Erase 
Pulse until all the cells are properly erased: the problem is that if a cell 
were already well erased, a further pulse could shift its threshold below 
zero, so that it would draw current even if not biased (deplete cell). By 
means of Depletion Verify it is possible to detect the presence of depleted 
cells and slightly re-program them, in order to raise their threshold above 
zero. If the operation is performed within the assigned number of at-
tempts, then Erase has been successfully carried out: otherwise, a fail 
signal is raised to inform the user. 

( Erase !nit 

Figure 5.110 Erase Flow Diagram. 
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5.7.5 Erase Suspend - Erase Resume 

As said above, a typical Erase cycle can last some seconds. There are cases in 
which the memory itself must be accessed in the meanwhile, thus interrupting 
the algorithm. In order to perform this task, an Erase Suspend command 
should be issued by the microcontroller: during the suspension it will be allowed 
either. to Read from or to Program to the device. The main issue that should 
be taken into consideration when implementing such a feature is the necessity 
of saving the present .status of the device, in order to know exactly where 
the flow has been interrupted. Therefore an adequate system of storage of the 
main parameters should be designed; furthermore it is essential to reduce power 
consumption to the standard Read value, so that all the internal pumps should 
be switched off, thus lowering the internal voltages to Vcc. Finally the device 
is available for Read or Program. 

Once the "interrupt" has been resolved, the Erase operation is allowed to 
restart. First of all, it is necessary to restore the .prior status, so that the 
algorithm knows exactly what has already been done. Afterwards, it is possible 
to let the charge pumps restore the voltages peculiar to the suspended phase, 
and the algorithm is resumed and executed until either it ends or another Erase 
Suspend command is issued. 

5.7.6 Testability Issues 

Early in the process life the yield can be poor, but the yield is high in production 
when the process is fixed; at that moment the device functionality becomes 
important. These few words point out the main tasks of a testing flow for 
an integrated device. First of all, by testing the devices the process problems 
must be discovered and solved to speed up the development and to reduce 
the time to market. Secondly all the features and the parameters written in 
the specifications must be tested to ensure the complete functionality over the 
conditions and for the years specified. Finally future developments can be 
discovered by a proper testing on actual devices. Focusing the issues on the 
Flash memories, it is not so easy to fit a generic testing flow to this kind of 
devices because there are several complex features asked to a Flash memory by 
both the suppliers and the users. Here the main needs are pointed out: a device 
must have an area as small as possible, because of the cost the silicon; the power 
consumption must be the lowest, to allow the use of low voltage batteries; the 
access time must be the fastest, to interface high speed microprocessors; the 
testing time, in production, must be the shortest, to reduce the production 
time. If all these needs were collected and each device implemented them 
internally, the result would be very large devices and very long testing time, 
which would lead to no salable parts ... As usual, a trade off must be found to 
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satisfy both the suppliers and the customers. Here also the designers have to be 
mentioned because their job is in the middle between what the supplier wants, 
i.e. all the possible tests in little area, and what the customer needs, i.e. each 
device fully operating inside the specifications. These considerations drive us 
to build the circuitry for test modes without penalize area and performances. 
It is clear that each single circuit would be designed so that the testing features 
would be combined to the standard ones, if it is possible and needed, adding 
only the strictly necessary transistors: fully testing circuits must be as few as 
possible. This choice will result in a little area, but sometimes it is impossible 
to be realized; therefore dedicated control signals are introduced. Often added 
signals cause a slowing down of previously fast circuits, so that it is preferred to 
add testing capability on the circuitry that does not need to be fast, but it could 
be not yet enough. Another possibility is to use some circuits fully dedicated 
to the testing: in user mode the standard circuitry is used, but the test mode 
switches on a dedicated one. Finally the design will match the specifications 
following as well as possible the previous considerations. Now let's try to give 
some details. It was shown that the first generation of Flash memories were 
EPROM like; this means that quite the whole internal circuitry was analogic: 
if a memory is regarded as a device to store data, no other circuits are needed. 
The element to be tested are the cells (as basic memory elements), the whole 
array (as group of cells organized by rows and columns) and the input/output 
circuits. First, it is extremely important to have a figure of cells' behavior 
(reading, programming and erasing characteristics); these measurements are 
useful to monitor the process and to fix the circuitry. The results of this 
phase are collected in such a way a statistical study can be performed. The 
standard, or production, testing aims to ensure the functionality of the whole 
device. In this case the circuits involved are decoders, high voltage switches for 
program and erase, sense amplifiers, input and output buffers. Every failure 
that should occur is considered as an alarm bell: other characterization of the 
cells are performed and the causes are investigated using particular test modes 
(each project has many test circuits used only in very peculiar situations). We 
have seen that the device became complex and can be also dedicated to some 
applications. The practical result is that pure logic circuitry is built on same 
silicon of an initially "pure analogic" device. All the circuitry works around 
the array and its main task is to read, to program and to erase the cells, but 
there are some fully digital circuits principally encharged to manage the user 
interface and the embedded algorithms. Their own functionality can be tested 
apart from the matrix one, because they can work also stand-alone; therefore 
the first question to answer is whether the well-known testing concepts can 
be directly applied to them. The answer is positive regarding the concepts 
themselves, but it is negative if we look at their realizations. The reason of 
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this statement is a complex mixture of simple arguments; each single reason 
is not so important to state the answer, but all of them together are very 
strong. The considerations about the area turn out again: the classic concepts 
of testing (SCAN, BIST, ...) require to latch each node to be analyzed in the 
network. Unfortunately there are only few latches on the internal signals, so 
the introduction of the missing latches results in a big amount of area. Another 
argument is about the purpose of the testing. Here the complete functional test 
is not needed: the circuitry is designed to perform some operations under fixed 
conditions. The production testing must ensure the perfect functionality as 
the specifications state, even if the design could operate potentially in a wider 
range. The last point is about the connection between digital and analogic 
parts. It is true that the digital circuitry can work separately from the analogic 
one, but actually the two parts work together and it is not realistic to perform 
two separate testing flows. This implies that first of all the way to activate the 
test mode must be unique; then the digital circuitry is tested on its capability 
to drive the analogic one; if one of the two parts fails, the testing flow should be 
stopped. Once that the purpose of the testing is clear, some words can be spent 
about the test mode activation in a Flash memory. The way to enter the test 
mode is obviously unknown to the user because otherwise many design choices 
about the circuits could be discovered. Furthermore the protocol to activate the 
testing must be complex enough to prevent the user from accidentally entering 
it, but not so difficult to slow down the testing time (in fact during the testing 
flow the test mode entry sequence is repeated many times). 

5.8 REDUNDANCY AND ERROR CORRECTION CODES 

Aim of the following analysis is to establish a relationship between the process 
yield for a Flash memory and the number of redundancy elements which have 
been inserted into such a device. 

5.8.1 The Yield 

The production of memories must deal with the problems of the process yield. 
It is clear that the term "yield" indicates the number of devices which, over a 
given production lot, operate according to the specifications. In other words, 
it denotes the fraction of devices which work properly at time zero. 

The verification of the yield for a complex device as the Flash memory is 
a problem of primary importance which has consequences on the destiny of a 
design. This implies that appropriate measures must be taken in every step of 
the design flow in order to ensure a yield raise. In particular, it is fundamental 
that the design takes into account the process failures and adopts circuitry 
solutions in order to reduce their negative effects. To this aim, it is necessary 
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to have complete information about the most frequent defects which takes place 
on the chip. For example, in the case of memories, statistical studies show that 
the reduction of yield is mainly due to the matrix; that's obvious because in 
this kind of devices the latter occupies a relevant part of the chip area. The 
most common types of defects herein found can be divided into two categories: 

1. adjacent rows whose metals are short-circuited; 

2. memory cells whose behavior is incorrect. 

In order to overcome the first kind of failure, designers employ supplementary 
rows ("row redundancy") within the matrix, while in the other case a "column 
redundancy" is used. In both situations the idea is to substitute the defected 
element with a redundancy one, whatever the practical implement might be. 
The drawback of this strategy is that the larger is the device, the more complex 
will be the realization to manage the redundancy, as the selection of a redun-
dancy element is made on the basis of a comparison of the external address cell 
with the contents of appropriate registers in which the failed element address 
are stored. 

The statistical model which is most adopted to describe a yield estimation 
makes use of a "Poissonian" approximation whose expression takes the form: 

= e—AD Ytot (5.41 ) 

where Ytot is the total yield, A the device area, and D the number of defects 
per unit area. 

The "prime yield" 170 is the yield which is obtainable without any interven-
tion; in the present analysis it will be considered an independent variable used 
to evaluate the redundancy system performance. The first operation to make 
is to decompose the prime yield into the 172 5  and Ymo  components, referring to 
the peripheral and matrix yield, respectively. 

This step is necessary as redundancy will be effective only on the latter one, 
since the introduction of redundant control circuitry is not cost effective. 

The correct way to do this splitting-up is by assuming that the total amount 
of defects must be constant; by indicating as Ap and Am  the area of the two 
portions the device has been divided into, and Dp  and Dm  the corresponding 
defectiveness, we can write: 

(5.42 ) AmD, + ApDp  = AD 

By substituting these relationship into Eq. (5.41 ) we obtain: 

Yo = YpYmo = e(—A,D,) (5.43 ) 
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It is now opportune to introduce the following two adimensional parameters 

	

k= AP 	R= DP  

	

Am 	 Dm  

so that we can now obtain the Yrno and Yp  yields in the following form: 

(5.44 ) 

1  

Yrno (Y0 k, R) = y-01-1-kR 

Yp(Y.  0 k 	Y01 1 +1k R  

(5.45 ) 

(5.46 ) 

We are particularly interested in the Yrno yield, because we can correlate it 
with the probability p of a cell fail. We will assume that fail events on distinct 
cells are independent, and we will disregard any fail cause which is not ascribed 
to the cells. 

On the basis of these approximations, the relative matrix yield can be ex-
pressed in the form: 

1 
Yin° = — P)Nce"s= P(Yrno, Neel's) = 1— YlliN6ens 	(5.47 ) 

In the following paragraph we will employ this relationship to estimate the 
impact of redundancy systems on the yield. 

5.8.2 Static Redundancy 

First of all, we will refer to column redundancy, as the row redundancy is not 
employed, as explained later on. 

Let p be the error probability on a single bit of a block, i.e. the probability 
to have a fail on a cell. Furthermore, let's assume that: 

NN 	number of columns in one block, 
/V, 	number of rows in one block, 
Nred number of redundant columns in one block. 

We can now calculate the error probability in one column; as the latter 
consists of /V, bit, the probability can be expressed as: 

Po (p) = 1— (1 — 	r 	 (5.48 ) 

If we suppose that m columns, < m < Ne, have at least One error each, we 
obtain: 

(5.49 ) Pc(m,P) = (
m
:)[Po(P) L1 — P0(P)1 
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Similarly we can obtain the number of having j redundancy columns without 
errors, where 0 < j < Nred: 

j [ 	](Nred —i) 
Pred(i, P) = (Nr.ed) 	Po (P)] Po (P) (5.50) 

We must now identify the fail event which can be corrected. We point 
out that we can recover a sector with failed columns whenever the number of 
functioning redundancy elements exceeds that of the matrix failed ones; so the 
probability that we can recover one sector can be given by: 

Nred 
	

Nred 

Ptot (P) = 
	

Pc (w, P) 	Fred (i)P) 	 (5.51 ) 

m=0 	 i=ra 

This is the correct expression for a given block; now, if the whole memory 
is organized in Nb blocks, the total recovery probability is calculated as the 
intersection of the single events. Again, if we assume that defects on different 
sectors are independent of each other, we obtain: 

YtOt(P) 	[PtOt (P)

]Nb 	

(5.52 ) 

The use of the symbol Ytot in the previous equation is justified by the fact 
that the latter can be interpreted as the ratio of the number of recoverable 
chips to the total number of them. The relationship explicitly links Yo to 
'tot by means of the intermediate parameters Ymo and Yp, and enables to 

investigate quantitatively the improvement which can be achieved on yield by 
using redundancy. 

5.8.3 Wafer Yield 

The plots which depict Ytot  as a function of the prime yield Yo  show that the 
final yield saturates; in other words, when the prime yield is sufficiently high, 
the introduction of further redundancy elements marginally enhances the final 
yield. 

In addition to these considerations, it's worth noting that while the chip 
geometry is rectangular, that of the wafer is circular. The increase in the 
device area over a certain limit can reduce the number of components which 
are obtainable from a given wafer, therefore it is necessary to compare the yield 
increase factor due to redundancy usage versus the decrease of the number of 
chips per wafer, in order to decide on the redundancy amount. 
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In particular, the following relationship gives the number of chips of area Ao  
which are obtained from one wafer whose "usable radius" is r0: 

7r-r2 	27rro-VX N(A0 ,).) = ° 
Ao 	1/A0 (A2  + 1) 

(5.53 ) 

where A is the chip aspect ratio. 
From N (A0, )A), one can derive the following two quantities: 

1. Nsr: the number of functioning devices when no yield enhancement coun-
termeasure has been adopted 

Nsr = Yo N (Ao, A) 	 (5.54 ) 

2. Ncr: the number of functioning chips when column redundancy is em-
ployed 

Ncr  = YtotN (Ao AA0, A) 	 (5.55 ) 

We point out that the use of redundancy enlarges not only the matrix area, 
but also the peripheral area, because of the further control circuitry which must 
be introduced inside the chip. 

5.8.4 A Real Case 

To apply our previous considerations we will take as an example an 8Mbit Flash 
memory which consists of 16 sectors, each of them 512kbit-wide. 

Every sector is made of 2048 columns, which are organized in groups of 4 
columns (we will refer to as "local bitlines" ), so as to form 512 "main bitlines". 

An advantage of this architecture is that it keeps adjacent Metal-2 for main 
bitlines as distant as the width of four cells, thus relaxing the criticity over such 
a layer. 

Since the Metal-1 and Metal-2 layers are used for the columns, rows will be 
realized in polysilicon; so, while this choice will affect the row switching times, 
it will allow designers to avoid row redundancy because the probability of short 
circuit between two adjacent polysilicon rows is very low for actual standard of 
integrated technologies. 

Each local bitline is addressed by means of 11 bits: 7 of them are necessary 
to identify the columns which belongs to the same word, while the others are 
used to pick out the desired column within the selected word. Obviously, one 
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main bitline is addressed by means of 9 bits. 

	

row addresses 	[A18 • • • A15] U [A14 • • Al2] U [All • • • A10] U [A9 • • • A7] 
(5.56 ) 

	

column addresses 	[A6 • • A4] U [A3 • • • A2] U [A1 • • • Ao] 	(5.57 ) 

Within the device, the failed column addresses are stored in non-volatile 
registers called "UPROM" (i.e. Unerasable Programmable ROM); one of them 
(the "guard" UPROM) will specify whether the UPROM information is valid 
or not. Therefore the total number of UPROMs (NUPROM) will be: 

	

NUPROM = 12NredNb local bit lines 	(5.58 ) 

	

NUPROM = 10NredNb main bit lines 	(5.59 ) 

where Nb is the number of blocks the matrix is decomposed in with respect to 
the redundancy elements. It's worth noting that the latter could not coincide 
with the number of sectors, as redundancy is not necessarily related to each 
physical sector. 

The area increase for peripheral circuitry takes the form: 

AAp  = Sf NUPROM AUPROM 
	

(5.60 ) 

where Sle is the shrink factor for the device, and AUPROM  is the silicon area 
occupied by one UPROM cell and its corresponding control logic. 

The increase in the matrix area can be easily calculated considering that the 
redundancy columns are the same as the others: 

AA, =  re A, 	 (5.61 ) 
N d  

thus we can finally obtain the dependence of Nsr and Nor  on the number of 
redundancy columns to investigate the recovery possibilities. 

For the case of the 8Mbit memory, we have implemented a redundancy sys-
tem which can substitute 8 failed local bitlines and 40 more columns organized 
in 4 groups of 10 columns each; this solution proved to be a reasonable compro-
mise between flexibility and area occupation, and makes use of one redundancy-
dedicated sense amplifier, in order not to penalize the redundancy access time 
with respect to that of the ordinary cells. The drawback is that we will not be 
able to correct more than one fail occurring in the same word. 

Fig. 5.111 and Fig. 5.112 show the circuits which connect the redundant 
columns to the sense amplifier. The signals named Yoi correspond to the de-
coding of Al  — Ao address bits, while Ymri and Yori are generated according 
to the comparison of the invoked cell address bits and the UPROM contents. 

APPLE INC. 
EXHIBIT 1108 - PAGE 0364



356 FLASH MEMORIES 

In the case of main bitline redundancy, YMRj  only are necessary for selection, 
while York are necessary for a local bitline substitution. 

The array RDC[3:0] in Fig. 5.113 and Fig. 5.114 specifies which column 
within the word must be replaced. 

5.8.5 Error Correction Codes 

One possible alternative to the static redundancy is the use of error correction 
codes. 

At present, this opportunity is purely theoretical, as the large majority of 
the devices in the market do not implement this technique. Furthermore, wher-
ever error correction codes have been exploited, the choice has been driven by 
reliability considerations rather than by expected benefits on the yield. 

However, the two alternatives of static redundancy and error correction codes 
can be compared to shed light on their features and limits. 

In general terms, we can define as "code" any application between two finite 
collections, the domain (or "source alphabet"), and the co-domain (or "code 
alphabet") respectively. 

The basic idea behind any code is the concept of "information redundancy", 
i.e. the fact that the code is able to transfer a larger quantity of information 
than it is strictly required; the main object of an information coding is thus 
to introduce a certain amount of "redundancy" . In order to describe quantita-
tively the notion of "code" redundancy, it is necessary to introduce the concept 
of distance between two words, i.e. the number of positions the two words differ 
from. 

Figure 5.111 Redundancy columns - 1. 
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Figure 5.112 Redundancy columns - 2. 

According to this definition, it is clear that the more elements two words 
vary from each other, the more redundant a code will be. 

As an example, the Hamming codes are among the simplest ones for single 
error correction. The relationships among their basic parameters are: 

      

	 GBk 

  

GUARD] 

Bk<1 0> 

Bk<9> 

BK<8> 

Bk<7>; 

Bk<6> 

Bk<5>  

Bk<4> 

Bk<3>  

Bk<2>  

Bk<1 > 

Bk<O> 

   

     

       

k=0...3 

       

      

	RDC [3:0] 

        

        

        

       

        

        

A[6:0] 

      

      

XOR<6:0> 

Figure 5.113 Selection signals for the local bitlines. 
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	 GBj GUARD] 
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Bj<8>  

Bj<7>  
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Bj<5>  
Bj<4>  
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Bj<2> 

RDC [3:0] 

   

	 GBj 	
YMRj 

X0R<6:2> 

   

   

A[6:2] 

  

  

  

   

Figure 5.114 Selection signals for the main bitlines. 

n = 2m — 1 	length of the code word, 
k = 2m — m — 1 information bits, 
m 	 redundancy bits. 

The minimum number of redundancy bit in a code in order to correct t errors 
must comply with the so called "lower limit of Hamming": 

Ptot > 
i= 

(5.62 ) 

The above inequality can be explained as follows: the left-hand side repre-
sents the number of possible different configurations of the parity bits, and it 
must be greater than the right-hand side quantity which is the amount of error 
events which alter up to t bits. In the case with t = 1 the relationship reduces 
to: 

2m = 1 + () = n 1 
1 

(5.63 ) 

which was previously indicated. 
It's worth noting that these codes introduce the strictly necessary (and suf-

ficient) redundancy bits, thus they can be referred to as "perfect" codes. 
The evaluation of the error correction capability of a given code is to estimate 

the residual error probability, i.e. the probability that errors exceeds the code 
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recovery power. For example, let's suppose that our information channel can 
damage each of the input bits with equal probability p, and that it has no 
memory of previous events (we talk of "symmetric binary channel"); we can 
state that the probability of j errors occurring on a n-bit word is given by: 

P(j errors) = (1 — p)(n —i) 	 (5.64 ) 

The probability that the number j of errors exceeds the code recovery capa-
bility t can be expressed by the following inequality: 

n 

P(E) 	E (n.)pi(i—P)(n-i) 
j=t+1 

The inequality sign is used here because any code, apart from the perfect 
ones, with distance 2t 1 can correct some error whose distance overcomes t. 

At this point, it is interesting to compare the alternatives of column re-
dundancy and code redundancy on the ground of unrecovery probability; in 
Fig. 5.115 we plot the curves for 

1. a static redundancy implementation with four additional columns for 
1Mbit (21° rows and 210  column) block; 

2. a shortened Hamming error correction code, with 27  information bits and 
23  parity bits. 

We now point out that the Hamming code solution uses more area than 
the static one: in fact in the former case we have 8 dedicated bit every 136, 
which corresponds to 5.88% area increase, while in the latter the area increase 
is merely the 0.39% of the entire matrix. Another comparison can be done in 
case of equal area occupation. In Fig. 5.116 we compare the Hamming code 
solution of the previous case and a 60-columns static one. 

Although we have not so far considered the problems of the practical imple-
mentation of the two systems, Fig. 5.116 shows that the Hamming correction 
code is effective for p which exceed the static solution limit. 

(5.65 ) 
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Figure 5.115 Unrecoverable events curves. 
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Figure 5.116 Unrecoverable events curves. 
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Abstract: The threshold voltage of a Flash memory transistor depends ana-
logically on the charge amount stored on its floating gate, and if a number m of 
different threshold levels can be reliably programmed and sensed in a memory 
cell, this can store n = log2  m bits, thereby overcoming the traditional one-to-
one correspondence between cell count and memory capacity. Multilevel (ML) 
storage is therefore very attractive, as it allows cost-per-bit reduction for any 
given fabrication technology. However, to implement ML Flash memories more 
severe requirements have to be met as compared with the traditional bilevel 
approach in terms of cell sensing and writing, as well as of reliability. 

This chapter reviews the fundamental issues specific of ML Flash memories, 
with particular regard to the case of stand-alone memories, where the large 

APPLE INC. 
EXHIBIT 1108 - PAGE 0370



362 FLASH MEMORIES 

array size justifies the overhead required to reliably implement the ML concept. 
The basic features of 4-level multimegabit Flash prototypes presented so far in 
the literature are illustrated as significant examples of implementation. 

6.1 INTRODUCTION 

6.1.1 The Multilevel Approach 

Data storage density, i.e., the number of bits that can be stored per unit area, 
and cost-per-bit are essential driving factors for the development of any kind 
of memory device, and Flash memories do not represent an exception to this 
respect. 

As both these factors are strictly dependent on the physical sizes of the 
memory cells, so far the development of new generations of Flash memories 
has entirely relied on the geometry scaling characterizing advanced microelec-
tronics. This approach, however, can be accompanied and enhanced by the 
Multilevel (ML) Non Volatile (NV) data storage concept, that is in principle 
very simple and intuitive and can be applied to the same technology and de-
vices of conventional (i.e., bilevel) memories. In bilevel memories, as described 
elsewhere in this book, the cells can have only two different values of threshold 
voltage VT (or, better, two distributions of VT values - Fig. 6.1a), and during 
reading it is only necessary to sense whether or not the addressed transistor is 
conductive. This is generally done by comparing the current, /CELL,  flowing 
through the memory transistor (often also referred to as sense transistor) biased 
with predetermined drain-to-source and gate-to-source voltages with that of a 
reference transistor under the same bias conditions, either directly (current-
mode sensing) or after a current-to-voltage conversion (voltage-mode sensing). 

However, the threshold voltage of a Flash memory transistor depends ana-
logically on the amount of charge, QFG, stored on the floating gate (FG): 
therefore, VT, and hence /CELL , can be changed over a large range of val-
ues by simply varying QFG (Fig. 6.1b). Thus, if the reading (sensing) cir-
cuitry can resolve a difference A/cELL in the current of differently programmed 
transistors, in principle each cell can be made to store n bits, with n = 
loge{[(/max  — /min) /A/CELL] + 1}, where Inia. and Imin  represent the values 

of /CELL flowing through the most conductive and through the least conduc-
tive cell (i.e., through the cell with the lowest and the highest VT), respectively. 
Generally, Imin  is set equal to zero, and therefore n = log2[(Liax /A/cELL)'+ 1]. 

In the extreme case of negligibly small values of AkELL , the cell could 
operate as a fully analog device able to store an arbitrarily large amount of data 
(indeed, the use of analog storage capabilities of NV floating-gate transistors 
has been proposed for non-destructive trimming purposes [12, 35, 36, 46] as well 
as for analog computation and neural networks [20, 29, 30, 31, 50]). However, 
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Figure 6.1 Conceptual representation of threshold voltage distributions for a bilevel (a) 

and for a 4-level (b) Flash memory. 

for digital applications sensing would be critically difficult and prone to errors, 
and reliability problems would become prohibitively critical. On the contrary, 
in the traditional bilevel case (A/CELL = /ma.), we have n = 1, but sensing is 
easier than for higher values of n. In practice, a number of intermediate cases 
can be considered, and the question arises of which value of n leads to the most 
cost-effective use of silicon area. Naturally, the answer to this question depends 
not only on technology and memory architecture, but also on programming and 
reading schemes, as well as on cell reliability. 

In practice, the ML approach allows a cost-per-bit equivalent to future gen-
erations of fabrication technologies using the present one, thereby leading to 
an acceleration in the rate of cost-per-bit reduction [2, 22]. A key requirement 
of the ML approach is minimization of performance degradation with respect 
to bilevel memories: in practice, the adoption of ML storage techniques should 
be transparent to the users. In addition, to achieve significant cost reduction, 
the overhead to implement the ML concept must be reasonably small. 

A few prototypes of Flash memories storing two bits per cell (i.e., 4-level 
charge storage) have been presented in the literature [3, 26, 27, 40, 41], while 
similar results are also at reach of EPROMs and full-featured EEPROMs. The 
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three-bit/cell solution is considered feasible, though significant research is still 
needed for it to become an industrial reality. Instead, the possibility to go 
beyond this limit for digital applications still needs careful investigation [8, 28] 
and, at present, it is generally looked at with scepticism. 

In fact, 256-level storage has already been implemented in EEPROM tech-
nology for voice recording [58], nevertheless this is practically considered to be 
an analog case with special features, since the application is largely tolerant of 
errors. Also, 6-bit/cell Flash storage has been demonstrated for applications 
such as still cameras and speech recorders [45] where, however, the required 
performance is less severe than in stand-alone memories. In this chapter, we 
will no longer consider this kind of devices, as we will focus our attention on 
fully digital ML storage. Moreover, we will specifically refer to stand-alone 
multimegabit Flash memories, where the very large size of the array totally 
justifies the circuit overhead required to implement the ML approach reliably. 

6.1.2 Basic Issues for ML Storage 

From the device point of view, ML NV charge storage poses three main prob-
lems, namely: 1) precise reading, i.e., the capacity to recognize (slightly) differ-
ent cell conductivities in a short time (or, equivalently, the ability of detecting 
the cell current /CELL with sufficiently high accuracy and high speed); 2) accu-
rate writing, i.e., placing just the amount of charge on the floating gate of the 
cell transistor required to obtain the target value of VT; 3) reliability, in particu-
lar the cell capability to ensure adequate spacing between adjacent stored levels 
for a sufficiently long time interval under specified operating/storage conditions. 
Moreover, both program and read disturbs must be carefully considered. All 
these requirements become obviously more severe as the distance between dif-
ferent levels (measured in terms of either stored charge or cell conductivity) 
decreases with increasing number of stored bits per cell. (In this chapter, the 
data change operations performed on the NV memory cells will be denoted 
according to the following convention: erase is the operation of changing the 
data state in a block of memory cells (either the whole array, or a sector or even 
a byte, depending on the memory organization, i.e., it is an unselective data 
change operation); program indicates the operation of changing the data state 
in memory cells on a "bit-by-bit" basis (i.e., a selective data change operation); 
write indicates one or the other of these operations indifferently. Thus, when a 
new content is to be stored (or written) in a memory block, this is first erased, 
and its cells are then programmed to the respective desired states.) 

As for reading, the operation can substantially be seen as an analog-to-digital 
(A/D) conversion of the signal produced by the selected cell, and the key issue 
concerns the trade-off between speed and accuracy: as the latter is increased 
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(i.e., as smaller values of A/cELL can be safely recognized), a larger number 
of bits can be stored on a single cell, but the sensing circuitry becomes more 
expensive and globally slower. In general, the required A/D conversion can be 
done in parallel or sequentially for higher speed and smaller area occupation, 
respectively, while intermediate solutions offer interesting trade-offs between 
these conflicting aspects. 

A gate voltage larger than in conventional bilevel sensing is desirable to 
allow for a sufficiently large threshold window (or, equivalently, to provide 
sufficiently large current signals to sensing circuits), however the issue of read 
disturbs must be carefully considered, also taking oxide degradation due to 
program/erase cycling into account. 

The problem of accurate charge placement is generally tackled by means of 
cell-by-cell Program & Verify (P&V) approaches (Section 6.4): the program-
ming operation is divided into a number of partial steps and the cell is sensed 
after each step to determine whether or not the target VT is achieved, so as to 
continue programming if this is not the case (as each cell is independently con-
trolled during programming, this technique allows simultaneous programming 
of a whole byte or even a number of bytes). This procedure ensures that the 
target VT is reached (with the accuracy allowed by the quantization inherent 
in the use of finite programming steps), but can be very long and must be con-
trolled by on-chip logic circuitry, thus leading to a non negligible area overhead. 
The alternative approach is based on self-controlling techniques able to auto-
matically stop programming when the target VT is reached. These procedures 
are less developed and looked at with smaller confidence than P&V schemes: 
thus they have not yet been used in commercial products, but could provide 
faster and simpler operations and deserve careful consideration [33, 37]. 

As far as writing mechanisms are concerned, Channel Hot-Electron (CHE) 
injection and Fowler-Nordheim (FN) tunneling present different characteristics, 
advantages and drawbacks, which make them somewhat complementary and 
suitable for different types of architectures and applications [18]. The main 
advantages of CHE injection over FN tunneling as a programming mechanism 
are higher speed and lower electric fields in the gate oxide, resulting in better 
endurance, lower applied voltages, less circuit overhead and less disturbs in 
the memory array. High programming speed and less disturbs are particularly 
attractive features for ML storage, as a larger number of programming pulses 
than in the bilevel case is required to achieve high accuracy in the obtained 
threshold voltage. The higher programming speed allows for a larger number 
of program pulses in any given time interval, which leads to better controlled VT 
distributions when adopting P&V techniques. On the other hand, FN tunneling 
requires much lower power consumption, which allows large programming par-
allelism to increase overall program throughput, and makes it easier to generate 
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the required high programming voltages by using on-chip charge-pump voltage 
multipliers [16, 17, 56]. FN tunneling also exhibits stronger process sensitivity 
[18] and is affected by the so-called "erratic bit" problem (Chapter 7). 

In ML Flash memories, enhanced sensitivity to program disturbs is expected 
because of the reduced margins between adjacent states and/or the larger used 
VT window (which increases with the number of stored levels for the same 
separation among them), and the increased program time (because the higher 
accuracy required in charge placing makes the time needed for the operation 
to be completed successfully longer). In NOR-based memories using CHE pro-
gramming, the worst case for the bit-line disturb occurs when programming a 
cell to the highest VT level because of the large VT shift required with respect 
to the neutral state: the programming drain voltage is the same as in conven-
tional Flash memories, but the programming time is longer. On the contrary, 
word-line disturb should not be substantially affected by the increase in pro-
gram time, at least when using a staircase gate voltage ramp programming 
algorithm (Section 6.4), since during most of the time the word-line voltage is 
rather low and only the last few pulses will effectively contribute to the disturb. 
Optimized cell design for low drain voltage programming and divided bit-line 
organization are probably required to guarantee sufficient program disturb im-
munity. 

With regard to reliability, no systematic study on ML Flash memories is yet 
available, thus all predictions are made essentially extrapolating the knowledge 
acquired with conventional bilevel memories. No specific failure mechanism is 
foreseen for ML Flash memories, although ML storage is obviously more critical 
than its conventional bilevel counterpart, due to the need for a larger VT window 
(to keep adequate spacing among the stored levels) and/or reduced spacing 
between adjacent levels (to limit the increase in the VT window). All the failure 
modes described in Chapter 7 for bilevel Flash memories must be carefully 
considered, including issues such as data retention, oxide defects, program and 
read disturbs, performance degradation induced by program/erase cycling, and 
stress-induced leakage current (SILC). 

In essence, an increased VT window leads to larger charge transfer through 
the oxide and, in practice, to higher operating voltages, thereby worsening 
problems related to charge trapping within the oxide (with possible impact on 
endurance) and excessive oxide leakage (with consequent data retention degra-
dation). On the other hand, for any given number of stored levels, decreasing 
the separation between adjacent levels helps to limit the phenomena mentioned 
above, but makes the memory more sensitive to their effects. In particular, for 
instance, if the same VT window is used to allocate m levels, the data retention 
in principle degrades as m — 1 (as the charge difference between adjacent lev-
els becomes smaller by the same factor). As, in practice, ML Flash memories 
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require both higher VT windows and smaller level separation, all the aspects 
mentioned above must be taken into account. Consequently, reliability margins 
decrease from more than 1.V for 1 bit/cell memories to values in the order of 
few hundreds mV for the case of 2 bits per cell, and even less for 3 or 4 bit/cell 
storage. 

For example, we can express the crucial problem of data retention in terms 
of number of stored electrons. With a FG capacitance in the 10-15F range, 
a threshold voltage window of a few V requires an overall variation of about 
30,000 electrons in the FG. If this variation is split, for instance, in 4 levels, the 
states of the sense transistors differ from one another by about 10,000 electrons, 
and this difference should be maintained for more than 10 years. This implies 
that less than about 1,000 electrons should leak out from (or into) the FG in 
one year, i.e., that the (average) leakage current through the oxide insulating 
the FG should be smaller than 10-24A (or, about 10-16A/cm2). Of course, 
this problem is significantly aggravated if the number of levels programmed in 
a cell is increased and/or the total VT window is narrowed. 

The reliability problems can (and must) be partially alleviated with the use 
of redundancy and error correction codes (ECCs) [54, 55] (the latter, in partic-
ular, for applications demanding a large number of program/erase cycles), but 
the very small numbers given above clearly indicate the need of outstanding in-
sulating properties. From this point of view, SILC and/or oxide time-dependent 
breakdown are expected to pose serious problems. 

In conclusion, the successful realization of ML Flash memories and the num-
ber of bits that can be stored in a single cell depend on the solutions given to 
the main problems mentioned above (precise cell sensing, accurate charge place-
ment, and reliability) [9, 15, 19, 61]. Such solutions, however, strongly depend 
on the physical mechanism used for cell writing as well as on memory architec-
tures, which are fundamental issues determining the complexity, performance 
and cost-effectiveness of memory chips. The realization of ML Flash memories 
represents therefore a unique global problem composed of many interacting as-
pects, that must be concurrently considered in the conception and development 
of real industrial products. In the following of this chapter, we will focus our 
attention on basic items specific of ML Flash memories, namely array archi-
tectures, sensing and programming. The reader should refer to Chapter 7 for 
details on reliability issues which, although posing more severe constraints, as 
mentioned above, are not expected to introduce new basic problems from de-
vice physics and failure mechanism standpoints (in that chapter, issues of ML 
storage reliability are also addressed). 
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a) 
	

b) 

Figure 6.2 Schematic representation of NOR (a) and NAND (b) memory array architec-

tures. 

6.2 ARRAY ARCHITECTURES FOR MULTILEVEL FLASH MEMORIES 

As for the case of their bilevel counterparts, two basic array architectures are 
available for ML Flash memories, namely the (common ground) NOR and the 
NAND ones (Fig. 6.2), which obviously maintain their inherent advantages and 
disadvantages. 

So, the NOR array allows higher sensing speed, as the selected cell is di-
rectly connected between the bit-line and ground. This is by far the preferred 
architecture in industrial products, and therefore also gets benefits from a very 
strong experience in many years of development and production. However, 
the need for one bit-line contact hole every two cells poses a limit to the ob-
tainable integration density. On the other hand, the NAND array achieves 
higher integration density, but offers intrinsically lower speed due to the num-
ber of transistors connected in series between each bit-line and ground, and is 
therefore particularly suited for mass storage applications, where page-mode 
operation makes the sensing time of individual cells not a serious concern. 

As far as writing is concerned, the NOR architecture is suitable for both 
CHE and FN programming, while the NAND architecture only supports FN 
programming, due to the series-connection of the memory cells within a string. 
All cells in a NOR array must absolutely have a positive threshold voltage 
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(higher than a predeteiiiiined minimum value), to prevent bit-line leakage due 
to unselected cells during reading. Obviously, this feature is not required for 
a NAND array. Finally, the NAND architecture is affected by larger read dis-
turbs, due to the high voltages applied to unselected word-lines during reading, 

and suffers from inter-bit-line capacitive coupling noise, due to simultaneous ac-
tivation of adjacent bit-lines for page parallel sensing [53]. More details about 
the performance of these basic architectures for ML storage are provided in the 
following subsections. 

In principle, the ML concept can be coupled to any kind of architecture 
and/or writing mechanism, although in this section, for conciseness, the dis-
cussion will be limited to the combination of solutions used in the prototypes 
reported so far in the literature [3, 26, 27, 40, 41], all implementing a 4-level 
(i.e., 2 bit/cell) ML scheme but differing substantially as far as programming 
mechanisms, architectures and implementations are concerned (see Tab. 6.2 at 
the end of this chapter for a performance summary). 

6.2.1 NOR Architecture with CHE Programming 

The common ground NOR architecture, in conjunction with CHE programming 
and source-side FN erasing, is the straightforward extension of the industry 
standard for bilevel Flash memories, and in fact this approach was followed 
in the first 2-bit/cell Flash memory prototype presented in the literature [3]. 
The typical VT distribution of this memory is illustrated in Fig. 6.3a, where 
the threshold voltages of the reference cells used for verification after erasure 
(erase-verify), for program-verify and for reading (VEV, Vpvi and VI t, = 1 to 
3, respectively) are also shown. The lowest VT level derives from unselectively 
erasing a whole memory block: the dispersion of cell characteristics gives rise 
to a VT distribution as large as 1.5V or more [60]. Since in conventional NOR 
architectures all the cells must have a sufficiently positive VT, the large width 
of this level greatly decreases the threshold voltage window allowed for the 
programmed states. Several methods have been proposed to narrow the erased 
VT distribution [25, 42, 59]. Nevertheless, in order to prevent false results, 
erase-verify can be carried out only when bit-line leakage is negligible. 

The highest VT level can be placed above the read voltage, as it can be 
detected by sensing zero current through the selected cell during both program-
verify and reading. However, the read gate voltage (VGR) must be higher than 
the maximum VT value of the third level (01) by a given amount (in the range 
of 0.5 to 1V), to allow the two highest VT levels (01 and 00) to be discriminated. 

Reliability aspects (namely, read disturb of erased cells in the addressed 
word-line) and design considerations (need for limiting silicon area and power 
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c) 

Figure 6.3 Conceptual representation of the threshold voltage distributions for: a) a NOR-

array 4-level memory using CHE programming; b) a NOR-array 4-level memory using FN 

programming; c) a NAND-array 4-level memory (FN programming). The read gate voltages 

used in [27] (VwLi , VWL2, VWL3, VWLUNS) are also shown. 
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consumption overhead due to the voltage multipliers providing read voltages 
higher than VDD) suggest a maximum value around 6V for VGR [9]. 

The VT distribution width of the three programmed levels can be reduced by 
using suitable algorithms based on the bit-by-bit P&V approach (Section 6.4), 
with the drawback of longer program times. The program time in [3] is given 
as 40its: to achieve a program throughput of 0.1MB/s, 4 bytes are programmed 
in parallel. 

6.2.2 NOR Architecture with FN Programming 

As recalled above, the NOR architecture can also support FN tunneling as 
the programming mechanism. This is the case in the NOR ML Flash memory 
presented in [41], where programming is achieved by extracting electrons from 
the FG by drain-side FN tunneling, and erasing is performed by (unselectively) 
injecting electrons into the FG by channel FN tunneling. 

The resulting VT distribution in the case of 4-level cells is shown in Fig. 6.3b, 
where the erased state corresponds to the highest VT level (logic state = 00). 
The width of the erased state is again rather large, however this does not affect 
the VT window available for the other states, as it can be placed above the 
read voltage, where overerasing causes no problem. The lowest VT state (11) 
is obtained as a result of a programming operation carried out with a bit-
by-bit P&V approach: thus its VT distribution can be made narrow, thereby 
optimizing the use of the allowed VT window. 

To make program time acceptable with FN tunneling, high electric fields 
are required, which results in more severe disturb problems. The effects of 
these disturbs are reduced by using segmented bit-lines and word-lines. In 
the prototype [41], 64 cells are programmed in parallel to achieve a program 
throughput of 0.16MB/s. More details on the programming method used in 
this device are given in Section 6.4.1. 

6.2.3 NAND Architecture 

A ML NAND architecture, exploiting FN tunneling for both programming and 
erasing, has been proposed in [27]. The typical VT distribution obtained for 
this kind of array in the case of 4-level cells is schematically shown in Fig. 6.3c. 
The lowest VT level (logic state 11) is due to channel FN erasing. The use of 
negative threshold voltages, possible in a NAND architecture, allows a better 
use of the VT window. Moreover, the large distribution width of the erased 
(Le., lowest-VT) state is not a concern. During reading, all unselected cells in 
a selected string must be turned on, featuring a suitably low drain-to-source 
resistance. This is obtained by driving their word-lines with an adequate gate 
voltage (VWLUNS),  which however cannot be too high to prevent excessive read 
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disturbs. This requirement also sets an upper limit to the value of the highest 
programmed VT (logic state 00). 

A ML Flash memory based on a NAND array is affected by the so-called 
Background Pattern Dependency (BDP): the threshold voltage of a cell depends 
on the states of the other cells of the same string, because of the dependence of 
the series resistance of these cells on their programmed states. More specifically, 
the threshold voltage of a cell during program-verify can be different than 
during reading, as a result of the subsequent programming of the other cells, 
and hence the effective VT distributions become wider. This effect can be 
minimized using a predetermined programming sequence which starts from the 
word-line closest to the ground contact of the string and successively moves 
towards the bit-line contact (verification and read-out of any cell are therefore 
performed with the same source resistance). Also, the voltage of unselected 
word-lines, VwLuNs , is boosted to 6V to reduce BDP, even though this leads 
to some increase in read disturbs. In addition, the series source resistance of 
the Array Ground Line (AGL) causes an increase in the cell source voltage 
during verification and read-out, referred to as AGL bouncing. Even though 
AGL resistance is reduced through metal ground lines which strap the AGL 
every 32 bit-lines, this effect also causes an equivalent threshold voltage shift 
in the programmed cells. In [27], AGL bouncing is minimized by using a very 
small sense current (— 1,uA), although this leads to increased sensing time 
(in conjunction with the use of a serial sensing approach, this results in very 
slow sensing speed: in fact, this prototype has been proposed for serial-access 
mass storage applications). With these methods, the residual broadening of a 
programmed level due both BPD and AGL can be limited within 100mV. 

Program disturbs, also a serious concern in a NAND architecture due to the 
high program voltages used, can be reduced by means of a Local Self Boosting 
(LSB) technique, which operates through a capacitive coupling mechanism in 
the NAND string. Thanks to this approach, when the. target VT of a cell has 
been reached, further programming is inhibited, while other cells in the same 
word-line are being programmed to higher VT values. High programming par-
allelism is allowed by FN tunneling: for instance, in [51] as many as 2K cells 
are programmed in parallel to increase program throughput. In the page orga-
nization of this architecture, each sense/write circuit is shared by two adjacent 
bit-lines, so that only either the even or the odd bit-lines are activated simul-
taneously. This minimizes interbitline capacitive coupling noise and threshold 
VT distribution broadening. 

Although more complex to design, the NAND architecture presents the sub-
stantial advantage of a very small cell size. For instance, in a 0.4-,um process the 
effective area is 1.47µm2  for a NOR, cell [41] and only 1.1,um2  for a NAND cell 
[27]. This advantage results in higher storage density, provided the overhead 
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circuitry necessary to realize the NAND architecture is negligible. Moreover, 
the insensitivity of this structure to cell over-erasure allows a larger VT window 
for programmed levels which, of course, results in larger separation between 
programmed states. 

As mentioned above, however, in practice the NAND architecture requires 
complex design as it needs page programming (to achieve high throughput), 
high read-out voltages, suitable programming sequences (to eliminate BPD), 
low sensing current (to reduce AGL) and suitable LSB technique (to minimize 
program disturbs). 

To solve the problems of the series resistance and BPD due to the series-
connected cells in a string, a particular technique has also been proposed [1], 
where each cell includes a transfer transistor connected in parallel with the 
FG transistor that, when unselected, can be by-passed so as to minimize the 
cell series resistance. To save silicon area, the transfer device is located at 
the sidewall of the shallow trench isolation region, at the cost of increased 
fabrication complexity. 

As the above solutions increase not only the chip area but also the complexity 
of the design and/or fabrication process, the NAND architecture seems to be 
the least attractive for ML storage„ applications [18]. 

6.3 MULTILEVEL SENSING 

In ML Flash memories, cell reading (or sensing) is a very critical operation as it 
plays a dominant role in determining the number of bits that can be effectively 
stored in a single cell. 

From a functional point of view, cell reading consists of two basic steps: 
signal production and signal recognition. The former step has the fundamen-
tal goal of producing tight and distinguishable ML signals (two basic sensing 
methodology are available, i.e., current-mode and voltage-mode sensing). The 
second step deals with the circuitry needed for reliably detecting the produced 
signal, aiming at achieving the best trade-off between complexity (hence, area 
occupation and power consumption) and speed. From this point of view, a 
fundamental choice is that between few (possibly only one) sense amplifiers 
to be used sequentially for determining all the bits stored in the selected cell 
(low complexity but low speed) and a (simpler) sensing circuit for each pro-
grammable level (i.e., many sense amplifiers to be used in parallel) for fast 
reading (but higher complexity). The convenience of one scheme compared to 
the other, as well as that of possible intermediate solutions, naturally depend 
on the application and must be accurately evaluated. 

As for silicon area and power consumption, since in 2n-level memories each 
cell stores n bits, kln memory cells must be sensed simultaneously to read k bits 
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Figure 6.4 Simplified schematic diagram of the circuit used to produce the signal to be 

detected in memory sensing. 

in parallel, and hence k/n sensing blocks are required. As a consequence, on 
the one hand a large value of n increases the complexity of a single sensing 
block, but on the other it leads to a smaller number of sensing blocks for any 
given data read-out parallelism. For example, to read an 8-bit word, 8 sensing 
blocks are needed in a conventional NOR-based bilevel memory, while 4 blocks 
are required in a four-level memory. The sensing block count is as low as 2 in 
the case of a device with 16-level cells (4 bits per cell). 

6.3.1 Signal Production and Recognition 

Cell reading can be done by current sensing, i.e., by directly looking at the cell 
current, or by voltage sensing, i.e., by detecting the voltage drop produced by 
the cell current across a predetermined load. In both cases, the operation is 
conveniently performed by comparing the cell signal with adequate references 
produced by cells identical to those to be read but programmed at suitable 
decision levels. This general scheme, used in conventional bilevel memories, is 
also adopted in ML memories that, however, compared to bilevel memories, 
have much more stringent requirements, becoming more severe with increasing 
number of bits per cell. 
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Figure 6.5 I-V characteristics of a Flash memory cell for different values of the pro-

grammed threshold voltage. VCG  is the control-gate voltage, VGR is the value of VCG 
during  sensing. 

Because of the crucial importance of sensing operation for the memory func-
tionality, it is necessary to keep the cell current distribution corresponding to 
each programmed state as narrow as possible, and therefore all possible causes 
of current dispersion must be minimized even when, as in the case of voltage 
sensing, we are ultimately interested in producing different voltage levels. This 
is obtained by biasing the cell gate and drain electrodes with respective well 
defined, fixed voltages [43]. In practice, the gate read voltage (VGR) is applied 
to the addressed word-line, while the drain read voltage (VDR) is obtained by 
suitably driving the selected bit-lines, as shown in the simplified circuit dia-
gram of Fig. 6.4 [21]. The resulting relationship between the programmed VT 
and the read cell current ('CELL)  is schematically depicted in Fig. 6.5, where 
typical I/V characteristics of a cell are plotted. 

The choice of VGR and VDR is a key point to reach an acceptable trade-
off between reliability and design considerations. On the one hand, in fact, 
these voltages can not be too high in order to minimize read disturbs, namely 
variations in the FG charge during normal reading of the same cell or of neigh-
bouring ones; on the other, they cannot be too low to avoid the need for sensing 
excessively small signals. Naturally, the programmed VT distributions give rise 
to current distributions, that should be adequately spaced for safe detection. 
With state-of-the-art technologies, typical values for VDR and VGR are about 
1V and 6V, respectively [9]. The required gate voltage should be generated on 
chip to minimize cost overheads at the system level. To this end, charge-pump 
based voltage multipliers can be used. 
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Extending the approach generally adopted for conventional bilevel Flash 
memories, the most straightforward sensing technique consists of comparing 
the current of the selected cell with that of identical reference cells biased in 
the same read conditions but programmed at suitable threshold voltages so as 
to provide adequate decision levels. In practice, to read a cell capable of storing 
m = 2n  levels, we need m —1 references, which must be placed midway between 
adjacent programmed levels. This approach ensures optimal tracking versus 
process spreads and environmental conditions (in particular, temperature and 
supply voltage). 

Signal recognition in ML memories is obviously more complex than in the 
bilevel case since, in practice, it implies an A/D conversion, that involves a 
small number of bits, but must be fast and realized with circuitry requiring 
minimum area overhead and power consumption. With regard to speed, it 
should be pointed out that sensing time is only a part of the total access time, 
where the dominant contribution generally comes from decoding/addressing 
operations and data output transfer: thus a reasonably low increase in sensing 
time is not dramatic for the overall performance. 

As mentioned above, to carry out the comparison between the cell content 
and the reference, both current-mode and voltage-mode sensing techniques can 
be adopted. With the first approach, the cell and the reference currents are ap-
plied to the inputs of respective current differential amplifiers, which sense the 
input current difference and drive cascaded stages so as to provide an output 
digital voltage. With the second method, the cell and the reference currents 
are first converted into voltage signals, which are then applied to sense am-
plifiers capable to detect and amplify the input voltage difference. In general, 
current-mode techniques seem very attractive for low-voltage analog applica-
tions, especially in the presence of large capacitive loads, such as very long 
bit-lines, and when using submicron devices, which can provide modest small-
signal voltage gain [5, 47]. Designing sense amplifiers for ML Flash memories 
follows similar criteria as in the case of bilevel sensing. However, more stringent 
requirements have to be met in terms of sensitivity and speed, as much smaller 
differential input signals are available. 

6.3.2 Sensing Schemes 

Several architectural approaches can be used for ML sensing. Basically, three 
sensing methodologies have been proposed: parallel-, serial- and mixed serial-
parallel-sensing, the last one being suitable for a large number of programmed 
levels. 
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Figure 6.6 Parallel sensing architecture. 

Parallel Sensing. Parallel sensing [6, 10, 19]• follows a flash conversion ap-
proach: the current of the selected cell is compared simultaneously with 2n —1 
reference currents (Fig. 6.6). The thermometric code delivered by the bank 
of 2n — 1 sense amplifiers is converted into a binary code by a simple digital 
encoder. 

A single comparison step is required to carry out a complete sensing, which 
allows for very high sensing speed. However, the number of sense amplifiers in-
creases exponentially with n, with a corresponding increase in silicon area and 
power consumption. Moreover, careful attention must be paid in distribut-
ing the information of the cell contents to all sense amplifiers. In particular, 
suitable accuracy is required and kickback effects due to the fast switching of 
the amplifiers [44] must be prevented, especially when fast structures based on 
regenerative feedback are used. 

A particular case of the parallel approach uses a "level identifying" tech-
nique based on small-area read-out circuits combined with a "winner-take-all" 
discriminator [38, 39]. This approach, which has however been proposed for 
non-verified embedded memories, determines the array cell content by sensing 
the minimum Euclidean distance between cell and reference currents. 

Serial Sensing. The basic principle of serial sensing is to sequentially com-
pare the cell current with a reference current which is varied at each comparison 
step according to a predetermined law. As a single comparison is carried out 
at each step, a single comparator is required. This minimizes area occupation 
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Figure 6.7 Search sequence for the sequential-serial sensing technique (16-level cells). 

irt,i represents the i-th reference current; S is the sense amplifier output. 

and power consumption. However, additional circuitry is required to control 
a complete read operation, that is more complex than in the case of parallel 
sensing. The serial approach also eliminates any problem of distributing the 
cell current to many sense amplifiers as well as kickback effects. 

Two different serial sensing approaches have been proposed, i.e., sequential-
serial and dichotornic-serial sensing. The sequential-serial technique can be 
derived from the sensing method presented for ML DRAMs in [24]. The cell 
current is successively compared with increasing (decreasing) reference currents 
starting from the lowest (or the highest) one. Sensing is stopped when the 
reference current becomes larger (smaller) than the cell current (Fig. 6.7). The 
basic disadvantage of this approach is that the sensing time can be very large: 
in the worst-case, 2n — 1 sensing steps must be performed. Moreover, sensing 
time depends on the level stored in the selected cell. 

For ML Flash memories, the sequential serial scheme has been implemented 
by successively applying different gate voltages to the selected word-line (Vwm, 
VWL2, VWL3 in Fig. 6.3c) [27], and comparing the obtained cell current with a 
given fixed reference. The main advantage is that multiple reference circuits 
are not required. This approach is particularly suitable for page-mode appli-
cations, where the simplicity of the page buffer is a key factor. Sensing speed 
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is inherently lower as compared to fixed-gate biasing sensing methods due to 
settling time requirements for the varying read voltage. 

The dichotomic-serial (or binary-search) sensing technique differs from the 
sequential serial method in the law used to vary the reference current [3, 7, 41], 
that follows a successive-approximation conversion concept. The current range 
allowed is divided into two equal subranges (binary division, or "dichotomy"). 
A comparison with a first reference current, allocated in the middle of the 
entire range, detects in which sub-range the cell current lies. The detected 
sub-range is again divided into two equal parts, and a new comparison step 
determines to which part the cell current belongs. This procedure is iterated 
until the finest range containing the cell current has been detected (Fig. 6.8a). A 
single sense amplifier is successively used for all comparisons, while a successive-
approximation register (SAR) stores the result of each comparison and controls 
the selection of the reference current used at each search step (Fig. 6.8b). 

The number of steps required to complete a read operation is equal to the 
number, n, of stored bits per cell. The sensing time is higher with respect to 
the parallel sensing approach, as it increases linearly with n. On the other 
hand, the dichotomic-serial technique can provide more efficient area occupa-
tion, especially in the case of memories with more than 2 bits per cell. Indeed, 
while the complexity of this solution increases sub-linearly with n, that of the 
parallel-sensing circuitry shows a substantially exponential dependence on the 
same parameter. In addition, some parts of the logic circuitry implementing 
the dichotomic technique (e.g., timing signal generators) can be shared by all 
sensing blocks. 

Parallel- and dichotomic-serial- sensing schemes seem suitable for different 
application fields [11]. In 4-level memories, the parallel approach seems to be 
more attractive because of its low sensing time and reasonable area and power 
consumption overhead. On the other hand, parallel sensing is less suited to 
memories with a larger number of bits per cell, because circuit complexity 
can become unacceptable. A niche product application very attractive for the 
dichotomic-serial approach is the field of page-mode Flash memories, as the 
increase in sensing time does not affect read-out throughput. 

Mixed Serial-Parallel Sensing. For NV memories storing more than 2 bits 
per cell, the high sensing time inherent in the dichotomic-serial approach can 
represent a serious concern, and the ensuing increase in data access time can be 
unacceptable for many applications. On the other hand, the circuit complexity 
of the parallel sensing technique also constitutes a severe drawback. For this 
case, a mixed technique [8] has been proposed, which is a combination of the 
parallel and the dichotomic-serial approaches (Fig. 6.9). 
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Figure 6.8 Dichotomic-serial sensing technique: a) sensing sequence for 16-level cells 
(IR,i and S are defined as in Fig. 6.7); b) architecture. 

A serial search is performed following the dichotomic algorithm, however 
each search step is carried out with a parallel approach. For instance, in the 
case of 16-level cells, reading is achieved in two successive steps, each performing 
three parallel comparisons. The first step carries out a 2-bit coarse conversion 
of the cell content, and the second gives the 2 fine bits. In general, assuming 
that the same number of bits (z) is detected at each step, sensing an n-bit cell 
is carried out in nlz steps. The total comparator count is k = 2' — 1. 

The mixed technique provides a reasonable trade-off between the perfor-
mance of the parallel and dichotomic-serial approaches in terms of sensing 
speed and circuit complexity. 
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Figure 6.9 Mixed parallel-serial sensing technique: a) sensing sequence for 16-level cells 
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A summary of the main features of the different sensing approaches is pro-
vided in Tab. 6.1. 

Table 6.1 Performance summary of different sensing schemes (n bits per cell). 

II sensing steps I sense amplifiers I kickback compensation 

I Parallel 	 I 	1 	1 	2' — 1 	I 	YES 	I 

I Serial-Dichotomic 	I 	n 	I 	1 	I 	NO 	I 

I Mixed (zbits per step) I 	n/ z 	I 	2' — 1 	I 	YES 	I 

6.4 MULTILEVEL PROGRAMMING 

The basic goal of ML programming schemes is to implement suitable algorithms 
and on-chip circuitry able to achieve adequately narrow and spaced VT distri-
butions in a reasonable time. Obviously, to allocate more than two threshold 
levels within a predetermined VT window, much more stringent requirements 
than in the case of conventional bilevel memories must be met. In particular, 
the distribution width of each programmed level becomes more critical, and 
this generates the need for an accurate control of the programmed VT of FG 
transistors, that finds applications even beyond the field of digital NV memories 
[36]. 

For a population of nominally identical cells, accurate VT programming re-
quires precise control of charge transfer into/from the FG, and hence of the 
oxide current /ox, for any given program time. Since, on the other hand, for 
any given cell /ox (due to either CHE injection or FN tunneling) depends only 
on the cells bias conditions, in principle precise VT values could be achieved by 
accurately controlling applied voltages and program times (the specific values 
of these parameters depending, however, on process spreads). 

If the cell bias is kept fixed during programming, as electrons are moved 
through the oxide, the FG potential changes and lox decreases. Thus, charge 
transfer becomes progressively less efficient. Fig. 6.10 shows the program curves 
(AVT  and lox vs. time) typical of Flash memory cells programmed by means 
of CHE injection, but a qualitatively similar behavior is also found in the case 
of FN tunneling. 

For the same drain voltage and pulse duration, a higher program gate voltage 
(VGp) results in a stronger oxide current, and hence in a larger threshold voltage 
shift AVT. For any given cell, after an initial transient, a linear relationship 
exists between the applied VG p and the obtained AVT, evaluated with respect 
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Figure 6.10 Typical programming curves of Flash memories, showing the threshold voltage 

shift (a) and the estimated injection current (b) as a function of time. 

to the threshold voltage of the UV-erased cell [9, 15]. However, the absolute 
value of AVT for a given value of VG p strongly depends on process parameters, 
and the convergence of VT to its target value is too slow: thus, in practice, 
this simple method cannot provide adequately reproducible and narrow VT 
distributions. Consequently, some adjustment in the program conditions must 
be done to account for the real characteristics of individual cells. 

This result can be achieved in different ways. A first type of solution consists 
of using self-convergent programming mechanisms providing a well defined final 
state, independently of the cell actual characteristics. From this point of view, 
CHE injection offers some (theoretical) possibilities [59], whose real viability, 
however, is still to be investigated. 

The other technique, universally used to obtain the necessary precision, is 
that of verifying the result of programming, that is continued until the tar-
get VT is actually reached. Such an approach, however, can have different 
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implementations according to whether the verification is done under reading 
conditions or during programming itself. 

In the former case, which is a straightforward extension of the P&V approach 
generally followed in bilevel NV memories, as mentioned in the Introduction, 
programming is divided in a number of partial steps, and at the end of each 
of them the cell is read with the same circuitry that will be used for normal 
(sensing) operation, in order to determine whether or not VT has reached the 
target values. If this is not the case, another programming step is performed and 
the whole procedure is repeated until successful completion. In applying this 
scheme, the obvious choice is a cell-by-cell P&V approach, that is traditionally 
used with both NOR and NAND architectures [32, 53, 57] and is also compatible 
with parallel programming. With cell-by-cell P&V procedures, as the threshold 
voltages of different cells are controlled individually, endurance issues due to 
the VT window closure are not a major concern, provided that sufficiently 
long program times are allowed, because the target value of VT can always 
be reached, although with a variable number of program steps. In fact, the 
achievable accuracy ideally depends only on the quantization error inherent 
to the use of finite program steps, although if these are made small (for high 
precision) program time can become excessively long. Beside that concerning 
endurance, P&V programming offers further reliability advantages due to the 
fact that only the minimum required charge flows through the oxide. 

Alternatively, program verification can be done during a unique program 
operation, which automatically stops when the target VT is reached. As com-
pared with standard P&V schemes, this type of methods offers a better trade-off 
between accuracy and program time, while maintaining all the advantages in 
terms of reliability, and may require simpler control circuitry (and hence smaller 
area overhead). However, cell sensing is made under program conditions, and 
therefore significant differences can occur between verification and normal cell 
reading, with obvious effects on the effective accuracy of the whole operation. 
A particularly interesting case of this category is the self-converging technique, 
whereby the oxide current extinguishes spontaneously when the charge on the 
floating gate reaches a given value. 

The rest of this section is dedicated to an overview a number of specific 
program methods proposed for ML Flash memories, which follow P&V and 
self-controlled approaches, respectively. 

6.4.1 Program-and-Verify Approaches 

Staircase Gate Voltage Ramp Programming. A P&V technique suitable 
for ML Flash memories using CHE injection exploits the above mentioned 
linear relationship between PVT and VG p for any given cell by using a staircase 
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waveform for the gate voltage, that is increased at each program step by a 
fixed amount AVOID. Fig. 6.11 clearly shows that, for any channel length, 
after a small number of initial steps, the VT increase after each program pulse, 
81/T,p, is equal to the program gate voltage increase AVOID. Similar results are 
obtained when cell width or oxide thickness spreads are considered. Indeed, 
it can be demonstrated [9] that the one-to-one correspondence between 8VT,p  
and AVOID after the first steps, is not affected by process variations, so that 
this method allows accurate cell programming by using a reasonable number 
of pulses. 

The above concept is also valid in the case of FN programming. For this 
reason, staircase voltage ramp programming [57] has also been proposed for 
the case of ML Flash memories making use of FN tunneling [14, 23, 27, 48, 51, 
54]. The program curves obtained in [27] are shown in Fig. 6.12. 

P&V staircase programming should theoretically give VT distribution widths 
not larger than AVOID independently of the number of cells programmed to 
that state. Indeed, neglecting errors due to sense amplifier accuracy or voltage 
fluctuations, the last program pulse applied to a cell will cause its threshold 
voltage to be shifted above the decision level used for verification by an amount 
at most as large as AVOID. 

Using small incremental steps for VGP, VT distributions adequate for a large 
number of VT levels can be achieved. However, this also results in increased 
program time, and optimum trade-offs between the required program time and 
the number of usable levels and/or suitable architectural solutions have to be 
found. In this respect, NAND multi-page architectures [52] have been proposed 
to increase program throughput. 

Drain Voltage Programming. When programming by means of drain-side 
FN tunneling, the oxide field Fox (hence also lox) can be varied by changing 
VGP and/or the drain voltage VDP. In particular, for parallel ML programming 
a technique called Drain-voltage Controlled Multilevel Programming (DCMP) 
[41] has been proposed, with which target VT values are achieved by apply-
ing suitable drain voltages VDP, while keeping VGP at an adequate constant 
value (Fig. 6.13). Memory cells belonging to the selected word-line can be 
programmed to different levels in the same program period by providing the 
required different VDP voltages to each bit-line: m —1 different bit-line voltages 
are used for simultaneously programming m —1 different levels. Each program 
step has a fixed time duration. Fig. 6.13 shows that a VT difference in the 
range of 1.5V between the central values of adjacent states is obtained after 
a 100-its program time by setting VGP equal to —9V and VDP in the range 
from OV to 6V. A P&V approach using a Parallel Multilevel Verify (PMV) 
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Figure 6.11 Threshold shift as a function of the number of programming pulses when 

using an adaptive staircase gate voltage algorithm for CHE programming (the gate voltage 

step is 0.5V; the program gate voltage at each step is shown in the upper axis) [9]. Three 

different cell channel lengths were used. 

5 

4 

3  

<1 2 

1. 

0 

lith  M 

3 

1 

3 
0 
	

5 	10 	15 	20 
	

25 

Number of Program Pulses 
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Figure 6.13 Programming curves obtained using the Drain-voltage Controlled Multilevel 

Programming technique [41]. 

scheme is adopted in [41] to achieve the required VT control of the cells being 
programmed. 

6.4.2 Self-Controlled Approaches 

As mentioned above, an attractive way to speed up programming and eliminate 
the need for iterative P&V sequences, thus simplifying additional circuitry (and 
hence area overhead), consists in controlling the cell VT while this is being pro-
grammed. This concept can be exploited with both CHE and FN programming 
and has been investigated in pioneering studies. It has not yet been applied in 
real devices but could become important in the future, especially for embedded 
Flash memories, where simplicity and speed can be decisive factors. 

Drain Current Monitoring. When using CHE programming, for fixed val-
ues of VG p and VD P, a one-to-one relationship exists between VT and the drain 
current /DP for any given cell. Thus, such a current can be monitored during 
programming to determine when the target VT has actually been reached. The 
accuracy of the whole scheme depends on the characteristics (offsets, parame-
ter dispersion, etc.) and speed of the circuitry used to monitor /DP, however 
it should be taken into account that verification is performed in different con-
ditions than normal reading. With accurate design and cumulative expertise, 
acceptable precision should be achieved. So far, however, this method, has been 
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implemented only in a split-gate bilevel Flash memory [13], that has provided 
interesting results, but not (yet) the accuracy needed for ML applications. 

Self-Converging Programming. The principle of self-converging approa-
ches is to exploit a mechanism where the oxide current lox extinguishes spon-
taneously when a given threshold voltage VT,FIN  is reached, thereby automat-
ically completing the programming procedure. If VT,FIN is made dependent 
only on very few (ideally one) control parameters such as reference voltages 
and independent of process and environment parameters (provided that the 
used voltages are sufficiently high as to activate the required programming 
mechanism), this technique can achieve a precise control of the cell VT with no 
need for a sequence of program-verify steps. 

As an example of self-converging techniques, in this section we will describe 
the solution of [4, 49], that has been proposed to obtain low-voltage program-
ming of Flash memory cells, and can also be attractive for ML programming. It 
exploits inherent characteristics of CHE injection. As mentioned above, when 
using CHE injection with fixed drain and gate bias, the injection current de-
creases in time (as the FG voltage lowers while the stored charge progressively 
increases) and, if enough time is allowed, /ox eventually vanishes taking the 
programming operation to a natural limit. Since, of course, all the physical 
processes of interest are directly controlled only by the FG, such a limit cor-
responds to a specific value (VLIM)  of the FG potential, essentially depending 
only on technological parameters. 
. During programming, as the floating-gate voltage VFG lowers, the oxide field 

Fox driving the electrons toward the FG decreases, until it (normally) changes 
sign in the region of maximum carrier heating. When this occurs, Fox becomes 
repulsive for electrons and increases the barrier height for electron injection, 
that gets progressively more difficult. This process, however, has complemen-
tary effects on the energetic holes (generated by impact ionization and heated 
by the field) which necessarily accompany hot electrons. Thus hole injection 
probability (much lower than that of electrons at the beginning of program-
ming) becomes progressively larger until hole and electron injection become 
equal to each other and lox goes to zero. The role of hot holes in making pro-
gramming to reach its final limit is important because it helps to make VLIM 
well defined, as conceptually shown in Fig. 6.14. 

Since VLIM  does not depend on the gate voltage VGp, if programming is left 
to extinguish spontaneously, the charge on the FG would be QFG = (VGP 
Vum)Cpp, where Cpp represents the capacitance between the control gate CG 
and FG. Thus, QFG varies (linearly) with the control-gate voltage VGp. If 
different values of VGp are used, this method could be exploited for ML pro-
gramming (although so far it had not been proposed for this purpose). 
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Figure 6.14 Conceptual representation of injection currents (due to hot electrons and hot 

holes) as a function of the voltage of the transistor floating gate, VFG. 

In practice, however, several drawbacks make the actual applicability of such 
a method seriously doubtful: 1) this programming mechanism is very slow 
(since /ox becomes vanishingly small when VFG approaches VLIM); 2) it leads 
to serious reliability problems (since the simultaneous injection of electrons and 
holes represents the most critical situation for oxide reliability); 3) its accuracy 
in terms of VT distributions is limited by the dispersion of VLIM values due to 
technology. The first two of these items are particularly important and difficult 
to overcome, at least for mainstream applications, were speed and reliability 
represent primary targets. 

A self-controlled programming method has also been proposed for the FN 
tunneling mechanism, which is able to stop automatically when the cell thresh-
old voltage reaches the target value [33, 34, 35]. This technique allows concep-
tually simple implementation, and provides a linear dependence of the final VT 
on the fixed voltage applied to the control gate during programming. Since this 
method has been proposed as particularly suited to full-featured EEPROMs, 
and needs further investigation to assess its suitability to Flash memories, it 
will not be described here. 

6.5 CONCLUSIONS 

The ML storage concept allows the traditional one-to-one correspondence be-
tween cell count and memory size to be overcome. When coupled to technology 
scaling down, this approach can significantly accelerate the reduction in the 
memory cost-per-bit. However, optimum trade-offs must be searched between 
the conflicting aspects of density (in terms of stored bits per cell) and noise im- 
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munity (in a general sense, including sensing and programming accuracy as well 
as reliability aspects), aiming at the best use of silicon area, of course depend-
ing on issues such as technology, cell structure, array architecture, algorithms, 
circuits and reliability. 

Table 6.2 	Performance summary of ML Flash, experimental prototypes (2 bit/cell). 

[3] 	 [41] 	 [27] 

Memory Size 	32Mbit 	164Mbit 	1128Mbit 

Array Structure 	NOR 	I NOR 	 NAND 

Program Method 	CHE 	Drain-side FN 	Channel FN 

Erase Method 	Source-sideFN 	Channel FIN 	I Channel FN 

Process 0.6p,m 
2-Well 
2-Metal 
2-Poly 

0.4pm 
3-Well 
2-Metal 
2-Poly 

0.4p,m 
3 Well 
1-Metal 
2-Poly 

Cell Size 	 3.6pm2 	1.47pm2  (*) 	1.1pm2  (*) 

Die Size 	 152mm2 	98mm2 	117mm2  

Supply Voltage 	5V 	 3.3V 	 3.3V 

Programming Scheme Pulsed 
Verified 

Drain Voltage 
Verified 

Staircase Gate Voltage 
Verified 

Program Time 	40ps 	 100ps 	 900ps 

Program Throughput 	0.10MByte/s 	0.16MByte/s 	0.50MByte/s 

Erase Time 	I not available 	lms per block 	6ms per block 

Erase Block 	1 128KBytes 	1Kb,16Kb,64Kb 116KBytes 

Sensing Scheme 	Dichotomic 	Dichotomic 	I Sequential-Serial 

Access Time 120ns 8Ons 25ps (random page) 
25ns (burst) 

Read Throughput 	16MByte/s 	25MByte/s 	14MByte/s 

(*) Effective cell size, also considering select transistors. 

The practical feasibility of 4-level NV storage with present CMOS fabrica-
tion technology has been demonstrated by experimental prototypes as well as 
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by technology, reliability and design considerations. Three 4-level multimegabit 
Flash experimental chips have been presented so far in the literature. A compar-
ison performance between these prototypes is shown in Tab. 6.2. It can be seen 
that the device performance pays some penalty with respect to conventional 
Flash memories (for instance in terms of access and program time), however 
the main goal of increased integration density has been achieved. Moreover, 
future improvements are expected., The 5-V 64-Mbit 2-bit/cell commercial de-
vice referred to in [2, 19] is based on the prototype [3], however it follows a 
parallel sensing approach. This chip is only 5% larger than the 32-Mbit bilevel 
cell device in 0.4-pm fabrication technology, and features 150-ns access time 
and 0.16 MByte/s program throughput. 

Reliability is an important constraint: even though no specific failure mech-
anism is foreseen for ML Flash memories, ML storage is more critical than 
the conventional bilevel storage due to the larger threshold window and/or the 
reduced spacing between adjacent levels. The practical exploitation of the ML 
storage concept for mass production of Flash memories will probably require 
some error correction technique, mainly to cope with the oxide degradation 
induced by program/erase cycling, even though for 2 bit/cell storage this does 
not seem to be necessarily true [2]. 

Storage of more than 2 bits per cell is in principle feasible, however new 
technology and design solutions are needed to achieve the performance and 
reliability targets required for digital applications. Obtaining narrower VT dis-
tributions and increasing the read gate voltage is the way, but this leads to 
increased program time and larger read disturbs, respectively. Oxide reliability 
must be improved, especially from endurance standpoint. New sensing schemes 
and circuits must be designed to allow fast and correct sensing. Improved pro-
gram algorithms must be developed to ensure the required accuracy in charge 
placement with reasonable program throughput. 

Therefore, many research efforts are presently being devoted to study the 
limits and the practical convenience of the ML storage approach, to be able to 
fully exploit the potential advantages of reduced cost-per-bit. 
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Abstract: With reference to the mainstream technology, the most relevant fail-
ure mechanisms which affect yield and reliability of Flash memory are reviewed, 
showing the primary role played by tunnel oxide defects. The effectiveness of a 
good test methodology combined with a proper product design for screening at 
wafer sort latent defects of tunnel oxide is highlighted as key factors for improv-
ing Flash memory reliability. The degradation of device performance induced 
by program/erase cycling is discussed, covering the behavior of a typical cell, 
the evolution of memory array distribution, and the single bit failure modes. 
Oxide traps are demonstrated to be responsible for the most critical failure 
mechanisms, like the erratic erase and the single bit data loss: the impact of 
stress-induced leakage current on data retention is shown to limit the scalabil-
ity of tunnel oxide thickness. Finally, reliability implications of multilevel cell 
concept are briefly analyzed. 

7.1 INTRODUCTION 

Flash memory has become in the most recent years the star among non volatile 
memories because it offers the capability of being electrically erased and re-
written, so far featured only by the expensive EEPROM's, at a cost comparable 
to the one of EPROM's. 

Together with the desirable features which make it so attractive, Flash mem-
ory unfortunately combines also the yield and reliability issues of EPROM's and 
EEPROM's (Fig. 7.1), plus some additional ones which are specific of this tech-
nology. Writing operations involve both Fowler-Nordheim tunneling and hot 
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Figure 7.1 Flash memory combines yield and reliability issues of EPROM and EEPROM. 

carriers; program/erase cycling endurance must be achieved without degrading 
data retention; the single transistor structure exposes memory cells to array 
disturbs and to over-erasure problems. 

All these issues make the Flash technology one of the most difficult to be 
mastered, requiring a very accurate process optimization and a severe process 
control [1]. 

The single most important factor contributing to yield and reliability of Flash 
memory is the quality of tunnel oxide, both in terms of intrinsic properties and 
defect density. 

Uniformity of tunnel current, which determines the width of the erased Vt  
distribution within a memory array, and oxide wear-out under current stress, 
which affects memory endurance, are much related to tunnel oxide process con-
ditions. Point defects which cause a local increase of tunnel oxide conductivity 
are responsible for single bit over-erasure and single bit failures due to prOgram 
disturb, the most relevant yield problems in Flash memories. 

Major efforts have been devoted in the last few years to improve the way of 
evaluating and monitoring the quality of tunnel oxide, for what concerns both 
electrical test methodology and the related test structures [2-4]. 

Moreover, the high degree of testability of Flash memories allows to screen 
at wafer sorting latent defects which may cause single bit failures related to 
program disturbs, data retention and premature oxide breakdown. 

With reference to the mainstream technology, this chapter will review the 
major issues impacting yield and reliability of Flash memory, it will discuss in 
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more details the failure mechanisms which limit memory endurance and it will 
introduce the problems related to multilevel storage. 

The vastness and the complexity of the subject impose a choice on the way 
of organizing the presentation; instead of a tedious list of all failure mechanisms 
reported in the literature, this chapter will provide an insight, based on author's 
experience, of the key concepts and the most relevant issues, emphasizing the 
practical implications on process control and product design and testing. It 
will be like a guided tour in the labyrinth of Flash memory reliability: rather 
than showing everything, the purpose of the guide will be to show you the way 
out. 

7.2 MEMORY ARRAY VT DISTRIBUTIONS AND TUNNEL OXIDE 

"DEFECTS" 

The role of tunnel oxide "defects" is ,,so important that a discussion on Flash 
memory yield and reliability cannot start without a good understanding of 
what oxide "defects" does mean and how do they impact memory functionality 
and manufacturability. 

In Chapter 2 the program and erasing mechanism of Flash cell has been 
described in great details, introducing the concept of over-erasing. This section 
will deal with the erasing of a memory array. 

Fig. 7.2 shows typical distributions of cell threshold voltages in a memory 
array. The UV erased distribution is pretty narrow and symmetrical; a more 
accurate analysis would reveal a Gaussian distribution due to random varia-
tion of critical dimensions, thickness and doping which contribute to cause a 
dispersion of threshold voltages, either directly or through coupling ratios. 

The programmed distribution is wider than the UV erased one but is still 
symmetrical; the enlargement is because most of the parameters which cause 
a Vt  dispersion of UV erased cells are also impacting the threshold shift of 
programmed cells. 

The distribution of threshold voltages after electrical erase is much wider 
and heavily asymmetrical. A more detailed analysis (Fig. 7.3) shows that the 
bulk of this distribution, including over 99% of cells, is again a Gaussian with 
a standard deviation larger than the one of programmed cells; from now on the 
bits owning to the Gaussian distribution will be referred to as "normal" bits. 
The left side of the distribution is made of an exponential tail of cells that erase 
faster than the average: these bits will be referred to as "tail" bits. 

The dispersion of threshold voltages of normal bits is due to coupling ratio 
variations and it has been accurately modeled by Yoshikawa et al. [5]. That 
model is well confirmed by the comparison of erased Vt  distributions obtained 
on the same array by two different erasing methods (Fig. 7.4); the distribution 
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Figure 7.2 Threshold voltage distribution of a 1Mbit Flash array after UV erasure, after 
programming, and after electrical erasure. 
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Figure 7.3 Experimental threshold distribution of a 1Mbit Flash array after electrical 

erasure (dots) and Gaussian fitting of the bulk of the distribution (solid line). 

obtained by negative gate erasing scheme is wider than the one obtained with 
the source erasing scheme. Indeed the erasing speed is equally influenced by 

APPLE INC. 
EXHIBIT 1108 - PAGE 0410



FLASH MEMORY RELIABILITY 403 

108  

105  

04  
4-4 
0 

103  
N 

102  
z 

to' 

10° 

egge 
PC( " 

0 Negative gate erase 	/ 6 1 	14 

A Source erase 	d 

6/  

	

P
/  d 	

\1 / 

dA 	
\1 

0 

900%;tA40
e

A
cf 	 k 

40 	I 	/ 
0- — ectp,L,AAA 

Threshold voltage [a.u.] 

Figure 7.4 Threshold distributions of the same array obtained by two different erasing 

schemes; negative gate erase gives a wider distribution than source erase. 

source and gate coupling ratios in the negative gate erasing scheme while the 
gate coupling ratio has a negligible impact on the source erasing speed. 

Understanding the nature of tail bits is of key importance. As these bits 
erase faster than normal bits with the same applied voltage, one should assume 
that they are somehow "defective". However they are just too many for being 
associated to extrinsic defects. 

Two intrinsic structural imperfections have been invoked to explain the na-
ture of tail bits. 

Muramatsu and coworkers [6] attributed the presence of a tail in the erased 
14 distribution to the polycrystalline structure of the injecting electrode; barrier 
height variation at grain boundaries and/or dopant inclusion into the underly-
ing oxide would cause a local enhancement of tunneling current. 

An alternative explanation has been given by Dunn and coworkers [7] who 
have modeled the erasing tail as purely due to randomly distributed positive 
charges in the tunnel oxide. This model is solidly based on the well known 
existence of donor-like bulk oxide traps and on simulations which show the 
huge increase on tunnel current density caused by the presence of an elementary 
positive charge closed to injecting electrode (see Section 7.5.3.1). 

The two models, schematically shown in Fig. 7.5, are both probably valid; 
the impact of polysilicon grain size on erased V distribution has been clearly 
demonstrated but oxide charges play for sure a role as well: Fig. 7.6 shows the 
Vt  distributions obtained with a uniform channel FN/FN writing scheme, i.e., 
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Figure 7.5 Schematic model of intrinsic defects responsible for the tail of the erased Vt 

distribution. 
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Figure 7.6 Threshold distributions of a Flash array obtained programming and erasing by 

Fowler-Nordheim tunnelling over the whole channel: both distributions show a tail. 
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applying positive voltage to the gate for programming and negative voltage to 
the gate for erasing: when the electrons are injected from the substrate, the 
cathode is monocrystalline but the tail is present as well! 

As the exponential tail of the erased Vt distribution is mostly related to 
structural imperfections, i.e., intrinsic defects, it can be minimized by process 
optimization (for example working on tunnel oxidation, floating polysilicon and 
interpoly dielectric processes) but it cannot be eliminated; products must be 
designed taking into account the existence of such a tail. 

The reliability of tail bits will be discussed, when relevant, in the following 
sections; it can be anticipated that, if taken as individuals, i.e., not considering 
the implications of being included in an array, these bits are as reliable as 
normal bits. 

Normal bits and tail bits do not cover the totality of memory cells. Some 
bits, in the order of a few per million or even less in a very "clean" process, 
erase much faster than normal bits and they stand out also from the tail of the 
distribution; in an array which require a common mode erase, these bits would 
be normally over-erased rising the problems that will be discussed later on. 

The physical defects responsible for these "fast-erasing" bits are likely dif-
ferent from the ones of tail bits; as they clearly do not belong to the statistical 
distribution of tail bits and they are very few, the "fast-erasing" bits are proba-
bly due to extrinsic defects, like tunnel oxide thinning caused by contamination. 

The distinction between tail bits and fast-erasing bits may appear arbitrary, 
and in some extend it is because a sharp border cannot be defined (see for 
example the discussion of erratic bits in Section 7.5.3.1); however it is very 
important for understanding the implications on yield and reliability. For ex-
ample, it has been proven that ppm level contamination of heavy metals or 
organic compounds in D.I. water or chemicals used for pre-oxidation cleaning 
can increase the number of fast-erasing bits without impacting the exponential 
tail of the erased V distribution. Moreover, while tail bits exhibit a good data 
retention, fast-erasing bits often show an enhanced charge loss in data retention 
tests. 

Monitoring the density of extrinsic defects in tunnel oxide is instrumental 
for securing yield and reliability of a Flash memory production. Huge efforts 
have been spent to develop a test methodology to measure oxide defects and 
to effectively implement it in a process control strategy. 

The Exponentially Ramped Current Stress (ERCS) [3] has been proven to 
be a very efficient test to detect defects in thin oxide. As it offers the optimum 
trade-off between sensitivity and testing time, it is best suited for intensive 
statistical process control. The method can be applied to simple capacitor 
test structures and therefore it can be effectively implemented for short loop 
monitoring of process equipment. 
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Figure 7.7 Correlation between tunnel oxide defect density measured on capacitors with 

a Qbd test and yield of 1Mbit Flash memory; each point represents the average value of one 

diffusion lot. 

Moreover it has been demonstrated that the defect density obtained by 
Qbd measurements correlates with the yield of Flash memory: Fig. 7.7 shows 
that the yield of 1Mbit memory drops to zero when the Qbd defect density 
increases. As the yield loss in the lots with high defect density is mostly due 
to over-erased bits, it means that the physical,  defects responsible for prema-
ture oxide breakdown also cause individual bits to behave as fast-erasing and, 
vice-versa, at least some of fast-erasing bits have latent defects that would limit 
their endurance. 

The same figure shows that for lowest Qbd defect density values, there is 
no longer correlation with memory yield data, which means that, while all de-
fects detected by the Qbd test cause also a memory failure, not all the defects 
responsible for over-erasing can be detected by the Qbd test. This partial corre-
lation can be easily explained considering that a memory cell is a very sensitive 
electrometer and it can reveal more subtle oxide defects than a Qbd test. 

In order to improve the detectability of oxide defects, a test methodology 
has been specifically developed for Flash memory, which positively exploits the 
intrinsic sensitivity of memory cells and the steepness of their sub-threshold 
I—V characteristics. 

The method is called Cell Array Stress Test (CAST) [4] and the structure 
utilized is an array of memory cells connected in parallel so that they can all be 
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Figure 7.8 Transfer characteristics of a CAST structure before and after a negative gate 

electrical stress; the presence of a defective bit is clearly detected. 
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Figure 7.9 Correlation between CAST yield and the yield of 1Mbit Flash memory; each 

point represents the average value of one diffusion lot. 

stressed and tested at the same time. Such a test structure perfectly resemble 
the array of a real memory and can be erased in the same way; the presence of 
fast erasing bits can be revealed by the analysis of the sub-threshold region of 
transfer I—V curve of the CAST structure (Fig. 7.8). The yield of CAST has 
been proven to correlate very well with the yield of actual memory (Fig. 7.9). 
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Figure 7.10 Histogram of CAST threshold shift measured on a fairly good yielding wafer; 

some structures show a very high shift. 

The CAST structure provides a good vehicle with reasonably short cycle 
time for process development; moreover it does not require huge design effort 
and expensive testing equipment like a real memory. 

For the subject of this section, CAST provides an additional piece of infor-
mation which cannot be easily obtained by a real memory. As the most peculiar 
and easily detectable property of fast-erasing bits is that they stand-out from 
the exponential tail of the erased Vt  distribution, one could be interested to 
know how far from the bulk of the distribution defective bits can still be found. 
That information cannot be normally provided by real memory because of the 
impossibility of biasing the gate to negative values in read mode and because 
of the saturation of sense amplifiers. 

Such an information can be effectively obtained by CAST; Fig. 7.10 show 
for a pretty good yielding wafer the distribution of the V shifts of defective 
structures: there are structures with individual cells which stand out from the 
bulk of the distribution as much as 10V! The same results can be also read in 
a different way: while the electric field to be applied to the tunnel oxide for 
producing a detectable Vt  shift on normal bits is in the range of 9-10MV/cm, 
most defective bits show a Vt  shift at an applied electric field as low as 2MV/cm! 
CAST can provide a distribution of oxide defect conductivity thresholds, which 
is a much different and much more valuable information than the one obtained 
from measurements of electric-field-to-breakdown (Ebd) on capacitors. 
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Figure 7.11 Different test methodologies give more detailed information on oxide quality 

at the cost of a longer cycle time. 

Back to the question whether all fast-erasing bits belong to the tail of the 
erased Vi distribution, the probability of finding a representative of the expo-
nential tail 10V apart from the bulk of the distribution would be less than 
10-3°! 

As a conclusion of this section on oxide defects, it is worth to enforce again 
the importance of a constant control and improvement of tunnel oxide qual-
ity for Flash memory yield and reliability. The described test methodologies, 
together with the information provided by the product itself, are all  useful to 
develop and to fine-tune the process for high manufacturability: as schemati-
cally shown in Fig. 7.11, they provide different level of information at the cost 
of different processing cycle time. 

7.3 MAIN YIELD AND RELIABILITY ISSUES 

This section will illustrate the most relevant issues concerning yield and relia-
bility of Flash memory. 

7.3.1 Over-Erasing 

Unlike EPROM's, Flash memories can be over-erased because their erasing 
mechanism is not self-stopping; as long as the erasing voltage is applied to the 
memory cell, electrons are continuously removed from the floating gate and the 
threshold voltage can eventually assume negative values if the erasing pulse 
is not stopped at the right time. Over-erasing is a potential cause of failure 
because a NOR-type memory array cannot be correctly read if it contains 
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Figure 7.12 Threshold voltage as a function of time during erase for a normal bit and a 

fast erasing one. 

depleted cells: all the cells connected to the same bit line of a depleted cell 
would be read as "1" irrespective of their actual content. 

To stop at the right time the erasing operation, a quite troublesome erasing 
algorithm is utilized which is a sequence of short pulses followed by a verification 
of memory state after each pulse: the sequence is concluded as soon as all cells 
are successfully read as "1" . 

As all the cells in an array are erased simultaneously and the erasing voltage 
is applied to all of them, the time required to erase the slowest bit may be long 
enough to over-erase the fastest bits. The erase algorithms can only ensure 
that erasing is stopped as soon as all cells are written but it cannot prevent 
fast-erasing bits from being over-erased (Fig. 7.12). 

Only an adequate process tuning combined with a proper circuit design 
can make the erasing mechanism reliably working. The erased Vt  distribution 
must be taken into account in designing memory circuit and process must be 
optimized for narrowing it and keeping it under control. Redundancy must be 
used for repairing fast-erasing bits due to extrinsic defects. 

Single bit over-erasing is typically the most relevant yield issue for Flash 
memory. Different soft-programming and self-convergence techniques have been 
developed to solve the problem by recovering over-erased or even by tailoring 
the Vt  distribution [8, 9], but all the proposed methods are time and power 
consuming and they are not free from reliability concerns: an intensive utiliza-
tion of these techniques to systematically narrow the erased Vt  distribution is 
still to be proven. In any case would not be wise to utilize these techniques to 
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recover also heavily depleted bits; as they are associated to extrinsic defects it 
is more reliable to detect and repair such bits. 

7.3.2 Program Disturbs 

The failure mechanisms referred to as "program disturbs" concern data cor-
ruption of written cells caused by the electrical stress applied to these cells 
while programming other cells in the memory array. Flash memories are more 
sensitive to program disturbs than EPROM's because of the thinner gate oxide. 

Two types of program disturbs must be taken into account: row disturbs 
and column disturbs. 

Row disturbs are due to gate stress applied to a cell while programming 
other cells on the same word line. Let us refer to Fig. 7.13 which shows the 
schematics of a portion of the array and let us assume that the cell identified 
by the circle has being programmed. High voltage is applied to the selected 
row and all the cells of that row must 'withstand the gate stress without loosing 
their data. Depending on the data stored in the cells, data loss can be either 
caused by a leakage in the gate oxide (charge gain due to gate stress on "1") or 
by a leakage in the interpoly dielectric (charge loss due to gate stress on "0"). 
Fig. 7.14 shows the effect of gate stress on an erased normal cell; charge gain 
is due to Fowler-Nordheim tunneling from the channel to the floating gate. 
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Figure 7.13 Schematic of a Flash array, showing row and column disturbs occurring when 
the circled cell is programmed. 
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Figure 7.14 Threshold shift as a function of time for different gate stress voltages. The 

lines represent the best fit to the data using Fowler-Nordheim tunneling equation. 

Worst case stress time depends on array organization and product specifi-
cations. Let us consider a byte programming with a maximum programming 
time of 50,u,s and let us assume an array organization with 128 bytes per row; 
the worst case stress time is 

tstress = 128 x 50,u,s = 6.4ms . 

Column disturbs are due to drain stress applied to a cell while programming 
other cells on the same bit line. Referring again to Fig. 7.13,' all the cells on the 
selected column, except the one being programmed, have the gate grounded and 
a fairly high voltage applied to the drain. Under this condition, programmed 
cells can loose charge by Fowler-Nordheim tunneling from the floating gate to 
the drain (soft erasing); Fig. 7.15 shows the effect of drain stress on a pro-
grammed normal cell. Indeed the drain stress is quite similar to the normal 
condition for source erasing, just with lower applied voltage. 

Worst case stress time is again related to memory organization and specifi-
cations. Assuming an organization with 1K cells per column and again 50,u,s 
maximum programming time, the worst case stress time is 

tstress = 1024 x 50,,ts = 51ms . 

It is worth to note that stress times have been calculated considering a single 
array, like for a bulk memory. The situation is much more critical for sectorized 
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Figure 7.15 Threshold shift as a function of time for different drain stress voltages. 

memories where, depending on the organization, the number of program/erase 
cycles may enter in the calculation of worst case stress time increasing it by 
orders of magnitude. 

Let us consider, for example, a memory with sectors organized by columns 
and word lines shared by different sectors. Computing the worst case gate 
stress time, one must consider the case that one sector has to keep his data 
while the other sector are written as many time as for the specified endurance. 
Assuming that a word line is common to 8 sectors, that within each sector there 
are 32 bytes per row, that the maximum programming time per byte is again 
50its and that the number of program/erase cycle is 105, the worst case stress 
time is 

tstress = (32 x 50its) x (1 + 7 x 105) = 1.6ms + 1120s! . 

It is clear that program disturb propagation among different sectors may 
have a dramatic impact on product reliability and it must be carefully con-
sidered by designers. The most effective way to prevent disturb propagation 
is to use block select transistors in a divided bit line and divided word line 
organization to completely isolate each sector from other sectors; but that is 
an expensive solution both in terms of array efficiency and process complexity. 
An alternative approach is to use substrate or source bias to reduce the stress 
on unselected sectors. 

Program disturb is really a critical issue in Flash memory; cell and circuit 
must be designed with safety margins not only versus the stress sensitivity of 
normal bits but taking into account the tail of the distribution (Fig. 7.16). Still, 

APPLE INC. 
EXHIBIT 1108 - PAGE 0421



0. -0 A 
/ 	\ 4 	\t, 

	

/ 	 \ 

	

0 	it? 	\ 	0 Virgin 

	

 
 4, \ 
	\ 
1 	k 	A After gate stress 

/ 	1 	1 
/ 	/ 	\ 	1 

9 	/ 	9 	1 
/ 	/ 	1 	1 

/ 	4' 	I 	I 
/ 	/ 	I 

/ 	/ 	I 
6 	/ 	1 

	

/ 	1 	11 -A-A  

- 	 A- A -A 

N
um

b
er

  o
f 

c
el

ls
  

tut 

102  

414 FLASH MEMORIES 

771 

108  

Threshold voltage [a.u.] 

Figure 7.16 Threshold distribution of a 1Mbit array before and after a gate stress. 

even when product and process are carefully designed, defects in gate oxide or 
interpoly dielectric can cause single bit failures due to program disturbs. 

7.3.3 Read Disturb 

When a cell is read, a gate voltage and a drain voltage are applied to the 
selected row and column, respectively. This condition can cause two kind of 
read disturb on a cell in the erased state. If we considered the cell that is 
read, an unwanted programming due to CITE injection can take place, if the 
drain voltage is not low enough. Moreover, all the cells in the erased state on 
the selected row are subjected to a low-voltage gate stress which can induce a 
tunneling current from the channel to the floating gate, resulting again in an 
unwanted programming. In both cases the oxide current is very low, but the 
worst case read-disturb time is of the same order of magnitude of the device 
lifetime. 

Here again, safety margins can be achieved by a proper cell and circuit 
design, mainly in terms of oxide thickness and applied read voltages. A major 
concern arises when we consider the read disturb characteristics of a cell after 
extended program/erase cycling. Tunnel oxide degradation due to cycling may 
impact adversely on read disturb immunity, especially for very thin oxide, as 
will be discussed in Section 7.5.3. 
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Figure 7.17 Programming and erasing time as a function of the number of program/erase 

cycles. Data refer to a 64kByte sector. 

7.3.4 Program/Erase Endurance 

Endurance of Flash memory can be limited by two failure modes: 1) the reduc-
tion of program/erase efficiency due to oxide aging, which brings to a parametric 
failure; 2) single bit failures due to tunnel oxide defects. 

The first failure mode is related to a quite uniform and reproducible wear-out 
of memory cell performance; the mechanisms responsible for this degradation 
will be discussed in detail in Section 7.5.1. Over 103-104  program/erase cycles, 
both programming time and erasing time increase with the number of cycles 
(Fig. 7.17) and eventually exceed the specification limits. Cycling wear-out 
can be reduced by a proper device engineering and by the optimization of 
tunnel oxide process. However, once process and product are qualified for a 
given endurance specification, no major problem should come from lot to lot 
variation. 

Actually, endurance problems are mostly related to single bit failures. 
Section 7.5 will extensively cover the failure modes induced by program/erase 

cycling and Section 7.5.3 will specifically deal with single bit failures. 
For the purpose of the present section it is sufficient to stress that, before any 

more sophisticated failure mechanisms, like the ones discussed in Section 7.5, 
extrinsic defects in tunnel oxide can likely cause single bit endurance failures 
due to premature oxide breakdown or degradation of data retention. These 
failure modes have been historically the major reliability issues for EEPROM's 
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which forced the introduction of on-chip error correction for high density mem-
ory, at the level of 1Mbit or even lower. As a matter of fact Flash memories 
are in production at 8Mbit and 16Mbit complexity level without on-chip error 
correction; that happens not because Flash memories are insensitive to defects 
in tunnel oxide but for the opposite reason, as will be clarified in Section 7.5. 

7.3.5 Data Retention 

As any non-volatile memory, Flash memories are specified to retain data for 
over 10 years. Possible causes of charge loss are: 

■ defects in tunnel oxide, 

■ defects in interpoly dielectric, 

■ mobile ion contamination. 

Scaling technology and cell size, the demand for high quality processes is be-
coming more and more severe because of the reduction of cell capacitance and of 
stored charge. Fig. 7.18 shows a projection to the Gbit generation of cell capac-
itance and of the corresponding maximum acceptable concentration of mobile 
ions in interlevel dielectric. Similarly, also the maximum leakage through tun-
nel oxide and interpoly dielectric decreases from generation to generation and 
its value can be measured in few electrons per day. 

A detailed discussion of data loss mechanisms and process solutions is out of 
the scope of this presentation; over 20 years of work on EPROM have generated 

Figure 7.18 Stored charge and maximum content of mobile ions in the interlevel dielectric 
as a function of Flash generation. 
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a large literature on the subject and many good reviews are available (see for 
example [10]). 

What is specific of Flash memory with respect to EPROM is the thinner gate 
oxide which makes the impact of oxide defects on data retention more critical. 
In addition, tunnel oxide degradation induced by program/erase cycling may 
eventually affect data retention, as will be shown in Section 7.5.3. 

7.4 TESTING FOR RELIABILITY 

As shown in the previous section, reliability issues in Flash memory are mostly 
related to oxide defects which cause single bit failures. We have also seen that 
the way oxide defects affect the behavior of a memory cell is by making it more 
sensitive to electrical stress than a normal cell. Therefore the most effective way 
to reveal oxide weakness is to apply accelerating tests, that can be performed at 
wafer sort utilizing specifically designed test modes (see Chapter 8) which are 
aimed to detect defective bits. In other words, the inherent sensitivity of Flash 
memory to oxide defects, properly enhanced by test modes, can be positively 
employed to identify and repair cells with latent defects. 

A typical test flow for electrical wafer sorting is schematically shown in 
Fig. 7.19. 

After usual continuity and parametric tests and the blank verification, a gate 
stress is applied to the whole array with an higher voltage than the one utilized 
in normal operations; stress voltage and time are set to cover the worst case 
programming stress. The stress is followed again by a blank check to detect 
any cell with anomalous charge gain. This test is aimed to detect bits that 
could fail because of row programming disturb in their erased state. 

Param. 

  

All "1" 
GS "1" 
Progr. 
All "0" 

DS/GS "0" 

Bake 
250C 
24h 
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Pattern 
verify 

Erase 
Erase 

Deplet. 

 

Deplet. 

Progr. 

  

Figure 7.19 Typical test flow for electrical wafer sorting of a Flash memory. 
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Then, after an array programming and verification, a gate stress is repeated 
to detect bits that could fail because of row programming disturb in their 
programmed state and a drain stress is also applied, with similar criteria, to 
identify cells that could fail because of column programming disturb. Also in 
this case, an anomalous charge loss is detected by comparing the status of the 
array before and after stress. 

The memory is then electrically erased and specific test searches for depleted 
bits. This is actually a test for functionality which by itself reveals defective 
cells that could affect product reliability. 

The first part of sorting flow is competed by programming the whole array. 
An accelerated data retention test is performed at high temperature, followed 

by a charge loss verification. Bake temperature and time are set to cover 
10 year data retention for a given minimum activation energy; considering also 
the sensitivity of charge loss verification test, a typical bake of 24hrs at 250°C 
covers data retention failure mechanisms with activation energy higher than 
0.6eV. 

The second part of wafer sort flow is completed by a second erasing followed 
again by a depletion test. 

Such a test flow, supported by properly designed test modes, can effec-
tively detect and repair defective bits, significantly improving product relia-
bility. Moreover it provides a very powerful wafer level monitor for statistical 
process control: yield results and engineering data coming from product testing 
are extremely valuable inputs for continuous process improvement. 

With a good test methodology, potential reliability issues can hence be trans-
lated into yield issues. Then, the problem became how to reach and maintain 
high yields; to this aim the oxide evaluation methodologies described in Sec-
tion 7.2 greatly help. 

7.5 FAILURE MODES INDUCED BY PROGRAM/ERASE CYCLING 

In the previous section we have seen the effectiveness of a proper wafer level 
testing in eliminating. the impact of latent defects, greatly improving product 
reliability. 

Remaining reliability concerns are related to failures induced by program/er-
ase cycling because they cannot be adequately covered at wafer sorting; this 
sections will be dedicated to the failure mechanisms which limit Flash memory 
endurance. 

7.5.1 Memory Cell Intrinsic Endurance 

The wear-out of cell performances induced by program/erase cycling is due to 
gate oxide degradation. A typical result of an endurance test on a single han- 
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Figure 7.20 Programmed and erased threshold voltage as a function of the number of 

cycles. The experiment was performed on a cell using fixed program and erase conditions. 
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Figure 7.21 Variation of the voltage required to inject a constant current through the oxide 

of an MOS capacitor as a function of the injected charge. A negative variation corresponds 
to a positive charge build-up in the oxide and vice versa. 
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Figure 7.22 Schematic representation of the location of oxide charge and interface states 
generated by CHE injection under various voltage conditions. 

died cell is shown in Fig. 7.20 [11]; as the experiment was performed applying 
constant pulses, the variations of programmed and erased threshold levels give 
a measure of oxide aging. 

The evolution of erased threshold voltage (Vte) is similar to the one typically 
observed in EEPROM's cell; it reflects the well known dynamics of net fixed 
charge in the tunnel oxide as a function of the injected charge [12], as reported 
in Fig. 7.21. Therefore the initial lowering of Vte  is due to a pile-up of positive 
charge which enhances tunneling efficiency, while the long term increase of Vte  
is due to the generation of negative traps. 

The reduction of programmed threshold voltage at high cycling numbers has 
been well explained by Yamada et al. [13]; it is attributed to oxide traps and 
interface state generation at the drain side of the memory cell (Fig. 7.22), a 
degradation mechanism which is inherent to CHE programming. According 
to the model of Yamada and his co-authors, a stress condition with Vfg  N V(/' 
which corresponds to the beginning of programming when the floating gate is 
almost neutral and the cell operates in triode mode, is responsible for the gen-
eration of interface states over the drain region. At the end of programming, 
when the floating gate is negatively charged, the cell operates in penthode 
mode (Vfg  N Vd/2) and interface states and bulk oxide charges are generated 
over the channel. This latest condition is the most relevant for the degradation 
of cell performance: interface states reduce electron mean free path, impacting 
on the hot carrier generation mechanism, and electrons trapped in the tunnel 
oxide modify the electric field at the injection point, reducing programming ef-
ficiency. Fig. 7.23 clearly shows the degradation of programming curves caused 
by program/erase cycling. 
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Nevertheless, a properly designed memory cell can reach 105-106  program/er-
ase cycles with acceptable writing performance degradation and no detectable 
reduction of its transconductance (Fig. 7.24). 
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Figure 7.23 Programming characteristics of a Flash cell measured at various steps of an 

endurance test. 

Figure 7.24 Drain current and transconductance of a Flash cell before and after an en-

durance test. 
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Figure 7.25 Erased threshold distribution of a 1Mbit array at the first cycle and after 

104  cycles. 

7.5.2 The Behavior of Tail Bits 

After having discussed the endurance of a single cell, let us now consider a 
memory array. 

The behavior of normal bits reflects the one of a single handled cell, as 
described in the previous section; concerns could come from tail bits. 

Typically, program/erase cycling do not cause a broadening of the erased 
Vt  distribution; on the contrary, the tail gets a little narrower increasing the 
number of cycles (Fig. 7.25). The enhanced wear-out of tail bits is consistent 
with the model that these bits erase faster because of a localized higher current 
injection caused by a peak of electric field. Indeed a larger current density 
corresponds to an higher generation rate of negative traps, i.e., a faster aging. 
Hence, the generated negative charge partially smoothes the peaks of electric 
field, making current injection more uniform and erasing speed of tail bits more 
similar to the one of normal bits. 

7.5.3 Single Bit Failure Mechanisms 

So far our discussion on Flash memory endurance has given a quite comfort-
able picture: extrinsic oxide defects are efficiently detected at electrical wafer 
sorting, performance wear-out is reproducible and compatible with product 
specification, erased Vt  distribution does not worsen with cycles, on the con- 
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trary it gets narrower. We should hence expect that no endurance failures 
would ever happen in a properly designed Flash memory. 

Actually, endurance failures are typically due to single bits and to quite 
sophisticated mechanisms; this section will present the most important ones. 

7.5.3.1 The Erratic Erase Phenomenon. The most relevant mechanism 
of single bit failure in program/erase cycling reported so far is the erratic erase, 
which has been presented the first time by Ong et al. [14] and further inves-
tigated by Dunn et al. [7]. Erratic bits show an unstable and unpredictable 
behavior in erasing: their Vte  changes randomly from cycle to cycle between 
two or more distinct values (Fig. 7.26), moving back and forth from the bulk of 
Vt  distribution to the lowest part of the tail; erratic bits can cause over-erasing 
failures in the field. 

Figure 7.26 Drain current after erase as a function of the number of cycles for a cell 

exhibiting the erratic erase behavior. 

Such a behavior has been attributed to hole trapping in the tunnel oxide: the 
statistical distribution of hole traps gives an extremely low but finite probability 
of having clusters of three or more positive charges (Fig. 7.27), whose electric 
fields overlap each other to produce a huge local increase of the tunnel current. 
In this condition, trapping/detrapping of an individual positive charge cause a 
detectable change in erasing speed and threshold level. This model has been 
quantitatively confirmed by WKB calculations [7, 14]; Fig. 7.28 shows the 
current density increase caused by single, double and triple elementary positive 
charges as a function of their distance from the injecting electrode: the increase 
of current density can be of 4 or 5 orders of magnitudes! 
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Figure 7.27 Clusters of positive charges may enhance the tunneling current during erase. 
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Figure 7.28 Tunneling current enhancement in a unit dielectric cell, lOnm per side, as a 

function of the distance from the injecting electrode of a positive charge cluster. 

An experimental confirmation of the described model is reported in Fig. 7.29; 
the figure shows the erasing curves, i.e., the cell current as a function of erasing 
time, of an erratic bit measured in three consecutive cycles. In the first cycle 
the cell behaves as a normal bit and at the end of erasing the current reach 
the typical value of a cell in the bulk of the erased Vt  distribution. In the 
following cycle, the cell starts erasing as in the first cycle; then the current 
suddenly increases at a much higher rate with an evident discontinuity in 'the 
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Figure 7.29 Cell current of an erratic bit as a function of erasing time during three 
consecutive cycles. 

derivative, i.e., in the tunneling current; at the end of the second cycle the cell 
is over-erased and its current reach a value which corresponds to a depleted 
cell. In the third cycle, the cell behaves as a fast-erasing bit from the beginning 
and at the end the cell current is the same as in the second cycle. The curves 
shown in Fig. 7.29 can be clearly explained by the presented model: during 
the second cycle a hole is captured by one trap of the cluster responsible for 
the erratic behaVior of the bit, while the other traps of the cluster are already 
positively charged; that determines the sudden increase of tunneling current 
in the second cycle. It is worth to notice that Fig. 7.29 somehow represents 
the picture of the capture event of a single elementary charge detected by an 
industrial product! 

For better understanding the mechanism and for addressing the solution of 
the erratic bit problem, two relevant questions should be answered: 

1. What is the "generation rate" of erratic bits versus the number of cycles? 

2. Would a negative gate erase scheme eliminate the erratic bit phenomenon? 

The first question is clearly related to the nature of the involved traps, their 
generation rate over cycling and their hole capture cross-section. Fig. 7.30 
shows the histogram of the occurrence rate of "new" erratic bits in the first 
104  cycles; it is obtained by a large sample of 1Mbit Flash memories failed in 
cycling tests for erratic bits and counting how many of them started showing an 
erratic behavior in the first thousand cycles, how many in the second thousand, 
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Figure 7.30 Frequency of occurrence of new erratic bits as a function of the number of 

program/erase cycles. 

and so on. Increasing the number of cycles, the erratic bit occurrence rate 
decreases but it does not goes to zero even after 104  cycles. Such a behavior is 
quite consistent with the known evolution of positive charge in stressed tunnel 
oxide: the positive charge is most rapidly piled-up in the initial stage of current 
stress but it does not saturate. For practical purposes, Fig. 7.30 demonstrate 
that even a 103  cycling test would not effectively screen erratic bits. 

The second question is related to the origin of trapped holes. If they are hot 
holes generated by avalanche multiplication in the depletion region of source 
junction, the negative gate erase scheme would significantly reduce the hot 
hole generation rate practically eliminating the erratic bit problem. That is 
not true: the data of Fig. 7.26 come from a memory that utilizes a negative 
gate erase scheme (V9  = —8V, VS  = 5V). 

In summary, as the erratic behavior is due to statistical fluctuation of in-
trinsic oxide defects, the occurrence of erratic bits can be reduced by process 
optimization but cannot be completely eliminated; design solutions have been 
developed to take care of the problem at circuit level. 

7.5.3.2 Single Bit Data Loss after Program/Erase Cycling. In Sec-
tion 7.5.1 we have discussed the effect of oxide charges, generated by pro-
gram/erase cycling, on cell performance, concentrating our attention on writing 
time. However the most critical reliability issues with the oxide degradation 
are related to data retention. 
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Electric field 

Figure 7.31 Qualitative behavior of the tunnelling current for a fresh sample and after a 

high field stress. 

A high-field stress on thin oxide is known to increase the current density 
at low electric field; the excess current component which causes a significant 
deviation of I-V curves from the theoretical Fowler-Nordheim characteristics at 
low field is known as Stress-Induced-Leakage-Current (SILC). SILC is clearly 
related to stress induced oxide defects and, as far as conduction mechanism, it 
is attributed to a trap assisted tunneling (see Chapter 4 for a detailed discus-
sion). The main parameters controlling SILC are the stress field, the amount 
of charge injected during the stress, and the oxide thickness [15]. For fixed 
stress conditions the leakage current increases strongly with decreasing oxide 
thickness below 10nm. 

The qualitative behavior of the oxide current as a function of the electric 
field for a heavily stressed thin oxide is compared in Fig. 7.31 with that of a 
virgin sample. At high field the current decreases, the well-known phenomenon 
leading to the erase time increase after extended cycling. At low field the 
opposite situation occurs: with increasing stress time the current increases well 
above that of the fresh oxide. 

This effect can be observed in a Flash cell as an enhanced sensitivity to low 
voltage gate stress after cycling. Fig. 7.32 shows the sensitivity to gate stress 
of a single-handled cell with a thin tunnel oxide as a function of program/erase 
cycles: increasing the number of cycles worsens the effect of gate stress. The 
figure reports also the result for a cell cycled with a double Fowler-Nordheim 
writing scheme, showing the enhanced degradation due to the higher field and 
to the bi-directional stress inherent to this writing scheme. 
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Figure 7.34 Schematic representation of a possible configuration of trapped positive 

charges giving rise to a leakage current enhancement. 

Once again, the major concerns do not come from a typical cell, but from 
the tail of the distribution, as is shown in Fig. 7.33, where the results of a 
low-voltage gate stress experiment on a 1Mb array before and after cycling 
are compared. The different magnitude of the Vt  shift for different cells can 
be explained again by the random spatial distribution of oxide traps responsi-
ble of the tunneling current enhancement, like for erratic bits; Fig. 7.34 gives 
a schematic representation of possible coordination of positive charges that 
would locally enhance the leakage current. The analogy with the erratic bit 
phenomenon is enforced by the erratic behavior of the anomalous SILC current 
reported by Yamada et al. [16]. 

A first impact of SILC on Flash reliability could be expected as an increased 
program disturbs sensitivity. Actually, the electric field in the case of program 
disturbs is high enough to fall in the region near the current crossing point 
in Fig. 7.31, so that' no big difference is found between the program disturb 
characteristics before and after cycling. 

The impact of SILC on read disturb and data retention is strongly dependent 
on tunnel oxide thickness. 

For very thin tunnel oxide (below 8nm), SILC is not negligible even at electric 
field valups as low as the ones typical of reading or data storage conditions. 
The electric field in the tunnel oxide of an erased cell in read mode is in the 
range of 2-3MV/cm, while it is in the 1-2MV/cm range for a programmed 
cell not biased; cycled memory cells must retain their data for years in such 
conditions. Many papers have been published on read disturbs after cycling in 
Flash memory based on FN programming with very thin tunnel oxide [17]. 

From SILC data obtained on capacitors, Runnion et al. [18] have shown 
that the leakage of tunnel oxides in the 5-7nm range after a stress equivalent 
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Figure 7.35 Leakage current as a function of the electric field in the tunnel oxide for a 

typical and an anomalous cell after 105  cycles. Data from ref. [16]. 

to 105  cycles largely exceeds the requirements for 10 year data retention or for 
read disturb immunity. 

If that is the limit to tunnel oxide scaling one could estimate from capacitors, 
which give an average SILC value, Yamada et al. [16] have shown that the 
situation on a real memory can be worse because of single cells that exhibit a 
much higher SILC (Fig. 7.35). 

Again, for setting the minimum reliable thickness of tunnel oxide, we cannot 
refer to the typical cell but we must give margin for the tail of the distribution; 
Fig. 7.36 shows the results of a room temperature retention test on a 1Mbit 
array with 8nm tunnel oxide thickness after 105  cycles: while almost the totality 
of the array does not present any detectable threshold shift, there is a tail of 
cell that loose charge. 

Data retention after cycling is the issue that definitely limits the tunnel 
oxide thickness scaling. For very thin oxide the number of leaky cells becomes 
so large that even an error correction technique cannot fix the problem. 

7.5.3.3 Gain Degradation. We have seen in Section 7.5.1 that a properly 
designed memory cell does not show any transconductance degradation after 
105  cycles. Nevertheless, single bits may fail in endurance tests because of gain 
degradation. 

Fig. 7.37 show the I—V characteristic of two degraded bits together with the 
normal characteristics of other bits of the same array not modified by cycling. 
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Figure 7.36 Threshold voltage distribution of a 1Mbit array cycled 105  times after pro-

gram and at different time steps during storage at room temperature. 

Figure 7.37 Transfer characteristics of two cells showing cycling-induced gain degradation, 

compared with those of normal cells in the same array. 
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The failure modes induced by such degraded bits can be different. They can 
cause an erase failure, because they force the whole array to be over-erased. 
They can cause a program failure, because their programming performance is 
degraded as well. They can fail in high temperature retention test, because the 
bake partially recover their original characteristics and the bit is no longer read 
as "0" after the bake. 

The transconductance degradation is due to interface states generated by hot 
holes. There are different mechanisms which can cause an exceptionally high 
rate of hot hole injection and, consequently, a transconductance degradation in 
single bits. 

The most likely source of hot holes is the erasing itself. As discussed in 
detail in Chapter 4, during the erasing hole-electron pairs are generated by 
band-to-band tunneling in the source region; holes drift towards the substrate 
and they gain energy from the electric field in the depletion region of the reverse 
biased source junction; the electric field in tunnel oxide over the channel is then 
favorable to the injection of hot holes. Source junction engineering is aimed to 
minimize the electric field and to prevent avalanche multiplication that would 
accelerate oxide degradation. Also circuit design helps in minimizing the risk 
of avalanche multiplication by limiting the current supplied to the source in 
erasing. Therefore, in a carefully designed memory, hot hole generation is 
minimized and cycling does not degrade the transconductance of memory cells. 
However, silicon defects or contamination can locally reduce significantly the 
source junction breakdown voltage; a defective cell may hence present a much 
higher hot hole generation in erasing than average because of locally enhanced 
junction electric field. The source current control is not effective for preventing 
avalanche multiplication in the defective cell, because it limits the total current 
of the array, but it cannot avoid that a single cell sinks orders of magnitude 
higher current than average. This model has been experimentally proved by 
spot light emission from the degraded bits during the erase operation. 

Process and doping profile optimization can effectively minimize the en-
durance failure rate related to the above described mechanism. Moreover, a 
negative gate erase scheme greatly helps to solve the problem by significantly 
reducing the source junction reverse bias. 

A second mechanism that can cause an enhanced hot hole injection in single 
cells is associated to the program operation and it is a quite complex combina-
tion of program disturb and over-erasing. 

It may affect the cells with the lowest Vt  after electrical erase (i.e., tail bits) 
and it is due to the drain stress these cells experience while other cells on the 
same bitline are programmed (Fig. 7.38). 

A bit at the lowest edge of the erased Vt  distribution has the floating gate 
positively charged. In drain stress condition, the combination of the positive 
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Figure 7.38 A cell in the erase tail can be slightly turned on under column program disturb 

condition. Drain-stress-induced gain degradation may occur as a consequence. 
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Figure 7.39 Floating gate current as a function of voltage, showing the sign reversal of 

the current at low voltage due to hot hole injection. 

charge in the floating gate and the drain coupling effect can turn this bit slightly 
on, even with the gate grounded. High drain voltage and low floating gate 
voltage are the most favorable conditions for hot hole injection (Fig. 7.39). 
The cumulative effect of the interface damage produced at each cycle by the 
drain-stress-induced hot hole injection eventually causes the reduction of cell 
transconductance. 
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Figure 7.40 Threshold window and gain degradation as a function of the number of 

program/erase/drain-stress cycles. 

Fig. 7.40 shows the dramatic effect of introducing a drain stress (Vd = 6.25V, 
t = 10ms) at every cycle in an endurance test on a cell which is intention-
ally over-erased. The degradation has been intensively studied on contacted-
floating-gate devices stressed in different bias condition. The degradation rate 
(Fig. 7.41) is fastest for floating gate voltages equal or little above the value at 
which the hole and the electron components of gate current compensate each 
other so that the net current in Fig. 7.39 goes to zero. 

The stress conditions reproduced in the single cell cycling experiment corre-
spond to the extreme case of a bit at the lowest edge of the erased Vt distribu-
tion tail. They may be outside the normal operating condition, depending on 
the minimum accepted Vt  for depleted bits and to drain voltage limit. On the 
contrary, those conditions very likely correspond to the typical case of some self-
convergence schemes proposed for recovering depleted bits, whose reliability is 
therefore very questionable. 

Device dimension (Leff) and operating conditions (Vd, Vfg) have a very crit-
ical impact on the degradation rate. Cell with shorter Leff are sooner, in 
terms of stress time and then in terms of cycles, influenced by this degradation 
(Fig. 7.42). For scaling-down cell size, this mechanism must be carefully taken 
into account: memory cell architecture, e.g., junction engineering or oxide ro-
bustness to hot carrier stress, must be optimized to reduce the impact of drain 
stress degradation. 
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Figure 7.41 Gain degradation as a function of floating gate voltage during drain stress 

for different stress time. 
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Figure 7.42 Gain degradation as a function of time during drain stress for different effec-

tive channel length. 
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Figure 7.43 Threshold distributions for a conventional and a 2-bit/cell Flash memory. 

7.6 MULTILEVEL STORAGE RELIABILITY 

The concept of storing more than one bit per cell is based on the proven pos-
sibility of analog programming non-volatile memory cells. 

In standard digital Flash memory, every cell stores one bit and two Vt  ranges 
correspond to the two logical states "1" (erased cell) and "0" (programmed 
cell). Conceptually, nothing prevents from defining more Vt  levels as different 
cell states in order to store more bits per cell: 414 levels would allow to store 
2 bit/cell, 8Vt  levels would allow to store 3 bit/cell and so on. The general rule 
is that 2n levels are required to store n bit/cell. 

In Fig. 7.43 the Vt  distributions of a standard and 2bit/cell Flash memory 
are compared. The Vt  range where to allocate the levels is limited on the lower 
side by the requirement that all thresholds must be above a minimum positive 
value to avoid bit-line leakage during read or program. On the upper side the 
Vt  range is limited by the condition that the second highest level must be placed 
0.5-1V below the gate voltage during read to be properly discriminated from the 
highest one. Read voltages much higher than 6V are not practical, both because 
reliability issues (read disturb) and, especially in low-voltage devices, because 
of drawbacks of voltage boosting well above Vcc. Thus defining more levels 
requires tighter Vt  distributions and less margins between levels. The width of 
programmed levels can be strongly reduced by means of suitable programming 
algorithms. 

The most accurate method is the staircase gate voltage ramp, consisting 
in a sequence of program pulses with a constant drain voltage and a gate 
voltage increased at each pulse by a constant amount. Each pulse is followed 
by a program verify operation. After an initial phase at low gate voltages, 
the Vt  shift after each pulse is equal to the gate voltage step, thus allowing to 
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obtain a Vt  distribution of the same order [19]. Very small distributions can 
be achieved, but at the cost of programming speed, because a large number of 
program/verify steps is required. Similar considerations apply to noise margins, 
that can be reduced by using high precision circuitry, but at the cost of access 
time. The best trade-off between accuracy and speed must be chosen and this 
leads to small reliability margins (of the order of few hundreds mV) for data 
retention and disturbs. 

At the present state of knowledge, no specific failure mechanism of multilevel 
Flash is foreseen, but the impact of every failure mode previously presented 
Must be carefully considered. 

As far as performance degradation induced by program/erase cycling is con-
cerned, no major problem should arise when dealing with multilevel storage. 
The same erase time increase with cycle number as in conventional memory is 
expected, apart from the small effect of the slightly larger amount of charge 
flowing through the tunnel oxide due to the increased Vt window. Similar 
consideration holds for programming, with the additional concern that accu-
rate programming requires low V9  overdrive, which is supposed to be a critical 
condition for the injection efficiency degradation. 

Gain degradation and erratic erase issues are the same as in conventional 
Memory, at least in the case of CHE programming memory. The erratic be-
havior of the tunneling current may be a problem for those memory using 
FN programming, because a sudden increase of current during programming 
may lead to over-programmed bits. 

1 2 5 6 3 	4 
VT  (V) 

Figure 7.44 Four-level threshold distribution of a 1Mbit array before and after a bake 

performed at 250°C for 500h. 
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Data retention is obviously a key issue for multilevel storage. Intrinsic be-
havior is compatible with the requirements for 3 or even 4 bit/cell, as is shown 
in Fig. 7.44 where the result of an accelerated retention test is reported. The 
test condition (500hrs at 250°C) corresponds to more than 10 years at 100°C for 
a leakage mechanism having an activation energy higher than 0.6eV. It is worth 
to note that the Vt  shift is roughly linear with the programmed Vt, so that the 
spacing between level is reduced by only a fraction of the maximum shift. This 
fact can be effectively exploited performing the reading operation by compar-
ison with programmed reference cells [20], which experience the same charge 
loss of the array cell. A major issue is single bit data loss after program/erase 
cycling, discussed in Section 7.5.3.2. Here again, the problem is the margin 
reduction and the higher electric field in the tunnel oxide during storage, asso-, 
ciated with the increased Vt  window. While in a conventional Flash the electric 
field just before failure can be very small, in a multilevel Flash the electric field 
for a cell programmed to the uppermost level is necessarily much higher. 

An enhanced sensitivity to program disturbs is expected for three reasons: 
the reduction of margins, the largest lit  window, and the increasing program 
time. The worst case is that of column disturb on a cell programmed to the 
highest level because of the large Vt  shift with respect to the neutral state. 
Moreover, the programming drain voltage is the same as in a conventional 
Flash, but the program time is substantially increased. On the contrary, row 
disturb should not be affected by the program time increase, at least for a 
staircase programming algorithm, since during most of the time the gate voltage 
is rather low and only the last few pulses will contribute to the disturb. 

A major reliability concern is that of read disturb, which affects cells in 
the lowest Vt  state. Besides margin reduction, the higher read voltage with 
respect to a conventional Flash has a strong impact on read disturb immunity, 
especially for very thin tunnel oxide. In the case of a virgin cell with 8nm tunnel 
oxide, the read voltage should be below 7V to guarantee 10 years lifetime, but 
the worst situation is clearly that of a cycled cell, where SILC poses much 
more severe constraints both on oxide thickness and read voltage. The data of 
reference [16] suggest that even with lOnm oxide thickness a read voltage of 
6.5V is able to induce on some anomalous cells after 105  program/erase cycles 
a Vt  shift of several hundreds mV in a time scale of few days. Even if this kind 
of anomalous SILC occurs with very low probability (at ppm level or less), in 
large density multilevel Flash it may have a strong impact on reliability. 

From the above considerations we conclude that, in spite of a good intrinsic 
behavior, the practical exploitation of multilevel memory will be limited by 
the impact of single bit failures on product reliability. Most likely, multilevel 
concept will be initially implemented for fault tolerant applications (audio, 
video) or in combination with error correction techniques. 
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7.7 CONCLUSION 

The success of Flash memories in the semiconductor market has grown together 
with the understanding of their reliability issues. In the early stage of their in-
troduction, there was a diffused concern among the system manufacturers in 
moving from the well known EPROM's to the attractive but just born Flash 
memories and that concern was mainly about reliability and manufacturability. 
The following years somehow confirmed that mastering Flash memory produc-
tion is not an easy task and twice in the first half of the nineties Flash memory 
market went into supply shortage. Now, Flash memory is widely accepted as 
an established and reliable technology. 

Realizing the key importance of tunnel oxide quality and learning how to 
improve and monitor it has been instrumental for achieving industrial, manu-
facturing standards as well as reliability standards. 

The extensive investigation of failure mechanisms has built a solid knowledge 
base for improving memory cell and product design. 

Intrinsic degradation mechanisms, responsible for the wear-out of device 
performances in program/erase cycling, are fairly well dominated; through a 
proper optimization of cell architecture, their impact can be minimized to push 
the endurance limit into the 105-106  range. 

A quite tricky failure mechanism such as the erratic erase has been identified 
and deeply studied: solutions have been addressed both at process and at circuit 
level. 

The impact of Stress Induced Leakage Current on data retention will limit 
the scalability of tunnel oxide thickness, unless error correction techniques or 
in-system data refresh are utilized to cope with the problem. 

Multilevel storage feasibility is demonstrated and assessing the reliability of 
Flash memory storing more than one bit per cell will be the challenge of next 
years. 
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Abstract: This chapter is not aimed at providing a complete testing theory 
about Flash; its objective is to present and analyze the most critical aspects 
related to Flash testing, the tools and methods to improve their testability; to 
give an idea of the test flow, and of its relation with the excellent quality and 
reliability that Flash have reached. Aspects related to test cost and productivity 
are also presented. 

The subject is seen from the viewpoint of the Flash manufacturer and treated 
in very practical terms, with the intent to give an insight into these aspects to 
the non-expert reader. 

Although most of the aspects may be valid for other Flash technologies, this 
chapter refers to the mainstream Flash technology: NOR architecture, erased 
by Fowler-Nordheim, programmed by Channel Hot Electrons. 

The subjects of testing Known-Good-Die, Flash Cards or embedded Flash 
are not presented: each one would have required a dedicated chapter. 

For the reader interested in a more theoretical and formal insight into Semi-
conductor Memory testing, excellent books exist (e.g. [1]); for the test engineer 
with the need to go more deeply in the practical details of Flash testing, exhaus-
tive datasheets and application notes are published by Flash manufacturers. 

8.1 INTRODUCTION 

8.1.1 Impact of Testing on Product Cost 

Before discussing the test subject in technical terms, it may be worth giving an 
idea of the economic aspects of it. The semiconductor industry is well known 
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for requiring huge amounts of investments: as a rule of thumb, to generate 
an increase of revenues of X million dollars, the same amount of money must 
be invested in process facilities and equipment. For Flash production, the 
percentage of testing related investments may be in the 10% range, significantly 
over shadowing the investments related to assembly. 

Testing impact on the cost of the finished product may be in the 5 to 15% 
range, largely varying with volumes, product and process maturity, complexity, 
etc. 

The product lead time is also impacted by testing: testing on wafer and 
after assembly may contribute with 1 to 2 weeks to the cycle time of the Flash 
packaged product. 

8.1.2 Impact on Product Life Cycle 

Testing is a pervasive activity which, in its different aspects, follows a Flash 
product during all its life (see Fig. 8.1). In the product development phase, 
design for testability aspects must be considered and product design and test 
development therefore proceed concurrently. Design debug and validation may 
be carried out with the support of specific test hardware and software and it is 
generally the result of a teamwork involving designers and test engineers. 

CASH FLOW 

 

YIELD ENHANCEMENT 

• 
DESIGN 

TESTABIL 
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ITY 

PERFORMANCE IMPROVEMENT 

TEST COST REDUCTION 

PRODUCT COST REDUCTION 

TIME 

• PRODUCTION TESTING 

* PREPRODUCTION TESTING 

• CHARACTERIZATION 

RELIABILITY 
ASSESSMENT 

Figure 8.1 Testing versus product payback curve. 

The products are qualified through an extensive characterization, a reliability 
assessment scheme and small production trials. The quality of the testing work 
(in its broad sense) done in the product development and qualification phase haE 
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a large influence on the time-to-market, time-to-volume and on the economic 
success of the product. 

In the volume production phase, the highly competitive nature of the Flash 
business still requires a continuous effort in the testing area addressed to yield 
enhancement, performance improvement, zero-defectivity, test cost reduction 
and product cost reduction in general. As common for all memory families, 
a Flash product may be shrunk or ported in a more aggressive technology: 
this requires a repetition of most aspects of the development-qualification-
industrialization cycle. 

8.1.3 Objectives of Production Testing 

Production testing may be defined as a screening sequence that contributes 
to guarantee that the product shipped complies with a certain specification in 
terms of performance, quality and reliability. Production testing has also other 
collateral objectives like, for example, the collection of data that allows better 
control and fine-tuning of the whole manufacturing process and progress in the 
yield enhancement process. Production testing also serves to differentiate the 
same product by different classes of performance (speed, Vcc range, temper-
ature range, erase/program performance ...). Similar to all memory families, 
most Flash products make use of redundancy to improve yield, and produc-
tion testing has also the objective of defect identification, diagnosis and fault 
repairing, utilizing at best the spare resources available. 

All the above, with very stringent limits in terms of cycle times impact 
overall test cost and investments required. 

8.1.4 Testing Versus Quality and Reliability 

Production testing is not the predominant factor to guarantee quality and re-
liability of a Flash product; it is only one of them. Other key factors include: 

■ design of the cell, process and product; 

■ debug and characterization of process and product; 

■ the manufacturing machine: equipment, resources, materials ...; 

■ the overall process control; 

■ the reliability assessment of process and product; 

■ the overall know-how of the manufacturer. 
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8.2 FLASH TESTING ASPECTS 

8.2.1 Flash Functional Model 

A functional model of a Flash is reported in Fig. 8.2; an exhaustive description 
of the Flash structure from the architecture and design viewpoint is reported 
in Chapter 5. Here the model intends only to show how, in spite of its rather 
simple usage from the user standpoint (ROM-like for reading and SRAM-like 
for the erase and programming commands) the internal structure has become 
quite complex in order to make the difficulties of the erase and programming 
operations "invisible" to the user; this implies a similar complexity for the 
testing. 
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Figure 8.2 Flash functional model. 

8.2.2 Oxide Stress in a Flash 

Thin oxides are one of the most critical elements of the proper functionality 
and reliability of a VLSI product; for Non Volatile memories they are definitely 
the most critical. 
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Table 8.1 	Breakdown of critical areas/stresses (Flash 4 megabit, 5V only). 

MEMORY ARRAY PERIFERY 
(total) 

PERIFERY 
(high voltage) 

Oxide 
area 

1mm2  (tunnel) 
2mm2  (interpoly) 

2mm2  1mm2  

Thickness 110A (tunnel) 
250A eq (interpoly) 

200A 200A 

Operating 
field 

10MV/cm (tunnel) 
2.5MV/cm (tunnel,interpoly) 

2.5MV/cm 5MV/cm 

Charge passed 	0.1C/cm2  (tunnel) 

Operating 
life 

50hrs (tunnel at 10MV/cm) 
20 years (tunnel, 

interpoly at 2.5MV/cm) 

20 years 50hrs 

Requirements Retention 
R > 1024  Ohm 

Good insulator 
R > 109  Ohm 

Good insulator 
R > 109  Ohm 

This concept is illustrated in Tab. 8.1 (referred to a 4 megabit example): 
the total area occupied by thin oxides in the array is comparable to that in 
the periphery, but the tunnel oxide in the array receives a much higher stress 
(10MV/cm compared to 5MV/cm for the part of the periphery working at high 
voltage); furthermore, while in the periphery the oxide must only guarantee a 
good insulation (tens of MC2) to allow the MOS transistor to switch properly, 
the cells in the array must guarantee the retention of data for many years: in 
terms of resistivity there are about 15 orders of magnitude difference. 

This explains why most of the testability tools and most of the attention in 
terms of screenings are addressed to the matrix. 

8.2.3 Flash Testing Aspects 

Testing of a Flash product must take into account the list of aspects reported 
in Tab. 8.2. 

A peculiar aspect of Flash memory testing relies on the fact that the erase 
and write mechanisms are significantly slower than the read operation: erasing 
or writing a sector requires a time in the order of magnitude of the second 
(or fraction of it) while reading the same sector takes only milliseconds; a 
major difference with respect to DRAM and SRAM where write takes the 
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Table 8.2 Main test aspects for a Flash. 

DC TEST/PARAMETRIC 

AC READ/COMMAND INTERFACE 

ALGORITHMIC STATE MACHINE 

ERASE PERFORMANCE 

WRITE PERFORMANCE 

ERASE/WRITE DISTURBS 

REDUNDANCY: DIAGNOSIS AND REPAIR 

RETENTION 

ENDURANCE 

LIFE TEST (READ) 

same short time as read. This implies that for Flash it is rather impractical to 
conceive a test flow that checks analytically, in a linear sequence, the different 
aspects independently; instead, the test flow must be designed in order to try to 
minimize the number of erase/program cycles and the coverage of the various 
aspects must be distributed along the flow itself. Also the defect diagnosis and 
repair may be applied at different steps in the flow. 

8.2.4 Conceptual Test Flow 

In order to allow the reader to understand the following paragraph on Testa-
bility Tools and Fault Repairing, a conceptual production test flow for a Flash 
product is introduced here (Fig. 8.3): the subject will be treated more in details 
in Section 8.4. 

A first wafer sort test includes a complete coverage of most of the aspects: all 
DC and parametric tests, read tests, functional tests of the command interface 
and of the algorithmic' state machine, erase and program performance and 
related disturbs. AC conditions are generally relaxed at probe test. 

The (almost) complete Wafer Probe testing also allows for the detection 
of defects during the various test routines, defines whether they are reparable 
and decides the repairing strategy. Most Flash producers utilize flash-based non 
volatile elements to permanently store the address of the spare rows or columns 
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WAF. PROBE 1 

BAKE 

WAF. PROBE 2 

ASSY 

FIN. TEST 1 

BURN-IN 

FIN. TEST 2 

Figure 8.3 Flash conceptual test flow. 

utilized for repairing; in this case the repairing may also be made during the 
first wafer sort test. Key parameters that may be collected and monitored to 
provide a short-loop feedback to the process may include: Ice current in active 
and stand-by conditions, cell current, erase and programming times, threshold 
voltage after programming, etc. The prime (non repaired dice) yield, the yield 
including repaired dice, the number of hard failures and the calls for repairing at 
the different test routines are recorded and the analysis of these data represents 
a major source of information for the yield enhancement activity. 

A bake step at a temperature in the range of 250°C is typically performed 
on all programmable non volatile memories (typically 24 hours or more) to 
accelerate potential retention failures and a second wafer test step is used to 
screen them out. 

After packaging, a typical test flow may be made of two steps at different 
temperatures (e.g. 25°C and 80°C for a commercial range product); all aspects 
are covered at the worst case corner conditions. AC performance is fully tested 
using worst-case patterns. 

A burn-in step is often inserted between the two steps to accelerate single 
cell failures which are sensitive to the combination of voltage and temperature 
and may also be caused by the stress related to the assembly process; 125°C 
or slightly more (for several hours) is the temperature typically used (limited 
by the characteristics of the plastic package) and a supply voltage 30 to 50% 
higher than the specified Vcc. 
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8.3 FLASH TESTABILITY TOOLS 

Since Flash was born, ad-hoc testability tools have been designed into the 
products in order to facilitate the technology learning curve and its reliability 
improvement; in the more recent Flash generations characterized by embed-
ded erase/program algorithms, larger memory sizes subdivided in many sectors 
and with internally generated erase/program voltages, the need for designed-in 
testability tools is even increased. 

Test tools may be addressed to different purposes: 

■ array characterization and screening; 

■ test productivity; 

■ design testability; 

■ redundancy; 

■ product differentiation. 

Most test tools can be used in the production test flow, provided the related 
test routine is within acceptable test times (or << seconds). Test modes are 
extensively used, with less stringent time constraints, during product debug, 
product/process characterization, for reliability assessment, failure analysis, 
etc. Test circuitry can impact the die size by 2-5%, the impact reducing with 
memory size and the progressing experience on Flash. 

8.3.1 Focus on Cell and Technology 

The most common test modes in this category are addressed to: 

■ directly access the cell characteristics (array, reference cells, ...); 

■ generate high voltage stress modes for fast defect screening; 

■ screen out depleted or low-Vt cells; 

■ set the threshold of reference cells; 

■ modify sense conditions or cell bias conditions during the different oper-
ations for debug, margining or characterization. 

Some of the most commonly used test tools are described in the following 
paragraphs. 
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8.3.1.1 Direct Memory Access. A primary tool for failure analysis is 
DMA (Direct Memory Access), see Fig. 8.4: a pass transistor bypassing the 
sense amplifier allows the direct access from the I/O pad to the selected bit 
line. The sense amplifier circuitry is disabled and the output buffer tristated. 
Vpp may be applied as a supply voltage to the row decoder in order to vary 
the gate voltage of the addressed cell over a wide range. The scheme could 
be repeated for all the 8, 16 (or more) I/O pins. The characteristic of each 
individual cell inside the array can be observed on the I/O pins as illustrated 
in Fig. 8.4. 

On top of the obvious use for failure analysis, the DMA tool can be used to 
monitor the typical cell's current for production control, or for process/product 
characterization. A tight distribution of the cell currents inside the array (after 
UV erase, or after electrical erase, or after programming) is one of the key 
issues for a Flash device and is commonly used to evaluate a new process, 
process changes or shrinks. 

The limitation of the method is in the intrinsic slowness of the testers' para-
metric units: tens of milliseconds typically. To better exploit this capability 
some Flash testers feature fast parallel parametric units (one unit per I/O) that 
allow measuring the current of 16 cells in few milliseconds. Nevertheless a full 
cell current distribution for a large Flash memory like in Fig. 8.5 may require 
a few hours. 
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Figure 8.4 Direct Memory Access. 
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Ice!! 

Figure 8.5 Distribution of cell currents inside a full chip obtained through DMA. 

A faster (and more practical) analysis can be performed in a few minutes, 
by just exploring the tails of the distribution. 

8.3.1.2 Vt Measurement. Most non volatile memories utilize a double-
ended sensing scheme (see Chapter 5): the current of the addressed cell is 
applied to a load (transistor), the voltage output is feeding one input of a 
voltage comparator; the other side is fed with the output of a similar structure 
where the current of a reference cell is applied to a load which is in a given 
ratio (e.g. 2) with the load on the matrix side. 

With little modification this sensing scheme can be altered to allow for the 
measurement of the threshold of the matrix cell: in the example illustrated in 
Fig. 8.6, a fixed reference current and a ratio 1 between the loads are used. By 
applying a varying voltage to the gate (e.g. supplying the row decoder with 
Vpp), the Vt (at a given current level) can be measured as the Vpp at which 
the I/O pad will toggle. 

This method allows the Vt measurement to be performed in the same time 
as a read operation. 

In practical terms the limiting factor is the error-counting time of the tester: 
a Vt go-no-go test on a large memory (or counting the cells with Vt below a 
given value, and produce a topological bit-map if desired ...) can be obtained-
in the range of minutes. To characterize the Vt of only the top or bottom of a 
distribution can be made in less than a second. Testers may provide techniques 
for fast error count by I/O to improve speed. 

From the circuit point of view the limitation is imposed by the minimum 
operating voltage of the row-decoder (about 1 volt): no Vt below that point 
can be measured except by extrapolation; to help this operation the Iref can 
be made variable. 

Vt measurement is largely used in production testing to guarantee margins 
after programming, retention bake,, erase, etc. Examples of utilization of the 
tool for process/product characterization are illustrated in Fig. 8.7: the erase 
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Figure 8.6 Sense scheme in read (top) modified (bottom left) to allow for on-chip cell Vt 

measurement (bottom right). 

 

 

	o- log t 

 

Figure 8.7 Erase (left) and programming (right) characteristics of single cells obtained 

on-chip by means of the Vt measurement tool. 

and program characteristic of a single cell inside the product can be calculated 
and compared to the ones obtained on elementary Structures during process 
development. 

Another example of utilization of Vt measurement can be the one illustrated 
in Fig. 8.8: 3 characteristics of cells are reported in the right side (well erased, 
well written, and, in between, a marginal one). In the hypothesis that a double 
ended sensing with ratio N is used, the dashed line represents the reference cell's 
current divided by N. By marginally erasing or writing a cell, a relationship 
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Figure 8.8 Characterization of the sense amplifier behavior obtained on-chip through the 

use of the Vt measurement tool. 

can be determined between the Vccmax  (i.e. the maximum Vcc at which the 
cell is correctly sensed) and its threshold (on the left) in order to check whether 
the sensing performs as expected. 

8.3.1.3 Stress Modes. Potential failure modes of Flash technology are 
charge gain or charge loss failures caused by anomalies in the tunnel or in the 
interpoly oxides, generally impacting single cells. These are emphasized by 
the so-called array disturbs (see Chapter 7) mostly associated with the high 
voltage stress applied to the word lines and bit lines while programming; the 
most typical can be: 

• charge gain on an erased cell associated with Gate stress; 

• charge loss on a programmed cell associated with Gate stress; 

• charge loss on a programmed cell associated with Drain stress. 

Flash chips typically incorporate test modes to allow fast activation of disturb-
sensitive cells like: 

• Gate stress: all word lines (together) at high voltage (Vpp), bit lines 
disconnected; 

• Drain stress: all bit lines (together) at 5-6 Volt, word lines grounded. 

Disturb-sensitive cells are screened by detecting the effect of the stress on the 
cell's threshold or on the Vccmm or Vccmax: as illustrated in Fig. 8.9 a charge 
gain on an erased cell increases the minimum Vcc at which the cell can be 
correctly read (left) and a charge loss on a programmed cell reduces the maxi-
mum Vcc at which the cell can be read (right). 
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Figure 8.9 Impact of charge gain (left) and charge loss (right) on the minimum and 

maximum Vcc operating range. 

Figure 8.10 Example of cells' Vt distribution of a full array (left); impact of a depleted 

cell on the Vcc operating range (right). 

8.3.1.4 Depletion/Low-Vt Test. Depleted cells after erase represent a 
major potential cause of failure for the NOR Flash technology; the current 
drawn by the depleted cell can disturb the read of all programmed cells within 
the same bit line (or sub-bit line in case of sectorization by rows); Fig. 8.10 
(right) shows the effect of a depleted cell on the sensing: the minimum supply 
voltage at which the programmed cell can be correctly sensed is increased from 
Vccmin(0) to Vccmm,  (0), but also the Vccmax(0)  is reduced to Vccmax'  (0). 

Low threshold cells (cells with Vt few hundred millivolt higher than zero) 
could also increase the probability of hard or erratic depletion failures or of 
gain degradation. 

Depleted or low Vt cells can be detected by specific test modes for character-
ization, screening, or to activate recovery algorithms, etc.; a simplified scheme 
is shown in Fig. 8.11. 

Depletion Test. Row decoder disabled, row decoder "grounded" at 0 Volt -4 
all word lines grounded; if DMA (direct memory access) is enabled a depleted 
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Figure 8.11 Simplified scheme of a testability tool for detection of depleted or low-Vt 

cells. 

cell's current can be seen on the I/O; if the sense is set for normal operation, it 
should detect a zero for Vcc down to the minimum voltage at which the circuitry 
stops working; if a 1 starts to be sensed at a higher voltage, a depleted cell could 
be present on the bit line. Similarly, the depleted cell can be detected using 
the Vt measurement mode. 

Low Vt Test. Row decoder disabled, row decoder "grounded" at a positive 
(V10w) voltage -+ all word lines at Viow; DMA allows for the detection of a cell 
with Vt lower than Vlow  (on the addressed bit line). The lower-side of the erase 
distribution can also be explored with this tool. 

A depletion test can also be performed without the use of a specific depletion 
test mode: a single row is programmed, the rest of the array remains erased; 
addressing each cell in the programmed row at low Vcc (below 4 to 5V) with 
DMA enabled, a current on the bit line would likely indicate a depleted cell 
(varying the I/O voltage the depleted cell current would be flat ...). 

Also with the sense in normal operation an abnormal Vccmin(0) could indi-
cate a depleted cell. 

The depletion tests described above can only locate the bit line affected (and 
more than a depleted cell's current can be cumulated ...). Scanning the bit 
line using DMA or Vt test can then allow to identify the exact cell location. 
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8.3.2 Focus on Test Productivity 

Due to the intrinsic slowness of the Erase and Program mechanisms, test time 
has always represented a concern for the test engineer. For a first generation, 
bulk-erasable Flash, the chip erase time and programming times were both in 
the range of a second; consequently a test pass would take in the range of ten 
seconds (the numbers are related, as is the rest of the chapter, to a NOR Flash 
programmed by Channel Hot Electrons and erased by the Fowler-Nordheim 
mechanism). Second generation products, featuring sectorization and larger in 
size, would be much slower to test: for a 16 megabit with 32 sectors the erase 
time would be multiplied by 32 times and the programming time by 16 times 
resulting in the range of a hundred of seconds. 

To avoid unacceptable costs, the possibility of parallelism has been exploited, 
both internal to the chip and external. 

Two basic test features are often provided internally: 
• parallel programming: few bytes or words can be programmed together. 
The limitation of the technique is in the magnitude of current required to pro-
gram a bit (hundreds of microamps for the mainstream Flash); by increasing 
the number of bits, internal resistive voltage drops are increased making the 
drain voltage lower and, consequently, making the program slower and mis-
related with the normal operation. In particular, this issue becomes critical 
for single-supply, low-Vcc (3V or below ...) products, where the drain voltage 
needs to be provided by internal charge pumps. 

For easier implementation of the test mode, the bytes are often programmed 
all with the same content; in some products parallel programming might be 
offered as a specified feature also to the user: a page register is provided to 
allow for storing the random content to be programmed in parallel. 

• Parallel erase: several or all sectors erased in parallel. 
Initially introduced as a test mode, this capability is now widely offered as a 
specified feature; the command to erase any combination of sectors simulta-
neously can be issued to the chip, and the erase algorithm takes care of the 
parallel erase. The limitation comes from the source current required by the 
sectors being erased (range of the milliampere ...); again, this has an impact 
on the size of the internal charge pumps on single-supply low-Vcc products. 

8.3.3 Focus on Design 

The complex logic structure of a Flash requires that specific testability features 
are addressed to the design, mainly because: 

■ the logic is mostly sequential; 
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■ the logic machine does not generate directly digital outputs available on 
the pads; instead the logic machine generates outputs that activate analog 
inputs to the array which in turn produce effects in the array status. Only 
the array status can then be read on the I/O pads; 

■ an incorrect behavior of the logic machine or of bits in the array (caused 
by incorrect design or process or by manufacturing defects) would then 
be very difficult to understand and to screen. 

In addition, testing the logic machine alone before the costly testing of the 
array could be a way to save test time. To support this, Flash testers are 
generally required to provide Vector Testing capability (or the possibility to 
test a logic structure by providing input vectors and comparing the outputs of 
the structure with output vectors provided by the tester); this was not usually 
required by previous Non Volatile Memories. 

The testability features of more interest can be designed to: 

■ allow for testing the PLA(s) as combinatorial networks; 

■ perform independent test of registers/counters; 

■ control the matrix from the tester rather than from the internal state 
machine; 

■ measure or force significant logic or analog nodes; 

■ execute erase/programming algorithms with altered logic or analog con-
ditions with respect to user modes for screening purposes. 

All the above capabilities are useful for debug, characterization, production 
testing and failure analysis. 

8.3.4 Flash Design Testability: an Example 

An example of a testability structure designed into a Flash memory is here 
described; the purpose is to provide good observability and controllability of 
the logic/analog circuitry and of the array (Fig. 8.12). 

The circuitry specifically added for test purposes consists of: 

■ an 8 wires bi-directional bus connected to I/O pads; 

■ 3 wires for analog signals connected to address pads; 

■ latches already available or specific test registers to store test signals; 

■ multiplexers to control the access to the bus or to the analog wires; 
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Figure 8.12 Example of a Flash design-for-testability structure. 

• 4 address pins that are decoded to select the multiplexers; 

• a simple D/A converter supplied by Vpp, controlled by test bits to gen-
erate variable analog voltages; 

two third level (12V) detectors to provide hardware protection against 
unwanted activation of test modes. 

After providing a third level on the two input pins (Figs. 8.13 and 8.14), the 
code for the test mode is issued to the Command Interface as for user modes; 
the Output Enable pin selects the direction of data on the I/O. A DU (Don't 
Use) pin is utilized to switch between test and user mode. After the successful 
acceptance of the test mode start sequence, the Command Interface allows the 
information to be passed to the test latches. Each latch modifies the behavior 
of a circuit, such that it still may be used in other operations of the device (e.g. 
program, erase, read, etc.). Considering that a latch produces a function, these 
functions can then be combined to produce a complex test function, allowing 
a flexible approach to testmode development. 
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Figure 8.13 Example of test-mode activation: controlling internal nodes or loading test 

registers. 

Fig. 8.13 illustrates an example of forcing test data, Fig. 8.14 an example of 
reading test information. 

In this example 92 nodes could be observed via the different test modes and 
128 nodes forced, among which the inputs and outputs of the algorithmic state 
machine, connected to the test bus as in Fig. 8.15. 

8.4 FAULT REPAIRING 

In all types of memories the number of transistors per square millimeter is much 
higher in the array than in the periphery due to the more regular structure 
of the array and, often, also due to the use of tighter layout rules; also, as 
seen in Section 8.2.2, the stresses and the requirements are higher for the cells 
compared to the periphery transistors. As a result, the defect density in the 
array is typically much higher than in periphery. For this reason most memories 
utilize fault repairing as a way to increase yield and reliability. 

Redundancy is the most commonly used method for fault repairing in Flash; 
Error Correction could be considered as a way to increase yield, but it is not 
of relevant interest for standard Flash. 
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Figure 8.14 Example of test-mode activation: observing internal nodes or reading test 

registers. 

TEST BUS 

Figure 8.15 Access to the algorithmic state machine for direct testability. 
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8.4.1 Error Correction 

Error correction is more used as a technique to improve reliability at board 
level when using large arrays of memories, but it could be considered also (at 
least in theory)- as a way to increase yield inside the memory chip. A detailed 
analysis of error correction is reported in Chapter 5. As a practical example, a 
Flash organized X16 could use an Error Correction Code (ECC) scheme with 
the objective to correct up to a single bit error per word; the requirements 
would be 5 bits added to each word (30% overhead for the array) plus ECC 
circuitry in the data-out path to extract from the (potentially faulty) 21 bits 
the corrected 16 bit word and, in the data-in path, to generate for each word 
the additional 5 bits to be programmed (few percentages in die area plus a 
delay in access time); sense amplifiers and column selection need to be also 
increased by 30%. 

The impact on yield depends on the level of defectivity and on the dominant 
types of defects; for example, a very high level of single bit random errors can 
be corrected almost completely; on the contrary, clusters of bits or a failing 
word line cannot be corrected. 

In the example, in synthesis, the overhead required would be 20 to 30% 
plus a penalty in access time of several nanoseconds; the benefit in yield and 
reliability is widely variable according to level and type of defectivity. 

The above considerations, on top of the excellent reliability demonstrated by 
Flash, explain why standard Flash generally does not use ECC; on the contrary, 
ECC can be more convenient when the architecture makes use of very long 
words (low impact of the correction bits in %) and/or serial access (access time 
penalty not so important); ECC might be also required for multilevel Flash 
technology. 

8.4.2 Redundancy 

Redundancy is widely used in all memory types as a way to increase yields. A 
functional scheme often used is illustrated in Fig. 8.16: few spare word lines 
and few spare bit lines are added to the matrix array; the access to each spare 
resource is controlled by a CAM (a group of Content Addressable Memory 
elements) whose content can be programmed permanently. If a word line in 
the regular array is found to fail, its address will be programmed into the CAM. 
After that, each time the "failing" word line is addressed, the CAM will produce 
a "hit" signal that will disable the regular decoder and will activate the spare 
word line. The same concept is valid for the bit line. 

To store permanently the desired address in the CAMs, Non Volatile Mem-
ory elements are used. Most manufacturers utilize Flash cells which are very 
convenient from the process and testing standpoints. 
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Figure 8.16 Simplified redundancy functional model. 

Much less convenient in Flash are fuse elements to be laser blown (like in 
DRAM) which add manufacturing complexity, or polysilicon fuses to be elec-
trically blown, also difficult to manufacture: both options are also inflexible as 
they are one-time-programmable. 

In reality the scheme in Fig. 8.16 becomes much more complicated due to the 
data width X8 or X16 or more, due to the organization by sectors and to the 
need to avoid any penalty in performance (access time, current consumption). 
Sometimes entire sectors or groups of bit lines or word lines may be substituted 
together to account for large defects; or the repaired element can be a sub-
bitline. To repair a single bit is impractical. 

The cost in terms of die size is generally very moderate (few percent). The 
yield improvement obtainable can be extremely variable: in the order of a 
factor of ten at the early stage of the learning curve for a large memory in 
an advanced technology, while for a small memory in a mature technology the 
increase will be small (a few percent). It is common in memories to shrink the 
products as soon as the learning curve of a given technology progresses; this 
has the effect of increasing the killer defect density and hence to increase once 
again the positive impact of redundancy on yields. 

For the above reasons redundancy is used in most Flash products to lower 
the die cost. 

Redundancy has no direct impact on reliability (self-diagnosis-and-repairing 
is an appealing idea but is too complex to be used in the state of the art). 
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Nevertheless, the availability of several spare resources allows to apply very 
severe screenings on the array cells' distribution which contribute significantly 
to the excellent reliability of Flash. 

The fact that a Flash product utilizes redundancy is totally transparent to 
the user; instead, it impacts significantly the testing from the manufacturer 
side in terms of test procedures, need for testability tools and requirements of 
the tester used. 

8.4.2.1 Diagnosis and Repairing. Redundancy allows the repair of only 
(part of) the defects in the array and in the row decoder and column selectors; 
parametric failures, failures in the data path, I/O or address buffers, failures in 
the algorithmic state machine or in the Erase/Programming circuitry cannot 
be repaired. 

Defect detection and repairing is mostly done during first Wafer Probing 
and it is mainly composed of three conceptual steps: 

1. fault detection and real time memorization of fail locations; 

2. analysis of errors logged to decide if and how DUT should be repaired; 

3. repairing. 

To support these steps the memory testers feature: 

■ Error memory; 

■ a small Fail RAM that can be used to store a list of failing address loca-
tions, or two vectors mapping rows and columns of the array respectively, 
where the content of each bit in the vector indicates if a failure has been 
detected in the correspondent row or column; the two vectors are then 
used to make a rapid diagnosis to decide if the part is reparable or not; 

■ an Error Catch Memory mapping topologically the DUT array on a bit-
per-bit basis; 

■ scramble RAM mapping topologically rows and columns (and sometimes 
I/Os) in the DUT array; 

■ dedicated redundancy processor. 

During each functional test step (read a pattern, program a pattern, erase a 
sector, depletion test ...) one or more failing bits can be detected and must be 
stored in real time by the tester in an error memory which maps topologically 
the Flash memory under test. The errors detected during several test steps can 
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be cumulated in the error memory. After a single (or a group of) test step, 
the error memory must be analyzed to diagnose if, given the spare resources 
available, the DUT is reparable and what is the best combination of spare 
resources that should be used. 

Actual activation of spare resources is typically made only when necessary 
during the flow (because the failures detected would disturb the following tests, 
if not removed), otherwise it would be made only at the end, when the error 
map is complete and the repairing strategy can be "frozen": "failing" addresses 
are stored in the CAMs and the relevant spare rows or columns activated per-
manently. In the following test steps, the DUT will behave as fully functional 
and the fact that some repairing has taken place will not be visible to the user. 

On the subject of fault detection, it must be noted that, while detecting a 
fail during a read is straightforward, this is not so easy for erasing failures: 
for example, a single bit that cannot be erased in a sector; if the standard 
"user mode" internal erase algorithm is used, the sector erase would fail for 
"exceeding time limit"; after that a read could easily detect the failing bit, 
but the other cells in the sector would probably have thresholds which have 
been pushed towards negative values and the full sector would probably fail 
the next programming step. The example makes clear why test-mode erase 
routines need to be used and careful monitoring of the erase distribution and 
of the anomalous bits behavior must be applied to detect properly and safely 
potential failures. 

Also for programming, test modes should be used in order to allow a screen-
ing more severe than the specification. 

Row redundancy is also an issue: a word line in the array that is substituted 
by a spare one will still be physically there for the life of the product; the 
design of the internal erase routine must still take care of it to avoid that it 
could cause depletion during the many erase operations applied to the same 
sector during the life. Also as a consequence, not all the defects that could be 
repaired by spare rows will guarantee a safe operation during the product life: 
the defect diagnosis routine must identify and test the behavior of defective 
rows to decide if repairing will be safe or the part need to be rejected. 

8.4.2.2 Testability Tools for Redundancy. In order to guarantee test 
coverage and reliability of the redundancy circuitry (containing Non Volatile 
Memory elements), to maximize the impact on yield at a low cost in terms 
of test time, some test tools are typically provided by the design; the most 
common may allow to: 

■ functionally test the spare resources before activation, called shadow-
made; 
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■ fast programming of CAMs (erasing of CAMs); 

■ marginal testing of CAMs (erased or programmed); 

■ fast detection of repaired addresses; 

■ disable redundancy; 

■ DMA of CAM cells. 

These last two are better suited for engineering analysis than for production. 
In addition to the above, all the test modes available to better analyze the 

matrix can also be applicable to the cells inside the spare resources. 

8.5 PRODUCTION TESTING 

After describing how Flash are designed with a lot of attention to the testability 
of the product and technology, the production testing can now be treated more 
in detail. 

Production testing at the manufacturer's side is a sequence of tests that is 
sufficient to screen and guarantee a "known" product, in other words a product 
which has been produced inside process control and parametric test limits, 
whose process and design have been developed with proper know-how and 
extensively characterized for performance and reliability. 

The focus at Wafer Probe testing is more on: 

■ screen for DC and gross functional failures; 

■ diagnosis of faults for feedback to process; 

■ diagnosis of faults and repairing; 

■ parametric data collection for process control; 

■ screen for reliability; 

■ fast removal of unreparable failures. 

Fig. 8.17 reports a schematic example of Wafer Probe flow: the redundancy 
detection, diagnosis and repair is distributed among the various steps; all steps 
are oriented to guarantee margins for quality and reliability, using the testa-
bility tools described in the previous sections, rather than to simply guarantee 
specifications. 

At Final test the focus is on: 
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Figure 8.17 Schematic example of Wafer Probe testing. 

screen for DC and gross failures (after assembly; at different tempera-
tures); 

guarantee (arid classify) AC performance across temperature range; 

fully check adherence to specification.; 

screen for reliability. 

8.5.1 DC Tests 

Ice currents (and Ipp for dual supply products) in the different specified con-
ditions and output DC levels are tested at wafer probe and final test. 

In particular, the availability (in. the specification or as a test mode) of a 
Power Down. test, where the current expected is below a microampere, not 
only allows the rapid screening of most of the gross failures at wafer probe, but 
also constitutes a kind of partial static IDDQ test for significant parts of the 
circuitry with benefits for reliability. 
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8.5.2 Functional Testing 

Flash memories have significantly different characteristics if compared to DRAMs 
(the testing of which has been extensively studied and a vast literature exists). 
A few of the main ones are: 

■ erase and program are 3 to 4 orders of magnitude slower than read; 

■ erase is only by sector; after UV erase the (non defective) array starts 
from all 1; 

■ the cell provides to the sense amplifier a static current (tens of microam-
peres) rather then a small (tens of millivolts) voltage difference. 

As a consequence, the concept of "order of pattern" does not apply immediately; 
instead, erase and write operations are to be minimized. 

Among the different types of faults related to the array cells, the ones of 
"resistive" nature are by far the most likely (stuck-at faults, bridging faults 
...): these are relatively easy to detect with simple patterns; more subtle types 
of failures in the array cells are the ones related to oxides defects that are 
discussed deeply in Chapter 7. 

In the periphery circuitry some possibilities exist of faults of "capacitive" 
nature, particularly where the signals are not rail-to-rail (or digital), like in 
the sense-amplifiers and their inputs (bit-lines) and output signals (data-lines), 
in the timing chain or in the Input or I/O receivers when operated at TTL 
levels. The characterization must be designed (based also on the knowledge 
of the product architecture) to exclude intrinsic capacitive-coupling faults and 
the production testing must be able to screen the possible defect-related ones. 

A non-exhaustive list of (gross) functional failures may be: 

■ fault in addressing, decoding, data path, I/O; 

■ fault in erase/programming circuitry, command register or algorithmic 
state machine; 

■ single or cluster of bits that do not read/erase/program; 

■ couple of bits stuck (sharing the same "open" contact, or with floating 
gates shorted together); 

■ bit-line open, short (or leaky) to ground, source line, word line or other 
bit line; 

■ same for a sub-bitline, including short to main bit line; 
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■ word line open, short (or leaky) to ground, source line, other word line, 
bit line or sub-bitline. 

The list is much longer, but most of the failures can be detected with simple 
patterns which have the advantage of requiring a few erase/programming steps 
and allow easy diagnosis of the failure type for feedback to the process and for 
repairing. 

Some of the most common and effective may be: 

■ ALL ONES: detects some of the gross failures also if the DUT is only UV 
erased; detects erase failures if performed after electrical erase; 

■ DIAGONAL OF ZEROES or FRAME OF ZEROES, programmed over 
ALL ONES: programming a small percentage of bytes, allow to detect 
most of the failures related to bit line, word line or periphery circuitry; 

■ CHECKERBOARD (TOPOLOGICAL): CK-ODD, or (for a X8 data 
width) writing 00 in all the ODD addresses, or its complement CK-EVEN. 
Executing both patterns, using a MARCH sequence (for each location: 
read FF, write 00, read 00), is very effective in detecting stuck-at and 
bridging faults in the array, decoding, addressing, data path and pro-
gramming circuitry. 

In synthesis the gross functionality of a Flash could be tested with only one 
complete erase/program/erase cycle using ad-hoc patterns and intermediate 
read verifications. 

Of course much more complex screenings are required to guarantee full-spec 
performance and reliability (see following sections). 

The functionality of the algorithmic state machine is somewhat more com-
plex to test exhaustively without excessive test time cost (see Section 8.3.3): if 
ad-hoc test modes are available, it can be tested independently as a logic block. 

8.5.3 AC Read/Command Interface 

The characterization must provide the worst case conditions (patterns, address-
ing sequences, supply voltages, temperature, erase and programming conditions 
of the patterns themselves) that are necessary and sufficient to test and classify 
in speed classes the DUTs in production. Complementary patterns may be 
used to test all bits in both states; all different specified types of read modes 
are tested (address access time, access time from chip enable, from output 
enable and combinations of them). Different Vcc are used and check at two 
temperatures is also usual. 
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Also Flash products often feature very-low-current power-down modes that 
require a longer "recovery time" to read the first data, instead of the usual read 
access time from chip enable; those need also to be characterized and tested. 

Except for the read operation, for which the Flash is operated like a classical 
ROM or EPROM, all other operations are initiated and monitored through a 
Command Interface (see Chapter 5), through which commands and data are 
passed to and from the Flash through the I/O pads. The AC parameters 
specified for the Command Interface are also tested by simply using worst-case 
timing conditions during erase/programming at final test. 

8.5.4 Erase/Program Performance; Endurance 

Erase and programming times are tested both at wafer probe and at final test, 
taking care also of the margins necessary to guarantee that the DUT will remain 
within specification after the number of erase/programming cycles guaranteed 
for the product (usually 100K), knowing from the characterization/qualification 
of the product/technology the expected degradation of the erase and program-
ming times. 

The main emphasis, however, particularly at wafer probe, is on the screen-
ings applied to the cells which are at the top and bottom of the distribution 
after erase or show anomalous programming or erase behaviors; these, in addi-
tion to the application of severe stress modes (see Section 8.3.1.3), guarantee 
the endurance with very low defectivity levels. 

8.5.5 Reliability 

As shown in Fig. 8.3, the Wafer Probe testing generally includes a high tem-
perature bake between a first and second test steps: the first pass ends with 
the programming of an ALL 0 (or almost ALL 0) pattern. After the bake, the 
same pattern is tested. For a more efficient screening, the Vt margin of the 
worst programmed cells may be recorded before bake and the screening after 
bake may be based on a maximum allowed threshold shift, rather than on a 
go-no-go read test. 

At final test a burn-in test may be used mainly to screen oxide defects which 
can only be activated by a combination of temperature and voltage stresses. 

8.6 TEST PRODUCTIVITY 

Some considerations on Flash test times are reported in Section 8.3.2: given 
the 1 second intrinsic erase and program time for a sector and in spite of the 
possible use of internal parallelism, the test time for a single unit remains in 
the order of tens of seconds. For this reason Flash manufacturers are using 
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parallel test systems for production testing, both at wafer and at packaged 
levels. The productivity of a parallel test system for Flash depends heavily on 
the tester structure and on a number of aspects that will be discussed in the 
next paragraphs. 

8.6.1 Impact on Tester Structure 

In very simple (hardware) terms, a tester is functionally made of few basic 
building blocks: 

■ System supervisor/controller; 

■ Power supplies; 

■ Parametric forcing/measurement units (PMU); 

■ Pattern generators; 

■ Pin electronics; 

■ Pattern memory (+ vector memory); 

■ Error memory; 

■ Redundancy processor. 

A parallel tester can be made according to the scheme of Fig. 8.18, where all 
the resources are shared by the N devices (DUT) tested in parallel, except for 
the Pin Electronics that need to be replicated locally to force and/or sense the 
signals on the pins of each DUT. The drivers of the tester must be buffered 
from the main driver and from site to site in order to avoid a short on one DUT 
to cause failures on the other devices. 

At the other extreme, a fully parallel test configuration replicates all the 
building blocks for all the N DUTs (Fig. 8.19). The first configuration would 
be typically of lower cost, while the second would allow a better productivity. 

Many intermediate possibilities exist between the two extremes. For Flash 
testing, in particular at wafer level, the tendency is toward testers which have 
(almost) all the resources duplicated per DUT (tester-per-site). 

The improvement in productivity that can be obtained using a parallel sys-
tem versus single testing (given a certain test flow) is largely dependent on 
the tester configuration but also depends on many other aspects related to the 
product. 

To simplify the matter we can consider separately the tester impact, mak-
ing the hypothesis that there is no impact from product aspects (yield 100%, 
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no dispersion on performance); we can then estimate the theoretical Parallel 
Productivity Factor (PPF) that a tester can obtain (with a given test program): 

PPF (tester) = 	  
P N(1 — P) 

where P is the fraction of the testing program that can run fully in parallel 
for the N DUTs, while (1 — P) accounts for the routines that lieed to be run 
sequentially one DUT after the other. 

As an example, DC measurements or setting of reference cells can be made 
in parallel if a PMU per site is available (and the relevant test time will be in 
the P fraction); if the tester features only one PMU the above tests will be 
repeated sequentially for the N DUTs. 

Testers specifically designed for Flash (like Fig. 8.19) obtain a Parallel Pro-
ductivity Factor very close to N which is the theoretical limit; in other words 
the tester can test N DUTs in the same time as a single one. Unfortunately 
product related factors introduce a significant reduction. 

8.6.2 Parallel Testing Final Test 

To test packaged parts, . one or more handlers are connected to the parallel 
tester; very high level of parallelism (e.g. 32 or even 64) can be achieved 
conveniently at the state of the art. 

The factors that reduce the productivity with respect to the one allowed 
theoretically by the ideal tester are few: 

■ yield and failure mode; 

■ Erase/Programming time differences among different DUTs; 

■ indexing time (or time to load/unload the batch of N DUTs). 

They cannot be easily reduced to an analytical model but the results are 
not so far from the theoretical ones; see Fig. 8.20, where the average test time 
per DUT is reported for 3 different test systems: it can be seen that testers 
specifically designed for large parallelism (like B and C cases) show only a small 
deviation from the maximum achievable PPF = N. 

8.6.3 Parallel Testing at EWS 

Compared to the Final Test case, parallel testing at EWS is more challenging 
and can be less productive for the following reasons: 

■ the probe card technology (considering that Flash have typically 40-60 
pins); 
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Figure 8.20 Curves of test time/DUT obtained with different parallel testers. 

■ yields at the early stages of a new technology may be low; 

■ inefficiency due to the edge of the wafers; 

■ testing based on distributions of erase time and program time, in which 
the tester checks the state after each pulse of each address: this is gen-
erally slower and less productive on parallel testers with respect to Final 
Test where the internal (user mode) Erase/Programming algorithms are 
typically used. 

Due to the above reasons, the level of parallelism used in Flash at EWS is 
now mostly at the 4 or 8 level but probe technology for 16 or 32 is also being 
introduced. 

At EWS the role played by the structure of the tester is even more important 
due to the extensive use of test-modes and of redundancy. 

8.7 PRODUCT CHARACTERIZATION 

The objectives of product characterization (from the manufacturer side) are 
several: 

■ assess (on few lots) that the product meets fully the specification with 
enough margins; 

■ assess, through test modes, that the performance of the array is correct 
with margin; 
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■ check that the behavior of the parameters (not only the ones specified to 
the user, but also some critical nodes accessible for testing) is in line with 
design, process, physics' expectations; 

■ assess that the product can tolerate the expected process variations; 

■ extract information (worst-case patterns, worst-case corners, limits and 
guard-bands ...) for the production testing. 

Of course, in case of problems detected, the characterization will serve as a 
feedback to design and process engineers to investigate and correct the issue. 

All parameters are characterized versus at least Vcc and temperature; for 
erase and programming also Vpp needs to be considered, for a dual supply 
product; access time performance needs to be assessed through the use of several 
patterns, addressing sequences, read modes and parameters specified. 

In SRAMs and DRAMs the write path is just as critical as the read path; 
this is because the write sequence is controlled by a fast and asynchronous 
timing chain and, as a result, it is more susceptible to variation from part to 
part, and then as critical as read in terms of speed screening and classification. 

On the contrary, in Flash the write commands are latched and the internal 
operations are clocked. 

The characterization of AC write cycle is basically the characterization of 
the Command Interface. 

The complete program or erase operations are 3 to 4 orders of magnitude 
longer then the read one and, as a result, sufficient design margins are allowed 
to avoid speed issues in production. 

The read cycle is however more critical as far as speed. In the characteriza-
tion the Flash must be investigated as a ROM, taking into account data pat-
terns in the array, architecture and design choices made. Typical data patterns 
used are electrical and topological checkerboards, diagonal patterns, random or 
with different percentages of programmed bits. The data patterns must also be 
used to identify I/O interactions resulting from cross talk or parasitic coupling 
among sense amplifiers or in the read path signals. 

Addressing sequences must be used in combinations with the data patterns 
to highlight different types of problems. For example, address complement 
scan combined with a checkerboard pattern is classically a worst-case for input 
levels. Address sequence used for interaction between row access and column 
access is the Butterfly-like (transition from each individual cell to all other 
cells in the same row and column). ATD (Address Transition Detection, see 
design section) pulse generation may be checked, as a worst-case, reading a 
pattern following a Gray code address sequence. Also read access time after 
read-abort cycles need to be characterized: in other words, addresses or chip-
enable changing at a cycle time lower that the guaranteed one, followed by a 

APPLE INC. 
EXHIBIT 1108 - PAGE 0482



476 FLASH MEMORIES 

24.3 

23.3 

22.3 

21.3 

20.3 

19.3 

18.3 

17.3 

8 16.3 

15.3 

14.3 

13.3 

12.3 

11.3 

10.3 

9.3 

8.3 

7.3 
4.0 5 0 6 0 7 0 8 0 9 0 10.0 I .0 12.0 13.0 14.0 15.0 16.0 17.0 18.0 19.0 20.0 

Freq [1V1Hz] 

Temp eratur e[C] 
	

-40 
	

0 + 
	

25 0 
	

70 0 
	

125 C") 

Figure 8.21 Icc active versus operating frequency at different temperatures. 

normal read cycle. Other patterns reported in text books exist [1] and may be 
chosen based on the design. 

To mimic applications, an address format with return to 1 and return to 0 
may be used to reflect the pull-up or pull-down resistor used on the bus. 

In Figs. 8.21 and 8.22 examples of data sheet's parameter characterization 
are illustrated: Icc versus operating frequency in read mode at 5.5V Vcc and 
Erase time versus Vcc. 

A full characterization of a product is comprehensive of a detailed check 
of the evolution of the embedded algorithm handled by the Program/Erase 
Controller. 

As an example it is reported in Fig. 8.23 the output of a testing program 
which performs a sector erase starting from an array whose content is FFFF: 
within the algorithm the array is pre-programmed to 0000 and then erased back 
to FFFF. 

The testing program tracks the evolution of this operation performed (on a 
4M Single 5V supply) by measuring the current drawn from the power supply 
(right y axis) and the status of the array content on a bit-per-bit basis (left 
y axis). The tester samples the status of bits every 50ms (the sampling steps 
on the x axis). 
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Figure 8.22 Erase time versus Vcc on a single supply product. 
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Figure 8.23 Detailed characterization of an erase cycle performed by the internal Pro-

gram/Erase Controller (4M Single Supply). On the left y axis is the number of bits which 
are found to be erased at a certain tester sampling step (x axis): on the right y axis is the 
!cc current. 

APPLE INC. 
EXHIBIT 1108 - PAGE 0484



478 FLASH MEMORIES 

It can be appreciated the linearity in time of the Byte program operation 
with an associated constant current consumption. 

During the erase operation the array is rapidly brought (couple of normalized 
steps) to a condition where the content is read as FFFF, but the internal 
algorithm requires more time (six normalized steps) to guarantee the correct 
margining of the erase operation. 

A program like this gives at a glance a clear indication of the correct parti-
tioning of the timings settled by the internal state machine and also gives an 
indication of the real power consumption during the various phases (program 
pulse, erase pulse, over-erase correction, ...). 

Characterization of a lot may be made exhaustively on a small sample 
(maybe 10-20pcs) and integrated by a more statistically valid sample (50-500) 
on a reduced version of the characterization package; parameter data collected 
during production testing of the preproduction lots are also compared with 
characterization data and used for correlation and performance assessment. 

For a better estimate of the variations in yield and performance that the 
process will cause due to its variations inside the process window, corner lots 
may be launched where the most important lithography and process variations 
are tried on purpose on few wafers (e.g. active area variation, polysilicon size 
variation, thresholds variations, etc.). 

8.8 CONCLUSIONS 

After several generations and a more than a decade's learning curve, Flash has 
become a very popular and easy to use memory technology, featuring excellent 
performances, quality and reliability. 

This chapter shows how this is guaranteed on each device shipped through 
an effort that goes from memory cell, process robustness conception, design 
for testability and reliability, state-of-the-art manufacturing and process con-
trol, exhaustive characterization and reliability assessment and, finally, severe 
production test screening. 

The chapter describes the testing aspects from the manufacturer's point of 
view with the intent of helping the final user in achieving a better knowledge 
of the product. 

The message here communicated to the reader-user is that a trustful manu-
facturer tests each device (in broad sense: from design to final testing) with a 
sequence that is incomparably more severe and thorough than any acceptance 
test or characterization than a user can devise: to take the best profit of that 
I suggest that the user correlates his test results with the manufacturer's ones 
(not only in the go-no-go approach but in full detail) for mutual benefits. 
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While the Flash manufacturer has succeeded in making, through smart de-
sign, the Flash technology easy to use, the applications have become signif-
icantly more demanding and diversified and, as a consequence, new perfor-
mances have been added to the Flash, again increasing the potential complexity 
for the user. 

Here again, a strict relation between component and system manufacturer, 
from system conception to volume production, becomes vital to optimize cost, 
performance and time to market for both players. 
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Abstract: We describe in this chapter the dynamics of the Flash memory 
market, its segmentation and its expected evolution. 

The typical characteristic of Flash memory technology, its flexibility, is seen 
as the main factor which explains the strong evolution of the demand, generating 
continuous new field application with the typical pervasiveness of the innovative 
semiconductors. 

But the flexibility also determines the peculiar position of this product in 
the market. The Flash memory does not correspond to our definition of "com-
modity", but follows the same price pressure as the big commodity market, 
represented by DRAM, and dictated by the technology learning curve and by 
the classical macroeconomic supply/offer models. Flash memories are not a 
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dedicated product, but can, accordingly to the environment, appear sometimes 
as a standard part, or as an application specific circuit. For all applications, 
however, Flash always plays a strategic role. 

A survey of the many applications presented, with an inside focus from the 
industry and the point of view of the system designer, is somewhat privileged 
to give a idea of the many great innovations Flash is making possible. 

9.1 INTRODUCTION 

Similarly to what DNA represents for living beings, Flash memory has the 
fundamental property of providing life to the systems in which it is used. It 
allows them to remember what they are and what they should do. Moreover, 
it gives them life because the system's code or behavior can be changed by 
the system itself, thus allowing life propagation and reproduction as in living 
organisms. The system can keep track of its own experience, make compar-
isons leading to decisions and reuse learnt information. Maybe someday it will 
even develop original concepts. The fundamental reason why Flash memory is 
behind these new possibilities is because data is not lost when the system is 
temporarily switched off. Flash memory is the first memory that is non-volatile 
and re-writable, offering at the same time a high level of performance and, most 
important, at low cost. 

Since the first Flash memories were developed at the end of the '80s, initially 
emulating EPROMs with re-write capability, the inherent flexibility and power 
of the Flash memory have come a long way. Power supplies have been reduced 
from dual 5/12V to single 5V, and then reduced again to single 3V, with the 
search continuing to obtain 1V memories. The endurance cycling capabilities, 
the number of erase/write cycles each cell of the memory can withstand, has 
increased from the original 100 or so, to over 100,000 with a next target of over 
1 million. Access times have been pushed to the limit and now are equal to those 
of DRAMs. Moreover, sophisticated chip architectures have been developed to 
deal with important issues such as reliability and test coverage, time and cost, 
and to improve the application flexibility in operation. Single transistor cell 
sizes have been shrinking, year by year, with cells of less than 1//m2  targeted 
for the 256Mb to 1Gb era. 

The applications of Flash memories have also moved away from simple re-
placement of EPROMs, and now have invaded the fields covered by EEPROM 
and SRAM; in the future, a part of the DRAM market could be challenged. 
Designers also dream of replacing magnetic media with Flash memories, a tran-
sition which is at the moment possible only for very specific applications. Flash 
memory represents the state of the art of the semiconductor industry in terms 
of technology, process and design and is, at the same time, a challenge and 
opportunity for system designers. In fact, Flash is positioned in an area that 
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crosses over the application areas of different types of memories, thus making 
it an interesting tool for new approaches in marketing. Out of the plethora 
of many early technical solutions to Flash memory seen so far, the NOR ar-
chitecture is the winning solution today. But with the ever widening range of 
applications, other architectures will achieve a significant share of the market 
by the end of the century. 

Flash memory, then, is an enabling technology inasmuch its limits are far 
beyond the boundaries of the markets we can envisage today. 

If you look at the low magnification optical micrograph of a relatively large 
sized memory dies produced by the semiconductor industry today (DRAM, 
EPROM or ROM, 16Mb density for example) you can immediately recognize 
that at least 70% of the surface area is taken up by the memory matrix itself. 
The command/control and I/O occupy only 30% of the area and originate, as 
a consequence, 30% of the cost and 30% of the manufacturing difficulties. But 
it is not like that for Flash memory. Even a relatively large Flash memory has 
only 40% of its area devoted to the memory matrix, while the rest has as much 
as the same complexity and nature as microcontroller and analog circuits. It is 
no surprise therefore that, to improve system performances, density, costs and 
reliability, there will be a further push for a widespread integration of Flash 
memory, thus enhancing the responsiveness and interactivity of any electronic 
appliance. 

The evaluation of the Flash memory market is dependent on the way statis-
tics are built. Circuits devoted to specific applications often are not counted in 
the Flash memory share, simply because of their function, even if they allocate 
80% of the die area to Flash memory and 20% to DSP. Later in this chapter 
we will discuss the evolution of Flash applications and of the Flash market and 
we will see that in the near future the size and impact of Flash memory could 
be enormously bigger of what we can see today. 

9.2 MARKET SEGMENTATIONS 

In less than a decade, Flash memory has become the first non volatile memory 
market, ahead of masked ROM and EPROM. In addition Flash is now ranked 
third in the total memory market, after DRAM and SRAM (see Figs. 9.1 and 
9.2) 

One of the main reason of this success is the versatility of the Flash memory 
which brings benefits in all traditional market segments, Telecom, Computer, 
Consumer, Automotive and Industrial. This versatility leads to a combination 
of many different applications and many different functions from which different 
possible segmentations can result. 
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Figure 9.1 Flash market history. 

'99 '00 '01 '02 

M Worst Case 	 Best Case 

Best case scenario strongly impacted by take-off of 
mass-storage type of applications & integration trends 

Figure 9.2 Flash market projections. 
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Note: Dimensions do not reflect relative market sizes 

Figure 9.3 Flash segmentation. 

9.2.1 Application Segments and Subsegments 

In the following, we will attribute Flash memory to different application seg-
ments, depicted in Fig. 9.3. The first question to be answered is: 

Is your memory "working" or not? A memory which contains the in-
formation which is mandatory for the execution of the application in which 
it is embedded is called a "Working" memory: it can be either volatile or 
non-volatile. A "Working". Memory can be used to store the code of a micro-
controller, configuration parameters (such as set-up parameters) of the applica-
tion, as well as higher level executable programs of a computer (word processor 
documents, worksheets ...) and also temporary computing information as in 
RAM. 

On the contrary, a "File or Mass Storage" memory has the mission to store 
information which is not necessarily executed in an embedded application itself: 
this is typically the storage of voice (Digital Answering Machines) or pictures 
(Digital Still Cameras) or any data files. 

The further question is: 

What is your memory "like"? The versatility of Flash allows it to emulate 
many previously available technologies. Flash are "EPROM like" in the sense 
that they can replace any EPROM in any application, where they are used 
essentially for code storage. 

APPLE INC. 
EXHIBIT 1108 - PAGE 0491



486 FLASH MEMORIES 

When first introduced, Flash were used only as EPROMs: users had to pay 
extra money over the EPROM cost essentially for the security or comfort offered 
by the on line reprogrammability, which was impossible with OTP EPROM or 
tough and expensive to execute with UV-EPROM. 

Today, after some years of manufacturers and users experience, the cost 
premium of Flash is collapsing and Flash are used more and more as real Flash 
with their in-system reprogrammability feature: the BIOS of your PC was 
initially stored in an EPROM, then some manufacturers moved it to Flash, 
which eased the new product launch by allowing quick reprogramming of the 
Flash on the boards immediately before shipping, in case an early bug was 
found. Now, all PC manufacturers offer the possibility to upgrade their PC by 
reprogramming the Flash BIOS after purchase. "EPROM like" is the pioneer 
subsegment and still the major one. However, its share is expected to reduce in 
the future as Flash, with its advanced features, will play the role of an enabling 
technology for many new applications, allowing them to emerge. 

To some extent Flash are also "EEPROM like" and then can, in some cases, 
replace EEPROM for parameter storage. This is why some blocks of uneven 
sectored Flash are called Parameter Blocks. Flash technology allows electri-
cal erasing like EEPROM, however EEPROMs retain the advantage of their 
granularity. Flash can be erased only by sectors, from Megabits down to a 
few bytes, while EEPROMs can be erased byte-by-byte. So the Flash cannot 
directly replace EEPROM when the granularity required by the applications is 
high. In some space constrained applications requiring both Flash and EEP-
ROM functionality, Flash are used to "emulate" the EEPROM granularity. 
The software stores parameters as linked lists in a sector of the Flash, keeping 
a second sector ready to take over when the first is full, then erasing the first 
one, and so on. EEPROM emulation in the Flash requires to find an efficient 
way to allow the reading of the software code while updating the parameters, 
which corresponds to the read-while-write operation with a Flash. This can 
also be handled by software, at the cost of a few kilobytes of code stored in 
SRAM in the host computer, provided that the Flash has the capability to 
suspend/resume the program and erase function at any moment with a latency 
time which will make it transparent to the host. 

The linked list principle can also be used with a so called dual bank Flash, 
which features two physically independent memory banks, offering by hardware 
simultaneous read/program of different sectors. 

However, the weakness of the above mentioned linked list software emulation 
is that the access time worsens dramatically after each parameter update. The 
optimal solution from performance stand point is probably the Flash plus (tm) 
that actually merges on the same chip Flash and EEPROM technologies, for a 
true integration of the EEPROM in the Flash. 
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In the early '90s Flash was said to be potentially "DRAM like" . Many 
memory manufacturers started to dream (daydream or nightmare?) that Flash 
memories would in the next 5 years replace all the DRAMs in the market place. 
In reality Flash will never replace most of the DRAMs when the application 
requires fast programming and erasing time, as in Video Frame memory or PC's 
main computing memory. However, instead of downloading your wordprocessor 
from your HDD to your DRAM for execution, you might execute it directly 
from a non-volatile Flash. Flash would then replace a part of the DRAMs in 
your systems. 

The major excitement in the Flash market came when people started to 
dream that Flash could be "Magnetic like" and would replace all HDD, opening 
a new Golden Age for semiconductor memories. Very quickly it was understood 
that this will not happen in a foreseeable future. 

The Mbyte growth requested by the standard HDD applications (Desk Top 
and Note Book PC) was so high (near to 50 times/decade) and the recording 
density per unit area of HDD soaring at such a pace (100 times in a decade since 
the early '90s) that Flash could not close the $/Mbyte cost gap with the HDD. 
Nevertheless Flash will grow as a "Solid State Storage" device in new consumer 
applications which will take full benefit of its advantage in term of ruggedness, 
weight and power consumption, such as PDAs, Digital Still Cameras and Voice 
recorders. 

In these cases the success of the Flash is directly linked to the commercial 
success of the applications and, vice-versa, the market boom for these appli-
cations will be linked to the Flash capability to meet the consumer market 
requirements in term of $/Mbyte, and user friendliness. 

Many efforts have being deployed by the Flash industry in this direction, 
first with the credit card size PC cards and more recently with the "stamp" 
size Flash memory cards, for which three potential standards are fighting on 
the market place: 

1. "Miniature Cards" allow the maximum memory size as they 'can contain 
few Flash devices with no extra silicon, while the standard S/W (Flash 
File System) is stored in the end application; 

2. "Compact Cards" provide a full emulation of the HDD standard ATA 
interface at the cost of embedding an ASIC on each card. ATA is the 
acronym for Advanced Technology bus Attachment, which is a high level 
interface for Hard Disk Drivers standardized since 1989; 

3. "SSFDC" (Solid State Flash Disk Card) can be seen as a package for a 
single serial access Flash. 
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9.2.2 Technology, Performances and Applications 

The proliferating applications that are driving the Flash market growth are so 
diverse that they require, or at least desire, very different features; or that they 
prioritize very differently the different features of the Flash memory such as 
the power supplies, access time, package ... This results in a proliferation of 
Flash solutions which originates from the technology itself and in different cell 
organizations such as NOR (including its DINOR derivative), NAND or AND, 
along with Multibit/cell, leading to a variety of features which best fits the 
requirements of the different market application. This variety of technological 
developments and solutions does not help the electronic industry to simplify 
the matter and to ease the choice of the best Flash memory, but the associated 
innovations will boost forward the electronic industry itself. Main features and 
applications can now be gathered in the three following streams (see Figs. 9.4— 
9.7): 

1. Standard Market, mostly an "EPROM like" market, tending toward very 
fast access time and covering a wide spectrum of densities; 

2. Mobile Applications, requiring lower and lower energy consumption and 
thus very low supply voltage; 

3. Mass Storage, requiring very high densities as well as a very low cost per 
bit. 

Key 
Applications 

Density Key Features Comments 

STANDARD Auto, HDD, PC 
Bios, 
Networking, 
Modems, 
Set Top Box... 

Wide Range 
From 1 Meg 
to 16 Meg 

5V=>3.0 V 

Access Time 

"EPROM 
Like" 

NOR type 

MOBILE Cell Phones 
Pagers 

Medium 
4, 8, up to 16 
Meg 

Low Energy: 
3.0V=>1.8V 
Chip Size 
Package 

Market 
Driver 

NOR type 

MASS 
STORAGE 

Dig.Cameras 
Voice Rec. 

PDA Flash 
arrays 

High 
16 Meg + 

Very low 
cost/bit 

Random 
Access 

Still 
Uncertain 
Forecast 

Figure 9.4 Flash market streams. 
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Figure 9.5 Flash market segment value. 
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Figure 9.6 Market streams: supply voltage. 

Another trend linked to technology and performances is the one toward 
"integration". Integration is a strong and historical trend in semiconduc-
tors which continues to accelerate, boosting system performances and reducing 
board space. However, embedding Flash in the CPU is not the single best so-
lution. Repartitioning of Flash-based systems offers many different integration 
solutions having their own best factor of merit (see Figs. 9.8 and 9.9). 

Packaging a stand alone memory in the tiny Chip Size Package, makes it the 
most cost effective, most flexible solution and gives the fastest time to volume, 
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Figure 92 Market streams: density. 

Cost Perf PCB Area Max Mem 
Size 

Time To 
Vol 

Mem Size 
Flexibility 

Stand Alone 
(C.S.P) 

5 3 3 5 5 5 

Embedded 
(ST9,10,20...) 

3-4 5 5 3 3 2 

Mixed 
Embedded + 
Ext Flash 

4 4 4 4 3 5 

Embedding 
Logic 

4 4 4 4 3 2 

M.C.M 
(bare dice) 

2 4 4 5 4 4 

Mixed Mem 
Techno 

3-4 3 4 4 3 2 

Figure 9.8 Factors of merit for the various Flash memory implementations. A high value 

corresponds to a better performance. 

while embedding the Flash only with glue logic also turns out to be a good 
compromise. 

As mentioned before, Flash memories are used in all market segments (see 
Fig. 9.10). The business size and highest growth is currently linked to the 
Telecommunication segment, first because of the digital cellular phone, which 
has such an importance that one might wonder if GSM stands for "Growing 
Size Memory" or "Growing Software Monster" ... Moreover the need to ex-
change information, linking all computers together with standard protocols, 
has propelled the demand in Networking routers and of course modems, both 
of which benefited from the Internet growth wave. 
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Cost Increase Factor Cost Reduction Factor 

Wafer Cost Mask # 
+ 50% vs. stand alone Micro 
+ 20% vs stand alone Flash 

Die Size + : no shrink path for Flash Flash logic partially replaced by CPU 

Yield Increase of die size & # masks, 
. Yield multiplication effect, 
Flash speed distribution 

Test Cost Flash side tested with 
sophisticated test equipt of Micro 

Package One Package only 

Figure 9.9 Cost impact of integration. 

2001 Flash 
TAM (*) 

cy. 

End. 
Equip. 
(Mu) 

Density Key 
Features 

Technology 

Cellular + Pagers 40 >200 Medium 
8-16 Mb 

very low 
energy 

NOR 

Digital Set Top 
Boxes 

9 >30 Medium 
16-32Mb 

NOR 

Auto (EMS, GPS) 9 >50 Medium 
4-8Mb 

Speed NOR 

HDD 5 >250 Low 
2Mb 

Speed NOR 

Networking 
(Routers) 

9 	' >10 High 
192Mb 

NOR 

PC Bios 9 >150 Low 
4Mb 

NOR 

Digital Cameras 8 >10 High 
64-128Mb 

$/bit 
card 

NAND, AND, 
Multilevel 

Flash Arrays / Pda 3 >10 High 
8-64 Mb 

Random 
access 	, 

NOR 

(*) TAM = Total Available Market 

Figure 9.10 Major applications. 
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In computers the key applications are currently the PC BIOS and the Hard 
Disk Drive Operating System, although the latter is likely to lose some of its 
importance in the next five years because of integration. In the future, the 
computer segment will grow in importance with the take-off of Personal Digital 
Assistants and their need for embedded Flash arrays and memory cards. 

The development of Digital TV, via satellite or cable, is allowing users to see 
programs all over the world, making the Set Top Box among the top Flash po-
tential users. In consumer, another potential major growth area is the Digital 
Still Camera, also linked essentially to the Flash memory Card. This market 
will undoubtedly develop as a computer peripheral, initially in the special in-
terest field, but we cannot assume that it could really become a consumer-like 
product which will substitute the current films, especially if one consider that 
a brand new film standard (APS or Advanced Photo System) is just being 
promoted by the leading film and camera makers. 

Automotive has been among the pioneer Flash applications primarily in 
Engine Management Systems and in Automatic Gear Boxes and is reinforcing 
its position with the growing demand for GPS or Global Positioning Systems, 
which from high end cars will expend to lower grades. 

One might even believe that high class cars will eventually be the conver-
gence pOint of all advanced electronic, gathering video, telephone, fax and com-
puter function on top of the standard powertrain management and navigation 
systems. 

There seems to be no emerging application in the industrial segment which 
has a minor weight in the global Flash usage. Although we should not forget 
to mention robotics, which is probably currently the top user of PC card Flash 
memory cards. 

9.2.3 Segment Dynamics 

For all current manufacturers, the Flash market was initially an evolution of 
the EPROM market, however it evolved in a very different way due to the 
dynamics of the driving applications, giving more and more importance to 
"windowed markets" (see Fig. 9.11). We call a market a "windowed market" 
when it requires specific features in a given timeframe. 

The oldest example is the computer market with respect to DRAM density. 
Each new generation using a new and higher DRAM density, leaving no market 
for the old and lower densities. 

This is now the case for the cellular phone market with the power supply 
of Flash Memories. Windowed markets are tough to enter for the followers: if 
you miss the window, you can throw away all your development efforts! 
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Figure 9.11 Windowed market curves. 

Another important factor is the lifetime of the application. For most applica-
tions the trend today is to have shorter and shorter lifetimes, down to 6 months 
design and 6 months for volume production for many consumer-related high 
volume applications such as the PC. 

When this is combined to windowed market applications, it becomes an 
extremely tough business: not only you cannot miss the design-in window, but 
also you will have little time to get the pay-back of your investments. 

Conversely, when combined to a non-windowed market, a follower who missed 
one design-in window can expect to be in the next one which will come out 
shortly ... 

9.2.4 Commodity or Non-Commodity? 

Commodities are standard, interchangeable products which have very little dif-
ferentiation (like soap!). They are very easily interchangeable and price and 
availability tend to become then the major selection criteria. Because of the 
history of DRAMs and even EPROMs, customers tend to expect Flash mem-
ories to be mere commodities. Actually the situation is much more complex, 
and is driven by the following factors. 

a) Flash Memory Product Maturity. Only a few Flash memories can 
meet the criterion of full interchangeability with many sources, these are the 
dual Voltage 1 and 2 Meg Bulk Erase. From 4 Meg onwards and for most 
low density Single Voltage devices, it is very difficult to find more than one 
fully compatible second source. Both Flash manufacturers and customers are 
responsible for this situation. 
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Customers expressed both their very specific technical wishes (dreams?) and 
actual technical needs, forgetting that alternate sourcing was also a need and 
that a demand for a too wide variety of possible features would very likely lead 
to incompatible solutions. 

The Flash manufacturers tried their best to differentiate themselves from 
their competitors to gain niches. 

"How to build a position on the market?" "How to provide decisive com-
petitive advantage to the customers and beat competition?" These are typical 
questions that must be answered by the manufacturers of these pseudo-standard 
products and which leads to product differentiation. 

b) Segment Dynamics. Obviously, the windowed markets requiring ad-
vanced features, such as Digital Cellular Phones, cannot or at least should not 
consider Flash memories as commodities, since only the few market leaders will 
be ready in the window. Besides, most of these customers usually deal with 
non-commodity products and are also considering very seriously the integration 
of the Flash. Solutions embedding Flash in the base band (for instance, one 
chip including the whole or part of Microcontroller, DSP, SRAM, Flash) can not 
be considered a commodity anymore. Moreover, since fully compatible Flash 
are tough to find, some customers do not hesitate to include some hardware 
and software tricks allowing Flash interchangeability in their application. 

c) Application Maturity. Flash memories are using more and more all their 
in-system reprogramming capabilities, which means that each application con-
tains software linked to the Flash to manage these program/erase features. As 
a result, in many cases the choice of possible suppliers is finalized at the design-
in stage when the software is developed. Any new "compatible" supplier will 
not necessarily be compatible with the above mentioned software, sometimes 
just because of the electronic ID of the Flash. So at design-in stage, Flash 
memories must be considered as non-commodity, which means that the Time 
to Market or, better, the Time to Volume (because high yield cost effective 
production capacity has been one of the critical problem of Flash history) is 
the key success factor for the Flash manufacturer. A supplier arriving after the 
elaboration of the application software will have to struggle to be accepted in 
the application. 

Customers also require a high level technical support which will facilitate 
the availability of the application software. 

Despite all the distinctions reported above, customers tend to associate mem-
ories to mere commodities, and expect the Flash to be no exception. The main 
reasons for this are two. First, the obsession with price reductions. Most of 
the leading Flash applications are indeed extremely cost sensitive and many 
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customers believe that multiple sourcing is necessary to negotiate lower prices, 
while they forget that their competitors can then do the same and that a proper 
technical relationship with the suppliers can yield much more effective cost re-
duction schemes. 

Second, the trauma of volume shortage. Despite a very short history of the 
Flash market, many customers have already experienced two major shortages 
that left some trauma in their mind and one must admit that the fear is justified 
since the size of the Flash market is such (around 3B$ forecasted for '97), that 
the fact of anticipating or postponing a single new fab (1B$ sales) is sufficient 
to create a major unbalance of the market. 

The first conclusion is that Flash memories have to be considered as Appli-
cation Oriented Standardized products. The next is that another, less obvious, 
key success factor for the Flash manufacturer is to understand and adapt him-
self to this contradictory situation of supporting design-in as non-commodities, 
helping customers to differentiate their Wishes from their real Needs and ensur-
ing that when in production the product would at least behave like a commod-
ity. A commodity with whenever possible an alternate source, enough indepen-
dent and dedicated production capacity to support the selected customers and 
proactive and regular lowering of the price along with cost improvements ... in 
other words this needs building a special relationship between the vendor and 
his customers ... 

Vice-versa, the key success factor for Flash customers is teaming-up with 
the Flash manufacturers that meet the above criteria. 

9.3 CUSTOMER/SUPPLIER RELATIONSHIP 

As mentioned before, Flash memories are not commodities, but the customers 
must have the security of supply and the cost reduction path of commodities, 
while the Flash manufacturers must succeed in getting an acceptable payback 
from the higher investments linked to Application Oriented Standardized prod-
ucts. What is the secret? Does it lie in Partnership? This word has been 
overused in recent years and has possibly lost its meaning. Engagement, in the 
sense of betrothal, is probably the right word as it contains the concepts of 
mutual choice, trust, but limited commitment as well. 

The Flash manufacturer will target or choose its customers in order to reach 
a proper balance between several criteria. 

Every one looks forward to having the fastest volume growth but this volume 
has to be consistent with the planned capacity increase. Obviously all suppli-
ers strive to secure the filling up of their fabs. However, targeting oversized 
customers would be at best a waste of time or worse can lead to a disaster if 
the supplier becomes the limiting factor of the growth of its customer. 
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The fastest growing businesses are often the more risky and unstable ones, so 
a minimum of business stability will have to be sought either by having a high 
enough mix of steady business or by ensuring that the fast growing markets 
respond to out-of-phase market cycles. 

Innovation seldom comes from nowhere but most of the time from an en-
counter. Get the right engineers of a leading Flash manufacturer to exchange 
views with a customer which is the leader in its field ... new ideas will spring 
out and boost both industries. 

In business trust can come from experience (but it is then a very long pro-
cess), from reputation (which is long as well and not so reliable) or (which 
is the best and faster way) from transparency. This transparency concerns 
for instance the development roadmaps, the application impact of the process 
changes. In the last decade some customers were expecting this transparency 
to apply to the cost structure of their supplier in order to contribute to the 
cost reduction by the effect of margin control. The truth is that cost reduction 
cannot come in a durable way only from price pressure but rather from an 
intense collaboration allowing to eliminate the useless costs. In other words, 
the duty of the supplier is to help its customer to avoid paying for what it does 
not need or to make the difference between what he wishes and what he really 
needs. 

This "engagement" stage cannot be maintained without a wide surface of 
contact between the two companies: as well as the sales force to purchasing 
department relationship it has to include top management and a wide spectrum 
of the product operating organization (design, planning, marketing ...). 

9.4 THE DEVELOPMENT OF THE FLASH MARKET 

Flash memory market has exploded mostly through the "EPROM like" applica-
tions where Flash rational advantages could barely justify the negative impact 
of high cost and tight supply. Flash memories turned out to be just like your 
car's power window, you could really perfectly well do without it but once you 
tried ... 

How can we explain this unexpected growth from different points of view, 
including that of the theories of consumer marketing? These theories are more 
sophisticated and subtle than those normally used in industrial marketing, par-
ticularly in the field of consumer behavior and can apply easily to industrial 
marketing, if one assumes that all decision makers are mere consumers and that 
the companies themselves have a soul like any consumer. 

The Flash market was born from a shift from EPROM, but it did not spread 
out homogeneously in all segments as they were not equally impacted by the 
different accelerating and limiting factors. If we look at it from the purely 
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rational side the limiting factors have been the price premium over EPROM 
and the tight supply. Indeed, the price of the Flash long exceeded twice that 
of EPROM and it needed the customers to be capable to envision economies 
at least at the level of the total cost of ownership or even at the level of global 
manufacturing cost. For example, on board programming allows one to produce 
the board and to stuff and test it by using the test program contained in the 
Flash itself. The code which corresponds to the end customer or to the specific 
application is downloaded just prior to shipping. 

Supply shortage has been really the major factor limiting Flash expansion. 
It is a matter of fact that this young market has experienced already two major 
shortages, in '93 and '95, which impacted mostly the smallest customers and 
particularly the ones served through distribution. They had to drop projects 
at the end of their development phase or at best had to reduce their production 
ambitions. No wonder if industrial and distribution customers are the laziest 
among the Flash adopters classes. 

Let us try now to picture the other classes. The innovators or pioneers were 
coming from leading and innovative US computer and automotive manufactur-
ers. Europe brought the generation of early adopters with the first French set 
top boxes and then with the Nordic digital cellular phones. Then the adoption 
of Flash memories started to spread out in South East Asia with the mother-
board manufacturers and some Hard Disk Drive producers. Japan remained 
marginal for a long time and can be considered as the core of the late major-
ity, but the market really took off there with the growth of the digital cellular 
phones, which started after the recent earthquake of Osaka. 

Obviously the decision process in favor of Flash of the first adopters was not 
motivated by pure utilitarian benefits. What happened is that many design 
engineers were actually driven by the hedonic benefits of Flash memories, such 
as the fun to be capable to envisage potential advanced functionalities, such 
as in-system re-programming, but they were justifying their choice by pure 
rational and utilitarian aspects such as the flexibility or the procurement cost. 

Moreover, someone's buying behavior has to be consistent with his self-
image. The standard non-volatile memories were becoming somewhat old fash-
ioned and "low tech" as a pure commodity. Flash came as the high tech and 
non-commodity alternative which cheered up the self-image of the technical 
decision makers who are the designers and the qualification people. 

One would conclude too easily that the need for Flash memories has been 
created by the marketing action itself. The truth is that needs are never created 
but that it is a matter of activating and satisfying underlying basic needs such 
as security, ownership, self-image and accomplishment. Security and the free-
dom of making mistakes without serious consequences were obviously the first 
concerns of the non-volatile memory users; this explains why OTP EPROM 
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never substituted UV-EPROM. Flash oversatisfied this need, giving the oppor-
tunity to correct errors even when the end product is in the field. As mentioned 
before, self-image had also an important role. 

Although its effectiveness is often denied by the experts, we should not forget, 
in the same spirit, to deal with subliminal persuasion. The Flash name itself and 
the logo originally adopted by the first leader of the market (a stylized "Flash 
of lightning" symbol) contribute to promote the idea that Flash memories can 
satisfy the above mentioned needs. They suggested power, as the one that 
Zeus holds in his hands, as well as association with speed-of-light performances 
(and thus not only fast cancellation, but also high performances and even quick 
design time). 

Communication had a great impact on the evolution of the Flash market. 
Press releases containing over simplified messages about price differential 'and 
announcing the disappearance of the current alternate solutions lured many 
customers and turned out to become true much later. Product specific com-
munication did not expand so much due to the non-commodity aspect of this 
market. A direct communication focused on the key targeted applications and 
on customers turned out to be more efficient. Word-of-Mouth communication 
has been equally important but on the other side, since it is particularly effective 
with negative information, it hurt considerably the growth of the Distribution 
and mass market after the first major shortage of '93. 

Knowledge is another key issue for the expansion of a new product, es-
sentially in the field of usage and price. Usage problems have been quickly 
understood by the leading Flash manufaCturers, since Flash are much more 
application sensitive that the previous generations of non-volatile memories; 
they developed very detailed application notes and user-friendly software rou-
tines that made the designers life much easier and development time much 
shorter. Regarding price, it looks as if the industry used the concept so that 
non users would get a wrong idea about it. The press was relating messages of 
low prices that struck the designers while the purchasers were actually paying 
a high premium over EPROM ... 

One could not end a chapter on Flash marketing without mentioning the ef-
fects of innovation. We have already mentioned that Flash became an enabling 
technology boosting brand new applications. Moreover the kind of innovation 
required by Flash memories is continuous and smooth, so it has the least dis-
rupting influence on the existing production processes thus allowing a smooth 
transition from the former non-volatile technologies. 
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9.5 FLASH MEMORY AND THE "ECONOMY" 

The overall evolution (or is it a revolution?) of semiconductors throughout 
its 50 years of history has been a continuous, relentless demonstration of the 
Shumpeter principle of "creative destruction" . What is more, in the field of 
memories, Flash is the perfect paradigm of this principle. The social psychol-
ogist, Amabile, says that a product is creative if it is novel and appropriate, 
useful, correct or a valuable response to needs and that the task it fulfils is 
heuristic rather than algorithmic. 

In system development today and tomorrow it is clear that the final cus-
tomer, who can also be the consumer himself, is less and less the classical 
stereotype of "only the rich buy the high priced, high performance" or "the 
masses buy only low cost, low performance". Today the "value customer" has 
emerged who rightly wants to buy high value, but at low cost. Electronics has 
managed to satisfy this demand, thanks to semiconductors, giving the possi-
bility to everyone to buy equipments that 40 years ago could only have been 
bought by big companies. Moreover the performance of this new, low priced 
product is today orders of magnitude higher than the products offered at the 
origin of this "value" revolution. The Flash memory, with its inherent flex-
ibility, is today and will continue to be at the forefront of enablers for this 
revolution. 

The previous chapters in this book have tried to explain why Flash memories 
are at the leading edge of semiconductor technology and design. They are also 
different from many other logic ICs and even from DRAM. Flash memory is not 
only a "power business". Even if the technology and the money are available, a 
fab with a well controlled manufacturing machine running like a clockwork and 
pouring out cheap ICs is not enough, since Flash still needs a deeper knowledge 
of process physics, of device know-how and system know-how with respect to 
other technologies. The winners of tomorrow's Flash markets will be those 
able to meet the challenge of the system on a chip, bringing together more and 
more sophisticated technology with innovation and system know how. Flash 
technology today is an open door to future systems on a chip. 

For many years, a new concept of marketing has been sweeping the world, 
known as "relationship marketing" as opposed to the traditional "transactional 
marketing" . Transactional marketing is typical of commodities, dominated by 
the traditional marketing mix approach (with special emphasis on price), while 
relationship marketing shifts the emphasis to the management of the important 
strategic relationships between companies. Cost moves to value. The product 
gives a competitive advantage to the customer. Buyers and sellers become 
partners. Design becomes a symbiotic affair among equipment designers and 
component design. The virtual company becomes a reality. We are seeing this 
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in the field of memories today, and Flash is just crossing this point of marketing 
concept movement. 

One very special characteristic of semiconductors, and memories in partic-
ular, is the push for higher and higher density. This leads to more and more 
expensive production systems. A fab today has a value of some billions of dol-
lars, orders of magnitude higher than the fabs of only a decade ago. When the 
expensive, complex technology development and fab acquisition is added to the 
design complexity of Flash memory, then the overall development costs become 
exponentially bigger. 

Customers however would like Flash memory to be tailored to their needs, 
an Application Specific Standard Flash. This will force the competing memory 
products manufacturers to find some new dimension of competition and collab-
oration. The high complexity of the combined product and technology, and the 
cost of the fabs tomorrow, lead to the conclusion that not everybody, in fact not 
many players, will be able to invest, compete, make profit and grow. Moreover, 
the evolution of system performance will shorten the product life cycle, leading 
to the fact that there cannot be many suppliers for a single product supplied to 
a single customer. Even if the customer desires to have more than one supplier. 

One can even speculate if pseudo-standard products like Flash memories 
could, in a highly dynamic market, originate new macroeconomics environ-
ments. The "oligopolistic free competition" non-volatile memory market could 
be an example of the macroeconomics environments of tomorrow. 

Flash is the new non-volatile memory. Flash is the product that allows 
integration of life giving renewal to a system. Flash is the enabling technology 
for system evolution. So will it be also the catalyst for a macroeconomics 
revolution? 

9.6 APPLICATIONS MORE IN DETAIL 

9.6.1 Survey (by P. Berge - STMicroelectronics, Memory Product Group) 

The traditional and main applications for Flash memory are in the storage of 
the software code and operating systems for microprocessors. In the PC, which 
is an application with which most people are familiar, the BIOS program is 
the firmware which links the hardware to the operating system (for example, 
Windows 95'). It is fundamental to the PC, as it contains the boot-up sequence 
of instructions that allows the processor to find and execute its first instructions 
when the equipment is turned-on. Most PCs today contain 1, 2 or 4Mbit 
of Flash memory. This allows an easy, in-system, upgrade of the BIOS. For 
example, to upgrade the operating system BIOS, while maintaining system 
integrity, the boot block of the Flash memory, which is normally write and erase 
protected, maybe re-programmed. As PCs move down in size to the laptop and 
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notebook, they require larger amounts of non-volatile memory. Notebook PCs 
have to integrate additional functions compared to their desktop counterparts, 
such as energy management. Personal Digital Assistants (PDAs) have no hard 
disk drive storage and store the whole of their operating system in non-volatile 
memory. Many of them are today using socketed masked ROM, but there is no 
doubt that they will soon realize the savings in terms of total cost of ownership 
and extra functionality that can be brought about by the use of Flash memories. 

The computer industry is being converted to Flash memory, way beyond 
the PC mother board. Almost all peripherals, such as disk and tape drives, 
CDROMs, DVD players and most add-on boards like video and sound cards, 
require upgradeable non-volatile memory of 1 to 4Mbit for the storage of pro-
gram code. Page and laser printers are even larger potential users of Flash 
memory, to store more complex page description languages and image raster-
isation programs. Their market is growing particularly fast as a side effect of 
the Internet as a way of exchanging more information, especially images. 

The Internet, and networking in general, are among the big drivers of the 
Flash industry. They are the best theoretical demonstration of the versatility 
of Flash memories as a code storage medium. All network equipment is linked 
together and remote program updates are relatively easy and respond to the 
need for frequent software upgrades resulting from the fast progress and change 
in the complex communication protocols. This applies to both small equipment, 
with small Flash memory of a few Megabit, like modems or network interface 
cards, to larger equipment containing Megabytes of Flash memory such as 
network routers and PBX. 

The end of this century will be strongly influenced by the explosion of 
nomadic, portable communication tools. So will the Flash market. Cellular 
phones are a key Flash market driver, accounting for about 30% of the total 
revenue and driving technical requirements such as low voltage and low energy 
consumption. Within less than 5 years, the Flash memory content in digital 
cellular phones will have quadrupled from 4 to 16Mbit. The communication 
protocols are extremely memory intensive, particularly for the European GSM 
and the Japanese PDC, not to mention the emerging multi-standard systems. 
The user interface software is becoming more and more sophisticated to make 
the phones more user friendly and allow manufacturers to differentiate their 
products from competitors, and customers really do use all the features! Here 
the Flash memory has become the memory of choice, especially after some 
manufacturers experienced the high costs of recall of phones from the field and 
upgrading due to the discovery of software bugs. 

One of the earliest market segments to realize the value of using Flash mem-
ory has been automotive. In the late '80s the automotive industry had already 
understood the potential advantages of using Flash memory and started to ap- 
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ply them in the engine management and automatic gear change systems. One 
driving issue was the need to re-program the memory in the application, as 
the electronic modules were encased in resin protective blocks which prevented 
any physical component replacement. The use of Flash memory allows the 
board to be manufactured with one memory content tailored for testing, and 
then to be re-programmed according to the car model hi which the module 
will be installed. The use of Flash memories also allows field upgrades by lo-
cal garage personnel and dynamic adaptation of the equipment to control the 
engine according to the wear through its lifetime. 

With the strong trend of electronic pervasion in the car, there is no doubt 
that applications will arise for which the Flash memory will find new uses in the 
body electronics area. This has started with the introduction of car navigation 
systems carrying the software code for interaction with the extensive Global 
Positioning System, and it will expand both through the wider spread of such 
systems and through their expansion into a broader concept of car multimedia 
integrating also games and entertainment capabilities. 

In the field of entertainment, digital set-top boxes are absorbing a growing 
part of the Flash memory production. Here again is an emerging market in 
the take-off phase, also driven by increasing functionality and the use of much 
bigger software code. Set-top boxes are now running with Megabyte sizes of 
computer-like operating systems that the operators want to be able to upgrade 
"over the air", and there is no alternative to Flash memory. The availability of 
bigger, cheaper and more flexible Flash memories will fuel the evolution of the 
basic pay-TV functions toward interactivity, adding features such as Internet 
browsing and home shopping. 

The historical trend to use Flash for code storage will ensure a healthy 
growth to the Flash industry. But the dramatic reduction in the cost per bit 
of Flash is now giving birth to file storage applications which are, very likely 
to become a significant driving factor in the next few years. Unlike the code 
storage area, Flash has not yet won the battle against the alternative magnetic 
storage solutions. What we can expect however is that Flash will grow in its 
own new, innovative markets. 

The take off of the PDA market will generate the long predicted business for 
data file storage, here the Flash is carried mostly in the format of PC Cards. 
Another driver is in image storage and the use of Flash in. digital cameras. As 
digital camera image quality increases and prices fall, this will be complemented 
by increased Flash memory storage in small form factor cards. The camera 
image capacity will be competitive with standard films, with acceptable quality 
and the digital cameras have the big advantage that their pictures can be 
transmitted over the Internet. 
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Finally, voice storage will also benefit from Flash solid state media. Initially 
the use of Flash was introduced in answering machines, but the trend is to 
extend its use to voice recording functions in embedded portable systems such 
as cellular phones, PDA, pagers, etc. Once again the Flash memory is closely 
associated with the new, nomadic world that is fast becoming a reality. 

9.6.2 Flash in Mobile Phones and Terminals (C. Kunkel - 

STMicroelectronics, Europe Telecom Business Unit) 

Semiconductor memory is an important part of mobile phones of today. Due to 
the demanding needs of these mobile phones (small size, long talk and standby 
times, low cost) and the fact that mobile phones have entered into the consumer 
marketplace, the high volumes of production justify memory devices adapted 
to the needs of mobile phone manufacturers. 

The following text will firstly explain the types of memory devices used in 
mobile phones today, and then concentrate more closely on the Flash device, 
in particular, why it is needed, how it is used, and finally Flash needs for the 
future. 

Memory Usage Needs in Mobile Today 

Presently three types of memory devices are used in today's mobile phones. 
These different types are needed due to the differing modes of operation re-
quired. 

Flash memory is used to store the code for the Protocol Layer Stack (Lay-
ers 1, 2 and 3). This code implements the telecommunication functionality. 
The other major use of the Flash is to store the Man-Machine-Interface, or 
MMI. The MMI is the user interface between the keyboard/display and the 
Protocol Stack Layer 3. The MMI memory size can vary greatly due to num-
ber of languages supported, graphical display support, etc. In today's mobiles, 
300 to 400 Kbytes are dedicated to Protocol Layer Stack storage and the rest to 
MMI. The GSM Protocol Layer Stack, a subset of the ISO/OSI 7 layer model, 
is the communication control protocol defined by the GSM specifications and 
must be implemented in all GSM terminals. 

EEPROM memory is mainly used to store hardware related parameters. 
These parameters are computed, mobile per mobile, on the production line 
and stored in the EEPROM during the mobile production process (e.g., TX 
ramp up/down correction parameters). The EEPROM is also used to store 
user set-up parameters, e.g., language, ringing tone, etc. As read speed is not 
a critical issue, but package size is, the preferred EEPROM interface is serial 
(e.g., I2C or SPI). I2C stands for Inter-Integrated Circuit and is a 2 wire serial 
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Figure 9.12 Handset power-on sequence. 

bus protocol; SPI stands for Serial Peripheral Interface and is a 3 wire serial 
bus protocol. 

SRAM memory is used to manage dynamic data. Initialized data is copied 
from the Flash to the SRAM at start-up (see diagram below), this data is read 
and write as long as the mobile is ON, the data is lost at power OFF. Also in 
the SRAM, we normally find a copy of all or part of the SIM card contents. As 
the SIM card is accessed in a serial manner, the access time can be long and 
hence the user does not want to wait a few seconds when accessing a phone 
number in the SIM card (see Fig. 9.12). 

Flash Operation and Usage in Mobile Today 

In normal mobile phone use, the Flash is used as a read-only memory. A typical 
configuration found in production today is 4/8Mbit organized as either x8 or 
x16 (depending on byte or word read access). The software is directly executed 
from the Flash by a microcontroller unit (typically 16-bit) using a frequency 
derived from the 13MHz GSM reference clock. Typical read access times re-
quired are between 8Ons and 120ns. The supply voltage today is between 2.7V 
and 3.0V. 

As the Flash is basically used as read-only-memory, the question needs to be 
asked as to why Flash is used instead of an OTP. The reasons are simple: code 
stability and time to market. GSM is a very complex standard. Before a mobile 
can be sold it must pass certain tests. This is called FTA or Formal Type Ap-
proval. These tests are the minimum that must be satisfied. Additionally, field 
tests are performed throughout the world on many different GSM networks, as 
each network does not behave exactly the same. It is not uncommon that the 
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Figure 9.13 Flash programming phases. 

Protocol Layer Stack code and MMI are frozen day(s) before the production 
ramp-up begins. Hence the attractiveness of Flash as a ROM memory to get 
to market quickly. Even if a manufacturer could live with OTP cycletimes, 
another problem arises. Field trials continue even after the mobile is launched 
in production and several more updates of the code will be made during the 
mobile's lifetime. Again, another advantage of Flash over OTP. 

Flash Programming 

The Flash is normally only used in the programming mode at time of produc-
tion. The diagram below illustrates the three major phases when the Flash is 
programmed (see Fig. 9.13). 

Phase 1 - Production Software. During this phase, the Flash is programmed 
with a software called "production software". This software contains, among 
the standard Protocol Stack and MMI software, special test routines that are 
needed in order to ensure that the mobile terminal is tested to FTA standards 
and that the production out-going quality is met. The Flash may be pre-
programmed and then soldered to the PCB, or it may be soldered to the board 
unprogrammed and then programmed during the production flow. On-board 
programming can be a production bottleneck depending on Flash program 
speed. At the end of Phase 1, the mobile phone has been tested successfully 
and is ready for Phase 2. 

Phase 2 - Customer Software. The mobile phone is now ready to be person-
alized based on the customer/operator in question. At this point in time the 
Flash is completely re-programmed with some or all of the following software: 

■ generic L1/2/3 MMI software; 

■ extra features or new services (depending on operator); 

■ other operator security features (e.g., SIMLOCK, that is a method to 
restrict a GSM terminal to operate only with a chosen SIM card, and thus 
a chosen operator. Operators use this technique to keep their subscriber 
base, as the GSM terminal is subsidized in the user subscription price); 
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■ new language (language not part of standard MMI). 

At the end of this phase, the mobile phone is minimally tested again (to be 
sure programmed software has been correctly stored in Flash) and the mobile 
phone is ready to be shipped to the customer/operator. 

Phase 3 - Major Bug Corrections. Once the mobile phone enters into volume 
shipments and deliveries, many more people are using or, otherwise stated, 
"testing" the software. It is not uncommon for some major and/or minor 
bugs to be discovered in this phase. Depending on the severity, a major bug 
correction may be planned. This implies that the Flash must be updated via 
field service personnel without physically removing the Flash (it must be re-
programmed in the system). These major bug correction changes are obviously 
kept to a minimum due to the cost and inconvenience involved. 

As previously explained, it is obvious that, during Phase 2/3 when the Flash 
is already mounted on the PCB, a key Flash parameter is the programming 
time. 

It is correct here to underline that the programming voltage is the premium 
feature and that the strive is to minimize it. Today it is advisable not to quote 
the 12V, in fact: 

■ this is the picture of the old design; 

■ at present 5V products single power supply do not pay any performance 
slow-down with respect to dual voltage products; 

■ in the case of the new (3V), the next (1.8V) and the future (0.9V) board 
design, memory manufacturers will have to adapt the program voltage of 
the acceleration pin to be used in factory (from 5V first to 3V then). 

It won't be possible to apply 12V to products designed in 0.25-0.18,um tech-
nology and targeted to voltages below 3V (due to reliability problems such as 
oxide breakdown, hot carrier degradation, etc.). 

In synthesis, programming time is the challenge, but: 

■ no penalty on 5V/3V single power supply; 

■ acceleration pin will be on 1.8V/0.9V in future products but with a volt-
age not higher than 5V. 

Future Challenges for Flash 

To understand the future requirements for Flash, it is helpful first to understand 
from the terminal manufacturer point of view their Careabouts. 

APPLE INC. 
EXHIBIT 1108 - PAGE 0512



FLASH MEMORIES: MARKET, MARKETING AND ECONOMIC CHALLENGES 507 

Terminal Manufacturer Careabouts. From a user's point of view, users are 
looking for the following: 

■ long talk time; 

■ long standby time; 

■ smallest physical size possible. 

From a cost point of view, manufacturers are interested in the following: 

■ reduced component count; 

■ lowest cost per functionality implemented. 

These Careabouts translate to the following regarding Flash. 

Terminal Manufacturer Careabouts for Flash. 

■ high density to support MMIs for high-end/low-end terminals; 

■ lowest read voltage possible to maintain 80-120ns read access time; 

■ single voltage operation for read/pgm/erase to reduce number of separate 
power supplies and therefore number of DC/DC converters and LDOs 
(Low DropOut voltage regulator) required; 

■ access time performance will have to be boosted by different device or-
ganization (page mode/burst mode) to achieve read sequences from 3Ons 
to 15ns. 
Flash memory access time it is already the bottleneck for DSP (running 
at 100MHz and higher) and for MCU (running at 50MHz and higher): 
any time saved in accessing the Flash it's a direct improvement in the 
system performances; 

■ security features to protect memory content will be of interest; 

■ integration: by the next year combined memory and logic functions will 
be available for the cellular chip set; 

■ chip scale package will dominate the development even if it is not for 
granted that the µBGATM (micro Ball Grid Array) will be the dominant 
one. p,BGA is a trademark of TESSERA and corresponds to a technology 
where the package consists essentially in the die itself. 
p,BGA has the advantages of being the most aggressive chip-scale package 
in terms of dimensions (x, y, thickness), but has the big drawback of not 
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being transparent to die shrinkage and has as of today an higher cost. 
FBGA (Fine pitch Ball Grid Array) is a more mature technology, which 
has the major advantage not only of being transparent to die shrink, but 
of being compatible of a multi-chip packaging which could be the name of 
the game in the evolution toward the single chip solution (possibility to 
start with the dual chip/single package in advance) or a real alternative 
to that aimed to optimize cost and complexity at the silicon technology 
level. FBGA uses the traditional plastic molding approach of the Ball 
Grid Array (BGA) and the ball pitch is < lmm. 

Thus, the challenges facing Flash for the future are numerous: 

■ higher densities to support ever elaborate MMIs; 

■ trend to emulate EEPROM in Flash. This is already being implemented 
in M39432 Flash device; 

■ trend to integrate Flash into Digital Baseband device to reduce parts 
count. This requires a compatible cost-effective process; 

■ trend to lower the read voltage to that of the rest of the digital section. 
1998 will see 1.8V and interest is to go to sub 1V by 2000; 

■ increasing use of data applications require the MCU to operate at speeds 
greater than 13MHz. Therefore reduced read access times are needed to 
operate MCU at max speed with no wait-states (sub 8Ons); 

a program access time adequate to allow recording of voice samples di-
rectly (voice-memo function). 

9.6.3 Flash in the BIOS (Gan Moy - IBM) 

Introduction 

In the computer industry, the key application of Flash memory is for program 
storage. This program storage is required to initialize the hardware and acti-
vate the computer. An example of the program storage is BIOS (Basic Input 
Output System). The function of the BIOS is to help the application pro-
gram and operating system perform tasks on hardware. Another application 
for program storage is to store the boot up code for the operating system. This 
minimum program code is required to load the operating system and applica-
tion code stored in mass media such as disk and tape drive into main memory 
(DRAM based) to bring the intelligence into the computer. Another application 
for program and control code storage in computer is network computing. The 
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Network Router uses Flash memory to store the Router table, control code and 
network operating system to control the hardware and routing of information 
between networks. The input/output (I/O) device such as the keyboard, disk 
drive, tape drive, and printer also use Flash memory to store the code to inter-
act between the hardware and the operating system. This chapter will briefly 
describe the various Flash memory application usage on the IBM computing 
system. This includes the personal computer (IBM PS/2), IBM midrange com-
puter (AS/400, RS/6000), IBM mainframe (S/390), Networking hardware like 
Router, 5494 remote control units and various I/O devices attached to the 
computer system such as disk drive, tape drive and printer. 

The Personal Computer 

The Personal computer uses Flash memory to boot up the system and starts to 
load the operating system, application program and diagnostic program from 
the hard drive into main memory. The final code loaded into main memory 
can be 8 Mbytes to 24 Mbytes depending on the operating system and ap-
plication being loaded. There are also small density Flash memory used on 
various adapters (BIOS). Examples are the display adapter (monitor attach-
ment), printer adapter (printer attachment), disk drive adapter (floppy disk 
drive and hard disk drive attachment) and the communication adapter (Local 
Area Network attachment and telephone interface attachment). They are used 
to store the control code for the controller on the various adapter cards. 

Application 
Program 
and 
Operating 
System 
Software 

System 
Board and 
Adapter 
Hardware 

Figure 9.14 Hardware and software layer of PC. 
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RS/6000 

The IBM RS/6000 system is utilized in two main application areas. One appli-
cation is in the technical and scientific community that have high demand on 
number crunching and powerful graphic requirements. The second application 
is in the commercial application such as banking, manufacturing, and retail. 
This commercial application is for database manipulation,' fast transaction pro-
cessing and fast communication with other computers. 

RS/6000 RS/6000 RS/6000 

ApPliCation. #1 
I/O controller 

Flash 

Application .# 
I/O controller 

Flash 

Application .# 3 
I/O controller 

Flash 

I/O bus 

Maim Memory 
16 Mbytes- 

4 GbytPS 

I/O Devices 
Disk Drive 
Tape Drive 
Printers 

Figure 9.15 Three applications symmetric RS/6000 multiprocessor system. 

The IBM RS/6000 uses the AIX (Advanced Interactive eXecutive) operating 
system. AIX is IBM's enhanced version of the UNIX operating system. Inside 
the RS/6000 system, the core processor is a RISC (Reduce Instruction Set Com-
puting) processor. IBM chose to use the RISC vs. CISC (Complex Instruction 
Set Computing) processor is for better system performance. The advantage of 
the RISC processor is that it is customized to run efficiently for the application 
it is targeted for. It also has a very simple instruction set which can be executed 
in a single clock cycle. The CISC is more popular with the Personal Computer 
because it can run more than one operating system. However, the instruction 
set requires more than one clock cycle to execute. RS/6000 can be configured 
into the multiprocess or system. It adopts the concept called SMP (Symmetric 
Multiprocessor System). This concept involves using multiprocessors and shar-
ing a common set of resources such as memory, disk, tape drive and printer. 
Each processor can run different application programs simultaneously. 
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The Flash memory application in the RS/6000 is used to boot up the com-
puter, the system configuration for the I/O controller and the diagnostic code 
for the system after powering up and monitoring the status of the hardware. 

AS/400 

The AS/400 is IBM's mid-range business computer. The AS/400 is the follow 
on to the IBM system /3X series. The AS/400 is a multi-user computer system 
(a single computer can interact with more than one user at a time). In a single 
AS/400 processor system, the system processor is the core of the computer 
system. It has the hardware to execute the application software and the I/O 
bus to communicate with the I/O processor. Each I/O processor has its own 
unique responsibility to control and work with the I/O device attached to it and 
communicates back to the system processor. There are several I/O processors 
tied to this bus. An example of the I/O processor is the workstation I/O 
processor which is used to connect different types of terminals, workstations, 
and printers. They all need to work together with the AS/400 system. The 
Storage I/O processor is used to connect the disk drive, tape drive and diskette 
drive as a mass storage media for the AS/400 system. The communication I/O 
processor is used to communicate the remote digital network via the telephone 
line or IBM 5494 remote control unit which connects the remote workstation 
to the AS/400 system. 

In addition to the system processor, there is a service processor attached to 
the system processor and the I/O buses. The function of the service processor 
is used to boot up the system (Flash memory), monitor the AS/400 system's 
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Figure 9.16 AS/400 single system processor. 
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Figure 9.1.7 Two-way multiprocessor AS/400 system. 

status and reports errors back to the system operator via the operator control 
panel and also stores the error condition of the Flash memory. 

To furthef improve the processing power of the AS/400 system, IBM also 
offers a multiple processor system called N-Way multiprocessor system. In the 
N-Way multiprocessor system, each processor cooperatively executes a single 
application via the OS/400 operating system. 

S/390 

The S/390 is IBM's mainframe system. It is the follow on to the S/370 and the 
E S/9000 system. Like the mid-range system, the S/390 is a multi-user and 
multiprogramming computer system. In a multi-user computer system, it is 
capable of supporting many users in a single computer system. An example is 
the airline reservation and banking system used by the customer representative 
to process or inquire about a customer's account. In a multi-programming com-
puter system, it can process multiple application programs in a predetermined 
time slice. A multiple application program can start simultaneously rather than 
wait for some long application program to finish before a new application can 
start. 

Due to the complexity of the S/390, it is not sufficient to use the Flash 
memory to boot up the system. It requires a server (PC types) to boot up the 
system in sequence, and to load the operating system and application software. 
The server also performs control duty as well as monitor the systems well being 
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Figure 9.18 System 390 N-Way processing unit. 

and it reports to the system programmer any problems associated with the 
system. The S/390 employs a modular concept, whereby it grows with the 
customer as its application requirements change. 

The customer can start with a single processor unit. As its processing or 
storage requirement grows, it can add additional processor units or disk drives 
to enhance the current system. 

Network Computer (NC) 

The IBM network computer falls between a terminal and a personal computer. 
The Network computer is intended for a low cost terminal replacement, yet 
it is powerful enough to run on the windows environment and emulate many 
types of graphic terminals. IBM currently offers the series 100, and 300 system 
(series 300 is twice the processing speed of series 100 system). 

The whole concept of the network computer is to have an operator push a 
power on button, boot up the system from a network server (using low density 
Flash memory to start the boot up process) and load in the operating system 
into the main memory of the NC and execute the client's request in a server 
environment. Once the request result is ready, the server sends the result back 
to the client. The future NC may include a PCMCIA Flash memory to store 
the operating system. 
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The advantage of having a NC is that there is no need to have multiple copies 
of the application program on multiple client's desktop (all clients are running 
the same version stored on the server). It is also easier to update the latest 
version of an application program (one copy server update versus multiple copy 
update on the client's desktop). The NC is also less likely to contaminated with 
a virus because there is no hard disk to write to. 

Networking Hardware 

Without the Networking Hardware, the Computer Network will not exist today. 
Midrange and High-end computer systems would sit lonely in a corner of an 
office building and the PC will be sitting alone in someone's desktop working 
independently. The computer will not be able work together and share the 
information with each other locally or in a global environment. The LAN (Local 
Area Network), WAN (Wide Area Network), Intranet (campus environment) 
and Internet (global environment) are all made possible by Switch, Bridge, 
Router and its software. 

Computer Network communication is very similar to our telephone net-
work communication. There are several factors to consider: cost (cabling and 
data communication equipment), distance (how far it goes before a repeater is 
needed),, reliability, capacity, delay (guarantee of service), fairness and protocol 
compatibility. In order for a computer to communicate to another computer 
in a network, we must have a compatible path between the two points. If the 
network has 100 computers, it needs 99 connection points from that computer 
to the other computer .on the network before it can talk to each other directly. 
The cost of cabling this network is too expensive. The more efficient and less 
costly method is to bring each computer communication to a centralized Switch 
and by using Bridge and Router, we can reduce the cost and solve the commu-
nication problem mentioned above. In IBM, low density Flash memory is used 
to store the control code for the Ethernet, Token Ring and FDDI (Fiber Dis-
tributed Data Interface) adapter. For Switch, Bridge and Router, the higher 
density Flash Memory is used because it needs to support multiple protocol, 
store the network topology and network operating system software. 

Input/Output Devices 

Input and output devices such as keyboard, disk drive, tape drive and printer, 
Flash memory are used in this area mainly for control code storage, and for the 
configuration of the I/O devices and optional feature for the customer. During 
manufacturing, IBM also uses the Flash memory to load in the various test 
programs to perform the manufacturing test for its I/O devices. 
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Summary 

The Flash Memory used in the computer industry is mainly for program stor-
age. The biggest challenge for the Flash Memory technology for the computer 
industry is to supply the industry with Fast Flash memory to catch up with 
the Microprocessor and Microcontroller speed (greater than 200MHz for read-
ing and writing). Computer applications required a Common Flash Interface 
and a standard programming command among different Flash technologies. 
The network controller speed and bandwidth is increasing as well. Network 
computing requires a higher density Flash memory, yet smaller sector size to 
accommodate the smaller write time. All these requirements are in addition to 
making a reliable and quality Flash Memory device for the computer industry. 

9.6.4 Flash in Automotive (Antonino Damiano, Riccardo Ferrara, Antonio 
Re - Magneti Morelli, Electronic Systems Division) 

Introduction 

The need for low cost, re-programmable non-volatile memory has been funda-
mental from the start of electronic applications in the automotive market. This 
need arises in both the development and the pre-production phases. 

During development, trials and adjustments of the product require continual 
software updates. During and after starting production there is also a time 
when the latest versions of software must be installed before the programs are 
finally frozen and masked into ROM, either stand-alone or embedded into the 
microcontroller. The eventual use of ROM is essential to reach low costs for 
high volume production. 

The answer from the semiconductor makers to this market requirement has 
been for many years the EPROM or OTP, which even if they are.adequate for 
development, are completely unable to meet the requirements as a production 
solution because of high costs and the difficulty of re-programming. 

The arrival and development of Flash technology has made this new type 
of memory very interesting for automotive applications. The continual reduc-
tions in cost of these memories and the possibility to integrate them in single 
chip microcontrollers operating over an extended temperature range (-40 to 
+125°C) make their use interesting also for volume production (over 1 million 
per year). 

This contribution discusses the use of Flash memory in automotive applica-
tions and the advantages that they bring, above all in terms of development 
cost reduction and product cost. 

In the first part, the problems associated with the downloading of software 
and the on-board programming of the Flash are discussed; in the second part 
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the use of Flash and the part it plays in cost reduction are presented (for 
example the elimination of thd EEPROM through emulation in Flash memory); 
and finally the current state-of-the-art of the use of Flash in automotive is 
presented with views about future evolution. 

The Engine Control Unit (ECU) is taken as an example throughout the 
article. 

Downloading of Software 

In the first generation of automotive electronics the programming of the Flash 
was controlled by the CPU running complex algorithms. The Flash memory 
was seen as a special memory area that could be erased and re-programmed 
by bulk. For this it was necessary to use a ROM whose content was the boot 
software, to be used in case the supply voltage was removed during the erasure 
of the Flash, to be able to restart the Flash programming. 

The Flash also required dual power supplies, 5V and 12V, and the ability to 
control the programming voltage. If, during programming, the supply voltage 
varied from the optimum value, the component life in terms of the number of 
erase/program cycles could be severely reduced. The supply voltage regulation 
was controlled by software by monitoring the battery voltage and interrupting 
the operation by a hardware voltage regulator, if the voltage was not correct. 

Type 1 System 	 Type 2 New system 

Figure 9.19 Evolution of the hardware architecture of automotive electronic systems. 
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During the last few years technical developments of Flash have allowed the 
introduction of block erase and single voltage supply operation, which has sim-
plified the system design in three fundamental ways: 

■ elimination of the boot ROM; 

■ no control or regulation of the programming supply required; 

■ embedded programming algorithms. 

The elimination of the boot ROM, substituting it with a sector of the Flash, 
has reduced the component costs needed for its management. The elimination 
of the dual power supply and the embedding of the programming algorithm, 
have reduced the overhead for the CPU of the programming process. The 
embedded algorithm also contributes to the security and reliability of the com-
ponent, both for the software downloading and for write protection of sectors. 
The control of the write cycles and the generation of the programming voltages 
is under the control of the Flash and this has contributed to the extension of 
the erase/re-program cycle endurance to over 100,000 cycles. 

Low power consumption and fast access times in line with the performance of 
the microprocessors and the possibility to suspend erase are important charac-
teristics which encourage the use of Flash memory in automotive applications. 
For microprocessors with a bus frequency of 20MHz, for example, an access 
time of less than 70ns is needed for the Flash. The following diagram illus-
trates the evolution of the architecture of the automotive electronic systems 
through the introduction of block erasable Flash. The first system is one with 
Flash, EEPROM and boot ROM, while the second is the latest system which 
eliminates both the boot ROM and the EEPROM. The boot ROM used in the 
first system was often integrated in a custom circuit that, for other reasons, 
had the microcontroller address and data busses already available. 

Flash Programming 

The boot software is a new software module created for programming and 
re-programming the Flash. Re-programming of the board or downloading of 
the software is a process that makes possible not only the simple transfer of 
software from a file to the Flash, but also provides its traceability using specific 
identification of the software loaded, including any re-programming operations, 
thus always assuring the correct completion of the operation. 

If we take as an example the ECU, the software to be programmed in the 
Flash consists of two main parts: 

1. application control software, that is software that commands and controls 
all of the application; 
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2. parameters for adjustment or calibration, that is data with which the 
control software operates, which dedicates the software to the particular 
application. 

For this application, a typical Flash partitioning is shown in Fig. 9.20 where 
the first sector is reserved for the boot block, with two small sectors for EEP-
ROM emulation, followed by two parts reserved for the application software 
and the calibration data. 

Sector 1 

Sector 2 

Sector 3 

Sector 4 

Sector 5 

Sector 6 

Sector 7 

BOOT SOFTWARE 
16 KByte 

8 KByte 

8 KByte 

32 KByte 

64 KByte 

64 KByte 

CALIBRATION 
64 KByte 

I 

EEPROM_FLASH 
(16KBytes) 

APPLICATION 
SOFTWARE 
(1 60 KBytes) 

Figure 9.20 Example of mapping of the Flash in systems for engine control. 

The downloading software in the boot block has the fundamental task of 
controlling the security of the conditions needed to make the erase and pro-

gramming operations; in particular: 

■ state of the operation; 
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■ protection against attempted pirating; 

■ protection against theft of the vehicle; 

■ control of the compatibility of the software with the type of board. 

The control of the state of operation must block any re-programming when 
the board is executing its main function. For example, re-programming of the 
board is not allowed when the vehicle is in motion, but only during maintenance 
or diagnostics. The protection against attempted pirating protects the board 
against programming with non-authorized software. This protection is enabled 
with security mechanisms in the programming tool and on the board, for ex-
ample by access keys or secret algorithms defined by the maker of the vehicle 
that permit downloading to the board only files with the correct encryption. 
The protection against theft is a special case of the pirating protection, to pre-
vent re-programming of the board with software able to bypass the anti-theft 
present on modern ECUs (immobilizers). The control of compatibility guaran-
tees a major security in operation, having the goal of blocking programming 
of a board with software which is incompatible and which could prevent or 
compromise the system's function. 

The level of security achieved by products of the latest generation that use 
block erasable Flash is very high, and the risk of blocking permanently the 
board during downloading no longer exists thanks to the presence of the boot 
block that cannot be altered and is protected against accidental erasure. Using 
this boot block a system reliability level higher than the previous system using 
boot ROM and Flash is achieved. 

Protection against unwanted writing and erasure. With current Flash there 
is a complete guarantee of avoiding unwanted erasure or writing operations, 
since in order to write to the Flash the following conditions must be satisfied: 

1. write enable must be active; 

2. the block protection must be disabled; 

3. the correct sequence of programming must be given, which is an event 
very unlikely to occur in a random or casual way. 

It is important to mention at this point the protocol used on the interface 
serial line for Flash programming, as it is its implementation on our boards 
that provides superior protection against undesired writes. 

Protocols used for automotive systems. In the automotive world there are mo-
re and more requests to implement a standard of communication between 
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Figure 9.21 Possible configurations of the serial lines for an automotive system. 

boards. The standards ISO CARB 9141-2 and SAE J1979 specify the con-
nection between electronic components in a vehicle and test equipment using 
two lines K and L. These connections allow communications for diagnostics, 
test and maintenance. The K line is bi-directional, and normally used during 
communications for the exchange of data and commands. The L line is used for 
initialization of the communications with messages at 5 baud, but is optional 
as the same message is sent on line K [1]. 

Protocols of last generation, like "Keyword 2000" [4, 5, 6] offers a higher 
protection against accidental writing due to the concept of a diagnostic session. 
The diagnostic session is a specific state of the protocol in which only certain 
operations are permitted. In order to start Flash writing the diagnostic session 
for Flash programming must be entered, which requires the recognition of an 
access key by a security access block. Only after these two exchanges does 
the processor permit writing of the Flash by enabling the write control signal 
output from the microcontroller. This new generation of protocols in addition 
allows downloading of part of the software, for example only the application 
software or only the calibration data. This performance of the protocol has 
been only made possible by the availability of block erase Flash. The following 
section outlines how the availability of Flash changes the way of operating 
during the fundamental phases of the life cycle of the board. 

DESIGN AND DEVELOPMENT. The reduction of the operations needed to pro-
gram a prototype translates directly into a saving of time and thus the reduction 
of the cost of development. 

The possibilities, to program the Flash are many, but none requires action 
at the hardware level as is the case for EPROM. To re-program a board, it is 
not necessary to open the equipment, but just to download through the serial 
line accessible at the external connector. 

This applies both in the laboratory and in the vehicle installation. The re-
programming can be done also with the board mounted in the vehicle, and if 
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required, also by the manufacturer's designers during construction, experimen-
tation and adjustment of the product. 

The download to the Flash can also be made from emulators, both clas-
sical JTAG [3] types or BDM [2], which facilitates considerably the software 
development in the laboratory. 

MANUFACTURING. The first programming of the board can be made, as for a 
normal EPROM, using a PROM-programmer off-line (the memory can be pro-
grammed before mounting on the board). The Flash can be pre-programmed 
with definitive software that includes the boot software, the application and 
the calibration data. The board thus leaves the factory ready for installation 
in the vehicle without further intervention. 

The use of Flash memory moreover allows re-programming by the car maker 
or authorized service centers after delivery, thanks to the availability of the 
diagnostic line. In this way it becomes possible for the vehicle manufacturer to 
personalize the board by software directly on the production line or at service 
centers. The vehicle manufacturer has in this way the advantage of not needing 
to forecast the number of boards for a particular model of vehicle, but to 
configure the product for each single one, as is done today for example for the 
paintwork. 

AFTER SALES SERVICE. The possibility to re-program the Flash opens also 
new opportunities for the after sales service phase. Whenever needed, it is 
possible to update the software of the board to correct for defects or provide 
improvements in functionality of the product, or to add options not available 
at the time of purchase of the vehicle. 

In this case also there are significant savings in the cost of updating the 
product (updating the software does not require substitution of the board) 
especially in the case of the correction of software defects, for which the whole 
operation requires less than a few minutes and can be done directly at a service 
center. 

Management of EEPROM FLASH 

Adaptive parameters. Different strategies for the control of the motor neces-
sitate the calculation and recording of parameters throughout the use of the 
board. These parameters are called adaptive as their values may be changed 
to adapt to the specific vehicle on which the board is mounted. The object 
is to obtain the best performance possible by taking into account the spread 
in the characteristics of the elements making up the complete system and the 
change of Characteristics during its use. These parameters must be modifiable 
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Electrical Contact: Key in ON position (KEY ON) 

Copy the contents of the EEPROM into the 
microprocessor RAM 

Execution of the motor control code 

Possible changes to the copy of the auto-adaptive 
parameters in the microprocessor RAM 

Interruption of the electrical contact: key in the 
OFF position (KEY OFF) 

Copy the RAM contents into the serial EEPROM 

Figure 9.22 Management scheme for the adaptive solution using serial EEPROM. 

at run-time and cannot be regarded as simple calibration data that are changed 
only on re-programming, described before. 

A Typical Solution Using an EEPROM Memory. A common solution to this 
need is to use a serial EEPROM memory. In this way it is possible to modify 
directly the value of a parameter in the EEPROM or to work with a data 
image in the RAM of the microprocessor and subsequently update the new 
values. This solution is preferable in terms of the execution time and allows 
changes in parameter values without impacting on the real-time execution of 
the board. Fig. 9.22 shows the adaptive solution using the following logic: copy 
the previous values saved into RAM, modify them, then write to the EEPROM. 

An Alternative Solution Using a Paged Flash Memory. With the objective of 
reducing the costs of the boards, the use of a paged Flash memory can allow the 
elimination of the EEPROM component. The EEPROM function is replaced 
by a use of the Flash solution which we will call EEPROM.FLASH. 

The basic principle is to use two sectors of the Flash as a circular buffer of 
N zones. Where N is the whole number resulting from the size in Kilobytes of 
the two zones divided by the size, also in Kilobytes, of the amount of data to be 
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(16 KBytes) 
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ZONE 1 

ZONE2 

ZONE N/2 
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Segment 4 
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EEPROM_FLASH 

Figure 9.23 Mapping of the zone N onto sectors 2 and 3 of the Flash. 

managed. Taking for example the Flash memory M29F200B [7], the possible 
memory map is shown in Fig. 9.23. 

If the size of the data to be saved in EEPROM is 2 Kbytes, there will be in 
this example N = 8 logical zones in the two sectors chosen. 

At the moment of "KEY_ON" a search is made for the last zone writ-
ten to copy the values to the internal RAM of the microprocessor, while at 
"KEY_OFF" the modified values are saved in the next zone of the buffer. 
Fig. 9.24 shows logic for the auto-adaptive system using this EEPROM_FLASH. 

At the end of the search for the last zone written and to guarantee the validity 
of the data chain, each zone has an associated status byte that is updated for the 
two zones of the EEPROM_FLASH used for reading and writing: corresponding 
to each state transition for a zone (copy into RAM finished, start and end of 
writing in the Flash, etc.), this byte changes its value. In the case that the 
microprocessor is reset, at the next "POWER_ON" the memory state can be 
found and the correct zone read. 

To assure the circular management of the buffer, referring to Fig. 9.23, when 
writing to the last zone (N/2) of the second sector, the third sector is erased and 
when writing to the third sector (N) the second is erased. The use of at least 
two sectors of the Flash is unavoidable for security reasons especially during 
erasure. If only one sector were used, if the board was reset for whatever reason 
just after the erasure of the sector the values for the auto-adaptive system would 

Segment 3 
(8 KBytes) 

ZONE N/2+1 

APPLE INC. 
EXHIBIT 1108 - PAGE 0529



524 FLASH MEMORIES 

be lost. Using the EEPROM_FLASH not only reproduces the functionality of 
the serial EEPROM, but gives the possibility to review the previous six zones 
written thus providing a history of the evolution of the values for the auto-
adaptive parameters. 

Applications 

The use of Flash memory is today made possible by the technology progress 
over the last few years, above all in the number of erase/write cycles for the 
Flash. This aspect is critical since with the EEPROM_FLASH design the Flash 
is written every time the key is turned off at "KEY_OFF" and the sector is 
erased at every N "KEY_OFF's". Evidently if, 

■ Na = the number of turn-on/turn-off's of the engine for which the man-
ufacturer requires the correct management of the recording of the auto-
adaptive parameters (of the order of every tens of miles), 

■ Nc = the number of cycles of erase/write cycles guaranteed for the com-
ponent, 

Electrical Contact: key in ON position (KEY ON) 

1) Search for the last zone written in the 
EEPROM_FLASH 

2) Copy the contents of the EEPROM into the 
microprocessor RAM 

V 
Execution of the motor control code 

Possible changes to the copy of the auto-adaptive 
parameters in the microprocessor RAM 

Interruption of the electrical contact: key in the 
OFF position (KEY OFF) 

1) Possible erase of a sector 
2) Copy the RAM contents into the next xone of the 

EEPROM_FLASH 

Figure 9.24 Management logic for the auto-adaptive system using EEPROM_FLASH. 
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of EEPROM (Electrically Erasable 

Programmable Read Only 
Memories), 12-13,129-130 

of embedded algorithms, 337-350 (See 
also Architecture, of control logic) 

erase operation circuitry in, 327-360 (See 
also Architecture, erase operation 
circuitry in) 

error correction codes in, 356-360 
flash architecture overview in, 241-257 

(See also Flash architecture, 
overview of) 

of flash array family tree, 99f 
of flash memory, general scheme in, 253f 
of memory NOR, 16-18 
of multilevel cells, 142-146,368-373  

of NAND cells, 24f 
program operation circuitry in, 314-327 

(See also Architecture, of program 
operation circuitry) 

of read path decoding, 257-270 (See also 
Read path decoding) 

of read path input and output buffers, 
270-280 (See also Read path buffers) 

of read path sensing techniques, 280-313 
(See also Read path sensing 
techniques) 

redundancy in, 350-356 (See also 
Redundancy) 

in scaling issues, 81-83 
of split gate virtual ground cell, 121f, 122f 

Architecture, erase operation circuitry in, 
327-360 

charge pumping in, 332-335 
critical node slow discharge in, 330-331 
double supply voltage approach in, 

329-331 
single supply voltage approach in, 

331-337 
source erase circuitry in, 329-330 
source switch in, 336-337 
voltage regulators in, 335-336 

Architecture, of control logic, 337-350 
buffers in, 341 
command interpreter in, 340-341 
command write in, 339, 340f 
data pins in, 339 
embedded algorithms in, 343-344 
erase flow in, 346-347 
fundamental circuits in, 340-342 
program flow in, 344-346 
program/erase controller in, 342-343 
read path in, 342 
slow operations in, 337-339 
testability issues in, 348-350 
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Architecture, of program operation circuitry, 
314-327 

cell voltages in, 314-315 
drain voltage regulation in, 317-320 
gate voltage regulation in, 320-327 
program path in, typical, 315-316 

Array architectures, of multilevel flash cells, 
368-373 

Array classification, of binary flash cells, 
96-98 

Array distribution, on reliability, 401-409 
Array efficiency, 60-61 
Array ground line (AGL), in NAND 

architecture, 372-373 
ASIC 

(Application-Specific-Integrated-Circuits 
), 41 

ASP (Application-Specific-Products), 41 
Automotive market, 515-525 

after sales service in, 521 
applications in, 524-525 
design and development in, 520-521 
EEPROM flash management in, 521-524 
flash programming in, 517-520 
manufacturing in, 521 
protocols in, 519-520 
software downloading in, 516-517 

Average energy model, 190-191 

B 
Band diagram, of MOS structure, 168f 
Band structure transition, at silicon-silicon 

dioxide interface, 160f 
Band-gap reference, in gate voltage 

regulation, 325f 
Band-to-band tunneling (BBT), 54-56 

in MOSFET's, 170-174 
Barrier height 

in BBT tunneling, 174f 
in tunneling phenomenon, 164f 

Biasing 
in read mode, 282-283 
in row decoders, 260-261 

Binary flash cells, 93-136 
alternate metal ground (AMG) cell and 

array in, 123-127 
array architecture summary in, 130-131 
array classification in, 96-98 
AND cell and array in, 114-118 
cell design complexity in, 94-95 
DINOR cell and array in, 108-114 
EEPROM based flash architecture in, 

129-130  

figures of merit in, 93-94 
NAND cell and arrays in, 104-108 
NOR cell in, 99-104 
scaling in, 131-133 
scaling in, of internal voltage, 133-135 
source injection concepts in, 127-129 
split gate virtual ground cell and array in, 

118-123 
Binary search sensing, 379 
BIOS market, 508-515 

IBM AS/400 in, 511-512 
IBM RS/6000 in, 510-511 
IBM S/390 in, 512-513 
input/output devices in, 514 
network computer in, 513-514 
networking hardware in, 514 
personal computer in, 509 

Bit density, vs. production year, 59f 
Bit line(s) 

to bit line coupling, 143-144 
selection signals for, 357f, 358f 

Boltzmann transport equation, 178-179 
Bonding wires, 275-277 
Boost concept, in read path decoding, 

267-270 
Boron-phosphosilicate film (BPSG), 68-69 
Breakdown lifetime evaluation model, 

215-217 
Buffers, for read path 

input, 270-272 
output, 272-275 

Buffers, in control logic, 341 
Building blocks, of flash memory 

operations, 253-257 
Burn-in, 449 
Byte pin, 251-252 

C 
Capacitive coupling ratio, of MOS 

transistor, 46 
Capacitors 

ferroelectric, 135 
thin oxide, I-V characteristics of, 210f 

Carrier distribution 
homogenous electric fields on, 182-184 
model of, 191 
thermal equilibrium on, 181-182 

Carrier heating 
gate length on, 189-190 
models of, 190-191 

Carrier transport, fundamentals of, 176-185 
Boltzmann transport equation in, 178-179 
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carrier distribution in, homogenous 
electric fields on, 182-184 

carrier distribution in, thermal equilibrium 
on, 181-182 

distribution function in, 176-178 
effective temperature model in, 184-185 
scattering in, 180-181 

Carriers, electronic properties of, 155-161 
as classical particles, 156-157 
crystal electrons in, 155-156 
interface traps in, 159-161 
oxide in, 159-161 
silicon dioxide in, 157-159 
silicon in, 157 
silicon-silicon dioxide interface in, 159 

Cascade schematic, in read path sensing, 
284f, 285f, 286f 

Cell array stress test (CAST), 405-408, 409f 
Cell bias, during programming, 48f 
Cell layout 

cell size future projections in, 132f 
in scaling, 81 

Cell operation, physical aspects of, 153-223 
carrier transport in, 176-185 (See also 

Carrier transport, fundamentals of) 
carriers in, electronic properties of, 

155-161 (See also Carriers, 
electronic properties of) 

hot carrier effects in MOSFET's in, 
185-207 (See also MOSFET's, hot 
carrier effects in) 

MOS structures in, 155-161 (See also 
Carriers, electronic properties of) 

oxide and interface degradation in, hot 
carrier injection on, 217-223 (See 
also Oxide degradation, hot carrier 
injection on) 

oxide degradation in, high field stress on, 
207-217 (See also Oxide 
degradation, high field stress on) 

tunneling phenomenon in, fundamentals 
of, 161-165 (See also Tunneling 
phenomenon, fundamentals of) 

tunneling phenomenon in, MOSFET's in, 
165-176 (See also MOSFET's, 
tunneling phenomenon in) 

Cell scaling, 27 . 
Cell structure, definition of, 64-68 
Cell voltages. See Voltage(s) 
Channel doping, 61-63,68 
Channel hot-electron (CHE) 

injection/programming 
in BBT-TBT, 174 
device operation and, 205-206  

529 

disadvantage of, 97 
drain available, 201-202 
in EPROM, 8 
on gate current, 199-201 
in industry standard cell, 47-49 
mechanism of, 139f 
in MOSFET's, 199-201 
in NOR cell architecture, 369-371 
oxide traps and interface state generation 

from, 420 
secondary generated, 202-203 
in self-converging programming, 388 
substrate, 203-205 
vs. FN tunneling, 7,365-366 

Channel length, on programming curves, 
49f, 50-51 

Charge injection mechanisms, 7 
Charge loss, control gate/floating gate 

overlap in, 69f 
Charge pumps 

in erase operation circuitry, 332-335 
in NOR organization, 20 
on programming efficiency, 51-52 

Charge retention 
improvement of, 9 
in scaling issues, 81 

Chemical Mechanical Polishing (CMP), 71, 
72f 

Chip defects, 351. See also Defects 
Chip enable pin, 251 
Classification 

of flash architecture, 242-243 
of flash cells/arrays, 96-98 
of market segments, 485f, 486-487 

Clock interaction, on output node, 303f 
CMOS 

for flash memory, 58-60 
floating gate potential of, 42-46 
as pass switch, in read path decoding, 

261-262 
Collisions, in Boltzmann transport equation, 

178-179 
Column decoder, 263-264 

in drain voltage regulation, 317-318,319f 
Command interpreter, 340-341 
Command write, in control logic, 339, 340f 
Commodity, vs. non-commodity products, 

493-495 
Common ground array 

fabrication steps for, 101f 
in multilevel flash memory, 142-144 
schematic layout of, 100f 
voltage levels in, 102f 
vs. AMG array, 126f 
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Communication tools, 501. See also Mobile 
phone market 

Contact technology, 70-71 
Control gate, 4-5 
Control pins, 250-252 
Coupling capacitance, in erase operation 

circuitry, 331f 
Critical node slow discharge, 330-331 
Customer/supplier relationship, 495-496 
CVD technique, 66 

D 
Damascene technique, 73f 
Data address, in read path, 254 
Data loss, single bit, 426-430 
Data pins, in control logic architecture, 339 
Data retention, in NOR organization, 23 
Data storage. See also Mass storage 

bilevel vs. multilevel concept in, 362-364 
corruption of, 411 
multilevel, reliability of, 436-438 
in multilevel flash cells, 364-367 
program disturbs in, 411 
read disturb on, 438 

DC tests, 467 
DC-programming disturbs, 77-78, 79f 
Decoders 

column, 263-264 
hierarchical, 264-266 
row, 259-263 

Defects 
of chip, 351 
detection of, 464 165 (See also Fault 

repair; Testing) 
of tunnel oxide, 401-409 

Degradation 
gain degradation in, 430-436 
of oxide (See Oxide degradation) 

Density, of silicon and silicon dioxide, 158f 
Depleted bits, in read path sensing, 305-307 
Depletion test, 455-456 
Depletion-mode operation, of MOS 

transistor, 45 
Deposition 

of polysilicon, 66 
spin on glass (SOG) technique in, 71 

Design, on MOSFET's carrier heating, 
189-190 

Design complexity, in binary flash cells, 
94-95 

Device operation, in MOSFET's, 205-206 
Diagnosis, in fault repair, 464-465 
Die cost, 463  

Dielectrics, interlevel, 68-69 
Differential sensing, 285-288 

active loads for, 289f 
offset current in, 289-293 
in read path, 254-255 
semiparallel, 293-294 

DINOR (divided bit-line NOR), in binary 
flash cells 

array device cross-section of, 109f 
erase and programming time in, 112f 
merit summary of, 114t 
schematic layout of, 110f, 113f 
triple well process in, 111 
truth table for, 114t 
word line pitch scaling in, 111-112 

DINOR (divided bit-line NOR), in 
multilevel flash cells, 142-144 

Dirac distribution, 156 
Direct memory access, testing of, 451-452 
Distribution function 

in carrier transport, 176-178 
for MOSFET's hot carrier effects, 198 

Disturb margins, in multilevel cells, 139-141 
Disturbs. See specific types e.g., Program 

disturbs 
Divided bit-line NOR (DINOR). See 

DINOR (divided bit-line NOR) 
Doping, 61-64 

of channel, 68 
concentrations of, for BBT-TBT, 172-173 

Double supply memory array, 249f 
Double supply voltage approach, 329-331 
Drain architecture, 67-68 
Drain available hot electron injection, in 

MOSFET's, 201-202 
Drain coupling, in floating gate transistor, 

45f 
Drain current, monitoring of, 387-388 
Drain stress, 77-78 

in gain degradation, 434, 435f 
in multilevel cells, 140 

Drain voltages 
FN tunnel programming and, 385-387 
on programming curves, 50f 
on read path sensing, 281-282 
regulation of, in program operation 

circuitry, 317-320 
DRAM (Dynamic Random Access 

Memory), 2 
ferroelectric nonvolatile DRAM in, 14f 
market ramp up time for, 132f 
as market segment, 487 

Drift velocity, 182 
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Dynamic inhibit concept, for NAND array, 
106-107 

Dynamic Random Access Memory 
(DRAM). See DRAM (Dynamic 
Random Access Memory) 

E 
EEPROM (Electrically Erasable 

Programmable Read Only Memory), 
9-15 

architecture of, 12-13 
architecture of, in binary flash cells, 

129-130 
ferroelectric memory in, 13-15 
floating gate thin oxide memory 

(FLOTOX) in, 9-10 
as market segment, 486 
textured polysilicon cells in, 10-12 

Electric fields, on carrier distribution, 
182-184 

Electrical behavior 
of erase efficiency, 59f 
of floating gate device, 42-46 

Electrical erase. See Erase, electrical 
Electrical model, of floating gate device, 5 
Electrically Erasable Programmable Read 

Only Memory (EEPROM). See 
EEPROM (Electrically Erasable 
Programmable Read Only Memory) 

Electron injection 
hot (See Channel hot-electron (CHE) 

injection/programming) 
secondary, 135 

Electrons, behavior of 
as classical particles, 156-157 
in crystals, 155-156 
envelope function of, 161f, 162 
in MOSFET's, carrier heating on, 186-188 

Embedded controller, in NOR organization, 
23-24 

Embedded flash memory, 26-27 
Embedded market, vs. mass storage market, 

92 
Endurance, 3-4 

gate oxide degradation on, 418-421 
intrinsic, 418-421 
in NOR organization, 23 
of program/erase efficiency, 415-416 
in reliability, 75 

Energy band diagram, of floating gate 
transistor, 43f 

EPROM (Erasable Programmable Read 
Only Memory), 1-2,7-9  

device schematic for, 95f 
as flash memory application 

classification, 242 
as market segment, 486 
in read path sensing, 304-305 
threshold voltage of, in read path sensing, 

287f 
Erasable Programmable Read Only Memory 

(EPROM). See EPROM 
Erase, electrical 

in erase operation circuitry, 327-328 
flash cell vs. EPROM in, 94-95 
vs. UV erase, 401, 402f 

Erase, parallel, 457 
Erase disturbs, in reliability, 79-81 
Erase function 

in DINOR array, 112f 
erase bias in, 171f 
in flash cell classification, 96-98 
gate voltages on, 59f 
of industry-standard flash memory, 53-58 
in memory NOR, 18-20 
negative gate vs. source in, 403f 
of NOR cell, 18,19f 
over-erasing in, 409-411 
oxide thickness on, 57 
in split gate virtual ground, 121f 
tail bits in, 403-405 

Erase path 
building blocks of, 256-257 
flowchart of, 258f 

Erase/program performance, in production 
testing, 470 

Erratic erase phenomenon, 423-426 
Error correction, in fault repair, 462 
Error correction codes, 356-360 

unrecoverable events curves in, 360f 
ETOX, 15 
EWS, in parallel testing, 473-474 
Exponentially ramped current stress 

(ERCS), 405 

F 
Fabrication steps 

for AND array, 117f 
for common ground NOR array, 101f 

Failure analysis 
direct memory access testing for, 451-452 
functional failures in, 468-469 

FAMOS (Floating gate Avalanche-injection 
MOS), 7-9 

Fault repair, 460-466 
diagnosis and repair in, 464-465 
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error correction in, 462 
redundancy in, 462-464 
redundancy in, test tools for, 465-466 

Ferroelectric capacitor, 135 
Ferroelectric memory, for EEPROM, 13-15 
FG charge, and gate current, 48-49 
Figures of merit 

for AMG array, 127t 
for binary flash cells, 93-94 
for DINOR array, 114t 
for industry-standard cell, 103t 
for market applications, 490t 
for NAND array, 93-94 
for split gate array, 123t 

Final passivation, 74 
Finite state machine, 344 
Flash architecture, overview of, 241-257 

application classification in, 242-243 
erase path building blocks in, 256-257 
NOR cell operation and array 

organization in, 243-250 
program path building blocks in, 256 
read path building blocks in, 253-256 
user interface in, 250-252 

Flash memory, 16 Mbit 
implantation steps for, 62t 
implantation steps for, dose and energy 

ranges in, 68t 
Flash memory, future of, 27-33 

non volatile memory market development 
in, 29-33 

technology evolution in, 27-29 
Flash memory cells 

binary cells in, 93-436 (See also Binary 
flash cells) 

carrier heating in, 186-189 
configurations of, 40t 
density of, evolution curve for, 131f 
device schematic for, 95f 
embedded, 26-27 
gate current density in, 201f 
low voltage hot carrier effects on, 206-207 
multilevel cells in, 137-147,361-391 

(See also Multilevel flash cells) 
operations overview of, 253-257 
program disturbs on, 413-414 
reliability of (See Reliability) 
testing of (See Testing, of flash memory) 

Flash memory cells, industry-standard in, 
37-83 

array efficiency in, 60-61 
band-to-band tunneling in, 54-56 
basic structure of, 42-46 
cell bias in, during programming, 48f  

cell structure definition in, 64-68 
CMOS process in, 58-60 
common ground NOR array in, 100f 
coupling ratios in, 51-52 
critical technology steps in, 102 
doping for, 61-63 
double polysilicon stacked gate in, 39f 
drain voltages in, on programming curves, 

50f 
dual vs. single voltage in, 54-56 
erase function of, 53-58 
figures of merit summary for, 103t 
generic, schemata of, 16f 
implantation steps for, 62t 
interconnections in, 70-73 
interlevel dielectrics in, 68-69 
isolation in, 60-61, 63f 
process flow for, 60t 
programming curves of, channel length 

on, 49f 
programming of, 47-53 
programming of, efficiency in, 51-52 
read function of, 46-47 
scaling issues in, 81-83 
technology and process in, 58-74 
temperature on, 51-52 
threshold voltages in, hot electron 

injection on, 47-49 
T-shaped staked gate in, 82, 83f 
voltages in, on erase curves, 58 
yield and reliability in, 74-81 

Flash read, low voltage, 308-311 
Floating gate device, 4-6 

in AND array, 117 
avalanche-injection MOS (FAMOS) as, 

7-9 
charge injection mechanism for, 7 
floating gate potential in, 42-46 
in industry standard cell, 39-40 

Floating gate thin oxide memory 
(FLOTOX), 9-10 

Floating gate transistor 
I-V characteristics of, 45f 
schematic cross section of, 44f 

FLOTOX (floating gate thin oxide memory), 
9-10 

FN tunneling. See Fowler-Nordheim (FN) 
tunneling 

Fowler-Nordheim (FN) programming, in 
NOR cell architecture, 371 

Fowler-Nordheim (FN) tunneling 
in AND arrays, 115-116 
in band-to-band tunneling, 56f 
in DINOR arrays, 110-111 
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in flash memories, 7 
in flash memory evolution, 28 
in MOSFET's, 166-167 
in multilevel cells, 140-142 
in NAND arrays, 25-26 
vs. CHE, 142t, 365-366 

Functional model, of testing, 446 
Functional tests, in production testing, 

468-469  

533 

Hot carrier effects, in MOSFET's, 185-207. 
See also MOSFET's, hot carrier effects 
in 

Hot-electron injection/programming. See 
Channel hot-electron (CHE) 
injection/programming 

Hysteresis curve 
of ferroelectric capacitor, 14f 
of input buffer inverter, 272f 

G 
Gain degradation, 430-436 
Gate currents 

measurement of, 53 
in MOSFET's, hot carrier effects on, 

199-206 
in MOSFET's, in BBT-TBT regime, 173f 
in relation to substrate, 55 

Gate Induced Drain Leakage current 
(GIDL), 171 

Gate length, on carrier heating, 189-190 
Gate oxide, 41 

degradation of, on memory endurance, 
418-421 

direct tunneling through, 166-167 
Gate stress, 77-78 
Gate voltage(s). See also Threshold 

voltage(s); Voltage(s) 
band-gap reference in, 325f 
of floating gate, 5-6 
level shifter in, 324f 
regulation of, in program operation 

circuitry, 320-327 
on serial sensing, 378-379 
in staircase ramp programming, 384-385 
vs. snap-back triggering, 314f 

Ground, common vs. virtual, 97-98 

H 
Hamming code, 357-360 
Hierarchical decoder, 264-266 
High field stress, on oxide degradation, 

207-217. See also Oxide degradation, 
high field stress on 

Hole impact ionization coefficients, for 
MOSFET's, 193f 

Hole trapping, in erratic erase phenomenon, 
423-424 • 

Holes, in gain degradation, 432 
Homogenous electric fields, on carrier 

distribution, 182-184 

I 
IBM AS/400,511-512 
IBM RS/6000,510-511 
IBM S/390, 512-513 
Image force corrections, in MOS structures, 

168-169 
Impact ionization, on MOSFET's hot carrier 

effects, 192-194, 195f, 196f 
Industry-standard device. See Flash memory 

cells, industry-standard in 
Injection probability, for MOSFET's hot 

carrier effects, 198 
Input buffers, of read path, 254,270-272 
Input/output devices, 514 
Interband transitions, mechanisms of, 17 
Interconnection structure, 70-73 
Interface traps, 159-161 
Interlevel dielectrics, 68-69 
Inter-particle collisions, in Boltzmann 

transport equation, 178 
Interpoly dielectric, 66 
Intrinsic threshold, 49-50 
Inverters, for row decoders, 259-261 
Isolation, in flash memory process, 60-61, 

63f 
I-V characteristics 

of floating gate device, 6 
of floating gate device, with no FG stored 

charge, 48f 
of floating gate transistor, 45f 
of thin oxide capacitors, 210f 

J 
Junction breakdown, in MOSFET's, 194-195 

L 
Lattice-particle collisions, in Boltzmann 

transport equation, 178 
Leakage current, parasitic, 60 
Level shifter, in gate voltage regulation, 324f 
Lifetime evaluation model 
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for hot carrier injection oxide degradation, 
221-223 

for SILC, 214-215 
Line biasing, in memory NOR, 20 
Local self boosting (LSB) technique, 372 
LOCOS isolation, 61-62 
Logic design, testing of, 457-460 
Low pressure chemical vapor deposition 

(LPCVD), 9 
Low voltage flash read, 308-311 

M 
Market/marketing 

automotive market in, 515-525 (See also 
Automotive market) 

BIOS in, 508-515 (See also BIOS market) 
customer/supplier relationship in, 495-496 
DRAM ramp up times in, 132f 
embedded vs. mass storage in, 92 
growth of, 484f 
market applications in, survey of, 500-503 
market development in, 496-498 
market share in, by application, 31f 
mobile phones in, 503-506 (See also 

Mobile phone market) 
MOS memory market size in, 30f 
of non volatile memory, 1-3,29-33 
price in, 497 
product development history in, 482-483 
relationship marketing in, 499-500 
segmentation in, 483-495 (See also 

Market, segmentation of) 
supply shortage in, 497 
terminal manufacturers in, 506-508 

Market, segmentation of 
application diversity in, 488-489, 490f, 

491f, 492 
application maturity in, 494-495 
classifications in, 485f, 486-487 
commodity vs. non-commodity issues in, 

493-495 
communication in, 498 
integration in, 489-490, 491f 
product maturity in, 493-494 
segment dynamics in, 494 
windowed markets in, 492-493 

Mass storage 
flash memory application in, 242 
market for, vs. embedded market, 92 
NAND arrays in, 24-26 
split gate concept in, 122 

Maxwell-Boltzmann distribution, 181-182, 
184  

Memory 
multilevel flash, 361-391 (See also 

Multilevel flash cells) 
non volatile (See Non volatile memory) 
sectors of, program disturbs on, 412-413 

Memory access times, in read path output 
buffers, 273 

Memory array, double supply, 249f 
Memory function, in flash cell classification, 

96-98 
Memory NOR, line biasing in, 20 
Merit summary. See Figures of merit 
Metal ground cell. See Alternate metal 

ground (AMG) cell 
Metallization, 72-73 
Metal-Nitride-Oxide-Silicon cells (MNOS). 

See MNOS 
(Metal-Nitride-Oxide-Silicon) 

Microelectronic systems, non volatile 
memory in, 1-3 

Miniboost concept, in read path decoding, 
268-270 

MNOS (Metal-Nitride-Oxide-Silicon), 4 
concept of, 136, 137f 
in EEPROM, 9 

Mobile phone market, 503-506 
customer software flash programming in, 

505-506 
flash operation in, 504-505 
memory usage needs of, 503-504 
production software flash programming 

in, 505 
Monte Carlo method, for carrier 

distributions, 182-183 
Moore's law, 58-59 
MOS structures 

electronic properties of, 155-161 (See 
also Carriers, electronic properties of) 

in MOSFET's tunneling phenomenon, 
167-170 

oxide breakdown in, 211-213 
MOS transistor 

I-V characteristics of, 45-46 
threshold voltage of, 4 

MOSFET's, hot carrier effects in, 185-207 
average energy model in, 190-191 
carrier distribution model in, 191 
carrier heating in, 186-189 
carrier heating in, design on, 189-190 
channel hot electron injection in, 199-201 
device operation in, 205-206 
distribution function in, 198 
drain available hot electron injection in, 

201-202 
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gate current in, 199-206 
impact ionization in, 192-194 
injection probability in, 198 
low voltages on, 206-207 
secondary generated hot electron injection 

in, 202-203 
SiO2 hot carrier injection in, 197-198 
substrate current in, 194-197 
substrate hot electron injection in, 

203-205 
typical phenomenon in, 185 

MOSFET's, tunneling phenomenon in, 
165-176 

band-to-band (BBT) tunneling in, 
170-174 

BBT/TBT modeling in, 174-176 
Fowler-Nordheim in, 166-167 
MOS structures in, tunnel current 

modeling of, 167-170 
oxide gate direct tunneling in, 166-167 
trap-to-band (TBT) tunneling in, 170-174 

MOSFET's transistor, 39-40 
Multilevel approach, 362-364 
Multilevel flash cells, 137-147,361-391 

array architectures in, 368-373 
array concept summary for, 146 
common ground array architecture in, 

142-144 
development of, 27-28 
DINOR architecture in, 142-144 
fundamentals of, 137-138 
multilevel approach in, 362-364 
multilevel sensing in, 373-382 (See also 

Sensing, multilevel) 
multilevel storage issues in, 364-367 
NAND architecture in, 371-373 
NAND array in, 145 
NOR architecture in, with CHE 

programming, 369-371 
NOR architecture in, with FN 

programming, 371 
performance summary of, 390t 
program-and-verify approach in, 384-387 
programming mechanisms in, 138-142, 

382-384 
scaling in, 146-147 
self-controlled programming approach in, 

387-389 
virtual ground in, 144 

N 
NAND cells and arrays, 24-26 

architecture of, 24f 

in binary flash cells, 104-108 
matrix information access in, 243 
multilevel flash cell architecture in, 

371-373 
in multilevel flash cells, 145 
in scaling issues, 83 

N-channel devices, in hot carrier injection 
oxide degradation, 217-218 

Network computer, 513-514 
Networking hardware, 514 
Nitradation, 65-66 
Node equalization, in reading speed-up, 296 
Noise, in read path buffers, 275-277 
Non volatile memory 

in circuit integration, 41 
evolution of, 3-4 
market development in, 29-33 
in scaling issues, 82 
in semiconductor market, 1-3 

NOR cells 
in binary flash cells, 99-104 
depleted bit modification in, 305, 307f 
multilevel flash cell architecture in, with 

CHE programming, 369-371 
multilevel flash cell architecture in, with 

FN programming, 371 
NOR cells, organization of, 16-24,243-250 

data retention in, 23 
embedded controller in, 23-24 
endurance in, 23 
erase operation in, bulk, 248f 
erase operation in, negative gate, 246f 
erase procedure in, 18, 19f, 245-248 
flash memory array organization in, 247f 
line biasing in, 20 
memory array in, double supply, 249f 
memory array in, single supply, 250f 
program disturbs in, 21-22 
program operation in, 244, 245f 
read disturbs in, 22-23 
read operation in, 244f 
read path structure in, 17f 
in scaling issues, 82-83 
voltage requirements in, 20-21 

Numerical analysis, for BBT, 176 

0 
Offset current, in differential sensing, 

289-293 
Operating conditions 

building blocks in, 253-257 
of industry-standard cell, 46-58 

Output buffers, of read path, 272-275 
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Output enable pin, 251 
Output node, clock interaction on, 303f 
Over-erasing, on reliability, 409-411 
Oxidation process, requirements of, 65-66 
Oxide. See also Tunnel oxide 

electronic properties of, 159-161 
thickness of, on erase function, 57 
thickness of, on scaling limits, 55 
thin, high stress field on, 427 
thin, in floating gate thin oxide memory 

(FLOTOX), 9-10 
thin, on capacitors I-V characteristics, 

210f 
Oxide degradation, high field stress on, 

207-217 
breakdown lifetime evaluation model in, 

215-217 
oxide breakdown in, 211-213 
oxide wear-out in, 207-210 
SILC in, 210-211 
SILC in, lifetime evaluation model of, 

214-215 
SILC in, oxide wear-out on, 207-210 

Oxide degradation, hot carrier injection on, 
217-223 

homogenous degradation in, 217 
lifetime evaluation models in, 221-223 
n-channel devices in, 217-218 
non-homogenous degradation in, 218-220 
p-channel devices in, 218 

Oxide gate direct tunneling, in MOSFET's, 
166-167 

Oxide stress, testing of, 446  117  
Oxide/nitride/oxide (ONO), 41 

in interpoly dielectric, 66 

P 
Parallel erase, as test feature, 457 
Parallel programming, as test feature, 457 
Parallel sensing, 293f 
Parallel test systems 

at EWS, 473-474 
final test in, 473 
tester structure in, 471-473 

Parasitic leakage current, 60 
Particle flow, in Boltzmann transport 

equation, 179f 
Pass switch, in read path decoding, 261-262 
Passivation, final, 74 
Payback curve, vs. testing, 444f 
P-channel devices, in hot carrier injection 

oxide degradation, 217-218 
Personal computer, 509 

Personal Digital Assistants (PDA's), 29 
Physical aspects, of cell operation, 153-223. 

See also Cell operation, physical 
aspects of 

Pins, in flash memory user interface, 
250-252 

Planarization, 71 
Poissonian approximation, 351-352 
Polycide deposition, in AMG cell, 124f 
Polysilicon cells, textured, 10-12 
Polysilicon deposition, 66 
Potential energy profiles, in tunneling 

phenomenon, 163f 
Power consumption 

in erase operation circuitry, 335 
in NOR organization, 21 

Power down/reset pin, 251 
P-pocket, 69f 

in reading disturbs, 76 
Precharge technique, 298-300 
Predecoding, 259 
Price, 497 
Process steps. See Fabrication steps 
Process yield, 350-352 
Product characterization, 474-478 

address sequences in, 475-476 
objectives of, 474-475 
statistical sampling in, 478 

Product cost, testing on, 443  111  
Product life cycle, testing on, /111 145 
Product maturity, 493-494 
Production testing, 466-478 

AC read/command interface in, 469-470 
DC tests in, 467 
erase/program performance in, 470 
functional tests in, 468-469 
objectives of, 445 
reliability in, 470 
wafer probe testing in, 466, 467f 

Program and verify, 365 
Program disturbs 

in NAND architecture, 372 
in NOR organization, 21-22 
on reliability, 411-414 

Program loads, drain voltage regulation on, 
318-319,320f 

Program operation circuitry, 314-327. See 
also Architecture, of program operation 
circuitry 

Program path 
building blocks of, 256 
flowchart of, 257f 
typical, 315-316 

Program verify, 315-316 
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in multilevel flash cells, 384-387 
Program/erase controller, 342-343 
Program/erase cycle failure modes, 418-435 

erratic erase phenomenon in, 423-426 
gain degradation in, 430-436 
memory cell intrinsic endurance in, 

418-421 
single bit data loss in, 426-430 
single bit failure in, 422-423 
tail bits in, 422 

Program/erase endurance, on reliability, 
415-416 

Programming 
of industry-standard cell, 47-53 
parallel, as test feature, 457 

Programming disturbs, in reliability, 77-78, 
79f, 80f 

Programming function 
in DINOR array, 112f 
in flash cell classification, 96-98 
in memory NOR, 17-18 
in multilevel flash cells, 138-142 

Pseudo-microcontroller, 344 
Pull down buffers, 279f 
PZT (lead zirconate titanate), in ferroelectric 

memory, 13 

Q 
Quality, vs. testing, 445 

R 
Read disturbs 

in reliability, 76 
on reliability, 414 
schemata of, 22f 

Read function 
of industry-standard cell, 46-47 
in memory NOR, 16-17 
multilevel sensing in, 373-374 
of NOR cell, 244f 

Read only memory (ROM), 95f 
Read path 

building blocks of, 253-256 
in control logic, 342 
decoding of, 257-270 (See also Read path 

decoding) 
input and output buffers of, 270-280 (See 

also Read path buffers) 
in product characterization, 475 
sensing techniques for, 280-313 (See also 

Read path sensing techniques) 
Read path buffers, 270-280  

high voltage tolerance in, 277-280 
input buffer in, 270-272 
noise issues in, 270f, 275-277 
output buffer in, 272-275 

Read path decoding, 257-270 
boost concept in, 267-268 
CMOS pass switch in, 261-262 
column decoder in, 263-264 
hierarchical decoder in, 264-266 
low \Tee problems in, 266-267 
miniboost concept in, 268-270 
predecoding in, 259 
row decoder in, 259-263 - 

Read path sensing techniques, 280-313 
cascade biasing schematic in, 284f, 285f 
depleted bits in, 305-307 
differential semiparallel sensing in, 

293-294 
differential sensing in, 285-288 
differential sensing in, offset current in, 

289-293 
from EPROM to flash in, 304-305 
low voltage flash read in, 308-311 
overview of, 281-285 
read fail in, 306f 
reading speed-up techniques in, 295-304 
reference problems in, 312-313 
single end converter in, 283f 

Read through concept, in NAND cell/array, 
104-106 

Ready/busy pin, 251 
Redundancy, 350-360 

case example in, 354-356 
in fault repair, 462-464 
process yield in, 350-352 
redundancy columns in, 356f, 357f 
static redundancy in, 352-353 
test tools for, 465-466 
vs. error correction codes, 356-360 
wafer yield in, 353-354 

Reference cell, in read path sensing, 312-313 
Relaxation time approximation, 179-181 
Reliability, 74-81,399-439 

carrier heating in, 185 
data retention in, 416-417 
electron retention in, 75 
endurance in, 75 
EPROM/EEPROM comparison in, 

399-401 
erasing disturbs in, 79-81 
low voltage hot carrier effects on, 206-207 
memory array distribution on, 401-409 
of multilevel storage, 436-438 
over-erasing in, 409-411 
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physical aspects of (See Cell operation, 
physical aspects of) 

program disturbs in, 411-414 
program/erase cycle failure modes in, 

418-435 (See also Program/erase 
cycle failure modes) 

program/erase endurance in, 415-416 
programming disturbs in, 77-78, 79f, 80f 
read disturbs in, 76,414 
testing for, 417-418 
tunnel oxide defects on, 401-409 
vs. testing, 445 

Repair, of faults. See Fault repair 
Resistive equalization, in reading speed-up, 

304f 
Retention, 3-4 

in reliability, 75 
Retrograde well, 63f 
ROM, device schematic for, 95f 
Row decoder, 259-263 

in erase operation circuitry, 336 

S 
Saturation region, of MOS transistor, 45-46 
Scaling, 81-83 

in binary flash cells, 131-135 
limits of, oxide thickness on, 55 
in multilevel flash cells, 146-147 

Scattering 
in carrier transport, 180-181 
in MOSFET's, 194 

Schemata 
of erase operation threshold voltages, 19f 
of floating gate, generic, 5f 
of NOR organization, 17f 
of program disturbs, 21f 
of read disturbs, 22f 

Schrodinger equation, 155-156 
Secondary generated hot electron injection, 

in MOSFET's, 202-203 
Sectorization, in NOR array, 248, 249f 
Self aligned field isolation, in AND array, 

116f 
Self-controlled programming, in multilevel 

flash cells, 387-389 
Self-converging programming, 388-389 
Semiconductor Industry Association (SIA), 

on interconnections, 70t 
Semiconductor market. See 

Market/marketing 
Semi-parallel sensing, 293-294 

schematic of, 297f 
Sense amplifier behavior, 454f  

Sensing 
differential, 285-288 
parallel, 293f 
for read path, 280-313 (See also Read 

path sensing techniques) 
semi-parallel, 293-294, 297f 

Sensing, multilevel, 373-382 
mixed sensing in, 379-382 
parallel sensing in, 377 
performance summary in, 382t 
serial sensing in, 377-379 
signal production and recognition in, 

374-376 
Sequencer, 344 
Serial sensing, 377-379 
Shumpeter principle, 499 
Signal, production and recognition of, 

374-376 
Silicon 

electron scattering mechanisms in, 180f 
electronic properties of, 157 

Silicon dioxide 
electronic properties of, 157-159 
hot carrier injection into, 197-198 

Silicon-silicon dioxide interface, 159 
Single bit data loss, 426-430 
Single bit failure, 422-423 
Single end converter, in read path sensing, 

283-285 
Single supply voltage approach, 331-337 

charge pumping in, 332-335 
source switch in, 336-337 
voltage regulators in, 335-336 

Slow discharge, of critical node, 330-331 
Snap-back triggering, 314-315 
SNOS 

(Silicon-Nitride-Oxide-Semiconductor), 
9 

Software downloading, for automotive 
market, 516-517 

Source architecture, 67-68 
Source discharge timing, in erase operation 

circuitry, 331f 
Source erase circuitry, 329-330 
Source injection, for binary flash cells, 

127-129 
Source junction profile, 55 
Source line elements, in erase operation 

circuitry, 330f 
Source series resistance, on programming 

speed, 51-52 
Source switch, in erase operation circuitry, 

336-337 
Spin on glass (SOG) deposition, 71 
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Split gate virtual ground, in binary cells 
cell layout in, 121f, 122f 
triple poly split gate cross section in, 120f 

Split gate virtual ground, in binary flash 
cells, 118-123 

Staircase gate voltage ramp programming, 
436-437 

Static redundancy, 352-353 
Statistical sampling, 478 
Storage, of data. See Data storage; Mass 

storage 
Stress induced leakage currents (SILC), 

210-211 
oxide wear-out in, 207-210 
in single bit data loss, 429-430 

Stress modes, in testing, 454 
Substrate, on gate currents, 55 
Substrate current, in MOSFET's hot carrier 

effects, 194-197 
Substrate hot electron injection, in 

MOSFET's, 203-205 
Successive approximation register (SAR), 

379, 380f 
Supply shortage, 497 
Surface planarization, 71 

T 
Tail bits 

in erase function, 403-405 
in program/erase cycle failure, 422 

Temperature 
on programming speed, 51-52 
on substrate current, 196-197 

Temperature model, for carrier transport, 
184-185 

Terminal manufacturers, 506-508 
Testing 

cell array stress test (CAST) in, 405-408, 
409f 

of control logic, 348-350 
of reliability, 417-418 

Testing, of flash memory 
conceptual test flow in, 448-449 
depletion test in, 455-456 
direct memory access in, 451-452 
fault repair in, 460-466 (See also Fault 

repair) 
functional model in, 446 
logic design in, 457-460 
low Vt test in, 456 
oxide stress in, 446-447 
parallel test systems in, 470-474 
parameters of, 447-448  

product characterization in, 474-478 
on product cost, 443-444 
on product life cycle, 444-445 
production testing in, 466-478 (See also 

Production testing) 
production testing in, objectives of, 445 
stress modes in, 454 
test productivity in, 457 
vs. quality and reliability, 445 
Vt measurement in, 452-454 

Textured polysilicon cells, 10-12 
Thermal equilibrium, on carrier distribution, 

181-182 
Threshold distributions 

for CAST, 408f 
for erased flash cells, 305f 
for standard vs. multilevel flash memory, 

254 
Threshold voltage(s) 

of erase operation, 19f 
erase procedures on, 80f 
of flash memory transistor, 362-363 
of floating gate, 5-6 
hot electron injection on, 47-49 
of MOS transistor, 4 
of negative gate vs. source erase, 403f 
in NOR architecture, 370f 
shift of, on read function, 46-47 
of UV vs. electrical erase, 401, 402f 
window closure in, 76f 

Transconductance, of MOS transistor, 46 
Transmission coefficient, in tunneling 

phenomenon, 162-165 
Traps. See also Interface traps 

elastic, in SILC mechanisms, 212f 
in erratic erase phenomenon, 423 

Trap-to-band tunneling (TBT), in 
MOSFET's, 170-174 

Triple poly architecture, in multilevel flash 
cells, 144 

Triple poly split gate, in binary flash cells, 
120f 

Triple well process, in DINOR, 111 
Triple well structure, 64f, 65f 

pull down buffer in, 279f 
Truth table 

for AMG array, 126t 
for DINOR array, 114t 
for NAND array, 107t 
for split gate array, 123t 

Tunnel oxide 
defects of, on reliability, 401-409 
degradation of, 75 
growth of, 64-66 
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Tunneling 
band-to-band, 54-56 
band-to-band, in MOSFET's, 170-174 
trap-to-band, in MOSFET's, 170-174 

Tunneling current, 165 
enhancement of, 423-425 
of MOS structures, 167-170 

Tunneling phenomenon, fundamentals of, 
161-165 

basic concepts of, 161-162 
transmission coefficient in, 162-165 
tunneling current in, 165 
WKB approximation in, 161-162 

Tunneling phenomenon, in MOSFET's, 
165-176. See also MOSFET's, 
tunneling phenomenon in 

U 
Ultra-violet (UV) radiation 

for EPROM erasure, 8 
vs. electrical erasure, 401, 402f 

Unbalanced loads, in differential sensing, 
293f 

User interface, in flash architecture, 250-252 

V 
Virtual ground array, in multilevel flash 

memory, 144 
Volatility, in scaling, 82 
Voltage(s). See also Threshold voltage(s) 

in common ground NOR array, 102f 
on control pins, 252 
drain, in program operation circuitry, 

317-320 
of EPROM, 8 
on erase curves, 58 
on erase function efficiency, 59f 
gate, in program operation circuitry, 

320-327 (See also Gate voltage(s)) 
low, in flash memory evolution, 28 
low, in hot carrier effects, 206-207 
in MOS structure tunnel currents, 167-170 
in NAND architecture, 25f 
in NOR organization, 20-21 
in program operation circuitry, 314-315 
on read path buffers, 277-280 
in read path decoding, 266-267  

on read path output buffers, 273-275 
in scaling issues, 81-82 
scaling of, in binary flash cells, 133-135 
on thin gate oxide tunneling current, 170f 
on write disturbs, 12-13 

Voltage regulators, in erase operation 
circuitry, 335-336 

VPCX values, in gate voltage regulation, 
321-323 

Vt measurement, in testing, 452-454,456 

Wafer probe testing, 448-449 
in production testing, 466, 467f 

Wafer sort testing, 448-449 
Wafer yield, 353-354 
Wave packet, 156-157 
Well doping, 61-63, 64f 
Wentzel-Kramers-Brillouin (WKB) 

calculations, 80-81 
in tunneling phenomenon, 161-162 

Window closure, in threshold voltages, 76f 
Windowed markets, 492-493 
Word line pitch scaling, in DINOR array, 

111-112 
Word lines 

level of, in NAND array, 105f 
in read path decoding, 264-266 

Write disturbs, in NOR-EEPROM, 12-13 
Write enable pin, 251 
Write functions 

CHE vs. FN tunneling in, 365 
control logic command write in, 339, 340f 
in memory NOR, 17-24 

Write protect pin, 251 

Y 
Yield 

error correction on, 462 
process, 350-352 
redundancy on, 462-464 
for wafer, 353-354 

Zener tunneling, 171 
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