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PARTIAL BLOCK DATA PROGRAMMING AND READING

OPERATIONS IN A NON—VOLATILE MEMORY

Inventorzi Kevin M. Conley

CROSS-REFERENCE TO RELATED APPLICATION

[0001] This application is a continuation of application serial no. 10/841,388, filed May

7, 2004, which in turn is a continuation of application serial no. 09/766,436, filed January '19,

2001, now patent no. 6,763,424, which applications are incorporated herein in their entirety by

this reference.

BACKGROUND OF THE INVENTION

[0002] This invention pertains to the field of semiconductor non-volatile data storage

system architectures and their methods of operation, and has application to data storage systems

based on flash electrically erasable and programmable read—only memories (EEPROMS).

[0003] A common application of flash EEPROM devices is as a mass data storage

subsystem for electronic devices. Such subsystems are commonly implemented as either

removable memory cards that can be inserted into multiple host systems or as non-removable

embedded storage within the host system. In both implementations, the subsystem includes one

or more flash devices and often a subsystem controller.

. [0004] Flash EEPROM devices are composed of one or more arrays of transistor cells,

each cell capable of non-volatile storage of one or more bits of data. Thus flash memory does.

not require power to retain the data programmed therein. Once programmed however, a cell

must be erased before it can be reprogrammed with a new data value. These arrays of cells are

partitioned into groups to provide for efficient implementation of read, program and erase

functions. A typical flash memory architecture for mass storage arranges large groups of cells

into erasable blocks, wherein a block contains the smallest number of cells (unit of erase) that are

erasable at one time.

Attorney Docket No.: SNDK.156US2 Express Mail No.2 EV663653274US
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[0005] In one commercial form, each block contains enough cells to store one sectorof

user data plus some overhead data related to the user data and/or to the block in which it is

stored. The amount of user data included in a sector is the standard 512 bytes in one class of

such memory systems but can be of some other size. Because the isolation of individual blocks

of cells from one another that is required to make them individually erasable takes space on the

integrated circuit chip, another class of flash memories makes the blocks significantly larger so

there is less space required for such isolation. But since it is also desired to handle user data in

much smaller sectors, ‘each large block is often further partitioned into individually addressable

pages that are thebasic [unit for reading and programming user data (unit ofprogramming and/or

reading). Each page usually stores one sector of user data, but a page may store a partial sector

or multiple sectors. A “sector” is used herein to refer to an amount of user data that is transferred

to and from the host as a unit.

[0006] The subsystem controller in a large block system perfonns a number of functions

including the translation between logical addresses (LBAs) received by the memory sub-system

from a host, and physical block numbers (PBNS) and page addresses within the memory cell

array. This translation often involves use of intermediate terms for a logical block number

(LBN) and logical page. The controller also manages the low level flash circuit operation

through a series of commands that it issues to the flash memory devices via an interface bus.

Another function the controller performs is to maintain the integrity of data stored to the

subsystem through various means, such as by using an error correction code (ECC).

[0007] In an ideal case, the datain all the pages of a block are usually updated together

by, writing the updated data to the pages within an unassigned, erased block, and a logical—t0—

physical block number table is updated with the new address The original block is then available

to be erased. However, it is more typical that the data stored in a number of pages less than all of

the pages within a given block must be updated. The data stored in the remaining pages of the

given block remains unchanged. The probability of this occurring is higher in systems where the

number of sectors of data stored per block is higher. One technique now used to accomplish

such a partial block update is to write the data of the pages to be updated into a corresponding

number of the pages of an unused erased block and then copy the unchanged pages from the

original block into pages of the new block. The original block may then be erased and added to

Attorney Docket No.: SNDK.156US2 Express Mail No.: EV663653274US
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an inventory of unused blocks in which data may later be programmed. Another technique

similarly writes the updated pages to a new block but eliminates the need to copy the other pages

of data into the new block by changing the flags of the pages in the original block which are

being updated to indicate they contain obsolete data. Then‘ when the data are read, the updated

data read from pages of the new block are combined with the unchanged data read from pages of

the original block that are not flagged as obsolete.

SUMMARY OF THE INVENTION

[0008] According to one principal aspect of the present invention, briefly and generally,

both the copying of unchanged data from the original to the new blocks and the need to update

flags within the original block are avoided when the data of fewer than all of the pages within a

block are being updated. This is accomplished by maintaining both the superceded data pages

and the updated pages of data with a common logical address. The original and updated pages of ,

data are then distinguished by the relative order in which they were programmed. During

reading, the most recent data stored in the pages having the same logical address are combined

with the unchanged pages of data while data in the original versions of the updated pages are

ignored. The updated data can be written to either pages within a different block than the

original data, or to available unused pages within the same block. In one ‘specific
implementation, a form of time stamp is stored with each page of data that allows determining

the relative order that pages with the same logical address were written. In another specific

implementation, in a system where pages are programmed in a particular order within the blocks,

a form of time stamp is stored with each block of data, and the most recent copy of a page within

a block is established byits physical location within the block.

[0009] These techniques avoid both the necessity for copying unchanged data from the

original to new block and the need to change a flag or other data in the pages of the original

block whose data have been updated. By not having to change a flag or other data in the

superceded pages, a potential of disturbing the previously written data in adjacent pages of that

same block that can occur from such a writing operation is eliminated. Also, a performance

penalty of the additional program operation is avoided.
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[0010] A further operational feature, which may be used in conjunction with the above

summarized techniques, keeps track of the logical offset of individual pages of data within the

individual memory cell blocks, so that the updated data need not be stored with the same

physical page offset as the superceded data. This allows more efficient use of the pages of new

blocks, and even allows the updated data to be stored in any erasedpages of the same block as

the superceded data. _

[0011] 0 Another principal aspect of the present invention groups together two or more

blocks positioned in separate units of the memory array .(also termed “sub-arrays”) for

programming and reading together as part of a single operation. Such a multiple block group is

referenced herein as a ”metablock.” Its component blocks may be either all located on a single

memory integrated circuit chip, or, in systems using more than one such‘ chip, -located on two or

more different chips. When data in fewer than all of the pages of one of these blocks is updated,

the use of another block in that same unit is normally required. Indeed, the techniques described

above, or others, may be employed separately with each block of the metablock. Therefore,

when data within pages of more than one block of the metablock are updated, pages within more

than one additional block are required to be used. If there are four blocks of four different

memory units that form the metablock, for example, there is some probability that up to an

additional four blocks, one in each of the units, will be used to store updated pages of the original

blocks. One update block is potentially required in each unit for each block of the original

metablock. In addition, according. to’ the present invention, updated data from pages of more

than one of the-blocks in the metablock can be stored in pages of a common block in only one of

the units. This significantly reduces the number of unused erased blocks that are needed to store

updated data, thereby making more efficient use of the available memory cell blocks to store

data. This technique is particularly useful when the memory system frequently updates single

pages from a metablock.

[0012] Additional aspects, features and advantages of the present invention are included

in the following description of exemplary embodiments, which description should be read in

conjunction with the accompanying drawings.
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BRIEF DESCRIPTION OF THE DRAWINGS

[0013] Figure 1 is a block diagram of a typical prior art flash EEPROM memory array

with memory control logic, data and address registers;

[0014] Figure 2 illustrates an architecture utilizing memories of Figure l with a system

controller;

[0015] Figure 3 is a timing diagram showing a typical copy operation of the memory

system of Figure .2; 0

[0016] . Figure 4 illustrates an existing process of updating data in less than all of the

pages of a multi-paged block;

[0017] Figures 5A and 5B are tables of corresponding logical and physical block

addresses for each of the original and new blocks of Figure 4, respectively;

[0018] Figure 6 illustrates another existing process of updating data in less than all of the

pages of a multi-paged block;

[0019] Figures 7A and 7B are tables of corresponding logical and physical page

addresses for the original and new blocks of Figure 6, respectively;

[0020] Figure 8] illustrates an example of an improved process of updating data in less

than all of the pages of a multi-paged block;

‘[0021] Figure 9 is a table of corresponding logical and physical page numbers for the

new block ofFigure 8;

[0022] 7 Figure 10 provides an example of a layout of the data in a page shown in Figure

8; V

[0023] Figure 11 illustrates a further development of the example of Figure 8;

[0024] Figure 12 is a table of corresponding logical and physical page numbers for the

new block of Figure 11;
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[0025] Figure 13 illustrates one way to read the updated data in the blocks of Figure l 1;

[0026] Figure 14 is a flow diagram of a processof programming data into a memory

system organized as illustrated in Figures 8 and 9;

[0027] Figure 15 illustrates an existing multi—unit memory with blocks from the

individual units being linked together into a metablock and

[0028] Figure 16‘i11ustrates an improved method of updating data of a metablock in the
multi-unit memory of Figure 12 when the amount of updated data is much less that the data

storage capacity of the metablock.

DESCRIPTION OF EXISTING LARGE BLOCK MANAGEMENT TECHNIQUES

[0029] Figure 1 shows a typical flash memory device internal architecture. The primary

features include an input/output (I/O) bus 411 and control signals 412 to interface to an external

controller, a memory control circuit 450 to control internal memory operations with registers for

command, address and status signals. One or more arrays 400 of flash EEPROM cells are

included, each array having its own row decoder (XDEC) 401 and column decoder (YDEC) 402,

a group of sense amplifiers and program control circuitry (SA/PROG) 454 and a data register

404. Presently, the memory cells usually include one or more conductive floating gates as

storage elements but other long term electron charge storage elements may be used instead. The

memory cell array may be operated with two levels of charge defined for each storage element to

therefore store one bit of data with each element. Alternatively, more than two storage states

may be defined for each storage element, in which case more than one bit of data is stored in

each element.

[0030] If desired, a plurality of arrays 400, together with related X decoders, Y decoders,

prograrn/verified circuitry, data registers, and the like are provided, for example as taught by

U.S. Patent 5,890,192, issued ,March 30, 1999, and assigned to Sandisk Corporation, the assignee

of this application, which is hereby incorporated by this reference. Related memory system

features are described in co-pending patent application serial no. 09/505,555, filed February 17,
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2000 by Kevin Conley et ‘al., which application is expressly incorporated herein by this

reference.

[0031] The external interface I/O bus 411 and control signals 412 can include the

following:

CS - Chip Select. Used to activate flash memory interface.

RS - Read Strobe. Used to indicate the I/O bus is being used to transfer data

. from the memory array.

WS - Write Strobe. Used to indicate the I/O bus is being used to transfer data to

the memory array.

AS — Address Strobe. Indicates that the I/O bus is being used to transfer address

information.

AD[7:0] _— Address/Data Bus This I/O bus is used to transfer data between controller and

the flash memory command, address and data registers of

the memory control 450.

[0032] This interface is given only as an example as other signal configurations can be

used to give the same functionality. Figure 1 shows only one flash memory array 400 with its

related components, but a multiplicity of such arrays can exist on a single flash memory chip that

share a common interface and memory control circuitry but have separate XDEC, YDEC,

SA/PROG and DATA REG circuitry in order to allow parallel read and program operations.

[0033] Data is transferred from the memory array through the data register 404 to an

external controller via the data registers’ coupling to the I/O bus AD[7:0] 41 l. The data register

404 is also coupled the sense amplifier/programming circuit 454. The number of elements of the

data register coupled to each sense amplifier/programming circuit element may depend on/the

number of bits stored in each storage element of the memory cells, flash EEPROM cells each

containing one or more floating gates as the storage elements. Each storage element may store a

plurality of bits, such as 2 or 4, if the memory cells are operated in a multi-state mode.

Alternatively, the memory cells may be operated in a binary mode to store one bit of data per

storage element.
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[0034] The row decoder 401 decodes row addresses for the array 400 in order to select

the physical page to be accessed. The row decoder 401 receives row addresses via internal row

address lines 419 from the memory control logic 450. A column decoder 402 receives column

addresses via internal column address lines 429 from the memory control logic 450.

[0035] Figure 2 shows an architecture of a typical non-volatile data storage system, in

this case employing flash memory cells as the storage media. In one form, this system is

encapsulated within a removable card having an electrical connector extending along one side to

provide the host interface when inserted into a receptacle of a host. Alternatively, the system of

Figure 2 may be embedded into a host system in the form of a permanently installed embedded

circuit or otherwise. The system utilizes a single controller 301 that performs high level host and

memory control functions. The flash memory media is composed of one or more flash memory

devices, each such device often formed on its own integrated circuit chip. The system controller

and the flash memory are connected by a bus 302 that allows the controller 301 to load

command, address, and transfer data to and from the flash memory array. The controller 301

interfaces with a host system (not shown) with which user data is transferred to and from the

flash memory array. In the case where the system of Figmre 2 is included in a card, the host

interface includes a mating plug and socket assembly (not shown) on the card and host

equipment.

[0036] The controller 301 receives a command from the host to read or write one or more

sectors of user data starting at a particular logical address. This address may or may not align

with a boundary of _a physical block of memory cells.

[0037] In some prior art systems having large capacity memory cell blocks that are

divided into multiple pages, as discussed above, the data from a block that is not being updated

needs to be copied from the original block to a new block that also contains the new, updated

data being written by the host. This technique is illustrated in Figure 4, wherein two of a large

number of blocks of memory are included. One block 11 (PBNO) is illustrated to be divided into

8 pages for storing one sector of user data in each of its pages. Overhead data fields contained

within each page include a field 13 containing the LBN of the block 1 1. The order of the logical

pages within a logical block is fixed with respect to the corresponding physical pages within a
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physical block. A second similarly configured block 15 (PBN1) is selected from an inventory of

unused, erased blocks. Data within pages 3-5 of the original block 1 1 are being updated by three

pages of new data 17. The new data is written into the corresponding pages 3-5 of the new block

15, and user data from pages 0-2, 6 and 7 of the block 11 are copied into corresponding pages of

the new block 15. All pages of the new block 15 are preferably programmed in a single

sequence of programming operations. After the block 15 is programmed, the original block 11

canube erased and placed in inventory for later use. The copying of data between the blocks 11

and 15, which involves reading the data from one or more pages in the original block and

subsequently programming the same data to pages in a newly assigned block, greatly reduces the

write performance and usable lifetime of the storage system.

[0038] With reference to'Figures 5A and 5B, partial tables show mapping of the logical

blocks into the original and new physical blocks 11 and 15 before (Figure 5A) and after (Figure

5B) the updating of data described with respect to Figure 4. Before the data update, the original

block 11, in this example, stores pages 0-7 of LBNO into corresponding pages 0-7 of PBNO:.

After the data update, the new block 15 stores pages 0-7 of LBNO in corresponding pages 0-7 of

PBN1. Receipt of a request to read data from LBNO is then directed to the physical block 15

instead of the physical block 11. In a typical controller operation, a table in the form of that

shown in Figures 5A and 5B is built from the LBN field 13 read from a physical page and

knowledge of the PBN that is addressed when reading the data field 13. The table is usually

stored in a volatile memory of the controller for ease of access, although only a portion of a

complete table for the entire system is typically stored at any one time. A portion of the table is

usually formed immediately in advance of a read or programming operation that involves the

blocks included in the table portion.

[0039] In other prior art systems, "flags are recorded with the user data in pages and are

used to indicate that pages of data in the original block that are being superceded by the newly

written data are invalid. Only the new data is ‘written to the newly assigned block. Thus the data

in pages of the block not involved in the write operation but contained in the same physical block

as the superceded data need not be copied into the new block. This operation is illustrated in

Figure 6, where pages 3-5 of data within an original block 21 (PBNO) are again being updated.

Updated pages 3-5 of data 23 are written into corresponding pages of a new block 25. As part of
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the same operation, an old/new flag 27 is written in each of the pages 3-5 to indicate the data of

those pages is old, while the flag 27 for the remaining pages 0-2, 6 and 7 remains set at “new”.

Similarly, the new PBN1 is written into another overhead data ‘field of each of the pages 3-5 in

the block 21 to indicate where the updated data are located. ’The LBN and page are stored in a

field 31 within each of the physical pages.

[0040] \ Figures 7A and 7B are tables of the correspondence between the data LBN/page

and the PBN/page before (Figure'7A) and after (Figure 7B) the data update is complete. The

unchanged pages 0-2, 6 and 7 of the LBN remain mapped into PBNO while the updated pages 3-

5 are shown to reside in ‘PBN1. The table of Figure 7B is built by the memory controller by

reading the overhead data fields 27, 29 and 31 of the pages within the block PBNO after the data

update. Since the flag 27 is set to “old” in each of pages 3-5 of the original block PBNO, that

block will no longer appear in the table for those pages.. Rather, the new block number PBN1

appears instead, having been read from the overhead fields 29’ of the updated pages. When data

are being read from LBNO, the user data stored in the pages listed in the right column of Figure

7B are read and then assembled in the order shown for transfer to the host.

[0041] Various flags are typically located in the same physical page as the other

associated overhead data, such as the LBN and an ECC. Thus, to program the old/new flags 27,
and others,iin pages where the data has been superceded requires that a page support multiple

programming cycles. That is, the memory array must have the capability that its pages can be

programmed in at least at least two stages between erasures. Furthermore, the block must

support the ability to program a page when other pages in the block with higher offsets or

addresses have been already programmed. A limitation of some flash memories however

prevents the usage of such flags by specifying that the pages in a block can only be programmed

in a physically sequential manner. Furthermore, the pages support a finite number of program

cycles'and in some cases additional programming of programmed pages is not permitted.

[0042] What is needed is a mechanism by which data that partially supercedes data

stored in an existing block can be written without either copying unchanged data from the

existing block or programming flags to pages that have been previously programmed.
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DESCRIPTION OF EXEMPLARY EMBODIMENTS OF THE INVENTION

[0043] There are many different types of flash EEPROM, each of which presents its own

limitations that must be worked around to operate a high performance memory system formed on

a small amount of integrated circuit area. Some do not provide forlwriting any data into a page

that has already been programmed, so updating flags in a page that contains superceded data, as

described above, is not possible. Others allow such flags to be written but doing so in pages

whose data is being superceded can disturb data in other pages of the same block that remain
current.

[0044] ‘An example memory system where this has been found to be a problem is a

NAND type, where a column of memory cells is formed as a series circuit string between a bit

line and a common potential. Each word line extends across a row of memory cells formed of

one cell in each such string. Such a memory is particularly susceptible to such memory state

disturbs when being operated in a multi—state mode to store more than one bit of data in each

such cell. Such operation divides an available window of a memory cell transistor threshold

voltage range into narrow non-overlapping voltage level ranges, each range becoming narrower

as the number of levels, and thus the number- of bits being stored in each cell, are increased. For

example, if four threshold ranges are used, two bits of data are stored in each cell’s storage

element. And since each of the four threshold voltage ranges is necessarily small, the chance of

the state of a cell being disturbed by programming other cells in the same block is increased with

multi—state operation. In this case, the writing of the old/new or other flags, as described with

respect to Figures 6, 7A and 7B, cannot be tolerated.

[0045] A common feature of each of the existing memory management techniques

described above with respect to Figures 4-7B‘ is that a logical block number (LBN) and page

offset is mapped within the system to at most two physical block numbers (PBNs). One block is

the original block and the other contains "the updated page data. Data are written-to the page

location in the block corresponding to the low order bits of its logical address (LBA). This

mapping is typical in various types of memory systems. In the techniques described below,

pages containing updated data are also assigned the same LBN and page offsets as the pages

whose data has been superceded. But rather than tagging the pages containing original data as

being superceded, the memory controller distinguishes the pages containing the superceded data
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from those containing the new, updated version either (1) by keeping track of the order in which ~

the pages having the same logical addresses were written, such as by use of a counter, and/or (2)

from the physical page addresses wherein, when pages are written in order within blocks from

the lowest page address to the highest, the higher physical address contains the most recent copy

of the data. When the data is accessed for reading, therefore, those in the most current pages are

used in cases where there are pages containing superceded data that have the same logical

addresses, while the superceded data are ignored.

[0046] A first specific implementation of this technique is described with respect to

Figures 8 and 9. The situation is the same in this example as that in the prior art techniques

described with respect to Figures 4--'/B, namely the partial re-write of data within a block -35,

although each block is now shown to contain 16 pages. New data 37 for each of the pages 3-5 of

the block 35 (PBN 35) is written into three pages of a new block 39 (PBN1) that has previously

been erased, similar to that described previously.‘ A LBN and page offset overhead data field 41

written into the pages of PBN1 that contain the updated data is the same as that in the pages of

the superceded data in the initial block PBNO. The table of Figure 9, formed from the data

within the fields 41 and 41.’, shows this. The logical LBN and page offsets, in the first column,

are mapped intoboth the first physical block (PBNO), in the second column, and, for the pages

that have been updated, also into the second physical block (PBN1) in the third column. The

LBN and logical page offsets 41’ written into each of the three pages of updated data within the

new block PBN1 are the same as those 41 written into each of a corresponding logical page of

the original block PBNO.

[0047] In order to determine which of two pages having the same LBN and page offset ‘

contains the updated data, each page contains another overhead field 43 that provides an

indication of its time of programming, at least relative to the time that other pages with the same

logical address are programmed. This allows the controller to determine, when reading the data

from the memory, the relative ages of the pages of data that are assigned the same logical

address.

[0048] There are several ways in which the field 43, which contains a form of time

stamp, may be written. The most straight forward way is to record in that field, when the data of
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its associated page is programmed, the output of a real—time clock in the system, Later

programmed pages with the same logical address then have a later time recorded in the field 43.

But when such a real—time clock is not available in the system, other techniques can be used.

One specific technique is to store the output of a modulo—N.counter as the value of the field 43.

The range of the counter should be one more than the number of pages that are contemplated to

be stored with the same logical page number. When updating the data of a particular page in the

original block PBNO, for example, the controller first reads the count stored in the field_43 of the

page whose data are being updated, increments the count by some amount, such as one, and then

writes that incremented count in the new block PBN1 as the field 43’. The counter, upon

reaching a count of N+1, rolls over to 0. Since the number of blocks with the same LBN is less

than N, there is always a point of discontinuity in the values of stored counts. It is easy then to

handle the rollover with normalized to the point of discontinuity.

[0049] The controller, when called upon to read the data, easily distinguishes between the

new and superceded pages’ data by comparing the counts in the fields 43 and 43’ of pages

having the same LBA and page offset. In response to a need to read the most recent version of a

data file, data from the identified new pages are then assembled, along with original pages that

have not been updated, into the most recent version of the data file.

[0050] It will be noted that, in, the example of Figure 8, the new data pages 37 are stored

in the first three pages 0-2 of the new block PBNI, rather than in the same pages 3-5 which they

replace in the original block PBNO. By keeping track of the individual logical page numbers, the I

updated data need not necessarily be stored in the same page offset of the new block as that of

the old block where superceded data is contained. Page(s) of updated data can also be written to

erased pages ofthe same block as the page of data being superceded.

[0051] As a result, there is no constraint presented by the techniques being described that

limit which physical page new data can be written into. But the memory system in which these

techniques are implemented may present some constraints. For example, one NAND system

' requires that the pages within the blocks be programmed in sequential order. That means that

programming of the middle pages 3-5, as done in the new block 25 (Figure 6), wastes the pages

0-2, which cannot later be programmed. By storing the new ‘data 37 in the first available pages
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of the new block 39 (Figure 8) in such a restrictive system, the remaining pages 3-7 are available

for later use to store other data. Indeed, if the block 39 had other data stored in its pages 0-4 at

the time the three pages of new data 37 were being stored, the new data could be stored in the

remaining unused pages 5-7. This makes maximum use of the available storage capacity for

such a system.

l0052] An example of the structure of data stored in an individual page of the blocks of

Figure 8 is shown in Figure 10. The largest part is user data 45. An error correction code (ECC)

47 calculated from the user data is also stored in the page. Overhead data 49, including the LBN

and page tag 41 (logical page offset), the time stamp 43 and an ECC 51 calculated from the V

overhead data are also stored in the page. By having an ECC 50 covering the overhead data that

is separate from the user data ECC 47, the overhead 49 may be read separately from the user data

and evaluated as valid without the need to transfer all of the data stored in the page.

Alternatively, however, where the separate reading of[the overhead data 49 is not a frequent

event, all of the data in the page may be covered by a single ECC" in order to reduce the total

number of bits of ECC in a page".

[0053] A second specific implementation of the inventive technique can also be

described with respect to Figrre 8. In this example, the time stamp is used only to determine the

relative age of the data stored in blocks, while the most recent pages among those that carry the

same LBN and page number are determined by their relative physical locations. The time stamp

43 then doesinot need to be stored as part of each page. Rather, a single time stamp can be

recorded for each block, either as part of the block or elsewhere within the non—volatile memory,

and is updated each time a page of data is written into the block. Data is then read from pages in

an order of descending physical address, starting from the last page of the most recently updated

block containing data pages having the same LBN.

[0054] In Figure 8, for example, the pages are first read in the new block PBNl from the

last (page 15) to the first (page 0), followed by reading the pages of the original block PBNO in

the same reverse order. Once logical pages 3, 4 and 5 have been read from the new block PBN1,
the superceded data in those pages of the original block PBNO that are identified by the same

logical page numbers can be skipped during the reading process. Specifically, physical pages 3,
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4 and 5 of the old block PBNO are skipped during reading, in this example, once the controller

determines that their LBN/pages 41 are the same as those of the pages already read from the new

block PBN1. This process can increase the speed of reading and reduce the number of overhead

bits 49 that need to be stored for each page. Further, when this reverse page reading technique is

employed, the table of Figure 9 used by the controller during a reading operation can be

simplified into the form of Figures 5A and 5B. Only an identity of those physical blocks

containing data of a common logical block and the relative times that the physical blocks were

programmed need to be known in order to carry out this efficient reading process.

[0055] Figure 11’ illustrates an extension of the example of Figure 8 by including a

second update to the data originally written in the block PBNO. New data 51 for logical pages 5,

6, 7 and 8 is written to the respective physical pages 3, 4, 5 and 6 of the new block PBN1, along

with their LBN and page number. Note, in this example, that the data of logical page 5 is being

updated for the second time. During a reading operation that begins from the last page of the

new block PBN1, the most recently written logical pages 8, 7, 6 and 5 of the data of interest are

first read in that order. Thereafter, it will be noted that the LBN/page overhead field in physical

page 2 of PBN1 is the same as that read from the physical page 3, so the user data of page 2 is

not read. The physical pages 1 and 0 are then read. Next, the pages of the original block PBNO

are read, beginning with physical page 15. After reading physical pages 15-9, the controller will

note that the LBN/page fields of each of pagesl8-3 match those of pages whose data has already

been read, so the old data need not be read from those pages. The efficiency of the reading

process is thus improved. Finally, the original data of physical pages 2-0 are read since that data

was not updated.

[0056] It will be noted that this example of reading pages in a reverse order efficiently

sorts out the new data pages from the superceded data pages because data are written in physical

page locations of an erased block in order from page 0 on. This technique is not limited to use

with a memory system having such a specific programming constraint, however. So long as the

order in which pages are programmed within a given block is known, the data from those pages

may be read in the reverse order from which they were written. What is desired is that the most

recently programmed pages having a common LBN with others that were earlier programmed be
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read first, and these are the most recently programmed pages. The most recent versions of

updated pages are read first so that the superceded versions may easily be identified thereafter.

[0057] A table showing the correspondence between the logical data and physical page

addresses for the example of Figure 11 is given in Figure 12. Although there have been two data

updates, both are represented by the single column for the second block PBN1. The physical

pagenoted in PBN1 for the logical page 5 is simply changed upon the second update to that page

occurring. If the updating involves a third block, then another column is added for that other

block. The table of Figure 12, constructed by reading the overhead data from each of the pages

in blocks to which data of a common LBN has been written, can be used by the first

implementation when the reverse page reading technique is not used. When the reverse page

reading technique described above is used, the table of Figure 12 need be built only to identify a

correspondence between an LBN and all PBNs containing data of that LBN.

[0058] An efficient way to organize pages of data being read from a physical block,

where one or more of the pages has been updated, is illustrated by Figure 13. Enough space is.

provided in a volatile memory of the controller to buffer at least several pages of data at a time,

and preferably a full block of data.‘ That is what is shown in Figure 13. Sixteen pages of data,

equal to the amount stored in a non—volatile memory block, are stored in the controller memory. ‘

Since the pages are most commonly read out of order, each page of data is stored in its proper

position with respect to the otheripages. For example, in the reverse page read operation of

Figure 11, logical page 8 if the first to be read, so it is stored in position 8 of the controller

memory, as indicated by the “1” in a circle. The next is logical page 7, and so forth, until all

pages of data desired by the host are read and stored in the controller memory. The entire set of

page data is then transferred to the host without having to manipulate the order of the data in the

buffer memory. The pages of data have already be organized by writing them to the proper

location in the controller memory.

[0059] A method of programming a non—volatile memory system that utilizes the

techniques described with respect to Figures 8 and 9 is illustrated in the flow chart of Figure 14.

Data for pages of an existing file to be updated are received from a host system, as indicated by

the block 52. It is first determined by a step 53 whether the number of pages of updated data to
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be stored is equal to or greater than the storage capacity of a block of the system, 16 pages being

shown as the block capacity, for simplicity, in the above described example. If so, one or more

unused, erased blocks are addressed, in a step 55, and the new data pages are written to the

addressed block(s), in a step 57. Typically, the updating of one block or more of data will result

in one or more blocks storing the data that have been superceded by the new data. If so, as

indicated by a step 59, those blocks with superceded data are identified for erasure. For the

purpose of increasing performance, it is preferable that erase operations occur in the background,

or when host requested programming or reading operations are not taking place. After being

erased, the blocks are returned to the inventory of unused, erased blocks for further use.

Alternatively, erasure of the blocks can be deferred until they are needed for programming

operations.

[0060] If, on the other hand, in the step 53, it is determined that there are fewer pages of

new data than will utilize the full storage capacity of a block, a next step 61 determines whether

there are enough unused pages in a block having some pages programmed with other data. If so,

such a block is addressed, in a step 63. If not, a totally unused, erased block is addressed, in a

step 65. In either case, in a step 67, the new data are programmed into unused pages of the

addressed block. As part of this programming process, the LBN and page offset is written into

the fields 41, and the time stamp into the fields 43 of each of the pages (Figure 8) of the updated

data, in the manner described above.

[0061] A desirable feature of the programming process is to make available for future

programming any blocks that store only superceded data. So the question is asked, in a step 69,

whether the data updating process has resulted in an entire block remaining with only superceded

data. If so, such a block is queued for erasure, in a step 71, and the process is then completed. If

not, the step 71 is omitted and the data update is finished.

Metablock Operation

[0062] In order to improve performance by reducing programming time, a goal is to

program as many cells in parallel as can reasonably be done without incurring other penalties.

One implementation divides the memory array into largely independent sub—arrays or units, such
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as multiple units 80-83 of Figure 15, each unit in turn being divided into a large number of

blocks, as shown. Pages of data are then programmed at the same time into more than one of the

units. Another configuration further combines one or more of these units. from multiple memory

chips. These multiple chips may be connected to a single bus (as shown in Figure 2) or multiple

independent busses for higher data throughput. An extension of this is to link blocks from

different units for programming, reading and erasing together, an example being shown in Figure

15. Blocks 85-88 from respective ones of the units 80-83 can be operated together as a

metablock, for example. As with the memory embodiments described above, each block, the

smallest erasable group of the memory array, is typically divided into multiple pages, a page

_containing the smallest number of cells that are programmable together within the block.

Therefore, a programming operation of the metablock shown in Figure 15 will usually include

the simultaneously programming of data into at least one page of eachiof the blocks 85-88

forming the metablock, which is repeated until the metablock is full or the incoming data-has all

been programmed. Other metablocks are formed of different blocks from the array units, one

block from each unit.

[0063] In the course of operating such a memory, as with others, pages of data less than

an entire block often need to be updated. This can be done for individual blocks of a metablock

in the same manner as described above with respect to either ofFigures 4 or 6, but preferably by

use of the improved technique described with respect to Figure 8. When any of these three

techniques are used to update data of one block of the metablock, an additional block of memory

within the same unit is also used. Further, a data update may require writing new data for one or

more pages of two or more of the blocks of a metablock. This can then require use of up to four

additional blocks 90-93, one in each of the four units, to update a data file stored in the

metablock, even though the data in only a few pages is being updated.

[0064] In order to reduce the number of blocks required for such partial block updates,

according to another aspect of the present invention, updates to pages of data within any of the

blocks of the illustrated metablock are made, as illustrated by Figure 16, to a single additional

block 90 in the memory unit 80, so long as unused pages in the block 80 remain. If, for example,

data in three pages of the block 86 and two pages of the block 88 are being updated at one time,

all five pages of the new data are ‘written into the block 90. This can save the use of one block of
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memory, thereby to effectively increase the number of available erased blocks by one block.

This helps avoid, or at least postpone, the time when an inventory of erased blocks becomes

exhausted. If one or more pages from each of the four blocks 85-88 are being updated, all of the

new data pages are programmed in the single block 90, thereby avoiding tying up an additional

three blocks of memory to make the update. If the number.of pages of new data exceed the

capacity of an unused block, pages that the block 90 cannot accept are written to another unused

block which may be in the same unit 80 or one of the other units 81-83.

[0065] Although the invention has been described with respect to various exemplary

embodiments, it will be understood that the invention is entitled to protection within the full

scope of the appended claims.
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IT IS CLAIMED:

1. A method of simultaneously storing original and replacement data in a non-

volatile memory system, comprising:

identifying the original and replacement data by the same logical address, and

distinguishing the replacement data from the original data by keeping track of the relative

times that the original and replacement data have been programmed into the memory.

2. In a.non—volatile memory system having a plurality of blocks of memory storage

elements that are individually organized into a plurality of pages of memory storage elements, a

method of substituting new data for superceded data within at least one page of one of the

plurality of blocks while data in at least another page of said one block is not replaced,

comprising:

programming the new data into at least one page of said one or another of the plurality of

blocks,

identifying the at least one page of superceded data and the at least one pagelof new data

by a common logical address, and

recording a relative time of programming the new and the superceded data.

3. The method of claim 2, wherein the relative time ofprogramming is recorded for

the individual pages in which the new and superceded data are programmed, whereby the at least

one page of new data is distinguishable from the at least one page ol superceded data by their

recorded relative times of programming.
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PARTIAL BLOCK DATA PROGRAMMING AND READING
OPERATIONS IN A NON-VOLATILE MEMORY

ABSTRACT OF THE DISCLOSURE

Data in less than all of the pages of a non-volatile memory block are updated by

programming the new data in unused pages of either the same or another block. In order to

prevent having to copy unchanged pages of data into the new block, or to program flags into

superceded pages of data, the pages of new data are identified by the same logical address as the

pages of data which they superceded and a time stamp is added to note when each page was

written. When reading the data, the most recent pages of data are used and the older superceded

pages of data are ignored. This technique is also applied to metablocks that include one block

from each of several different units of a memory array, by directing all page updates to a single

unused block in one of the units.
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SDKO156.002US BEST A\/A||__ABLE JAN 2 6 2008
IN THE UNITED STATES PATENT AND ZIEEMARK OFFICE

Applicant: Kevin M. Conley

Title: Partial Block Data Programming and Reading Opeerafions in a Non-
Volafile Memory

Application No.: 11/250,238 Filing Date: October 13, 2005

Examiner: Unassigned Group Art Unit: 2189

Docket No.: SNDK.156US2 Conf. No.: 7727

Commissioner for Patents
P.O. Box 1450

Alexandria, VA 22313-1450

POVVER OF ATTORNEY BY ASSIGNEE OF ENTIRE INTEREST

SanDisk Corporation, a Delaware corporation, hereby revoken all powers of attorney

previously g,iv and appoints the following attorneys specifically and solely to prosecute the

above-idenfified application and to transact all business in the United sum Pam and

Trademark Ofiioe in connection therewith:

Gerald P. Parsons, Reg. No. 24,486
James S. Esue, Reg. No. 29,545
K. Alison dc Runtz, Reg. No. 37,119

Please direct all commtmications in connection with the above-identified patent

afiplication to:

CustomerNmher: 36257

Parscms I-Isue & delluntz I.LP

595 Market Street, Suite 1900
San Francisco, CA 94105

Telephone No.: (415) 318-1160
Fax No.: (415) 693-0194

AuomeyDoc1cetNo.: SNDK.156US2 Application No.:11I‘2.50,238

PACE 314 ' RCVD AT 1!25i2D06 5:16:39 PM [Erstem Standard Time] ' SVR:USPTO£FXRF-H26 ‘ DNlS:2738300 ' CS|D:4|55930196 ' DURATION (mm-ss):0I-10
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N‘ ~25‘-Jan-2006 02:17pm From-PARSONS HSUE & DE RUNTZ LLP 4156930196 T-U53 P.UD4/D04 F-3514

SDK0156.002US '
ASSIGNEE CE.RIH‘IC§4HON UNDER 37 CFR 3. 73(B)

The imdezsigned Imeby cerdfies that SanDisk Corporation is the assignee of the entire

right, title and interest in the above-identified patent applic.a1ion by virtue ofa chain Oftifle from

the inventor to SanDisk Corpomtion, as shown by the Assignment fiom the inventor, which was

separately recorded in the United States Patent and Trademark Office at Real 011487, Frame

0823.

Each of the imdersigned is empowered to sign this cerfificate on behalf of SanDiSk

COl‘pO1’8Ii0I'L

Attorney Docket No.: SNDK.l56'US2 App]ica.ti0nNo.:l1/250,238
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Kevin M. Conley

Partial Block Data Programming and Reading Operations in a Non-

Volatile Memory

11/250,238 Filing Date: October 13, 2005

Examiner: Unknown Group Art Unit: 2189

Docket No.: SNDK.156US2 Conf. No.: 7727

Certificate of Mailing Under 37 CFR 1.8

I hereby certify that this correspondence is being deposited with the United States Postal Service with
sufficient postage as first class mail in an envelope addressed to: Commissioner for Patents, PO, Box 1450,
Alexandria, VA 22313-1450, on March 8 2006

Mary E. Buggie i
Mail Stop Amendment
Commissioner for Patents

P.O. Box 1450

Alexandria, VA 22313-1450

SUPPLEMENTAL INFORMATION DISCLOSURE STATEMENT

Dear Sir:

Pursuant to 37 C.F.R. §§ 1.56, 1.97 and 1.98, Applicant calls the document listed on the

enclosed Form PTO-1449 to the Examiner’s attention in this patent application. A copy of the

document listed on the accompanying Form PTO-1449 is enclosed.

Citation of these documents shall not be construed as (1) an admission that the documents

are prior art with respect to the invention or inventions claimed in this application, (2) a

representation that a search has been made (other than as indicated by any cited doctunent), or

(3) an admission that the cited information is, or is considered to be, material to patentability as

defined in § 1.56(b).

Attorney Docket No.: SNDK.156US2 . Application No.: 11/250,238
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This information disclosure statement is submitted under 37 C.F.R. § l.97(c). No fee

should be required because, in accordance with § 1.97(e)(l), each item contained in this

information disclosure statement was first cited in a communication from a foreign patent office

in a counterpart foreign application not more than three months prior to the filing of this

information disclosure statement. The Commissioner is authorized, however, to charge any fee

that may be required, or to credit any overpayment, against Deposit Account No. 502664. This

form is being submitted in duplicate.

Respectfully submitted,

Z / 2 March8 2006
Gerald P. Parsons Date

Reg. No. 24,486

PARSONS HSUE & DE RUNTZ LLP

595 Market Street, Suite 1900

San Francisco, CA 94105

(415) 318-1160 (main)

(415)318-1163 (direct)

(415) 693-0194 (fax)

Attorney Docket No.: SNDK.l56US2 Application No.: 11/250,238
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Q‘ _ (Fonn PTO—I449) Filing Date

Application No.

l 1/250,238

Conf. No.

7727

' U.S. Department of Commerce, Patent and Trademark Atty. Docket No.

INFORMATION DISCLOSURE STATEMENT BY SNDK.l56US2

9. , Applicant

’ ' se several sheets if necessary) Kevin M. Conley1| .

Art Group

October 13, 2005 2139|_.__ _ ._.V I
U.S. Patent Documents

* Examiner Document
Initial Number Name

Filing Date
' Class Subclass If Appropriate

U.S. Published Patent Application Documents

‘Examiner Document Filing Date

Initial Number Name Class Subclass IfAppropriate

Foreign Patent Documents

« Translation

OTHER ART (Including Author, Title, Date, Pertinent Pages, Etc.)

The Patent Office of the People’s Republic of China, “Notification of the First Office Action," mailed in
related Chinese Application No. 02803882.7 on January 27, 2006, 14 pages, including translation.

Date Considered

‘EXAMINER: Initial if reference considered, whether or not citation is in confomiance with MPEP 609; Draw line through
citation if not in confomaance and not considered. lnclude copy of this form with your communication to applicant.

Sheet 1 of 1
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. - Patent and Trademark Office
> ISSIONER FOR PATENTS
= x1450

. drin. Virginia 22313-1450.u$plo.gov

APPLICATION NO. FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKET NO. CONFIRMATION NO.

I I/250,238 I0/I 3/2005 Kevin M. Conley SNDK.l56US2 7727

PARSONS HSUE & DE RUNTZ LLP DlNH,NGOC v
595 MARKET STREET

sums 1900
SAN FRANCISCO, CA 94105 2189

DATE MAILED: 08/08/2006

Please find below and/or attached an Office communication concerning this application or proceeding.

PTO—90C (Rev. I0/03)
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Application No. Applicant(s)

11/250,238 CONLEY. KEVIN M.

Office Action Summary Examine, M Uni,

- The MAILING DA TE of this communication appears on the cover sheet with the correspondence address --
Period for Reply

A SHORTENED STATUTORY PERIOD FOR REPLY IS SET TO EXPIRE Q MONTH(S) OR THIRTY (30) DAYS.
WHICHEVER IS LONGER, FROM THE MAILING DATE OF THIS COMMUNICATION.

Extensions of time may be available under the provisions of 37 CFR 1.136(a). In no event, however, may a reply be timely filed
after SIX (6) MONTHS from the mailing date of this communication.

- If N0 period for reply is specified above. the maximum statutory period will apply and will expire SIX (6) MONTHS from the mailing date of this communication.
- Failure to reply within the set or extended period for reply will, by statute, cause the application to become ABANDONED (35 U.S.C. § 133).

Any reply received by the Office later than three months after the mailing date of this communication, even if timely filed. may reduce any
eamed patent term adjustment. See 37 CFR 1.704(b),

Status

1)IX] Responsive to communication(s) filed on 13 October 2005.

2a)D This action is FINAL. 2b)E] This action is non-final.

3)E] Since this application is in condition for allowance except for formal matters, prosecution as to the merits is

closed in accordance with the practice under Ex parte Quayle, 1935 C.D. 11, 453 O.G. 213.

Disposition of Claims

4)® C|aim(s) L3 is/are pending in the application.

4a) Of the above c|aim(s) __ is/are withdrawn from consideration.

5)[:] C|aim(s) __ is/are allowed.

6)E C|aim(s) 1;? islare rejected.

7)l] Claim(s)_ is/are objected to.

8)E] CIaim(s)_ are subject to restriction and/or election requirement.

Application Papers

9)I:I The specification is objected to by the Examiner.

10)E The drawing(s) filed on 31 October 2005 is/are: a)® accepted or b)I:] objected to by the Examiner.

Applicant may not request that any objection to the drawing(s) be held in abeyance. See 37 CFR 1.85(a). '

Replacement drawing sheet(s) including _the correction is required if the drawing(s) is objected to. See 37 CFR 1.121 (d).

11)E] The oath or declaration is objected to by the Examiner. Note the attached Office Action or form PTO—152.

Priority under 35 U.S.C. § 119

12)[j Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f).

a)D All b)E] Some ' c)E] None of: '

1.|:] Certified copies of the priority documents have been received.

2.E] Certified copies of the priority documents have been received in Application No. __

3.E] Copies of the certified copies of the priority documents have been received in this National Stage

application from the International Bureau (PCT Rule 17.2(a)).

' See the attached detailed Office action for a list of the certified copies not received.

Attachment(s)

1) D Notice of References Cited (PTO-892) 4) E] Interview Summary (PTO-413)
2) E] Notice of Draflsperson’s Patent Drawing Review (PTO—948) P3139? N0(S)/Mail 0316- ___-
3) E] lnfonnation Disclosure Statement(s) (PTO-1449 or PTO/SB/08) 5) E] Notice of informal Patent Application (PTO-152)

Paper No(s)/Mail Date 10/13/05 03/13/06. 6) C] Other: .
U.S. Patent and Trademark Office

PTOL-326 (Rev. 7-05) Office Action Summary Part of Paper No./Mail Date 10132005
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Application/Control Number: 11/250,238

Art Unit: 2189

DETAILED ACTION

This office action is a response to the continuation of copending U.S. application Serial

No. 10/841388 filed on 05/07/2004 (PN 6,968,421), which is a continuation of

application No 09/766436 filed on 01/19/2001 (PN 6,763,424).

Claims 1-3 are presented for examination.

INFORMATION DISCLOSURE STATEMENT

3. The Applicant’s submission of the IDS filed 10/13/2005 and 03/13/2006 have been

considered. However, the Examiner does not consider Prior art W0 02/05 8074A2 because the

Applicant does not provide copies of this prior art. As required by M.P.E.P. 609 C(2), a copy of

the PTOL-1449 is attached to the instant office action.

As required by M.P.E.P. 2001 .06(b) and C.F.R l.98(d) since the instant application has

been identified as a continuation application of an earlier filed application No. 10/841,388 and

09/766436, now Patent No 6968421 and 6763424 and is relied upon for an earlier filing date

under 35 U.S.C. 120, the Examiner has reviewed the prior art cited in the earlier related

application as required by M.P.E.P 904, and as stated in M.P.E.P 2001.06(b) no separate citation

of the same prior art need be made in the instant application.

SPECIFICATION

4. The Applicant is reminded to update the status of the applications on page 1 of‘the

specification appropriately. The Applicant should cite the Patent number 6,968,421 of the parent

application serial no. 10/841,388.

DOUBLE PATENTING

The nonstatutory double patenting rejection is based on a judicially created doctrine grounded in public
policy (a policy reflected in the statute) so as to prevent the unjustified or improper timewise extension of the "right
to exclude" granted by a patent and to prevent possible harassment by multiple assignees. See In re Goodman, 11
F.3d 1046, 29 USPQ2d 2010 (Fed. Cir. 1993); In re Longi, 759 F.2d 887, 225 USPQ 645 (Fed. Cir. 1985); In re Van
Ornum, 686 F.2d 937, 214 USPQ 761 (CCPA 1982); In re Vogel, 422 F.2d 438, 164 USPQ 619 (CCPA 1970); and
In re T/zorington, 418 F.2d 528, 163 USPQ 644 (CCPA 1969).

A timely filed terminal disclaimer in compliance with 37 CFR l.321(c) may be used to overcome an actual
or provisional rejection based on a nonstatutory double patenting ground provided the conflicting application or
patent is shown to be commonly owned with this application. See 37 CFR l.130(b).
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Application/Control Number: 11/250,238 Page 3

Art Unit: 2189 '

Etfective January 1, 1994, a registered attorney or agent of record may sign a terminal disclaimer. A
terminal disclaimer signed by the assignee must fully comply with 37 CFR 3.73(b).

5. Claims 1-4 of Patent No 6,969,421 contain every element of claims 1-3 of the instant

application and as such anticipate claims 1-3 of the instant application.

“ A later patent claim is not patentably distinct from an earlier patent claim if the later claim is obvious over, or

anticipated by, the earlier claim. In re Longi, 759 F.2d at 896, 225 USPQ at 651 (affirming a holding of obviousness-

type double patenting because the claims at issue were obvious over claims in four prior art patents); In re Berg, 140

F.3d at 1437, 46 USPQ2d at 1233 (Fed. Cir. 1998) (affinning a holding of obviousness-type double patenting where a

patent application claim to a genus is anticipated by a patent claim to a species within that genus). “ ELI LILLY AND

COMPANY v BARR LABORATORIES, INC., United States Court of appeals for the Federal Circuit, ON PETITION

FOR REHEARING EN BANC (DECIDED: May 30, 2001).

Claim 1 correspond to claim I of Patent No 6,968,421.

Claim 2 correspond to claims 2-3 of Patent No 6,968,421.

Claim 3 correspond to claim 4 of Patent No 6,968,421.

Claim Rejections - 35 USC § 102

The following is a quotation of the appropriate paragraphs of 35 U.S.C. 102 that form the basis

for the rejections under this section made in this Office action:

A person shall be entitled to a patent unless —

(e) the invention was described in a patent granted on an application for patent by another filed in the United States before the
invention thereof by the applicant for patent, or on an intemational application by another who has fulfilled the requirements of
paragraphs (1), (2), and (4) of section 371(c) of this title before the invention thereof by the applicant for patent.

6. Claims 1-3 are rejected under 35 U.S.C.102 (e) as being anticipated by Fuse et al. PN

6,330,634.

Per claim 1, Fuse teaches a method of simultaneously storing original and replacement

data in a non-volatile memory system [fig. 2], comprising: identifying the original and

replacement data by the same logical address [co]. 12, lines 60-67]; and distinguishing the

replacement data from the original data by keeping track of the relative times [new or old data

stored in the blocks is identified by using the identification number, col. 12, lines 60-67; the
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identification number being incremented whenever data in the block is rewritten, col. 11, lines 5-

10] that the original and replacement data have been programmed into the memory col. 2, lines

30-50; col. 11, lines 5-10; col. 12, lines 60-67].

Per claim 2, Fuse teaches in a nonvolatile memory system having a plurality of blocks of

memory storage elements [fig 2, 4A-4C] that are individually organized into a plurality ofpages

of memory storage elements, a method of substituting new data for superceded data within at

least one page of one of the plurality of blocks while data in at least another page of said one

block is replaced [col. 6, lines 19-50], comprising: programming the new data into at least one

page of said one or another of the plurality of blocks [col. 8, lines 20-40]; identifying the at least

one page of superceded data and the at least one page of new data by a common logical address,

and recording a relative time of programming the new and the superceded data [col. 11, lines 1-

15; col. 12, lines 60-67].

Per claim 3, Fuse teaches the relative time of programming is recorded for the individual

page [col. 13, lines 5-10, 54-62] in which the new and superceded data are programmed,

whereby the at least one page of new data is distinguishable from the at least one page of

supercede data by their recorded relative times of programming [col. 11, lines 5-15; col. 12, lines

60-67].

Conclusion

5. Any response to this action should be mailed to:

Under Secretary of Commerce for intellectual Property and Director of the

United States Patent and Trademark Office

PO Box 1450

Alexandria, VA 22313-1450

or faxed to:

(571) 273-8300, (for Official communications intended for entry)

Information regarding the status of an application may be obtained from the Patent
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Art Unit: 2189

Application Information Retrieval (PMR) system. Status information for published

Applications may be obtained from either Private PMR or Public PMR. Status information

for unpublished applications is available through Private PAIR only. For more information

about the PAIR system, see http//pak—direct.uspto.gov. Should you have questions on access

to the Private PAIR system, contact the Electronic Business Center (EBC) at 866-217-9197

(toll-free).

Any inquiry concerning this communication or earlier communications from the

examiner should be directed to Ngoc Dinh whose telephone number is (571) 272-4191. The

examiner can normally be reached on Monday—Friday 8:30 AM-5:00 PM.

If attempts to reach the examiner by telephone are unsuccessful, the examiner’s

supervisor, Reginald Bragdon, can be reached on (571)272-4204.

»

My Qu,u;JJ2 )3. B«4..b.i,.
NGOC DIN” . REGINALD BRAGDON
Patent Examiner SUPEHVISORY PATENT EXAMINER

TECHNOLOGY CENTER 2100
ART UNIT 2189

August 02, 2006
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‘ U.S. Department of Commerce, Patent and Trademark Application No.
INFORMATION DISCLOSURE STATEMENT BY SNDK.l56US2 l 1/250,238

- APPLICANT _
Applicant Cont‘. No.i|||||‘ se several sheets if necessary) Kevin M Conley 7727

(Fonn PTO~l449) Filing Date Art Group

October l3 2005

U.S. Patent Documents

IIIIIIIIIII<i
‘Examiner
Initial

Filing Date
Name If A - propriate

U.S. Published Patent Application Documents

‘Examiner Filing Date
If AppropriateInitial Na Class Subclass%

Foreign Patent Documents

Translation

Yes5’

IIEI
OTHER ART (Including Author, Title, Date, Pertinent Pages, Etc.)

The Patent Office of the People’s Republic of China, “Notification of the First Office Action," mailed in
related Chinese Application No. 02803882 .7 on January 27, 2006, 14 pages, including translation.

‘EXAMINER: lnitial ireferen considered, whether or not citation is in onfomia ce with MPEP 609; Draw line through
citation if not in confo - ce and not considered. lnclude copy of this fonn with your communication to applicant.

Sheet I of!
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” U.S.i‘Dcpartment of Commerce, Patent and Trademark - Atty. Docket No.

I

- (Use several sheets if necessary) Kevin M. Conley

’ (Form 1>"ro-1449.) Filing Date -

1 INFORMATION DISCLOSURE STATEMENT BY SNDK. 1 561152 _
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INFORMATION DISCLOSURE STATEMENT BY_
mucm
-
1
—: at .

‘Examiner 0° S b 1 Filing Date“ C 355 lf AppropriateInitial Name A Class

31 ,330,634

32 6,426,893

33 6,449,625

34 6,567,307 5/20/2003 Estakhri
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicant: Kevin M. Conley

Title: Partial Block Data Programming and Reading Operations in a Non-

- Volatile Memory

Application No.: 11/250,238 Filing Date: October 13, 2005

Examiner: Dinh, Ngoc V. Group Art Unit: 2189

Docket No.: SNDK.156US2 Conf. No.: 7727

Mail Stop Amendment
Commissioner for Patents

P.O. Box 1450

Alexandria, VA 22313-1450

SUPPLEMENTAL INFORMATION DISCLOSURE STATEMENT

Dear Sir:

Pursuant to 37 C.F.R. §§ 1.56, 1.97 and 1.98, Applicants call the documents listed on the

enclosed Form PTO-1449 to the Examiner’s attention in this patent application.

According to 37 C.F.R. 1.98(2)(ii), copies of the U.S. Patents and U.S. Published Patent

Applications documents are not required and are therefore not enclosed. A copy of the listed

foreign patent document is enclosed.

Citation of these documents shall not be construed as (1) an admission that the documents

are prior art with respect to the invention or inventions claimed in this application, (2) a

representation that a search has been made (other than as indicated by any cited document), or

Attorney Docket No.: SNDK.156US2 Application No.: 1 1/250,238
FILED VIA EFS
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(3) an admission that the cited information is, or is considered to be, material to patentability as

defined in § 1.56(b).

This information disclosure statement is submitted under 37 C.F.R. § 1.97(c). The fee of

$180.00 has been authorized via EFS to Deposit Account 502664. The Commissioner is hereby

authorized to charge any additional fees, which may be required, or credit any overpayment to

Deposit Account 502664.

Respectfully submitted,
FILED VIA EFS

Janum 8, 2007fl'P 7
Gerald P. Parsons Date

Reg. No. 24,486 A

PARSONS HSUE & DE RUNTZ LLP

595 Market Street, Suite 1900

San Francisco, CA 94105

(415) 318—1160 (main)

(415) 318-1163 (direct)

(415) 693-0194 (fax)

Attorney Docket No.: SNDK. 1 56US2 Application No.: 11/250,238
FILED VIA EFS



APPLE INC. 
EXHIBIT 1102 - PAGE 0069

U.S. Department of Commerce, Patent and Trademark Atty. Docket N0. Application No.

INFORMATION DISCLOSURE STATEMENT BY
APPLICANT

(Use several sheets if necessary) ' Kevin M. Conley
(Form PTO-1449) T Filing Date

October 13, 2005 2189
. U.S. Patent Documents

Document Filing Date
Initial Number Date Name Class Subclass IfAppropriate

_II 6~968=421B2 H/22/2°05:-

Foreign Patent Documents

Translation

NY
-

2 W002/°58°74A2 7/25/2°02--
OTHER ART [Including Author, Title, Date, Pertinent Pages, Etc.)

Dateconsidered
*EX.AMINER: Initial if reference considered, Whether or not citation is in conformance with MPEP 609; Draw line through
citation if not in conformance and not considered. Include copy of this form with your communication to applicant.

es

X

Sheet 1 of 1

Express Mail No.2 EV663653274US



APPLE INC. 
EXHIBIT 1102 - PAGE 0070

Electronic Patent Application Fee Transmittal

Partial block data programming and reading operations in a non-volatile
memory

Title of Invention:

First Named Inventor/Applicant Name: Kevin M. Conley

Gerald Paul Parsons/Mary Buggie (GPP)Filer:

Attorney Docket Number: sNDK.156Us2

Utility Filing Fees

Basic Filing:

Claims:

Filed as Large Entity

Miscellaneous-Filing:

Patent-Appeals-and-Interlerence:

Post—A|Iowance—and—Post-Issuance:

Extension-of-Time:



APPLE INC. 
EXHIBIT 1102 - PAGE 0071

Sub-Total in

Description Quantity USD($)

Extension - 2 months with $0 paid 450

Miscellaneous:

Submission- Information Disclosure Stmt

Total in USD ($)



APPLE INC. 
EXHIBIT 1102 - PAGE 0072
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PARSONS HSUE &. DE RUNTZ LLP

595 Market Street, Suite 1900 San Francisco, CA 94105

tel 415.318.1160 fax 415.693.0194

January 8, 2007

Mail Stop Amendment Customer N0. 66 785
Commissioner For Patents
P.O. Box 1450

Alexandria, VA 22313-1450

Re: Applicant: Kevin M. Conley ‘

Title: Partial Block Data Programming and Reading Operations in a Non—Volatile Memory

Application No.: 1 l_/250,238 Filing Date: October 13, 2005
Examiner: Dinh, Ngoc V. Group Art Unit: 2189
Docket No.: SNDK.156US2 Conf. No.: 7727

Dear Sir:

Transmitted herewith are the following documents in the above-identified application:
(1) This Transmittal Letter;

(2) Response to Office Action and Amendment (8 pages);
(3) Terminal Disclaimer (2 pages);

(4) Petition for Extension of Time (1 page);

(5) Supplemental Information Disclosure Statement and PTO Form 1449 (3 pages);

(6) Copy of 1 cited reference

IX] The fee has been calculated as shown below:

CLAIMS AS AMENDED

Claims Highest No.
Remaining A ter Previously Present Additional
Amendment Paid For Extra Rate E

Total Claims 15 Minus 20 0 x $50.00

Independent 2 Minus 3 0 x $200.00
Claims

El Fee of for the first filing of one or more multiple
dependent claims per application

. Fee for Terminal Disclaimer

Fee for Petition for Extension of Time

Fee for Information Disclosure Statement

Total additional fee for this Amendment:

Conditional Petition for Extension of Time: If an extension of time is required
for timely filing of the enclosed document(s) after all papers filed with this

transmittal have been considered, an extension of time is hereby requested.
The fee of $760.00 has been authorized via EFS to Deposit Account 502664.

The Commissioner is hereby authorized to charge any additional fees, which

may be required, or credit any overpayment to Deposit Account 502664.

Respectfully submitted,

/{wag/fir?
Gerald P. Parsons

Reg. No. 24,486

FILED VIA EFS
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicant: Kevin M. Conley

Title: Partial Block Data Programming and Reading Operations in a Non-
Volatile Memory .

Application No.: 11/250,238 Filing Date: October 13, 2005

Examiner: Dinh, Ngoc V. Group Art Unit: 2189

Docket No.: SNDK.156US2 Conf. No.: 7727

Mail Stop Amendment
Commissioner for Patents

P.O. Box 1450

Alexandria, VA 22313-1450

RESPONSE TO OFFICE ACTION AND AMENDMENT

This is in response to the non—final Office Action dated August 8, 2006.

Claim Amendments are reflected in the listing of claims, which begins on page 2 of this

A Specification Amendment is on page 5 of this paper.

Remarks begin on page 6 of this paper.

Reconsideration is kindly requested in light of the following amendments and remarks.

Attorney Docket No.: SNDK.156US2 A Application No.: 1 1/250,238
FILED VIA EFS
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CLAIM AMENDMENTS

Please amend the claims by canceling claims 1-3, without prejudice, and adding new

claims 4-18, as indicated on the following listing of all the claims in the present application afier

this Amendment:

1. — 3. (Cancelled)

4. (New) A method of operating a memory system having an array of

reprogrammable non—volatile charge storage elements organized in blocks of storage elements

that are erasable together and in pages of storage elements within the blocks that are individually

programmable as a unit, comprising:

as part ofwriting data into pages, recording an indication of a time that data are written

into individual pages,

when updating data previously written into one or more initial pages, writing the updated

data into one or more update pages and identify the initial and update data pages by the same

logical addresses, and

when reading data of two or more pages having the same logical addresses, read the

indications of the times that data have been stored in the two or more pages and use the data in

the two or more pages having more recent time indications without using data in the two or more

pages having older time indications.

5. (New) The method of claim 4, wherein recording an indication of a time that data

are written into individual pages includes recording a value of a clock within the memory

system.

6. (New) The method of claim 4, wherein recording an indication of a time that data

are written into individual pages includes recording a different value of a sequence of numbers.

Attorney Docket No.: SNDK.156US2 Application No.2 ll/250,238
FILED VIA EFS »
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7. (New) The method of claim 4, wherein recording an indication of a time that data

are written into individual pages includes recording the indication within the pages wherein the

data are written.

8. (New) The method of claim 4, wherein updating data previously written into one

or more initial pages is limited to updating data in a number ofpages less than all of the pages of

a block while not updating data in a remaining one or more pages of the same block.

9. (New) The method of claim 8, wherein the memory system in which the method

is carried out utilizes electrically conductive floating gates as the charge storage elements.

10. (New) The method of claim 4, wherein as part ofwriting data into pages, logical

addresses of the individual pages in which the data are written are also written in the individual

pages.

11. (New) The method of claim 4, wherein as part ofwriting data into pages, data are

written in individual storage elements of the pages with more than two storage states, thereby

- storing more than one bit ofdata in the individual storage elements.

12. (New) The method of claim 4, wherein the memory system in which the method

is carried out utilizes electrically conductive floating gates as the charge storage elements.

13. (New) A method of operating a memory system having an array of

reprogramrnable non-volatile charge storage elements organized in blocks of storage elements

that are erasable together and in pages of storage elements within the blocks that are individually

programmable as a unit, comprising:

as part ofwriting data into pages, data are written into the pages of the blocks in

sequence,

Attorney Docket No.2 SNDK.156US2 Application No.2 1 1/250,238
FILED VIA EFS
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updating data previously written into one or more initial pages by writing the updated

data into one or more update pages and identify the initial and update data pages by the same

logical addresses, and

reading data from the pages of the blocks in an order that is a reverse of the sequence in

which they where written and ignore data in any page having the same logical address as a page

from which data have already been read.

14. (New) The method of claim 13, wherein updating data previously written into

one or more initial pages is limited to updating data in a number of pages less than all of the

pages of a block while not updating data in a remaining one or more pages of the same block.

15. (New) The method of claim 14, wherein the memory system in which the method

is carried out utilizes electrically conductive floating gates as the charge storage elements.

16. (New) The method of claim 13, wherein as part of writing data into pages, logical

addresses of the individual pages in which the data are written are also written in the individual

pages.

17. (New) The method of claim 13, wherein as part of writing data into pages,ldata

are written in individual storage elements of the pages with more than two storage states, thereby

’ storing more than one bit of data in the individual storage elements.

18. (New) The method of claim 13, wherein the memory system in which the method

is carried out utilizes electrically conductive floating gates as the charge storage elements.

Attorney Docket No.: SNDK. 1 56US2 Application No.: 11/250,238
FILED VIA EFS
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SPECIFICATION AMENDMENT

Please amend the Specification as follows:

. [0001] This application is a continuation of application serial no. 10/841,388, filed May

7, 2004, now patent no. 6,968,421, which in turn is a continuation of application serial no.

09/766,436, filed January 19, 2001, now patent no. 6,763,424, which applications are

incorporated herein in their entirety by this reference.

Attorney Docket No.: SNDK.156US2 Application No.: 11/250,238
FILED VIA EFS
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REMARKS

The original claims 1-3 of the present continuation application have been cancelled and »

replaced by new claims 4-18.

Double Patenting Rejection

Claims 1-3 were rejected on the ground of nonstatutory obviousness—type double

patenting as being unpatentable over claims 1-3, of U.S. Patent No. 6,968,421 to Conley

(“Conley”). In order to facilitate the prosecution of the present application with the new claims,

a Terminal Disclaimer is being filed herewith in order to overcome this ground of rejection.

Claim Rejections Under 35 U.S.C. §102

Claims 1-3 were rejected under 35 U.S.C. §102(e) as being anticipated by U.S. Patent

No. 6,330,634 to Fuse et al. (“Fuse”). It is noted that claims in the two parent applications, now

patents nos. 6,763,424 and 6,968,421, were also initially rejected over Fuse. It is submitted that

new independent claims 4 and 13 are also allowable over Fuse. These claims are more specific

in several ways from the initial claims 1-3 of the present continuation application. In particular,

each of new claims 4 and 13 recite, in their last paragraphs, specifics of reading the data earlier

stated to be programmed in a particular way.

New claims 4-18 are directed to a method of operating a memory by individually

managing pages of storage capacity within erase blocks of data storage elements. Fuse describes

a different operation of a similar type of memory system. Its memory cells are organized into

erase blocks and pages within the blocks but nothing is found in Fuse that suggests the

management of pages of data, rather than entire blocks. In two embodiments described by Fuse,

one for boot data and the other for user data, an order of the programming of original and

updated data are maintained at the block level, but not for individual pages within the blocks.

The Fuse reference does not address the problem of how to operate a memory system to

update data in some pages of a block but not others. Indeed, the memory operation described in

the Fuse reference seems to have significantly different goals, namely either to identify the most

recent copy of boot data or to avoid the loss of user data being rewritten during a power failure.

In the later case, the latest programmed blocks of data are not used for fear of data corruption but

Attorney Docket No.2 SNDK.156US2 ’ Application No.2 11/250,238
FILED VIA EFS
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rather the original user data are maintained as valid. This is the reverse of the methods recited in

the new claims 4-18, where the most recent data are read out of the memory without using the

original data that have been updated.

The method of new independent claim 4 comprises recording the times that data are

written into individual pages within erase blocks and storing updated data in pages that are given

the same logical address as other pages containing the initial data that are being updated. Use is

then specified to be made of those times during reading to assemble updated pages of valid data

without using obsolete data in other pages having the same logical addresses. In Fuse, on the

other hand, an identification number is stored in each block to indicate its relative time of

programming, not in each page. (See, for example, Figure 6, showing that the identification

number is maintained along with other block administrative information at the end of the last

page of each block.) Further, Fuse’s identification number is used to identify original data for

reading, in case of a power failure, instead of identifying the most recent updated data for

reading, as recited in all the new claims. i

Although several of the dependent claims 5-12 add other features of novelty over Fuse, it

appears to be sufficient to point out here that these claims are patentable for the same reasons as

set forth above for claim 4.

The method ofnew claim 13 comprises reading pages ofdata in a reverse order from that

in which they are written and ignoring data in any page having the same logical address as a page

from which data were previously read. In addition to lacking disclosure of keeping track of

pages of memory cells instead of ‘blocks, nothing is found in Fuse that describes such a reverse

order read in order to identify and utilize the most recent updated data.

Although several of the dependent claims 14-18 add other features ofnovelty over Fuse,

it appears to be sufficient to point out here that these claims are patentable for the same reasons

as set forth above for claim 13.

Information Disclosure Statement

A Supplemental Information Disclosure Statement is being filed herewith which includes

the reference W0 02/058074 A2 not previously considered because a copy was not included. As

stated in the Information Disclosure Statement filed October l3, 2005 that cited this reference, a

Attorney Docket No.: SNDK.l56US2 Application No.: l l/250,238
FILED VLA EFS
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copy was not included since it was cited and available in the parent case. However, a copy is

now being provided for the Examiner’s convenience. Parent patent no. 6,968,421 is also

included in the Statement. It is respectfully requested that this Supplemental Information

Disclosure Statement be considered and the PTO Form 1449 be initialed and returned with the

next Action, in order to formally make these references of record and cause them to be printed on

the patent granted from the present application.

Conclusion

Accordingly, it is believed that this application is now in condition for allowance and an

early indication of its allowance is solicited. However, if the Examiner has any further matters

that need to be resolved, a telephone call to the undersigned at 415-318-1163 would be

appreciated.

Respectfully submitted,

éfl /3 /9%..‘ Janugfl 8, 2007
Gerald P. Parsons Date

Reg. No. 24,486

FILED VIA EFS

PARSONS HSUE & DE RUNTZ LLP

595 Market Street, Suite 1900

San Francisco, CA 94105 .

(415) 318-1160 (main)

(415)318-1163 (direct)

(415) 693-0194 (fax)

Attorney Docket No.: SNDK.156US2 Application No.: 11/250,238
FILED VIA EFS
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicant: Kevin M. Conley

Title: Partial Block Data Programming and Reading Operations in a Non-

Volatile Memory

Application No.: 11/250,238 Filing Date: October 13, 2005

Examiner: Dinh, Ngoc V. Group Art Unit: 2189

Docket No.: SNDK.l 56US2 Conf. No.: 7727

Mail Stop Amendment
Commissioner for Patents

P.O. Box 1450

Alexandria, VA 22313-145 O

TERMINAL DISCLAIMER UNDER 37 C.F.R. § 1.321(c)

Sir:

SanDisk Corporation (“the owner”) owns the entire interest in and to both the above-

identified continuation application (“instant application”) and parent patent no. 6,968,421 (“prior

patent”) by way of a written assignment from the inventor of parent patent application Serial No.

. O9/766,436, filed January 19, 2001.

The owner hereby disclaims, except as provided below, the terminal part of the statutory

term of any patent granted on the instant application that would extend beyond the expiration

date of ‘the full statutory term defined in 35 U.S.C. §§ 154, 155, 156 and 173, as presently

shortened by any terminal disclaimer, of the prior patent, if any such extended term would

otherwise exist. The owner further agrees that any such patent granted on the instant application

shall be enforceable only for and during such period that such patent and the prior patent are

commonly owned. This agreement runs with any patent granted on the instant application and is

binding upon the owner, its successors and assigns.
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“In making the above disclaimer, the owner does not disclaim the terminal part of any

patent granted on the instant application that would extend to the expiration date of the full

statutory term as defined in 35'U.S.C. §§ 154, 155, 156 and 173 of the prior patent, as presently

shortened by any terminal disclaimer, in the event that the prior patent later expires for failure to

pay a maintenance fee, is held unenforceable, is found invalid by a court of competent

jurisdiction, is statutorily disclaimed in whole or terminally disclaimed under 37 CFR § 1.321,

has all claims canceled by a reexamination certificate, is reissued, or is in any manner terminated

prior to the expiration of its full statutory term as presently shortened by any terminal disclaimer.

The fee under 37 C.F.R. § 1.20(d) of $130.00 is being filed herewith. Please charge any

additional fees required or credit any overpayment to our Deposit Account No. 502664.

Respectfully submitted,

g;=,& fl /4’%— January 8, 2007
Gerald P. Parsons Date
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE ,

Applicant: Kevin M. Conley

Title: Partial Block Data Programming and Reading Operations in a Non-

Volatile Memory

Application No.: 11/250,238 Filing Date: October 13, 2005

Examiner: Dinh, Ngoc V. Group Art Unit: 2189

Docket No.: SNDK.156US2 Conf. No.: 7727

Mail Stop Amendment
Commissioner for Patents

P.O. Box 1450
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PETITION FOR EXTENSION OF TIME

Dear Sir:

Applicant respectfully petitions for a two-month extension of time within which to

respond to the August 8, 2006 outstanding Office Action, such extension allowing the

undersigned until January 8, 2006 to respond. The fee of $450.00 has been authorized via EFS

to Deposit Account 502664. The Commissioner is hereby authorized to charge any additional

fees, which may be required, or credit any overpayment to Deposit Account 502664.
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PARTIAL BLOCK DATA PROGRAMMING AND READING
OPERATIONS IN A NON-VOLATILE MEMORY

BACKGROUND OF THE INVENTION

This invention pertains to the field of semiconductor non-volatile data storage

system architectures and their methods of operation, and has application to data

storage systems based on flash electrically erasable and programmable read—only

memories (EEPROMS).

A common application of flash EEPROM devices is as a mass data storage

subsystem for electronic devices. Such subsystems are commonly implemented as

either removable memory cards that can be inserted into multiple host systems or as

non-removable embedded storage within the host system. In both implementations,

the subsystem includes one or more flash devices and often a subsystem controller.

Flash EEPROM devices are composed of one or more arrays of transistor

cells, each cell capable of non-volatile storage of one or more bits of data. Thus flash

memory does not require power to retain the data programmed therein. Once

programmed however, a cell must be erased before it can be reprogrammed with a

new data value. These arrays of cells are partitioned into groups to provide for

efficient implementation of read, program and erase functions. A typical flash

memory architecture for mass storage arranges large groups of cells into erasable

blocks, wherein a block contains the smallest number of cells (unit of erase) that are

erasable at one time.

‘In one commercial form, each block contains enough cells to store one sector

of user data plus some overhead data related to the user data and/or to the block in

which it is stored. The amount of user data included in a sector is the standard 512

bytes in one class of such memory systems but can be of some other size. Because

the isolation of individual blocks of cells from one another that is required to make

them individually erasable takes space on the integrated circuit chip, another class of

flash memories makes the blocks significantly larger so there is less space required

for such isolation. But sinceit is also desired to handle user data in much smaller
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sectors, each large block is often further partitioned into individually addressable

pages that are the basic unit for reading and programming user data (unit of

programming and/or reading). Each page usually stores one sector of user data, but a

page may store a partial sector or multiple sectors. A “sector” is used herein to refer

to an amount ofuser data that is transferred to and from the host as a unit.

The subsystem controller in a large block system perfomis a number of

functions including the translation between logical addresses (LBAs) received by the

memory sub-system from a host, and physical block numbers (PBNs) and page

addresses within the memory cell array. This translation often involves use of

intennediate terms for a logical block number (LBN) and logical page. The controller

also manages the low level flash circuit operation through a series of commands that it

issues to the flash memory devices via an interface bus. Another function the

controller perfonns is to maintain the integrity of data stored to the subsystem through

various means, such as by using an error correction code (ECC).

In an ideal case, the data in all the pages of a block are usually updated

together by writing the updated data to the pages within an unassigned, erased block,

and a logica1—to-physical block number table is updated with the new address The

original block is then available to be erased. However, it is more typical that the data

stored in a number of pages less than all of the pages within a given block must be

updated. The data stored in the remaining pages of the given block remains

unchanged. The probability of this occurring is higher in systems where the number

of sectors of data stored per block is higher. One technique now used to accomplish

such a partial block update is to write the data of the pages to be updated into a

corresponding number of the pages of an unused erased block and thcn copy the

unchanged pages from the original block into pages of the new block. The original

block may then be erased and added to an inventory of unused blocks in which data

may later be programmed. Another technique similarly writes the updated pages to a

new block but eliminates the need to copy the other pages of data into the new block

by changing the flags of the pages in the original block which are being updated to

indicate they contain obsolete data. Then when the data are read, the updated data

read from pages of the new block are combined with the unchanged data read from

pages of the original block that are not flagged as obsolete.
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SUMMARY OF THE INVENTION

According to one principal aspect of the present invention, briefly and

generally, both the copying of unchanged data from the original to the new blocks and

the need to update flags within the original block are avoided when the data of fewer

than all of the pages within a block are being updated. This is accomplished by

maintaining both the superceded data pages and the updated pages of data with a

common logical address. The original and updated pages of data are then

distinguished by the relative order in which they were programmed. During reading,

the most recent data stored in the pages having the same logical address are combined

with the unchanged pages of data while data in the original versions of the updated

pages are ignored. The updated data can be written to either pages within a different

block than the original data, or to available unused pages within the same block. In

one specific implementation, a form of time stamp is stored with each page of data

that allows determining the relative order that pages with the same logical address

were written. In another specific implementation, in a system where pages are

programmed in a particular order within the blocks, a form of time stamp is stored

with each block of data, and the most recent copy of a page within a block is

established by its physical location within the block.

These techniques avoid ‘both the necessity for copying unchanged data fi‘om

the original to new block and the need to change a flag or other data in the pages of

the original block whose data have been updated. By not having to change a flag or

other data in the superceded pages, a potential of disturbing the previously written

data in adjacent pages of that same block that can occur from such a writing operation

is eliminated. Also, a performance penalty of the additional program operation is

avoided.

A further operational feature, which may be used in conjunction with the

above summarized techniques, keeps track of the logical offset of individual pages of

data within the individual memory cell blocks, so that the updated data need not be

stored with the same physical page offset as the superceded data. This allows more

efficient use ofthe pages of new blocks, and even allows the updated data to be stored

in any erased pages of the same block as the superceded data.

Another principal aspect of the present invention groups together two or more

blocks positioned in separate units of the memory array (also termed “sub-arrays”) for

-3-
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programming and reading together as part of a single operation. Such a multiple

block group is referenced herein as a ”metablocl-1.” Its component blocks may be

either all located on a single memory integrated circuit chip, or, in systems using more

than one such chip, located on two or more different chips. When data in fewer than

all of the pages of one of these blocks is updated, the use of another block in that

same unit is normally required. Indeed, the techniques described above, or others,

may be employed separately with each block of the metablock. Therefore, when data

within pages of more than one block of the metablock are updated, pages within more

than one additional block are required to be used. If there are four blocks of four

different memory units that form the metablock, for example, there is some

probability that up to an additional four blocks, one in each of the units, will be used

to store updated pages of the original blocks. One update block is potentially required

in each unit for each block of the original metablock. In addition, according to the

present invention, updated data from pages of more than one of the blocks in the

metablock can be stored in pages of a common block in only one of the units. This

significantly reduces the number of unused erased blocks that are needed to store

updated data, thereby making more efficient use of the available memory cell blocks

to store data. This technique is particularly useful when the memory system

frequently updates single pages from a metablock.

Additional aspects, features and advantages of the present invention are

included in the following description of exemplary embodiments, which description

should be read in conjunction with the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

Figure 1 is a block diagram of a typical prior art flash EEPROM memory array

with memory control logic, data and address registers;

Figure 2 illustrates an architecture utilizing memories of Figure 1 with a

system controller;

Figure 3 is a timing diagram showing a typical copy operation of the memory

system of Figure 2;

Figure 4 illustrates an existing process of updating data in less than all of the

pages ofa multi-paged block;
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Figures 5A and 5B are tables of corresponding logical and physical block

addresses for each ofthe original and new blocks of Figure 4, respectively;

Figure 6 illustrates another existing process of updating data in less than all of

the pages ofa multi—paged block;

Figures 7A and 7B are tables of corresponding logical and physical page

addresses for the original and new blocks of Figure 6, respectively;

Figure 8 illustrates an example of an improved process of updating data in less

than all of the pages of a multi—paged block;

Figure 9 is a table of corresponding logical and physical page numbers for the

new block of Figure 8;

Figure 10 provides an example of a layout of the data in a page shown in

Figure 8;

Figure 1 1 illustrates a further development of the example of Figure 8;

Figure 12 is a table of corresponding logical and physical page numbers for

the new block of Figure 11;

Figure 13 illustrates one way to read the updated data in the blocks of Figure

1 1;

Figure 14 is a flow diagram ofa process of programming data into a memory

system organized as illustrated in Figures 8 and 9; Figure 15 illustrates an existing

multi—unit memory with blocks from the individual units being linked together into a

metablock and

Figure 16 illustrates an improved method of updating data of a metablock in

the multi—unit memory of Figure 12 when the amount of updated data is much less

that the data storage capacity of the metablock.

DESCRIPTION OF EXISTING LARGE BLOCK MANAGEMENT

TECHNI UES

Figure 1 shows a typical flash memory device internal architecture. The

primary features include an input/output (I/O) bus 411 and control signals 412 to

interface to an external controller, a memory control circuit 450 to control internal

memory operations with registers for command, address and status signals. One or

more arrays 400 of flash EEPROM cells are included, each array having its own row

decoder (XDEC) 401 and column decoder (YDEC) 402, a group of sense amplifiers
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and program control circuitry (SA/PROG) 454 and a data register 404. Presently, the

memory cells usually include one or more conductive floating gates as storage

elements but other long term electron charge storage elements may be used instead.

The memory cell array may be operated with two levels of charge defined for each

storage element to therefore store one bit of data with each element. Alternatively,

more than two storage states may be defined for each storage element, in which case

more than one bit of datais stored in each element.

. If desired, a plurality of arrays 400, together with related X decoders,

Y decoders, program/verified circuitry, data registers, and the like are provided, for

example as taught by U.S. Patent 5,890,192, issued March 30, 1999, and assigned to

Sandisk Corporation, the assignee of this application, which is hereby incorporated by

this reference. Related memory system features are described in co-pending patent

application serial no. 09/505,555, filed February 17, 2000 by Kevin Conley et al.,

which application is expressly incorporated herein by this reference.

The external interface l/O bus 41 l and control signals 412 can include

the following:

CS - Chip Select. Used to activate flash memory interface.

RS -Read Strobe. Used to indicate the I/O bus is being used to

transfer data from the memory array.

WS — Write Strobe. Used to indicate the I/O bus is being used to

transfer data to the memory array.

AS — Address Strobe- Indicates that the I/O bus is being used to transfer

address information.

AD[7:0] -Address/Data Bus This 1/O bus is used to transfer data between

controller and the flash memory command,

address and data registers of the memory control

450.

This interface is given only as an example as other signal configurations can

be used to give the same functionality. Figure 1 shows only one flash memory array

400 with its related components, but a multiplicity of such arrays can exist on a single

flash memory chip that share a common interface and memory control circuitry but

have separate XDEC, YDEC, SA/PROG and DATA REG circuitry in order to allow

parallel read and program operations.
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Data is transferred from the memory array through the data register 404 to an

external controller via the data registers’ coupling to the l/O bus AD[7:0] 41 l. The data

register 404 is also coupled the sense amplifier/programming circuit 454. The number

of elements of the data register coupled to each sense amplifier/programming circuit

element may depend on the number of bits stored in each storage element of the

memory cells, flash EEPROM cells each containing one or more floating gates as the

storage elements. Each storage element may store a plurality of bits, such as 2 or 4, if

the memory cells are operated in a multi—state mode. Alternatively, the memory cells

may be operated in a binary mode to store one bit ofdata per storage element.

The row decoder 401 decodes row addresses for the array 400 in order to select

the physical page to be accessed. The row decoder 401 receives row addresses via

internal row address lines 419 from the memory control logic 450. A column decoder

402 receives column addresses via intemal column address lines 429 from the memory

control logic 450.

Figure 2 shows an architecture of a typical non-volatile data storage system, in

this case employing flash memory cells as the storage media. In one fonn, this

system is encapsulated within a removable card having an electrical connector

extending along one side to provide the host interface when inserted into a receptacle

of a host. Alternatively, the system of Figure 2 may be embedded into a host system

in the fonn of a permanently installed embedded circuit or otherwise. The system

utilizes a single controller 301 that performs high level host and memory control

functions. The flash memory media is composed of one or more flash memory

devices, each such device ofien formed on its own integrated circuit chip. The system

controller and the flash memory are connected by a bus 302 that allows the controller

301 to load command, address, and transfer data to and from the flash memory array.

The controller 301 interfaces with a host system (not shown) with which user data is

transferred to and from the flash memory array. In the case where the system of

Figure 2 is included in a card, the host interface includes a mating plug and socket

assembly (not shown) on the card and host equipment.

The controller 301 receives a command from the host to read or write one or

more sectors of user data starting at a particular logical address. This address may or

may not align with a boundary ofa physical block of memory cells.
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In some prior art systems having large capacity memory cell blocks that are

divided into multiple pages, as discussed above, the data from a block that is not

being updated needs to be copied from the original block to a new block that also

contains the new, updated data being written by the host. This technique is illustrated

in Figure 4, wherein two of a large number of blocks of memory are included. One

block 11 (PBNO) is illustrated to be divided into 8 pages for storing one sector of user

data in each of its pages. Overhead data fields contained within each page include a

field 13 containing the LBN of the block 11. The order of the logical pages within a

logical block is fixed with respect to the corresponding physical pages within a

physical block. A second similarly configured block 15 (PBN1) is selected from an

inventory of unused, erased blocks. Data within pages 3-5 of the original block 1 1 are

being updated by three pages of new data 17. The new data is written into the

Corresponding pages 3-5 of the new block 15, and user data from pages 0-2, 6 and 7

of the block 1 1 are copied into corresponding pages ofthe new block 15. All pages of

the new block 15 are preferably programmed in a single sequence of programming

operations. After the block 15 is programmed, the original block 11 can be erased

and placed in inventory for later use. The copying of data between the blocks 11 and

15, which involves reading the data from one or more pages in the original block and

subsequently programming the same data to pages in a newly assigned block, greatly

reduces the write performance and usable lifetime of the storage system.

With reference to Figures 5A and 5B, partial tables show mapping of the

logical blocks into the original and new physical blocks 11 and 15 before (Figure 5A)

and after (Figure 5B) the updating of data described with respect to Figure 4. Before

the data update, the original block 11, in this example, stores pages 0-7 of LBNO into

corresponding pages 0-7 of PBNO. After the data update, the new block 15 stores

pages 0-7 of LBNO in corresponding pages 0-7 of PBN1. Receipt of a request to read

data from LBNO is then directed to the physical block 15 instead of the physical block

11. In a typical controller operation, a table in the fomr of that shown in Figures 5A

and 5B is built from the LBN field 13 read from a physical page and knowledge ofthe

PBN that is addressed when reading the data field 13. The table is usually stored in a

volatile memory of the controller for ease of access, although only a portion of a

complete table for the entire system is typically stored at any one time. A portion of
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the table is usually formed immediately in advance of a read or programming

operation that involves the blocks included in the table portion.

In other prior art systems, flags are recorded with the user data in pages and

are used to indicate that pages of data in the original block that are being superceded

by the newly written data are invalid. Only the new data is written to the newly

assigned block. Thus the data in pages of the block not involved in the write

operation but contained in the same physical block as the superceded data need not be

copied into the new block. This operation is illustrated in Figure 6, where pages 3-5

of data within an original block 21 (PBNO) are again being updated. Updated pages

3-5 of data 23 are written into corresponding pages of a new block 25. As part of the

same operation, an old/new flag 27 is written in each of the pages 3-5 to indicate the

data of those pages is old, while the Flag 27 for the remaining pages 0-2, 6 and 7

remains set at “new”. Similarly, the new PBNI is written into another overhead data

field of each of the pages 3-5 in the block 21 to indicate where the updated data are

located. The LBN and page are stored in a field 31 within each of the physical pages.

Figures 7A and 7B are tables of the correspondence between the data

LBN/page and the PBN/page before (Figure 7A) and after (Figure 7B) the data update

is complete. The unchanged pages 0-2, 6 and 7 of the LBN remain mapped into

PBNO while the updated pages 3-5 are shown to reside in PBN1. The table of Figure

7B is built by the memory controller by reading the overhead data fields 27, 29 and 31

of the pages within the block PBNO after the data update. Since the flag 27 is set to

“old” in each of pages 3-5 of the original block PBNO, that block will no longer

appear in the table for those pages. Rather, the new block number PBNl appears

instead, having been read from the overhead fields 29’ of the updated pages. When

data are being read from LBNO, the user data stored in the pages listed in the right

column of Figure 7B are read and then assembled in the order shown for transfer to

the host.

Various flags are typically located in the same physical page as the other

associated overhead data, such as the LBN and an ECC. Thus, to program the

old/new flags 27, and others, in pages where the data has been superceded requires

that a page support multiple programming cycles. That is, the memory array must

have the capability that its pages can be programmed in at least at least two stages

between erasures. Furthermore, the block must support the ability to program a page
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when other pages in the block with higher offsets or addresses have been already

programmed. A limitation of some flash memories however prevents the usage of

such flags by specifying that the pages in a block can only be programmed in a

physically sequential manner. Furthermore, the pages support a finite number of

program cycles and in some cases additional programming of programmed pages is

not permitted.

What is needed is a mechanism by which data that partially supercedes data

stored in an existing block can be written without either copying unchanged data from

the existing block or programming flags to pages that have been previously

programmed.

DESCRIPTION OF EXEMPLARY EMBODIMENTS OF THE INVENTION

There are many different types of flash EEPROM, each of which presents its

own limitations that must be worked around to operate a high performance memory

system formed on a small amount of integrated circuit area. Some do not provide for

writing any data into a page that has already been programmed, so updating flags in a

page that contains superceded data, as described above, is not possible. Others allow

such flags to be written but doing so in pages whose data is being superceded can

disturb data in other pages of the same block that remain current.

An example memory system where this has been found to be a problem is a

NAND type, where a column of memory cells is formed as a series circuit string

between a bit line and a common potential. Each word line extends across a row of

memory cells formed of one cell in each such string. Such a memory is particularly

susceptible to such memory state disturbs when being operated in a multi-state mode

to store more than one bit of data in each such cell. Such operation divides an

available window of a memory cell transistor threshold voltage range into narrow

non—overlapping voltage level ranges, each range becoming narrower as the number

of levels, and thus the number of bits being stored in each cell, are increased. For

example, if four threshold ranges are used, two bits of data are stored in each cell’s

storage element. And since each of the four threshold voltage ranges is necessarily

small, the chance ofthe state of a cell being disturbed by programming other cells in

the same block is increased with multi—state operation. In this case, the writing of the
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old/new or other flags, as described with respect to Figures 6, 7A and 7B, cannot be

tolerated.

A common feature of each of the existing memory management techniques

described above with respect to Figures 4-7B is that a logical block number (LBN)

and page offset is mapped within the system to at most two physical block numbers

(PBNs). One block is the original block and the other contains the updated page data.

Data are written to the page location in the block corresponding to the low order bits

of its logical address (LBA). Thisimapping is typical in various types of memory

systems. In the techniques described below, pages containing updated data are also

assigned the same LBN and page offsets as the pages whose data has been

superceded. But rather than tagging the pages containing original data as being

superceded, the memory controller distinguishes the pages containing the superceded

data from those containing the new, updated version either (1) by keeping track of the

order in which the pages having the same logical addresses were written, such as by

use of a counter, and/or (2) from the physical page addresses wherein, when pages are

written in order within blocks from the lowest page address to the highest, the higher

physical address contains the most recent copy of the data. When the data is accessed

for reading, therefore, those in the most current pages are used in cases where there

are pages containing superceded data that have the same logical addresses, while the

superceded data are ignored.

A first specific implementation of this technique is described with respect to

Figures 8 and 9. The situation is the same in this example as that in the prior art

techniques described with respect to Figures 4-7B, namely the partial re-write of data

within a block 35, although each block is now shown to contain 16 pages. New data

37 for each of the pages 3-5 of the block 35 (PBN 35) is written into three pages ofa

new block 39 (PBN1) that has previously been erased, similar to that described

previously. A LBN and page offset overhead data field 41 written into the pages of

PBN1 that contain the updated data is the same as that in the pages of the superceded

data in the initial block PBNO. The table of Figure 9, formed from the data within the

fields 41 and 41’, shows this. The logical LBN and page offsets, in the first column,

are mapped into both the first physical block (PBNO), in the second column, and, for

the pages that have been updated, also into the second physical block (PBN1) in the

third column. The LBN and logical page offsets 4l’ written into each of the three
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pages of updated data within the new block PBNI are the same as those 4] written

into each ofa corresponding logical page of the original block PBNO.

In order to determine which of two pages having the same LBN and page

offset contains the updated data, each page contains another overhead field 43 that

provides an indication of its time of programming, at least relative to the time that

other pages with the same logical address are programmed. This allows the controller

to determine, when reading the data from the memory, the relative ages of the pages

of data that are assigned the same logical address.

There are several ways in which the field 43, which contains a form of

time stamp, may be written. The most straight forward way is to record in that field,

when the data of its associated page is programmed, the output ofa real—time clock in

the system. Later programmed pages with the same logical address then have a later

time recorded in the field 43. But when such a real—time clock is not available in the

system, other techniques can be used. One specific technique is to store the output of

a modulo—N counter as the value of the field 43. The range of the counter should be

one more than the number of pages that are contemplated to be stored with the same

logical page number. When updating the data of a particular page in the original

block PBNO, for example, the controller first reads the count stored in the field 43 of

the page whose data are being updated, increments the count by some amount, such as

one, and then writes that incremented count in the new block PBNI as the field 43’.

The counter, upon reaching a count of N+1, rolls over to 0. Since the number of

blocks with the same LBN is less than N, there is always a point of discontinuity in

the values of stored counts. It is easy then to handle the rollover with normalized to

the point of discontinuity.

The controller, when called upon to read the data, easily distinguishes between

the new and superceded pages’ data by comparing the counts in the fields 43 and 43’

of pages having the same LBA and page offset. In response to a need to read the most

recent version of a data file, data from the identified new pages are then assembled,

along with original pages that have not been updated, into the most recent version of

the data file.

It will be noted that, in the example of Figure 8, the new data pages 37 are

stored in the first three pages 0-2 of the new block PBNI, rather than in the same

pages 3-5 which they replace in the original block PBNO. By keeping track of the
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individual logical page numbers, the updated data need not necessarily be stored in

the same page offset ofthe new block as that of the old block where superceded data

is contained. Page(s) of updated data can also be written to erased pages of the same

block as the page of data being superceded.

As a result, there is no constraint presented by the techniques being described

that limit which physical page new data can be written into. But ‘the memory system

in which these techniques are implemented may present some constraints. For

example, one NAND system requires that the pages within the blocks be programmed

in sequential order. That means that programming of the middle pages 3-5, as done in

the new block 25 (Figure 6), wastes the pages 0-2, which cannot later be programmed.

By storing the new data 37 in the first available pages of the new block 39 (Figure 8)

in such a restrictive system, the remaining pages 3-7 are available for later use to store

other data. Indeed, if the block 39 had other data stored in its pages 0-4 at the time

the three pages of new data 37 were being stored, the new data could be stored in the

remaining unused pages 5-7. This makes maximum use of the available storage

capacity for such a system.

An example of the structure of data stored in an individual page of the blocks

of Figure 8 is shown in Figure 10. The largest part is user data 45. An error

correction code (ECC) 47 calculated from the user data is also stored in the page.

Overhead data 49, including the LBN and page tag 41 (logical page offset), the time

stamp 43 and an ECC 51 calculated from the overhead data are also stored in the

page. By having an ECC 50 covering the overhead data that is separate from the user

data ECC 47, the overhead 49 may be read separately from the user data and

evaluated as valid without the need to transfer all of the data stored in the page.

Alternatively, however, where the separate reading of the overhead data 49 is not a

frequent event, all of the data in the page may be covered by a single ECC in order to

reduce the total number ofbits of ECC in a page.

A second specific implementation of the inventive technique can also be

described with respect to Figure 8. In this example, the time stamp is used only to

detennine the relative age of the data stored in blocks, while the most recent pages

among those that carry the same LBN and page number are determined by their

relative physical locations. The time stamp 43 then does not need to be stored as part

of each page. Rather, a single time stamp can be recorded for each block, either as
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part of the block or elsewhere within the non-volatile memory, and is updated each

time a page of data is written into the block. Data is then read from pages in an order

of descending physical address, starting from the last page of the most recently

updated block containing data pages having the same LBN.

In Figure 8, for example, the pages are first read in the new block PBNl from

the last (page 15) to the first (page 0), followed by reading the pages of the original

block PBNO in the same reverse order. Once logical pages 3, 4 and 5 have been read

from the new block PBN1, the superceded data in those pages of the original block

PBNO that are identified by the same logical page numbers can be skipped during the

reading process. Specifically, physical pages 3, 4 and 5 of the old block PBNO are

skipped during reading, in this example, once the controller determines that their

LBN/pages 41 are the same as those of the pages already read from the new block

PBNI. This process can increase the speed of reading and reduce the number of

overhead bits 49 that need to be stored for each page Further, when this reverse page

reading technique is employed, the table of Figure 9 used by the controller during a

reading operation can be simplified into the form of Figures 5A and 5B. Only an

identity of those physical blocks containing data of a common logical block and the

relative times that the physical blocks were programmed need to be known in order to

carry out this efficient reading process.

Figure 11 illustrates an extension of the example of Figure 8 by including a

second update to the data originally written in the block PBNO. New data 51 for

logical pages 5, 6, 7 and 8 is written to the respective physical pages 3, 4, S and 6 of

the new block PBN1, along with their LBN and page number. Note, in this example,

that the data of logical page 5 is being updated for the second time. During a reading

operation that begins from the last page of the new block PBN1, the most recently

written logical pages 8, 7, 6 and 5 of the data of interest are first read in that order.

Thereafter, it will be noted that the LBN/page overhead field in physical page 2 of

PBNl is the same as that read from the physical page 3, so the user data of page 2 is

not read. The physical pages 1 and 0 are then read. Next, the pages of the original

block PBNO are read, beginning with physical page 15. After reading physical pages

15-9, the controller will note that the LBN/page fields of each of pages 8-3 match

those of pages whose data has already been read, so the old data need not be read
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from those pages. The efficiency of the reading process is thus improved. Finally,

the original data of physical pages 2-0 are read since that data was not updated.

It will be noted that this example of reading pages in a reverse order efficiently

sorts out the new data pages from the superceded data pages because data are written

in physical page locations of an erased block in order from page 0 on. This technique

is not limited to use with a memory system having such a specific programming

constraint, however. So long as the order in which pages are programmed within a

given block is known, the data from those pages may beread in the reverse order

from which they were written. What is desired is that the most recently programmed

pages having a common LBN with others that were earlier programmed be read first,

and these are the most recently programmed pages. The most recent versions of

updated pages are read first so that the superceded versions may easily be identified

thereafter.

A table showing the correspondence between the logical data and physical

page addresses for the example of Figure 11 is given in Figure 12. Although there

have been two data updates, both are represented by the single column for the second

block PBN1. The physical page noted in PBN1 for the logical page 5 is simply

changed upon the second update to that page occurring. If the updating involves a

third block, then another column is added for that other block. The table of Figure 12,

constructed by reading the overhead data from each of the pages in blocks to which

data of a common LBN has been written, can be used by the first implementation

when the reverse page reading technique is not used. When the reverse page reading

technique described above is used, the table ofFigure 12 need be built only to identify

a correspondence between an LBN and all PBNS containing data of that LBN.

An efficient way to organize pages of data being read from a physical block,

where one or more of the pages has been updated, is illustrated by Figure 13. Enough

space is provided in a volatile memory of the controller to buffer at least several pages

of data at a time, and preferably a full block of data. That is what is shown in Figure

13. Sixteen pages of data, equal to the amount stored in a non—volatile memory block,

are stored in the controller memory. Since the pages are most commonly read out of

order, each page of data is stored in its proper position with respect to the other pages.

For example, in the reverse page read operation of Figure 11, logical page 8 if the first

to be read, so it is stored in position 8 of the controller memory, as indicated by the
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“l” in a circle. The next is logical page 7, and so forth, until all pages of data desired

by the host are read and stored in the controller memory. The entire set of page data

is then transferred to the host without having to manipulate the order of the data in the

buffer memory. The pages of data have already be organized by writing them to the

proper location in the controller memory.

A method of programming a non—volatile memory system that utilizes the

techniques described with respect to Figures 8 and 9 is illustrated in the flow chart of

Figure 14. Data for pages of an existing file to be updated are received from a host

system, as indicated by the block 52. It is first determined by a step 53 whether the

number of pages of updated data to be stored is equal to or greater than the storage

capacity of a block of the system, 16 pages being shown as the block capacity, for

simplicity, in the above described example. If so, one or more unused, erased blocks

are addressed, in a step 55, and the new data pages are written to the addressed

block(s), in a step 57. Typically, the updating of one block or more of data will result

in one or more blocks storing the data that have been superceded by the new data. lf

so, as indicated by a step 59, those blocks with superceded data are identified for

erasure. For the purpose of increasing performance, it is preferable that erase

operations occur in the background, or when host requested programming or reading

operations are not taking place. After being erased, the blocks are returned to the

inventory of unused, erased blocks for further use. Alternatively, erasure of the

blocks can be deferred until they are needed for programming operations.

If, on the other hand, in the step 53, it is determined that there are fewer pages

of new data than will utilize the full storage capacity of a block, a next step 61

determines whether there are enough unused pages in a block having some pages

programmed with other data. If so, such a block is addressed, in a step 63. If not, a

totally unused, erased block is addressed, in a step 65. In either case, in a step 67, the

new data are programmed into unused pages of the addressed block. As part of this

programming process, the LBN and page offset is written into the fields 41, and the

time stamp into the fields 43 of each of the pages (Figure 8) of the updated data, in the

manner described above.

A desirable feature of the programming process is to make available for future

programming any blocks that store only superceded data. So the question is asked, in

a step 69, whether the data updating process has resulted in an entire block remaining
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with only superceded data. If so, such a block is queued for erasure, in a step 71, and

the process is then completed. If not, the step 7] is omitted and the data update is

finished.

METABLOCK OPERATION

ln order to improve performance by reducing programming time, a goal is to

program as many cells in parallel as can reasonably be done without incurring other

penalties. One implementation divides the memory array into largely independent

sub-arrays or units, such as multiple units 80-83 of Figure 15, each unit in turn being

divided into a large number of blocks, as shown. Pages of data are then programmed

at the same time into more than one of the- units. Another configuration further

combines one or more of these units from multiple memory chips. These multiple

chips may be connected to a single bus (as shown in Figure 2) or multiple

independent busses for higher data throughput. An extension of this is to link blocks

from different units for programming, reading and erasing together, an example being

shown in Figure 15. Blocks 85-88 from respective ones of the units80—83 can be

operated together as a metablock, for example. As with the memory embodiments

described above, each block, the smallest erasable group of the memory array, is

typically divided into multiple pages, a page containing the smallest number of cells

that are programmable together within the block. Therefore, a programming

operation of the metablock shown in Figure 15 will usually include the

simultaneously programming of data into at least one page of each ofthe blocks 85-88

forming the metablock, which is repeated until the metablock is full or the incoming

data has all been programmed. Other metablocks are formed of different blocks from

the array units, one block from each unit.

In the course of operating such a memory, as with others, pages of data less

than an entire block often need to be updated. This can be done for individual blocks

of a metablock in the same manner as described above with respect to either of

Figures 4 or 6, but preferably by use of the improved technique described with respect

to Figure 8. When any of these three techniques are used to update data of one block

of the metablock, an additional block of memory within the same unit is also used.

Further, a data update may require writing new data for one or more pages of two or

more ofthe blocks ofa metablock. This can then require use of up to four additional

-17-



APPLE INC. 
EXHIBIT 1102 - PAGE 0104

W0 02/058074 PCT/US02/00366

blocks 90-93, one in each of the four units, to update a data file stored in the

metablock, even though the data in only a few pages is being updated.

In order to reduce the number of blocks required for such partial block

updates, according to another aspect of the present invention, updates to pages of data

within any of the blocks of the illustrated metablock are made, as illustrated by Figure

16, to a single additional block 90 in the memory unit 80, so long as unused pages in

the block 80 remain. If, for example, data in three pages of the block 86 and two

pages ofthe block 88 are being updated at one time, all five pages of the new data are

written into the block 90. This can save the use of one block of memory, thereby to

effectively increase the number of available erased blocks by one block. This helps

avoid, or at least postpone, the time when an inventory of erased blocks becomes

exhausted. If one or more pages from each of the four blocks 85-88 are being

updated, all of the new data pages are programmed in the single block 90, thereby

avoiding tying up an additional three blocks of memory to make the update. If the

number of pages of new data exceed the capacity of an unused block, pages that the

block 90 cannot accept are written to another unused block which may be in the same

unit 80 or one ofthe other units 81 -83.

Although the invention has been described with respect to various exemplary

embodiments, it will be understood that the invention is entitled to protection within

the full scope of the appended claims.
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IT IS CLAIMED:

l. A method of simultaneously storing original and replacement data in a

non—volatile memory system, comprising:

identifying the original and replacement data by the same logical address, and

distinguishing the replacement data from the original data by keeping track of

the relative times that the original and replacement data have been programmed into

the memory.

2. A method of storing and retrieving original and replacement data in a

non—volatile memory system, comprising:

identifying units of the original and the replacement data by the same logical

address,

reading units of data in an inverse order from an order in which they were

programmed into the memory, and A

distinguishing units of replacement data from units of original data having the

same logical address by the order in which they are read.

3. In a non—volatile memory system having a plurality of blocks of

memory storage elements that are individually organized into a plurality of pages of

memory storage elements, a method of substituting new data for superceded data

within at least one page of one of the plurality of blocks while data in at least another

page of said one block is not replaced, comprising:

programming the new data into at least one page of said one or another of the

plurality of blocks,

identifying the at least one page of superceded data and the at least one page

of new data by a common logical address, and

recording a relative time of programming the new and the superceded data.

4. The method of claim 3, wherein the relative time of programming is

recorded for the individual pages in which the new and superceded data are

programmed, whereby the at least one page of new data is distinguishable from the at

least one page of superceded data by their recorded relative times of programming.
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5. The method of claim 3, wherein the relative time of programming is

recorded for the individual blocks, thereby to identify an order of programming of

individual blocks having data with a common logical address, and further wherein

pages within the individual blocks are programmed in a designated order, whereby the

new pages of data are distinguishable from superceded pages of data within an

individual block by their relative positions within the block.

6. The method of claim 3, wherein the data in at least another page of

said one block that is not replaced are not copied into said one or another block as part

of substituting the new data for the superceded data.

7. The method of claim 3, wherein nothing is written into the at least one

page of superceded data as part of substituting the new data for the superceded data.

8. The method of claim 4, wherein recording a relative time of

programming the new and superceded data includes storing a value of a clock at each

of the times that the new and superceded data are programmed.

9. The method of claim 4, wherein recording a relative time of

programming the new and superceded data includes storing a different value of a

sequence of numbers at each of the times that the new and superceded data are

programmed.

10. The method of either of claims 8 or 9, wherein storing the value

indicating a relative time of programming the new and superceded data includes

storing the individual values within the same pages as the new and superceded data to

which the values relate.

11. The method of claim 3, wherein programming the new data into at

least one page of another said one or another of the plurality of blocks includes

programming the new data into the first available unused pages within said one or

another block in a predefined order.



APPLE INC. 
EXHIBIT 1102 - PAGE 0107

W0 02/058074 PCT/US02/00366

12. The method of claim 3, wherein identifying the at least one page of

superceded data and the at least one page of new data by a common logical address

includes recording at least part of the common logical address in the individual pages

as overhead data.

13. The method of claim 12, including building a table in volatile memory

including multiple physical block addresses for the common logical address.

l4. A method of reading data that has been updated according to claim 4,

comprising:

reading pages of data from said one block and, if new data has been

programmed thereinto, said another block,

identifying any multiple pages of data that have the same logical address,

utilizing the recorded relative time of programming the new and superseded

data to identify the most current of any pages having the same logical address, and

assembling data in the most current of any pages having the same logical

address along with pages in said at least another page of said one block that have not

been updated.

15. A method of reading data that has been updated according to claim 5,

comprising:

reading pages of data within said one and, if new data has been programmed

thereinto, another block in a reverse order from which they were programmed, and

passing over any pages of data so read which have the same logical page

address as a page whose data has already been read.

16. The method of either one of claims 14 or l5, additionally comprising

operating the individual memory storage elements with more than two storage states,

thereby storing more than one bit of data in each storage element, and reading pages

of data includes reading the more than two storage states from the individual memory

storage elements.
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17. The method of any one of claims 3-9, additionally comprising

operating storage elements ofthe individual memory cells with more than two storage

states, thereby storing more than one bit of data in each storage element.

I8. The method of claim 17, wherein the storage elements include

individual floating gates.

19. The method of any one of claims 3-9, wherein the non-volatile

memory system is formed within an enclosed card having an electrical connector

along one edge thereof that operably connects with a host system.

20. A method of operating a non-volatile memory system having an array

of memory storage elements organized into at least two sub—arrays, wherein the

individual sub-arrays are divided into a plurality of non-overlapping blocks of storage

elements wherein a block contains the smallest group of memory storage elements

that are erasable together, and the individual blocks are divided into a plurality of

pages of storage elements wherein a page is the smallest group of memory storage

elements that are programmable together, comprising:

linking at least one block from individual ones of said at least two sub—arrays

to form a metablock wherein its component blocks are erased together as a unit, and

updating pages of original data within any of the metablock component blocks

less than all the pages within the block by programming replacement data into pages

within another at least one block in only a designated one of the sub—arrays regardless

of which sub—array the data being updated is stored.

21. The method of claim 20; wherein storing the original and replacement

data includes:

identifying the original and replacement data by the same logical address to

the memory system, and

distinguishing the replacement data from the original data by keeping track of

the relative times that the original and replacement data have been programmed their

respective pages of the memory.
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22. A non—volatile memory system, comprising:

an array of non—volatile memory storage elements organized in blocks of

storage elements, wherein an individual block contains the smallest group of storage

elements that is erasable, and

a programming mechanism that writes into a first block an updated version of

less than all of original data stored in a second block along with an indication of the

later writing ofthe updated version,

an address mechanism that logically addresses both the original data and the

updated version with the same address, and

a reading mechanism that distinguishes the updated version from the original

data at least in part by the relative time by said indication of the later writing of the

updated version.
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Number Document Description File Size(Bytes) Part /.zip (if appl.)

Foreign Reference WOO2058074.pdf 1465382
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Information:

Total Files Size (in bytes) 1465382

This Acknowledgement Receipt evidences receipt on the noted date by the USPTO of the indicated documents,
characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt
similar to a Postcard, as described in MPEP 503.

New Applications Under 35 U.S.C. 111
If a new application is being filed and the application includes the necessary components for a filing date (see
37 CFR 1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date
shown on this Acknowledgement Receipt will establish the filing date of the application.

National Stage of an International Application under 35 U.S.C. 371
If a timely submission to enter the national stage of an international application is compliant with the conditions
of 35 U.S.C. 371 and other applicable requirements a Form PCT/DO/E0/903 indicating acceptance of the
application as a national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt,
in due course.
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Applicationlcontrol No. Applicant(s)IPatent under
Reexamination

11/250,238 CONLEY, KEVIN M.
I — - Application Number

Document Code - DISQ Internal Document - DO NOT MAIL

TERMINAL

DISCLAIMER |X] APPROVED I] DISAPPROVED

This patent is subject
Date Filed : 01/08/07 to a Terminal

Disclaimer

ApprovedIDisapproved by:

meason

US. Patent and Trademark Office
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicant: Kevin M. Conley

Title: Partial Block Data Programming and Reading Operations in a Non-

Volatile Memory

Application No.: 1 1/250,238 Filing Date: October 13, 2005

Examiner: Dinh, Ngoc V. Group Art Unit: 2189

Docket No.: SNDK. 1 56US2 Conf. No.2 7727

Mail Stop Amendment
Commissioner for Patents

P.O. Box 1450

Alexandria, VA 22313-1450

TRANSMITTAL LETTER

Sir:

In response to a telephone call from Examiner Dinh on February 21, 2007, a second

Terminal Disclaimer is being filed herewith, over the second parent patent No. 6,763,424. This

Terminal Disclaimer is being filed in order to expedite formal allowance of the present

application, without an evaluation of whether or not a sufficient basis exists for the request to file

it.

The fee under 37 C.F.R. § 1.20(d) of $130.00 is being filed herewith via EFS. Please

charge any additional fees required or credit any overpayment to our Deposit Account No.

502664.

Respectfully submitted,

E2 3 [v Z )f Februa__ry21,2007
DateGerald P. Parsons

Reg. No. 24,486
PARSONS HSUE & DE RUNTZ LLP

595 Market Street, Suite 1900

San Francisco, CA 94105

(415) 318-1160 (main)

(415) 318-1163 (direct)

(415) 693-0194 (fax)

FILED VIA EFS
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicant: Kevin M. Conley

Title: Partial Block Data Programming and Reading Operations in a Non-

Volatile Memory

Application No.: 11/250,238 Filing Date: October 13, 2005

Examiner: Dinh, Ngoc V. Group Art Unit: 2189

Docket No.: SNDK.156US2 Confi No.: 7727

Mail Stop Amendment
Commissioner for Patents

P.O. Box 1450

Alexandria, VA 22313-1450

TERMINAL DISCLAIMER UNDER 37 C.F.R. § 1.321(c)

Sir:

SanDisk Corporation (“the owner”) owns the entire interest in and to both the above-

identified continuation application (“instant application”) and parent patent no. 6,763,424 (“prior

patent”) by way of a written assignment from the inventor of parent patent application Serial No.

09/766,436, filed January 19, 2001.

The owner hereby disclaims, except as provided below, the terminal part of the statutory

term of any patent granted on the instant application that would extend beyond the expiration

date of the fi1ll statutory term defined in 35 U.S.C. §§ 154, 155, 156 and 173, as presently

shortened by any terminal disclaimer, of the prior patent, if any such extended term would

otherwise exist. The owner further agrees that any such patent granted on the instant application

shall be enforceable only for and during such period that such patent and the prior patent are

commonly owned. This agreement runs with any patent granted on the instant application and is

binding upon the owner, its successors and assigns.

Attorney Docket No.: SNDK.156US2 Application No.: 1 1/250,238
FILED VIA EFS
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In making the above disclaimer, the owner does not disclaim the terminal part of any

patent granted on the instant application that would extend to the expiration date of the full

statutory term as defined in 35 U.S.C. §§ 154, 155, 156 and 173 of the prior patent, as presently

shortened by any terminal disclaimer, in the event that the prior patent later expires for failure to

pay a maintenance fee, is held unenforceable, is found invalid by a court of competent

jurisdiction, is statutorily disclaimed in whole or terminally disclaimed under 37 CFR § 1.321,

has all claims canceled by a reexamination certificate, is reissued, or is in any manner terminated

prior to the expiration of its full statutory term as presently shortened by any terminal disclaimer.

The fee under 37 C.F.R. § 1.20(d) of $130.00 is being filed herewith. Please charge any

additional fees required or credit any overpayment to our Deposit Account No. 502664.

Respectfully submitted,
FILED VIA EFS

. February 21, 2007
Gerald P. Parsons Date

Reg. No. 24,486

PARSONS HSUE & DE RUNTZ LLP

595 Market Street, Suite 1900

San Francisco, CA 94105

(415) 318-1160 (main)

(415) 318-1163 (direct)

(415) 693-0194 (fax)

Attorney Docket No.: SNDK.156US2 Application No.: 11/250,238
FILED VIA EFS
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Electronic Patent Application Fee Transmittal

Partial block data programming and reading operations in a non-volatile
memory

Title of Invention:

First Named Inventor/Applicant Name: Kevin M. Conley

Gerald Paul Parsons/Mary Buggie (GPP)Filer:

Attorney Docket Number: sNDK.156Us2

Utility Filing Fees

Basic Filing:

Claims:

Filed as Large Entity

Miscellaneous-Filing:

Patent-Appeals-and-Interlerence:

Post—A|Iowance—and—Post-Issuance:

Extension-of-Time:
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Sub-Total in

Description U5D($)

Miscellaneous:

Total in USD ($)
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Electronic Acknowledgement Receipt

1532533

Confirmation Number:

Title 01 Invention, Partial block data programming and reading operations in a non-volatile
' memory

First Named Inventor/Applicant Name: Kevin M. Conley

Customer Number: 66785

Filer Authorized By: Gerald Paul Parsons

Attorney Docket Number: SNDK.156US2

Receipt Date: 21-FEB-2007

Filing Date: 13-OCT-2005

Time Stamp: 13:33:31

Application Type: Utility

Payment information:

Payment was successfully reoelved ln RAM
RAM Confirmation Number
Deposit Accou nt 502664

File Listing:

Document . . . - B Multi P8993Document Description  File SIze( ytes) Part/zip (if app”
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SNDK156US2-Trans_Term_
Disc|.pdf 118865

Multipart Description/PDF files in .zip description

Document Description Start

Miscellaneous Incoming Letter

Terminal Disclaimer Filed

Warnings:

Information:

Fee Worksheet (PTO—06) fee—info.pdf 8189 I
Warnings:

Information:

Total Files Size (in bytes) 127054

This Acknowledgement Receipt evidences receipt on the noted date by the USPTO of the indicated documents,
characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt
similar to a Postcard, as described in MPEP 503.

New Applications Under 35 U.S.C. 111
If a new application is being filed and the application includes the necessary components for a filing date (see
37 CFR 1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date
shown on this Acknowledgement Receipt will establish the filing date of the application.

National Stage of an International Application under 35 U.S.C. 371
If a timely submission to enter the national stage of an international application is compliant with the conditions
of 35 U.S.C. 371 and other applicable requirements a Form PCT/DO/E0/903 indicating acceptance of the
application as a national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt,
in due course.

New International Application Filed with the USPTO as a Receiving Office
If a new international application is being filed and the international application includes the necessary
components for an international filing date (see PCT Article 11 and MPEP 1810), a Notification of the
International Application Number and of the International Filing Date (Form PCT/R0/105) will be issued in due
course, subject to prescriptions concerning national security, and the date shown on this Acknowledgement
Receipt will establish the international filing date of the application.
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Application Number Applicationlcontrol No. Applicant(s)/PatentaunderReexamination ‘

Document Code - DISQ Internal Document — DO NOT MAIL

TERMINAL %
DISCLAIMER :1 APPROVED E DISAPPROVED

This patent is subject
Date Filed : 022107 to a Terminal

Disclaimer

ApprovedlDisapproved by: '

U.S. Patent and Trademark Office
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UNITED STATES PATENT AND TRADEMARK OFFICE
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

P.O. BoIt_l450_ ‘ _Alexnndna. Virginia 223!)-I450www.uspto.gov ~

NOTICE OF ALLOWANCE AND FEE(S) DUE

66785 7590 03/06/2007 EXAMINER

PARSONS HSUE & DE RUNTZ, LLP - SANDISK CORPORATION DIN"-N000 V

595 MARKET STREET
SUITE I900 2189

DATE MAILED2 03/06/2007

APPLICATION NO. FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKET NO. CONFIRMATION NO.

I I/250,238 I0/I3/2005 Kevin M. Conley SNDK.l56US2 7727
TITLE OF INVENTION: PARTIAL BLOCK DATA PROGRAMMING AND READING OPERATIONS IN A NON—VOLATILE MEMORY

APPLN. TYPE SMALL ENTITY ISSUE FEE DUE PUBLICATION FEE DUE PREV. PAID ISSUE FEE TOTAL FEE(S) DUE DATE DUE

NO $300 $0nonprovisional S I400 Si 700 06/06/2007

THE APPLICATION IDENTIFIED ABOVE HAS BEEN EXAMINED AND IS ALLOWED FOR ISSUANCE AS A PATENT.

PROSECUTION Qfi THE MERITS § CLOSED. THIS NOTICE OF ALLOWANCE IS NOT A GRANT OF PATENT RIGHTS.
THIS APPLICATION IS SUBJECT TO WITHDRAWAL FROM ISSUE AT THE INITIATIVE OF THE OFFICE OR UPON
PETITION BY THE APPLICANT. SEE 37 CFR 1.313 AND MPEP 1308.

THE ISSUE FEE AND PUBLICATION FEE (IF REQUIRED) MUST BE PAID WITHIN THREE MONTHS FROM THE
MAILING DATE OF THIS NOTICE OR THIS APPLICATION SHALL BE REGARDED AS ABANDONED. THIS
LT. KEBLQD QA.N.l‘iQI BE. . SEE 35 U.S.C. 151. THE ISSUE FEE DUE INDICATED ABOVE DOES
NOT REFLECT A CREDIT FOR ANY PREVIOUSLY PAID ISSUE FEE IN THIS APPLICATION. IF AN ISSUE FEE HAS

PREVIOUSLY BEEN PAID IN THIS APPLICATION (AS SHOWN ABOVE), THE RETURN OF PART B OF THIS FORM
WILL BE CONSIDERED A REQUEST TO REAPPLY THE PREVIOUSLY PAID ISSUE FEE TOWARD THE ISSUE FEE NOW
DUE. ‘

HOW TO REPLY TO THIS NOTICE:

I. Review the SMALL ENTITY status shown above.

Ifthe SMALL ENTITY is shown as YES, verify your current lfthe SMALL ENTITY is shown as NO:
SMALL ENTITY status: »

A. If the status is the same, pay the TOTAL FEE(S) DUE shown IA. Pay TOTAL FEE(S) DUE shown above, or
above. .

B. If the status above is to be removed, check box Sb on Part B - B. If applicant claimed SMALL ENTITY status before, or is now
Fee(s) Transmittal and pay the PUBLICATION FEE (if required) claiming SMALL ENTITY status, check box 5a on Part B - Fee(s)
and twice the amount ofthe ISSUE FEE shown above, or Transmittal and pay the PUBLICATION FEE (if required) and 1/2

the ISSUE FEE shown above.

II. PART B - FEE(S) TRANSMITTAL, or its equivalent, must be completed and returned to the United States Patent and Trademark Office
(USPTO) with your ISSUE FEE and PUBLICATION FEE (if required). If you are charging the fee(s) to your deposit account, section "4b"
of Part B - Fee(s) Transmittal should be completed and an extra copy of the fonn should be submitted. If an equivalent of Part B is filed, a
request to reapply a previously paid issue fee must be clearly made, and delays in processing may occur due to the difficulty in recognizing
the paper as an equivalent of Part B.

III. All communications regarding this application must give the applicationlnumber. Please direct all communications prior to issuance to
Mail Stop ISSUE FEE unless advised to the contrary. -

IMPORTANT REMINDER: Utility patents issuing on applications filed on or after Dec. 12, 1980 may require payment of

maintenance fees. It is patentee's responsibility to ensure timely payment of maintenance fees when due.

Page I of 3
PTOL-85 (Rev. 07/06) Approved for use through 04/30/2007.
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PART B - FEE(S) TRANSMITTAL

Complete and send this form, together with applicable fee(s), to: Mail Mail Stop ISSUE FEECommissioner for Patents
P.0. Box 1450

Alexandria, Virginia 22313-1450
or 1. (571)-273-2885 T

INSTRUCTIONS: This fonn should be used for transmitting the ISSUE FEE and PUBLICATION FEE (if required. Blocks I through 5 should be completed where
apgropnate. All further correspondence including the Patent, advance orders and notification of maintenance fees will e mailed to the current corres ndenee address asin icated unless corrected below or directed otherwise in Block I, by (a) specifying a new correspondence address; and/or 0:) indicating a separate " EE ADDRESS" formaintenance fee notifications.

CURRENT CORRESPONDENCE ADDRESS (Note: Use Block I for any change ofaddress) E0391 A Cmlllcfllc OI mflllln can Only 50 "563 I0? a°m<=5!1C mailings oi the
Fee(s) Transmittal._ This ceni icate cannot be _used for any other accompanying

papers. Each add_itional paper, such as an assignment or formal drawing, mustave its own certificate ofmailing or transmission.
66785 7590 03/06/2007

Certificate of Mailing or Transmission
PARSONS HSUE & DE RUNTZ, LLP - SANDISK CORPORATIflhEb ceitif that this Fee 5 Transmittal is being deposited with the UnitedStates ostal erv'ce with ' tposta e f frst class mail in an envelo e
595 MARKET STREET addressed to the ‘Mail Sttfu l‘ScSeLl.IE FEEgad§ie;s above,‘ or bein facsimile
SUITE I900 transmitted to the USPTO( 71) 273-2885, on the date indicated be ow.

SAN FRANCISCO, CA 94105 (DWn,mm,,
(Signanirc)

(Date)

APPLICATION NO. FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKET NO. CONFIRMATION NO.

I I/250,238 I0/I 3/2005 Kevin M. Conley SNDK.l56US2 7727
TITLE OF INVENTION: PARTIAL BLOCK DATA PROGRAMMING AND READING OPERATIONS IN A NON-VOLATILE MEMORY

APPLN. TYPE SMALL ENTITY ISSUE FEE DUE PUBLICATION FEE DUE PREV. PAID ISSUE FEE TOTAL FEE(S) DUE _ DATE DUE

NO $300 50$1400 S I 700 06/06/2007

EXAMINER ART UNIT CLASS-SUBCLASS

DINH, NGOC V 2I89 7Il-103000

nonprovisional

1. Chan e of correspondence address or indication of "Fee Address" (37 2. For printing on the patent front page, list

CFR 1' 63)‘ (I) the names of up to 3 registered patent attorneys

CI Change of corres ondenee address (or Change of Correspondence or agents OR, alternatively,Address °"" PTOI B/I22) attached‘ (2) the name ofa single finn (having as a member a
' D "Fee Address" indication (or "Fee Address" Indication form |'°Bl51€|'¢d amme)’ 0'’ 389'“) “Id “'9 names Dr “P ‘,0

PTO/SB/47; Rev 03-02 or more recent) attached. Use of a Customer 2_ registered patent attomeys or agents. If no name is
Number is required. listed, no name will be printed.

3. ASSIGNEE NAME AND RESIDENCE DATA TO BE PRINTED ON THE PATENT (print or type)

PLEASE NOTE: Unless an assi ee is identified below, no assignee data will appear on the patent. If an assignee is identified below, the document has been filed forrecordation as set forth in 37 CF 3.] I. Completion ofthis fonn is NOT a substitute for filing an assignment.

(A) NAME OF ASSIGNEE (B) RESIDENCE: (CITY and STATE OR COUNTRY)

Please check the appropriate assignee category or categories (will not be printed on the patent) : CI Individual El Corporation or other private group entity CI Government

4a. The following fee(s) are submitted: 4b. Payment of Fee(s): (Please first reapply any previously paid issue fee shown above)
El Issue Fee El A check is enclosed.

El Publication Fee (No small entity discount permitted) 7 D Payment by credit card. Fonn PTO-2038 is attached.

[I Advance Order — # of Copies ElThe Director is hereby authorized to charge the required fec(s), any deficiency, or credit any" "“ "“‘ “‘ overpayment, to Deposit Account Number enclose an extra copy of this forin).

5. Change in Entity Status (from status indicated above)

Cl a. Applicant claims SMALL ENTITY status. See 37 CFR l.27. CI b. Applicant is no longer claiming SMALL ENTITY status. See 37 CFR I.27(g)(2)._?___ 

NOTE: The Issue Fee and Publication Fee (if required) will not be accepted from anyone other than the applicant; a registered attorney or agent; or the assignee or other party in
interest as shown by the records of the United States Patent and Trademark Ofiiee.

Authorized Signature Date

Typed or printed name Registration No. 

This collection ofinformation is required by 37 CFR L3! 1. The information is re uired to obtain or retain a benefit by the public which is to _fi|c (and by the USPTO to process)
an application. Confidentiality is governed by 35 USC. 122 and 37 CFR l.l4. is collection is estimated to take I2 minutes to complete, including galhenng,_prepanng, and
submitting the completed application form to the USPTO. Time will vary de endin upon the individual case. Any comments on the amount oftimc you require to com lcte
this fonn and/or sujggestions for reducing this burden should be sent to t e C ief In onnation OIIICCF, U.S. Patent and Trademark Ofiicc, US. Department of Commerce, .0.
Box l4S0_, Ale_xan ria, VIIEEIIIIEI 22313-I450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, PO. Box 1450,Alexandria, Virginia 2231 -1450.
Under the Paperwork Reduction Act of I995, no persons are required to respond to a collection of information unless it displays a valid OMB control number.

PTOL-85 (Rev. 07/06) Approved for use through 04/30/2007. OMB 065 I 0033 U.S. Patent and Trademark Oifiee; U.S. DEPARTMENT OF COMMERCE



APPLE INC. 
EXHIBIT 1102 - PAGE 0133

UNITED STATES PATENT AND TRADEMARK OFFICE
UNITED STATES DEPARTMENT OF COMMERCE
United States Pnlenl and Trademark Oflice
Address: COMMISSIONER FOR PATENTS

P.0. Box 1450
Alexandria, Virginia 223134450www.uspto.gov

APPLICATION NO. FILING DATE FIRST NAMED NVENTOR ATTORNEY DOCKET NO. CONFIRMATION NO,

ll/250.238 I0/13/2005 Kevin M. Conley SNDK.l56US2 7727

66735 7590 03/06/2007 EXAMINER

PARSONS HSUE & DE RUNTZ, LLP - SANDISK CORPORATION ‘ °'"”'"G°c V

595 MARKET STREET
SUITE 1900 M9
SAN FRANCISCO’ CA 94105 DATE MAILED2 03/06/2007

Determination of Patent Term Adjustment under 35 U.S.C. 154 (b)

(application filed on or after May 29, 2000)

The Patent Term Adjustment to date is 0 day(s). If the issue fee is paid on the date that is three months after the
mailing date of this notice and the patent issues on the Tuesday before the date that is 28 weeks (six and a half
months) after the mailing date of this notice, the Patent Term Adjustment will be 0 day(s).

If a Continued Prosecution Application (CPA) was filed in the above-identified application, the filing date that
determines Patent Term Adjustment is the filing date ofthe most recent CPA.

Applicant will be able to obtain more detailed information by accessing the Patent Application Infonnation Retrieval
(PAIR) WEB site (http://pair.uspto.gov).

Any questions regarding the Patent Term Extension or Adjustment determination should be directed to the Office of
Patent Legal Administration at (571)-272-7702. Questions relating to issue and publication fee payments should be
directed to the Customer Service Center of the Office of Patent Publication at 1-(888)-786-0101 or

(571)-272-4200.

Page 3 of 3
PTOL-85 (Rev. 07/06) Approved for use through 04/30/2007.
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Application No. Applicant(s)

_ _ _ 11/250,238 CONLEY, KEVIN M.
Notice ofAllowabrlity — Examine. An uni,

. ‘ NGOC V. DINH 2189

-- The MAILING DA TE of this communication appears on the cover sheet with the correspondence address--
All claims being allowable, PROSECUTION ON THE MERITS IS (OR REMAINS) CLOSED in this application. If not included
herewith (or previously mailed), a Notice of Allowance (PTOL-85) or other appropriate communication will be mailed in due course. THIS
NOTICE OF ALLOWABILITY IS NOT A GRANT OF PATENT RIGHTS. This application is subject to withdrawal from issue at the initiative
of the Office or upon petition by the applicant. See 37 CFR 1.313 and MPEP 1308.

1. X This communication is responsive to amendment filed 01/08/07.

2. IX] The allowed cIaim(s) is/are 4-18 (renumbered as 1-15).

3. El Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f).

a) El All b) [I Some* c) I] None of the:

1. E] Certified copies of the prion'ty documents have been received.

2. E] Certified copies of the priority documents have been received in Application No._

3. E] Copies of the certified copies of the priority documents have been received in this national stage application from the

International Bureau (PCT Rule 17.2(a)). \

* Certified copies not received:j

Applicant has THREE MONTHS FROM THE “MAILING DATE" of this communication to file a reply complying with the requirements
noted below. Failure to timely comply will result in ABANDONMENT of this application.
THIS THREE-MONTH PERIOD IS NOT EXTENDABLE.

4. I: A SUBSTITUTE OATH OR DECLARATION must be submitted. Note the attached EXAM|NER‘S AMENDMENT or NOTICE OF
INFORMAL PATENT APPLICATION (PTO-152) which gives reason(s) why the oath or declaration is deficient.

5. D CORRECTED DRAWINGS ( as “replacement sheets") must be submitted. .

(a) D including changes required by the Notice of Draflsperson’s Patent Drawing Review ( PTO-948) attached

1) I] hereto or 2) CI to Paper No./Mail Datej

(b) D including changes required by the attached Examiner's Amendment I Comment or in the Office action of
Paper No.IMaiI Date

Identifying indicia such as the application number (see 37 CFR 1.84(c)) should be written on the drawings in the front (not the back) of
each sheet. Replacement sheet(s) should be labeled as such in the header according to 37 CFR 1.121(d).

6. E] DEPOSITOF and/or INFORMATION about the deposit of BIOLOGICAL MATERIAL must be submitted. Note the
attached Examiners comment regarding REQUIREMENT FOR THE DEPOSIT OF BIOLOGICAL MATERIAL.

Attachment(s) '
1. [3 Notice of References Cited (PTO-892) 5. D Notice of Informal Patent Application

2. E] Notice of Draftperson's Patent Drawing Review (PTO-948) 6. IE Interview Summary (PTO-413),
Paper No./Mail Date 01/30/2007.

3. E Information Disclosure Statements (PTO/SB/08), 7. E Examiner's Amendment/Comment
Paper No./Mail Date 01/08/07 ,

4. E] Examiner's Comment Regarding Requirement for Deposit 8. E Examiner's Statement of Reasons for Allowance
of Biological Material

9. I] Other .

u.s. Patent and Trademark office

PTOL-37 (Rev. 08-05) Notice of Allowability Part of Paper No./Mail Date 20070130
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Application/Control Number: 11/250,238

Art Unit: 2189

DETAILED ACTION

1. This Office Action is responsive to amendment and tenninal disclaimer filed

01/08/2007. In this instant application claims 1-3 are canceled. Claims 4-15 are added.

Terminal Disclaimer

2. The terminal disclaimer filed on 01/08/2007 and 02/20/2007 disclaiming the terminal

portion of any patent granted on this application which would extend beyond the

expiration date ofparent patent 6,968,421 and grand parent patent 6,763,424 have been

reviewed and are accepted. The terminal disclaimers have been recorded.

Examiner's Amendment

3. An examiner’s amendment to the record appears below. Should the changes and/or

additions be unacceptable to applicant, an amendment may be filed as provided by 37

CFR 1.312. To ensure consideration of such an amendment, it MUST be submitted no

later than the payment of the issue fee.

Authorization for this Examiner’s Amendment was given in a telephone interview with

Mr. Gerald Parsons (Reg. 24,486) on February 5 and 21 of 2007.

In the claims:

a) Claim 4, lines 8-9, replace “the same” with --common --.

b) Claim 5, line 1:

replace “an indication” with -- the indication-—.

replace “a time” with --the time--.

c) Claim 6, line 1:

replace “an indication” with -- the indication-—.

replace “a time” with --the time--.
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Application/Control Number: 11/250,238

Art Unit: 2189

d) Claim 7, line 1:

replace “an indication” with -- the indication--.

replace “a time” with --the time--.

e) Claim 13, line 8, replace “the same” with --common --.

Reasons for allowance

3. The primary reasons for allowance of claim 4 in the instant application is the

‘ combination with the inclusion of at least the limitations of“ identify the initial and

update data pages by the same logical addresses, and when reading data of two or more

pages having the same logical addresses, read the indications of the times that data have

been stored in the two or more pages and use the data in the two or more pages having

more recent time indications without using data in the two or more pages having older
time indications”.

The primary reasons for allowance of claim 13 in the instant application is the

combination with the inclusion of at least the limitations of “identify the initial and

update data pages by the same logical addresses, and reading data from the pages of the

blocks in an order that is a reverse of the sequence in which they where written and

ignore data in any page having the same logical address as a page from which data have

' already been rea ”.

Because claims 5-12 and 14-18 depend directly or indirectly on claims 4 and 13. These

. claims are considered allowable for at least the same reasons noted above.

Conclusion

4. Any response to this action should be mailed to:

Under Secretary of Commerce for intellectual Property and Director of the

United States Patent and Trademark Office
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Application/Control Number: 11/250,238

Art Unit: 2189

PO Box 1450

Alexandria, VA 22313-1450

or faxed to:

(571) 273-8300, (for Official communications intended for entry)

Information regarding the status of an application may be obtained from the Patent

Application Information Retrieval (PMR) system. Status information for published

_Applications may be obtained from either Private PMR or Public PMR. Status

information for unpublished applications is available through Private PAIR only. For

more information about the_PAIR system, see http//pak-direct.uspto.gov. Should you

have questions on access to the Private PAIR system, contact the Electronic Business

Center (EBC) at 866-217-9197 (toll-free).

‘Any inquiry conccming thisicomrnunication or earlier communications from the

examiner should be directed~to Ngoc Dinh whose telephone number is (571) 272-

4191. The examiner can normally be reached on Monday-Friday 8:30 AM-5:00 PM. ‘

. If attempts to reach the examiner by telephone are unsuccessful, the examiner’s
supervisor, Reginald Bragdon, can be reached on (571) 272-4204.

NGOC DINH

Patent Examiner V’ ' Q n E IART UNIT 2189 ‘ A l J 1 ' ‘
' REGINALD BRAGDON

February 6, 2007 SUPERVISORY PATENT EXAMINER
TECHNOLOGY ceuren 2100
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Application No. Applicant(s)

, 11/250,238 CONLEY. KEVIN M.
Interview Summary A _~ Examiner , Art Unit

NGOC V. DINH 2189 _

All participants (applicant, applicant's representative. PTO personnel):

(1) NGOC V. DINH. ' < (3) .

(2) Gerald Parsons (24,486). _ (4) .

Date of Interview: 5, 21 February 07.

Type: a)X Telephonic b)[:| Video Conference
c)[:I Personal [copy given to: 1)E] applicant 2)E] applicant's representative]

Exhibit shown or demonstration conducted: d)E] Yes e)|Z No.
If Yes, brief description: '

C|aim(s) discussed: 4-7 and 13.

Identification of prior art discussed:

Agreement with respectto the claims f)E was reached. g)I:I was not reached. h)D N/A.

Substance of Interview including description of the general nature of what was agreed to if an agreement was

reached. or any other comments: See Continuation Sheet.

(A fuller description, if necessary, and a copy of the amendments which the examiner agreed would render the claims
allowable, if available. must be attached. Also, where no copy of the amendments that would render the claims
allowable is available, a summary thereof must be attached.)

THE FORMAL WRITTEN REPLY TO THE LAST OFFICE ACTION MUST INCLUDE THE SUBSTANCE OF THE

INTERVIEW. (See MPEP Section 713.04). If a reply to the last Office action has already been filed, APPLICANT IS
GIVEN A NON-EXTENDABLE PERIOD OF THE LONGER OF ONE MONTH OR THIRTY DAYS FROM THIS

INTERVIEW DATE,.OR THE MAILING DATE OF THIS INTERVIEW SUMMARY FORM. WHICHEVER IS LATER, TO

FILE A STATEMENT OF THE SUBSTANCE OF THE INTERVIEW. See Summary of Record of Interview . '
requirements on reverse side or on attached sheet.

REGINALD BRAGDON’

SUPEHVISORY PATENT EXAMINER
TECHNOLOGY CENTER 2100

Examiner Note: You must sign this form unless it is an
Attachment to a signed Office action. Examiner's signature. ‘if required

U.S. Patent and Trademark Office '

PTOL-413 (Rev. 04-03) Interview Summary Paper No. 20070130 '
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Continuation Sheet (PTOL-413) Application No. 11/250,238

Continuation of Substance of Interview including description of the general nature of what was agreed to if an

agreement was reached, or any other comments: The Examiner initiated a phone call to Mr. Parsons to notify him that
there is a typographical error in the examiner previous office action in section 5, line 1, that the number of the patent

. (parent patent) which forms the basis for the double patent rejection is 6,968,421 instead of 6,969,42. This
typographical error causes the terminal disclaimer not being accepted.
There is no need for the applicant to response to this action since the applicant terminal disclaimer filed on 01/08/2007
was appropriate (filed for 6,968,421). The examiner will correct this errror.
On February 21, 2007, the examiner requested the Applicant to file a Tenninal Disclaimer for grandparent PN .
6,763,424 in order to overcome the double patenting rejection based on the grandparent PN 6,763,424. The Applicant
agreed to file the Tenninal Disclaimer. ‘
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‘ US. Department of Commerce, Patent and ‘Trademark Atty. Docke._-
INFORMATION DISCLOSURE STATEMENT BY SNDK. 1 56US2 1 1/250,238

“mm”

A
—i.

—”“"“j"—"‘"“""""‘Exarniner Document Filing Date
Initial Number Subclass IfA 7- date

Foreign Patent Documents

T

E

Icrcnce considered, whether or not citation is in conformanc with MPEP 609; Draw line through
citation ifnot in conformance and not considered Include copy of this form with your communication to applicant.

Sheet 1 of 1

Express Mail No.: E\_’653653274US
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AppIicant(s)IPatent under
Reexamination

CONLEY, KEVIN M.
Examiner Art Unit

NGOC V. DINH 2189

ISSUE CLASSIFICATION

Part of Paper No. 20070130

Total Claims Allowed 15

O G
Pnnt C|aIm(s)

1

1: R

INTERNATIONAL CLASSIFICATION

I

E! 12 III

Reginald Bragdoln

Icant [:]CPA

o.NMHnoCIH.mll3.mM.D.A

1 1/250.238

Ktgsvs-.I..I I0.

., (Date) 02/06/2007

(L gal Instruments Examiner) (DaIe)) ‘Primer’ E"a"'i"°')

Issue Classification

ORIGINAL

I

CROSS REFERENCES

SUBCLASS (ONE SUBCLASS PER BLOCK)

Ngoc D J h 2/06/2007
(Assistant Examiner

El Claims renumbered In the same order as presented by appl

U.S. Patent and Trademark Office
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Appllcationlcontrol No. AppIicant(s)IPatent under
Search NOtes Reexamination

11/250,238 CONLEY. KEVIN M.

NGOC V. DINH

SEARCH NOTES

SEARCHED (INCLUDING SEARCH STRATEGY)

Limited classified search of 711/103,
203 class's/sub's in "SEARCHED" -

section. A 2/6/2007

EAST text search wlo
classified/search. _ 2/6/2007 ’
See prinout

INTERFERENCE SEARCHED

interferrence search 02/06/2007 flEAST

U.S. Patent and Trademark Office Fan of Paper No. 20070130
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Page 1 of 1

UNnmDSnnEsRmENTAND1kMmMNm<Onmx UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Omce
Addnu: COMMISSIONER FOR PATENTSPO. Box I450

Alnxnnthia. Vnplnia 22313-I450\vvIr.uspto.5I7v

IIIIIIIIIII IIl||II||||Il|I|| IIIIII III III IIIIIIIIIII _ conrnnmmou NO. 7727
Bib Data Sheet

FILING OR 371(c)

SERIAL NUMBER DATE I GROUP ART UNIT
11/250.233 10/13/2005 2139

RULE

ATTORNEY
DOCKET NO.

SNDK.156US2

- PPLICANTS _
Kevin M. Conley. San Jose. CA;

* CONTINUING DATA
This application is a CON 10/841,388 05/07/2004 PAT 6,968,421 which is a CON of 09/766,436
01/19/2001 PAT 6,763,424

- FOREIGN APPLICATIONS
IF REQUIRED, FOREIGN FILING LICENSE GRANTED

I DDRESS
66785

D 1.16 Fees ( Filing)

D 1.17 Fees ( Processing Ext. of
to charge/credit DEPOSIT ACCOUNT time )
f f II ‘ :
or O owmg D 1.18 Fees ( Issue)

D Credit

http://neo:8000/PrexServlet/PrexAction
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Application Number Applicationlcontrol No. Applicant(s)IPatent underReexamination

“""“m“" H" W "
Document Code - DISQ Internal Document — DO NOT MAIL

TERMINAL

DISCLNMER IZI APPROVED E] DISAPPROVED

This patent is subject
Date Filed : 02/21/07 to a Terminal

Disclaimer

ApprovedIDisapproved by:

meason

U.S. Patent and Trademark Office
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SDK{l156.002US

IN Tas UNITED STATES PATENT AND TRADEMARK Omen

Applicant[s): Conley

Title: Block Data Programming and Reading Operations in a Non—VoEati1e

Memory

Application No.: 1 1,050,238 Filing Date: October 13, 2005

Examiner: Ngoc V. Dinh Group Art Unit: 2189

Docket No.: SNDK.156US2 Conf. No.2 7727

Mail Stop RCE
Commissioner for Patents

PD. Box 3450

Alexandria, VA 22313-1450

REQUEST FOR CONTINUED EXAMINATION (RCE)

Dear Sir:

This is a Request for Continued Examination (RCE) under 37 C.F.R. § 1.114 of the

ab0Ve—identified application. Please consider the information Disc1osureSta.tement, which is

being filed herewith. .

The RCE fee of $790.00 required under 37 C.F.R. § 1.17(e) has been authorized via EFS

to Deposit Account 04-0258. The Commissioner is hereby authorized to charge any additional

fees, which may be required, or credit any overpayment to Deposit Account 04—0258. Please

contact the undersigned with any questions concerning this request or the above—iden'tified patent

application.

Respectfully submitted,
FILED VIA EFS

Gerald P. Parsons Date

Reg. No. 24,486

DAVIS WRIGHT TREMAINE LLP

505 Montgomery Street, Suite 800

San Francisco, California 94111-6533

Telephone: (415) 276-6500

Facsimile: (415) 276-6599

Email: gera1dparsons@,dwt.com
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SDK0156.002US

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicant(s): Conley

Title: Block Data Programming and Reading Operations in a Non-Volatile

Memory

Application No: 1 1. /250,238 Filing Date: October 13, 2005

Examiner: Ngoc V. Dinh Group Art Unit: 2189

Docket No.: SNDK.156US2 Conf. No.: 7727

Mail Stop ROE
Commissioner for Patents

P.O. Box $4.50

Alexandria, VA 22 13-1440

INFORMATION DISCLOSIJRE STATEMENT

Dear Sir:

Pursuant to 37' CPR. §§ 1.56, 1.97 and 1.98, Applicant(s) call(s) the documents listed on

the enclosed Form PTO-1449 to the Exa1niner’s attention in this patent application.

According to 37 C.F.R. l.98{2)(ii), copies of the U.S. Patents and U.S. Published Patent

Applications documents are not required and are therefore not enclosed. Copies of the listed

foreign patent documents and/or Other Art are enclosed.

Citation of these documents shall not be construed as (1) an admission that the documents

are prior art with respect to the invention or inventions claimed in this application, (2) a

representation that a Search has been made {other than as indicated by any cited document), or

(3) an admission that the cited inforrnation is, or is considered to be, material to patentability as

defined in § 1.56(b).

This information disclosure statement is submitted under 37 C.F.R. § 1,9’/(b) and

consequently no fee should be required. The Commissioner is authorized, however, to charge

Attorney Docket No.: SNDK.156US2 Application No; 11/250,238
FILED VIA EFS
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SDK(3I56.002US

any fee that may be required, or to credit any overpayment, against Deposit Account No. ()4-

Respectfuily submitted,

/3”?
Gerald P. Parsons

Reg. No. 24,486

DAVIS WRIGHT TREMAINE LLP

505 Montgomery Street, Suite 800

San Francisco, Caiifornia 94111-6533

Telephone: (415) 2766500

Facsimile: (415) 276-6599

Email: gcra1dparso11s@dwt.c0m

Attorney Docket No; SNDK.156US2
FILED VIA EFS

Appiication No; 11/250,238
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US. Department of Commerce, Patent and Trademark Atty. Docket No. Application N0.

INFORMATION DISCLOSURE STATEMENT BY SND§~’..156US2 1 i/250,238
APPUCANT .

weifm=essarv>
(Form PTO-1449) Filing Date Art Group

—0cJ°be'13»2005 2189
US. Patent Documents

Initial Number Date If Appropriate

2 5,388,083

5,479,638

5,568,439

1; Estakhri etai.

—II
-E
—
—fl——

* Examiner Doeum ent Fiiing Date
' ’ If Appropriate

Foreign Patent Documents

Translation 
-
:_—Z
— SW7 —“
— PCT — W........__ H

-3 W W
_ ‘W
_ 18 EP0896 280 ozno/99 EPO

19
H10—09§490 4/10:98 Japan :

20 H10—09149O 4/10x93 Japan I
21 H()8—221223 3/30:95 Japan I
22 H08-221223 8/30:95 Japan -

FILED VIA EFS

Sheet 1 of 2
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U.S. Department of Commerce, Patent and Trademark Atty. Docket No. Application No.

INFORMATION DISCLOSURE STATEMENT BY SNDK.l56US2 11/250,238
APPLICANT

Applicants Conf. No.

(Use several sheets necessary) Conley ‘ 7727

(Form PTO-I449) Filing Date Art Group

 OCW 11 2°05 2189
— W099/31°93 ‘W99 —
_Ho6—25079s 9/19.194 Japan

25 HG6—250798 9/1 994 Eapan‘'1
H l 0- 105 661 4/24,98 Japan_ 6

_27 H10-10566] J 4/24193 Japan
OTHER ART (Including Author, Title, Date, Pertinent Pages, Etc.)

IL

23 Notice of Opposition to a European Patent for Sanllisk Corporation Patent No. 1,352,394, Application No.
G2'.T03O’l8.2, dated March 1, 2007, 17 pages.

Notification of Reasons for Refusal for SanDisk Corporation, Japanese Patent Application No. 2002-
558275, mailed February 23, 2007, 10 pages.

Dareconsidered
“EXAMINER: Initial if reference considered, whether or not citation is in conI'“or1nance with MPEP 609; Draw line through
citation if not in confoimance and not considered. include copy of this form with your communication to applicant.

FILED VIA EFS

Sheet 2 of 2
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PCT wonm 1N'n3u;1ac1't1A1, PROPERTY ORGANIZATIONInternational Bureau

INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT) ’

(51) International Patent Classification 5 = (11) International Publication Number: WO 98144420

G061? 17106 (43): International Publication Date: 8 October 1998 (08.l0.98)

- be" (74) Agents: I-IAMRICK, Claude, A., S. ct a.l.; Oppenheimer Wolff
an I'“°""“"°“"' A"""°""°“ N'"" PCm's98’°6335 _ .& Donnelly LLP. Suite 600, Ten Almaden Boulevard, San
(22) International Filing Daté: 31 March 1993 (31.o3.9s) ’°5°- CA 95113 (“S)- ’

(30) Priority Data:
08/831,266, 31 March 1997 (3l.03.97) Us
08/858,847 19 May 1997 (l9.05.97) Us

(71) Applicant (far all designated States except US): LEXAR
MEDIA, INC. [USfUS]; 47421 Baysidc Parkway, Fremont,
CA 94538 (US).

(71) Applicant (far US only): GANJUEI, Juomana (heir of the de-
ceased invcntar) [SA/US]; 4286 Garibaldi Place, Pleasanton.
CA 94566 (US).

(72) Inventor: GANJUEI, Ali. R. (deceased).
With international search report.

(72) Inventors; and Before the emirafian of the time limit for amending the
(75) Inventors/Applicants (for US only): ESTAKHRI. Petro claims and to be republished in the event of the receipt of

[USIUS]; 7966 Foothill Knolls, Plcasanton, CA 94566 amendments.
(US). IMAN, Berhanu [USlUS]; 946 Irls Avenue, Sunny-
vale, CA 94086 (US).

(54) Title: MOVING SECTORS WITHIN A BLOCK IN A FLASH NIEMORY

732705 754708 736710 7387" 740 I

iii’ =lI§[§ilI'1%llE&!lm1.§§l§HH-716 -00 OKCKXTK I ' [2][|]l7l
718 ~10 H
720 -20
722 ~30
724 ~40
726 ~50 III—IIII-EIlljllllgfigIII—IIIIEEE

(57) Abstract

A device (700) is disclosed for storing mapping information for mapping a logical block address identifying a block being accessed
by a host to a physical block address. identifying a free area of nonvolatile memory. the block being selectively erasable and having one or
more sectors that may be individually moved. 'lho mapping information including a virtual physical block address (702) foridcntifying an
"original" location within the nonvolativc memory where a block is stored and a moved virtual physical block address (704) for identifying
a "moved" location within the nonvolatile memory where one or more sectors of the stored block are moved. The mapping information
further including status information (706, 712) for use of the "original" physical block address and the "moved" physical block address and
for providing information (714) regarding "moved" sectors within the block being accessed.



APPLE INC. 
EXHIBIT 1102 - PAGE 0151

Codes used to identify States party to the PCI‘ on the front pages of pamphlets publishing international applications under the PCI‘.
Albania
Annenia
Austria
Australia
Azerbaijan
Bosnia and Herzegovina
Barbados
BelgiumBurkina Faso
Bulgaria
Benin
Brazil
Belarus
Canada
Central African Republic
CongoSwitzerland
Cbte d'lvoire
Cameroon
China
Cuba
Czech Republic
Gennany
Denmark
Estonia

ES
FI
FR
GA
GB
GE
GH
GN
GR
HU
IE
IL
IS
IT
JP
KE
KG
KP

KR
KZ
LC
[.1
LK
LR

FOR THE PURPOSES OF INFORMATION UNLY

Spain
Finland
France
Gabon
United Kingdom
Georgia
Ghana
Guinea
Greece
Hungary
Ireland
Israel
Iceland
Italy
Japan
Kenya
Kyrw-mu
Democratic People's
Republic of Korea
Republic of Korea
Kazaksuur
Saint Lucia
Liechtenstein
Sri Lanka
Liberia

LS
LT
LU
LV
MC
MD
MG
MK

ML
MN
MR
MW
MX
NE
NL
NO
NZ
P1.
P1‘
110
RU
SD
SE
SG

Lesotho
Lithuania
Luxembourg
Latvia
Monaco
Republic of Moldova
Madagascar
'I'he former Yugoslav
Republic of Macedonia
Mali
Mongolia
Mauritania
Malawi
Mexico
Niger
Netherlands
Norway
New Zealand
Poland
Portugal
Romania
Russian Federation
Sudan
Sweden
Singapore

SI
SK
SN
SZ
TD
TG
TJ
TM
TR
TI‘
UA
UG
US
UZ
VN
YU
ZW

_ Ukraine

Slovenia
Slovakia
Senegal
Swaziland
Chad
Togo
‘Tajikistan
'nu-lrmenirtan
Turkey
Trinidad and Tobago

Uganda
United States of America
Uzbekium
Viet Nam
Yugoslavia
Zimbabwe

.-.;



APPLE INC. 
EXHIBIT 1102 - PAGE 0152

WO 98/44420 PCT/US98/06335

Specification

MOVING SECTORS WITHIN A BLOCK IN A FLASH MEMORY

BACKGROUND OF THE INVENTION

Cross Reference t Related A lication

This application is a continuation-in—part of my prior application Serial No. 08/509,706,

filed July 3!, 1995, entitled "Direct Logical Block Addressing Flash Memory Mass Storage

Architecture."

Field of the Invention

This invention relates to the field of mass storage for computers. More particularly, this

invention relates to an architecture for replacing a hard disk with a semiconductor nonvolatile

memory and in particular flash memory.

Computers conventionally use rotating magnetic media for mass storage of documents,

data, programs and information. Though widely used and commonly accepted, such hard disk

drives suffer from a variety of deficiencies. Because of the rotation of the disk, there is an

inherent latency in extracting infonnation from a hard disk drive.

- Other problems are especially dramatic ‘in portable computers. particular, hard disks

are unable to withstand many of the kinds of physical shock that a portable computer will likely

sustain. Further, the motor for rotating the disk consumes significant amounts of power

decreasing the battery life for portable computers.

Solid state memory is an ideal choice for replacing a hard disk drive for mass storage

because it can resolve the problems cited above. Potential solutions have been proposed for

replacing a hard disk drive with a semiconductor memory. For such a system to be truly useful,

the memory must be nonvolatile and alterable. The inventors have determined that FLASH

memory is preferred for such a replacement.

FLASH memory is a transistor memory cell which is programmable through hot

electron, source injection, or tunneling, and erasable through Fowler-Nordheim tunneling. The

programming and erasing of such a memory _cell requires current to pass through the dielectric

surrounding floating gate electrode. Because of this, such types of memory have a finite number
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of erase-write cycles. Eventually, the dielectric deteriorates. Manufacturers of FLASH cell

devices specify the limit for the number of erase-write. cycles between 100,000 and 1,000,000.

One requirement for a semiconductor mass storage device to be successful is that its use

in lieu of a rotating media hard disk mass storage device be transparent to the designer and the

user of a system using such a device. In other words, the designer or user of a computer

incorporating such a semiconductor mass storage device could simply remove the hard disk and

replace it with a semiconductor mass storage device. All presently available commercial

software should operate on a system employing such a semiconductor mass storage device

without the necessity of any modification.

SanDisk proposed an architecture for a semiconductor mass storage using FLASH

memory at the Silicon Valley PC Design Conference on July 9, 1991. That mass storage system

included read-write block sizes of 512 Bytes to conform with commercial hard disk sector sizes.

Earlier designs incorporated erase-before-write architectures. In this process, in order to

update afile on the media, if the physical location on the media was previously programmed, it

has to be erased before the new data can be reprogrammed.

This process would have a major deterioration on overall system throughput. When a

host writes a new data file to the storage media, it provides a logical block address to the

peripheral storage device associated with this data file. The storage device then translates this

given logical block address to an actual physical blockaddress on the media and performs the

write operation. In magnetic hard disk drives, the new data can be written over the previous old

"data with no modification to the media. Therefore, once the physical block address is calculated

from the given logical block address by the controller, it will simply write the data file into that

location. In solid state storage, if the location associated with the calculated physical block

address was previously programmed, before this block can be reprogrammed with the new data,

it has to be erased. In one previous art, in erase-before-write architecture where the correlation

between logical block address given by the host is one to one mapping with physical block

address on the media. This method has many deficiencies. First, it introduces a delay in

performance due to the erase operation before reprogramming the altered information. In solid

state flash, erase is a very slow process.

Secondly, hard disk users typically store two types of information, one is rarely modified

and another which is frequently changed. For example, a commercial spread sheet or word

processing software program stored on a user's system are rarely, if ever, changed. However, the

spread sheet data files or word processing documents are frequently changed. Thus, different
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sectors of a hard disk typically have dramatically different usage in terms of the number of times

the information stored thereon is changed. While this disparity has no impact on a hard disk

because of its insensitivity to data changes, in a FLASH memory device, this variance can cause

sections of the mass storage to wear out and be unusable significantly sooner than other sections

of the mass storage.

In another architecture, the inventors previously proposed a solution to store a table

correlating the logical block address to the physical block address. The inventions relating to

that solution are disclosed in U.S. Patent Application serial number 08/038,668 filed on March

26, 1993 and U.S. Patent Application serial number 08/037,893 also filed on March 26, 1993.

Those applications are incorporated herein by reference.

The inventors‘ previous solution discloses two primary algorithms and an associated

hardware architecture for a semiconductor mass storage. device. It will be understood that "data

file" in this patent document refers to any computer file including commercial software, a user

program, word processing software document, spread sheet file and the like. The first algorithm

in the previous solution provides means for avoiding an erase operation when writing a modified

data file back onto the mass storage device. Instead, no erase is perfonned and the modified data

file is written onto an empty portion of the mass storage.

The semiconductor mass storage architecture has blocks sized to confonn with

commercial hard disk sector sizes. The blocks are individually erasable. In one embodiment,

the semiconductor mass storage can be substituted for a rotating hard disk with no impact to the

user, so that such a substitution will be transparent. Means’ are provided for avoiding the erase-

before—write cycle each time information stored in the mass storage is changed.

According to the first algorithm, erase cycles are avoided by programming an altered

data file into an empty block. This would ordinarily not be possible when using conventional

mass storage because the central processor and commercial software available in conventional

computer systems are not configured to track continually changing physical locations of data

files. The previous solution includes a programmable map to maintain a correlation between the

logical address and the physical address of the updated information files.

All the flags, and the table correlating the logical block address to the physical block

address are maintained within an array of CAM cells. The use of the CAM cells provides very

rapid determination of the physical address desired within the mass storage, generally within one

or two clock cycles. Unfortunately, as is well known, CAM cells require multiple transistors,

typically six. Accordingly, an integrated circuit built for a particular size memory using CAM
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storage for the tables and flags will need to be significantly larger than a circuit using other

means for just storing the memory.

The inventors proposed another solution to this problem which is disclosed in U.S.

Patent Application serial number 08/131,495 filed on October 4, 1993. That application is

incorporated herein by reference.

This additional previous solution invented by these same inventors is also for a

nonvolatile memory storage device. The device is also configured to avoid having to perform an

erase-before-write each time a data file is changed by keeping a correlation between logical

block address and physical block address in a volatile space management RAM. Further, this

invention avoids the overhead associated with CAM cell approaches which require additional

circuitry.

Like the solutions disclosed above by these same inventors, the device includes circuitry

for performing the two primary algorithms and an associated hardware architecture for a
semiconductor mass storage device. In addition, the CAM cell is avoided in this previous

solution by using RAM cells.

Reading is performed in this previous solutions by providing the logical block address to

the memory storage. The system sequentially compares the stored logical block addresses until it

finds a match. That data file is then coupled to the digital system. Accordingly, the

performance offered by this solution suffers because potentially all of the memory locations
must be searched and compared to the desired logical block address before the physical location

of the desired information can be determined.

What is needed is a semiconductor hard disk architecture which provides rapid access to

stored data without the excessive overhead of CAM cell storage.
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§ [_J M1\/IARY OE THE INVENTION

The present invention is for a nonvolatile memory storage device.‘The device is

configured to avoid having to perform an erase—before-write eachtime a data file is changed. _

Further, to avoid the overhead associated with CAM cells, this approach utilizes a RAM array.

The host system maintains organization of the mass storage data by using a logical block

address. The RAM array is arranged to be addressable by the same address as the logical block

addresses (LBA) of the host. Each such addressable location in the RAM includes a field which

holds the physical address of the data in the nonvolatile mass storage expected by the host. This

physical block address (PBA) information must be shadowed in the nonvolatile memory to

ensure that the device will still function after resuming operation after a power down because

RAMs are volatile memory devices. In addition, status flags are also stored for each physical

location. The status flags can be stored in either the nonvolatile media or in both the RAM and

in the nonvolatile media.

The device includes circuitry for performing two primary algorithms and an associated

hardware architecture for a semiconductor mass storage device. The first algorithm provides a

means for mapping of host logical block address to physical block address with much improved

performance and minimal hardware assists. In addition, the second algorithm provides means

for avoiding an erase—.before-write cycle when writing a modified data file back onto the mass

storage device. Instead, no erase is performed and the modified data file is written onto an empty

portion of the mass storage.

Reading is "performed in the present invention by providing the logical block address to

the memory storage. The RAM array is arranged so that the logical block address selects one

RAM location. That location contains the physical block address of the data requested by the

host or other external system. That data file is then read out to the host.

According to the second algorithm, erase cycles are avoided by programming an altered data file

into an altered data mass storage block rather than itself afier an erase cycle of the block as done

on previous arts.

In an alternative embodiment of the present invention, a method and apparatus is

presented for efiiciently moving sectors within a block from a first area within the nonvolatile

memory to an unused area within the nonvolatile memory and marking the first area as “used”.

Briefly, a preferred embodiment of the present invention includes a method and

apparatus for storing mapping information for mapping a logical block address identifying a

block being accessed by a host to a physical block address, identifying a free area of nonvolatile
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memory, the block being selectively erasable and having one or more sectors that may be

individually moved. The mapping information including a virtual physical block address for

‘ identifying an “original” location, within the nonvolatile memory, wherein a block is stored and

a moved virtual physical block address for identifying a “moved” location, within the

nonvolatile memory, wherein one or more sectors of the stored block are moved. The mapping

information further including status information for use of the “original” physical block address

and the “moved" physical block address and for providing information regarding “moved”

sectors within the block being accessed.

IN THE DRAWINGS

Fig. 1 shows a schematic block diagram of an architecture for a semiconductor mass

storage according to the present invention.

Fig. 2 shows an alternative embodiment to the physical block address 102 of the RAM

storage of Figure 1. _

Fig. 3 shows a block diagram of a system incorporating the mass storage device of the

present invention.

Fig. 4 through 8 show the status of several of the flags and information for achieving the

advantages of the present invention.

Fig. 9 shows a flow chart block diagram of the first algorithm according to the present

invention.

Fig. 10 shows a high-level block diagram of a digital system, such as a digital camera,

including a preferred embodiment of the present invention.

Figs. 11-21 illustrate several examples of the state of a mapping table that may be stored

in the digital system of Figure 10 including LBA-PBA mapping information.

Fig. 22 depicts an example of a nonvolatile memory device employed in the preferred

embodiment of Figure 10.

Fig. 23 shows a high-level flow chart of the general steps employed in writing a block of

information to the nonvolatile devices ofFigure 10.

Fig. 24 shows an example of the contents of flash memory devices in an alternative

embodiment of the present invention using a novel defect flag and LBA address means.

Fig. 25 isan example of the contents of flash memory devices wherein another

alternative embodiment of the present invention stores the LBA address for each block in two

different sector locations within the block.
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Fig. 26 includes Fig 26a and Fig. 26b, as shown in the key in Fig. 26b, and shows an

example of yet another alternative embodiment of the present invention wherein the contents of

the flash memory devices and the SPM RAM block are depicted to illustrate the correlation

between the LEA and PBA addressing as employed by the system of Fig. 10.

DETAILED DESCRIPTION OF THE PREFERRED EMBODINIENT

Figure 1 shows an architecture for implementation of a solid state storage media

according to the present invention. The storage media is for use with a host or other external

digital system. The mass storage is partitioned into two portions, a volatile RAM array 100 and a

nonvolatile array l04. According to the preferred embodiment, all of the nonvolatile memory

storage is FLASH. The FLASH may be replaced by EEPROM. The RAM can be of any

convenient type.

The memory storage 104 is arranged into N blocks of data from zero through N-1. Each

of the blocks of data is M Bytes long. In the preferred embodiment, each data block is 512 Bytes

long to correspond with a sector length in a commercially available hard disk drive plus the extra

numbers of bytes to store the flags and logical block address (LBA) information and the

associated ECC. The memory 104 can contain as much memory storage as a user desires. An

example of a mass storage device might include 100 M Byte of addressable storage.

There are a plurality of RAM locations 102. Each RAM location 102 is uniquely

addressable by controller using an appropriate one of the logical block addresses provided by the

host system or the'"actual' physical address of the nonvolatile media. The RAM location 102

contains the physical block address of the data associated with the logical block address and the

flags associated with a physical block address on the nonvolatile media.

It is possible that the physical block address (PBA) can be split into two fields as shown

in Figure 2. These fields can be used for cluster addresses of a group of data blocks. The first

such field 290 is used to select a cluster address and the second such field 292 can be used to

select the start address of the logical block address associated with this cluster.

Acollection of hifonnafion flags is also stored for each nonvolatile memory location

106. These flags include an old/new flag 1.10, a used/free flag 112, a defect flag 114, and a

single/sector flag 116. Additionally, there is also a data store 122.

When writing data to the mass storage device of the present invention, a controller

determines the first available physical bloclg for storing the data. The RAM location 102
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corresponding to the logical block address selected by the host is written with the physical block

address where the data is actually stored within the nonvolatile memory array in 104 (Figure 1).

Assume for example that a user is preparing a word processing document and instructs

the computer to save the document. The document will be stored in the mass storage system.

The host system will assign it a logical block address. The mass storage system of the present
invention will select a physical address of an unused block or blocks in the mass storage for

storing the document. The address of the physical block address will be stored into the RAM

location 102 corresponding to the logical block address. As the data is programmed, the system

of the present invention also sets the used free flag 112 in 104 and 293 to indicate that this block

location is used. One used/free flag 112 is provided for each entry of the nonvolatile array 104.

Later, assume the user retrieves the document, makes a change and again instructs the

computer to store the document. To avoid an erase-before-write cycle, the system of the present

invention provides means for locating a block having its used/free flag 112 in 100 unset (not

programmed) which indicates that the associated block is erased. The system then sets the

used/free flag for the new block 112 of 106 and 293 of 100 and then stores the modified

document in that new physical block location 106 in the nonvolatile array 104. The address of

the new physical block location is also stored into the RAM location 102 corresponding the

logical block address, thereby writing over the previous physical block location in 102. Next, the

system sets the old/new flag 110 of the previous version of the document indicating that this is

an old unneeded version of the document in N0 of 104 and 293 of 109. In this way, the system

of the present invention avoids the overhead of an erase cycle which is required in the erase-

before-write of conventional systems to store a modified version of a previous document.

Because of RAM array 100 will lose its memory upon a power down condition, the

logical block address with the active physical block address in the media is also stored as a

shadow memory 108 in the nonvolatile array 104. It will be understood the shadow information

will be stored into the appropriate RAM locations 102 by the controller. During power up

sequence, the RAM locations in 100 are appropriately updated from every physical locations in

104, by reading the information"I06 of 104. The logical address 108 of 106 is used to address

the RAM location of 100 to update the actual physical block address associated with the given

logical block address. Also since 106 is the actual physical block address associated with the

new data 122, the flags 110, 112, 1 14, and 116 are updated in 293 of 102 with the physical block

address of 106 in 100. It will be apparent to one of ordinary skill in the art that the flags can be
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stored in either the appropriate nonvolatile memory location 106 or in both the nonvolatile

memory location and also in the RAM location 102 associated with the physical block address.

During power up, in order to assign the most recent physical block address assigned to a

logical block address in the volatile memory 100, the-controller will first read the Flags 110,

112, 114, and 116 portion of the nonvolatile memory 104 and updates the flags portion 293 in

the volatile memory 100. Then itreads the logical block address 108 of every physical block

address of the nonvolatile media 104 and by tracking the flags of the given physical block

address in the volatile memory 100, and the read logical block address of the physical block

address in the nonvolatile memory 104, it can update the most recent physical block address

assigned to the read logical block address in the volatile memory 100.

Figure 3 shows a block diagram of a system incorporating the mass storage device of the

present invention. An external digital system 300 such as a host computer, personal computer

and the like is coupled to the mass storage device 302 of the present invention. A logical block

address is coupled via an address bus 306 to the volatile RAM array 100 and to a controller

circuit 304. Control signals are also coupled to the controller 304 via a control bus 308. The

volatile RAM array 1.00 is coupled for providing the physical block address to the nonvolatile

RAM array 400. The controller 304 is coupled to control both the volatile RAM 100, the

nonvolatile array 104, and for the generation of all flags.

A simplified example, showing the operation of the write operation according to the

present invention is shown in Figures 4 through 8. Not all the information flags are shown to

avoid obscuring these features of the invention in excessive detail. The data entries are shown

using decimal numbers to further simplify the understanding of the invention. It will be

apparent to one ofordinary skill in the art that in a preferred embodiment binary counting will be
used.

Figure 4 shows an eleven entry mass storage device according to the present invention.

There is no valid nor usable data stored in the mass storage device of Figure 4. Accordingly, all

the physical block addresses are empty. The data stored in the nonvolatile mass storage location

'6' is filled and old. Additionally, location '9' is defective and-cannot be used.

The host directs the mass storage device.of the example to write data pursuant to the

logical block address '3' and then to '4'. The mass storage device will first write the data

associated with the logical block address '3'. The device determines which is the first unused

location in the nonvolatile memory. In this example, the first empty location is location '0'.

Accordingly, Figure 5 shows that for the logical block address '3’, the corresponding
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physical block address '0' is stored and the used flag is set in physical block address '0‘. The next

empty location is location 'l‘. Figure 6 shows that for the logical block address '4', the

corresponding physical block address '1‘ is stored and the used flag is set in physical block
address '1'.

The host instructs that something is to be written to logical block address '3' again: The

next empty location is determined to be location '2'. Figure 7 shows that the old flag in location

'0' is set to indicate that this data is no longer usable, the used flag is set in location '2' and the

physical block address in location '3' is changed to '2'.

Next, the host instructs that something is to be written to logical block address '4' again.

The next empty location is determined to be location '3'. Figure 8 shows that the old flag in

location '1' is set to indicate that this data is no longer usable, the used flag is set in location '3'

and the physical block address in location '4' is changed to '3'. (Recall that there is generally no

relation between the physical block address and the data stored in the same location).

Figure 9 shows algorithm 1 according to the present invention. When the system of the

present invention receives an instruction to program data into the mass storage (step 200), then

the system attempts to locate a free block (step 202), i.e., a block having an unset (not

programmed) used/free flag If successful, the system sets the used/free flag for that block and

programs the data into that block (step 206).

If on the other hand, the system is unable to locate a block having an unset used! free

flag, the system erases the flags (used/free and old/new) and data for all blocks having a set

old/new flag and unset defect flag (step 204) and then searches ‘for a block having an unset;

used/free flag (step 202). Such a block has just been formed by step 204. The system then sets

the used/flag for that block and programs the data file into that block (step 206).

If the data is a modified version of a previously existing file, the system must prevent the

superseded version from being accessed. The system determines whether the data file

supersedes a previous data file (step 208). Ifso, the system sets the old/new flag associated with

the superseded block (step 210). If on the other hand, the data file to be stored is a newly created

data file, the step of setting the old/new flag (step 210) is skipped because there is no superseded

block. Lastly, the map for correlating the logical address 308- to the physical addresses updated

(step 212).

By following the procedure outlined above, the overhead associated with an erase cycle

is avoided for each write to the memory 104_except for periodically. This vastly improves the

performance of the overall computer system employing the architecture of the present invention.
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"In the preferred embodiment of the present invention, the programming of the flash

memory follows the procedure commonly understood by those of ordinary skill in the art. In

other words, the program impulses are appropriately applied to the bits to be programmed and

then compared to the data being programmed to ensure that proper programming has occurred.

In the event that a bit fails to be erased or programmed properly, a defect flag 148 is set which

prevent that block from being used again.

Fig. 10 depicts a digital system 500 such as a digital camera employing an alternative

embodiment of the present invention. Digital system 500 is illustrated to include a host 502,

which may be a personal computer (PC) or simply a processor of any generic type commonly

employed in digital systems, coupled to a controller circuit 506 for storing in and retrieving

information from non-volatile memory unit 508. The controller circuit 506 may be a

semiconductor (othenavise referred to as an “integrated circuit" or “chip”) or optionally a

combination of various electronic components. In the preferred embodiment, the controller

circuit is depicted as a single chip device. The non-volatile memory unit 508 is comprised of

one ormore memory devices, which may each be flash or EEPROM types of memory. In the

preferred embodiment ofFig. 10, memory unit 508 includes a plurality of flash memory devices,

510-512, each flash device includes individually addressable locations for storing information.

In the preferred application of the embodiment in Fig. 10, such information is organized in

blockswith each block having one or more sectors of data. In addition to the data, the

infonnation being stored may further include status information regarding the data blocks, such

as ‘flag fields, address information and the like.

The host 502 is coupled through host information signals 504 to a controller circuit 506.

The host information signals comprise of address and data busses and control signals for

communicating command, data and other types of information to the controller circuit 506,

which in turn stores such information in memory unit 508 through flash address bus 512, flash

data bus 514, flash signals 516 and flash status signals 518 (508 and 512-516 collectively

referred to as signals 538). The signals 538 may provide command, data and status information

between the controller‘ 506 and the memory unit 508.

The controller 506 is shown to. include high-level functional blocks such as a host

interface block 520, a buffer RAM block 522, a flash controller block 532, a microprocessor

block 524, a microprocessor controller block 528, a microprocessor storage block 530, a

microprocessor ROM block 534, an ECC logic block 540 and a space manager block 544. The

host interface block 520 receives host information signals 504 for providing data and status
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information from buffer RAM block 522 and microprocessor block 524 to the host 502 through

host information signals 504.‘ The host interface block 520 is coupled to the microprocessor

block 524 through the microprocessor information signals 526, which is comprised of an address

bus, a data bus and control signals.

The microprocessor block 524 is shown coupled to a microprocessor controller block

528, a microprocessor storage bloclr S30 and a microprocessor ROM block 534, and serves to

direct operations of the various functional blocks shown in Fig. 10 within the controller 506 by

executing program instructions stored in the microprocessor storage block 530 and the

microprocessor ROM block 534. Microprocessor 524 may, at times, execute program

instructions (or code) from microprocessor ROM block 534, which is a non-volatile storage area.

On the other hand, microprocessor storage block 530 may be either volatile, i.e., read-and—write

memory (RAM), or non-volatile, i.e., EEPROM, type of memory storage. The instructions

executed by the microprocessor block 524, collectively referred to as program code, are stored in

the storage block 530 at some time prior to the beginning of the operation of the system of the

present invention. Initially, and prior to the execution of program code from the microprocessor

storage location 530, the program code may be stored in the memory unit 508 and later

downloaded to the storage block 530 through the signals 538. During this initialization, the

microprocessor block 524 can execute instructions from the ROM block 534.

Controller 506 fiirther includes a flash controller block 532 coupled to the

microprocessor block 524 through the microprocessor information signals 526 for providing and

I receiving information from and to the memory unit under the direction of the microprocessor.

Information such as data may be provided from flash controller block 532 to the buffer RAM

block 522 for storage (may be only temporary storage) therein through the microprocessor

signals 526. Similarly, through the microprocessor signals 526, data may be retrieved from the

buffer RAM block 522 by the flash controller block 532.

ECC logic block 540 is coupled to buffer RAM block 522 through signals 542 and

further coupled to the microprocessor block 524 through microprocessor signals 526. ECC logic

block 540 includes circuitry for generally performing emor coding‘ and correction functions. It

should be understood by those skilled in the art that various ECC apparatus and algorithms are

commercially available and may be employed to perform the functions required of ECC logic

block 540. Briefly, these functions include appending code that is for all intensive purposes

uniquely generated from a polynomial to the .data being transmitted and when data is received,

using the same polynomial to generate another code from the received data for detecting and
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potentially correcting a predetermined number of errors that may have corrupted the data. ECC

logic block 540 performs error detection and/or correction operations ‘on data stored in the.

memory unit 508 or data received from the host 502.

The space manager block 544 employs a preferred apparatus and algorithm for finding

the next unused (or free) storage block within one of the flash memory devices for storing a

block of information, as will be further explained herein with reference to other figures. As

earlier discussed, the address of a block within one of the flash memory devices is referred to as

PBA, which is determined by the space manager by performing a translation on an LBA

received from the host. A variety of apparatus and method may be employed for accomplishing

this translation. An example of such a scheme is disclosed in U.S. Pat. No. 5,485,595, entitled

“Flash Memory Mass Storage Architecture Incorporating Wear Leveling Technique Without

Using CAM Cells", the specification of which is herein incorporated by reference. Other LBA

to PBA translation methods and apparatus may be likewise employed without departing from the

scope and spirit of the present invention.

Space manager block 544 includes SPM RAM block 548 and SPM control block 546,

the latter two blocks being coupled together. The SPM RAM block 548 stores the LBA-PBA

mapping information (otherwise herein referred to as translation table, mapping table, mapping

information, or table) under the control of SPM control block 546. Alternatively, the SPM RAM

block 548 may be located outside of the controller, such as shown in Fig. 3 with respect to RAM

array 100.

In operation, the host 502 writes and reads information from and to the memory unit 508'

during for example, the performance of a read or write operation through the controller 506. In

so doing, the host 502 provides an LBA to the controller 506 through the host signals 504. The

LBA is received by the host interface block 520. Under the direction of the microprocessor

block 524, the LEA is ultimately provided to the space manager block 544 for translation to a

PBA and storage thereof, as will be discussed in further detail later.

Under the direction of the microprocessor block 524, data and other infonnation are

written" into or read from a storage area, identified by the PBA, within one of the flash memory

devices 510-512 through the flash controller block 532. The information stored within the flash

memory devices may not be overwritten with new information without first being erased, as

earlier discussed. On the other hand, erasure of a block of information (every time prior to being

written), is a very time and power consuming measure. This is sometimes referred to as erase-

before-write operation. The preferred embodiment avoids such an operation by continuously,
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yet efficiently, moving a sector (or multiple sectors) of information, within a block, that is being

re~written from a PBA location within the flash memory to an unused PBA location within the

memory unit 508 thereby avoiding frequent erasure operations. A block of information may be

comprised of more than one sector such as 16 or 32 sectors. A block of information is further

defined to be an individually-erasable unit of information. In the past, prior art systems have

moved a block stored within flash memory devices that has been previously written into a free

(or unused) location within the flash memory devices. Such systems however, moved an entire

block even when only one sector of information within that block was being re-written. In other

words, there is waste of both storage capacity within the flash memory as well as waste of time

in moving an entire block’s contents when less than the total number of sectors within the block

are being re-written. The preferred embodiments of the present invention, as discussed herein,

allow for “moves” of less than a block of information thereby decreasing the number of move

operations of previously-written sectors, consequently, decreasing the number of erase

operations.

Referring back to Fig. 10, it is important to note that the SPM RAM block 548 maintains

a table that may be modified each time a write operation occurs thereby maintaining the LBA-

PBA mapping information and other information regarding each block being stored in memory

unit 508. Additionally, this mapping information provides the actual location of a sector (within

a block) of information within the flash memory devices. As will be further apparent, at least a

portion of the information in the mapping table stored in the SPM RAM block 548 is

“shadowed” (or copied) to memory unit 508 in order to avoid loss of the mapping information

when power to the system is intermpted or tenninated. This is, in large part, due to the use of

volatile memory for maintaining the mapping information. In this connection, when power to

the system is restored, the portion of the mapping information stored in the memory unit 508 is

transferred to the SPM RAM block 548.

It should be noted, that the SPM RAM block 548 may alternatively be nonvolatile

memory, such as in the form of flash or EEPROM memory architecture. In this case, the

mapping table will be stored within nonvolatile memory thereby avoiding the need for

“shadowing” because during power interruptions, the mapping information stored in nonvolatile

memory will be clearly maintained.

When one or more sectors are being moved from one area of the flash memory to another

area, the preferred embodiment of the present invention first moves the sector(s) from the

location where they are stored in the flash memory devices, i.e., 510-512, to the buffer RAM
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block 522 for temporary storage therein. The moved sector(s) are then moved from the buffer

RAM block 522 to a free area within one of the flash memory devices. It is further useful to

note that the ECC code generated by the ECC logic block 540, as discussed above, is also stored

within the flash memory devices 510-512 along with the data, as is other information, such as

the LBA corresponding to the data and flag fields.

Figs. 11-21 are presented to show examples of the state of a table 700 in SPM RAM

block 548 configured to store LBA-PBA mapping information for identification and location of

blocks (and sectors within the blocks) within the memory unit 508. Table 700 in all of these

figures is shown to include an array of columns and rows with the columns including virtual

physical block address locations or VPBA block address locations 702, move virtual physical

address locations or MVPBA block address locations 704, move flag locations 706, used/free

flag locations 708, old/new flag locations 710, defect flag locations 712 and sector move status

locations 714.

The rows of table include PBA/LBA rows 716, 718 through 728 with each row having a

row number that may be either an LBA or a PBA depending upon the information that is being

addressed within the table 700. For example, row 716 is shown as being assigned row number

‘00’ and ifPBA information in association with LBA ‘O0’ is being retrieved from table 700, then

LBA ‘00’ may be addressed in SPM RAM block 548 at row 716 to obtain the associated PBA

located in 730. On the other hand, if status infonnation, such as flag fields, 706-712, regarding a

block is being accessed, the row numbers of rows 716 - 728, such as ‘O0’, ‘10’, ‘20’, ‘30’, ‘40’,

'50’, ‘N-l’ represent PBA, as opposed to LBA, values. Furthennore, each ‘row of table 700 may _

be thought of as a block entry wherein each entry contains information regarding a block.

Furthermore, each row of table 700 may be addressed by an LBA.

In the preferred embodiment, each block is shown to include [6 sectors. This is due to

the capability of selectively erasing an entire block of 16 sectors (which is why the block size is

sometimes referred to as an “erase block size”. If an erase block size is 16 sectors, such as

shown in Figs. 1 1-21, each block entry (or row) includes information regarding 16 sectors. Row

716 therefore includes information regarding a block addressed by LBA ‘O0’ through LBA ‘ 15’

(or LBA ‘00’ through LBA ‘OF’ in Hex. notation). The next row, row 718, includes information

regarding blocks addressed by LBA ‘I6’ (or ‘l0’ in Hex.) through LBA ‘3l’ (or ‘lF’ in Hex.)
The same is true for PBAs of each block.

It should be noted however, other block sizes may be similarly employed. For example,

a block may include 32 sectors and therefore an erase block size 32. In the latter situation, each
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block entry or row, such as 716, 718, 720..., would include information regarding 32 sectors.

where each block comprises of 16 sectors (other than.l6-sector block sizes may be similarly

employed).

The VPBA block address locations 702 of table 700 stores information generally

representing a PBA value corresponding to a particular LBA value. The MVPBA block address

locations 704 store information representing a PBA value identifying, within the memory unit

508, the location of where a block (or sector portions thereof) may have been moved. The move

flag locations 706 store values indicating whether the bloclt being accessed has any sectors that

may have been moved to a location whose PBA is indicated by the value in the MVPBA block

address location 704 (the PBA value within 704 being other than the value indicated in VPBA

block address 702 wherein the remaining block address information may be located). The

used/new flag location 708 stores information to indicate whether the block being accessed is a

free block, that is, no data has been stored since the block was last erased. The old/new flag

location 710 stores information representing the status of the block being accessed as to whether

the block has been used and re-used and therefore, old. The defect flag location 712 stores

information regarding whether the block is defective. If a block is declared defective, as

indicated by the value in the defect flag location 712 being set, the defective block can no longer

be used. Flags 708-712 are similar to the flags I10-114 shown and described with respect to

Fig. 1.

Sector move status location 714 is comprised of 16 bits (location 714 includes a bit for

each sector within a block so for different-sized blocks, different number of bits within location

714 are required) with each bit representing the status of a sector within the block as to whether

the sector has been moved to another block within the memory unit 508. The moved block

location within the memory unit 508 would be identified by a PBA that is other than the PBA

value in VPBA block address location 702. Said differently, the status of whether a sector

within a block has been moved, as indicated by each of the bits within 714, suggests which one

of either the VPBA block address locations 702 or the MBPBA block address locations 704

maintain the most recent PBA location for that sector.

Referring still to Fig. 11, an example of the status of the table 700 stored in SPM RAM

block 548 (in Fig. 10) is shown when, by way of example, LBA ‘O’ is being written. As

previously noted, in the figures presented herein, a block size of sixteen sectors (number 0-15 in

decimal notation or 0-10 in hexadecimal notation) is used to illustrate examples only. Similarly,

N blocks (therefore N LBAs) are employed, numbered from 0 - N-l. The block size and the
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number of blocks are both design choices that may vary for different applications and may

depend upon the memory capacity of each individual flash memory device (such as 510 - 512)

being employed. Furthermore, a preferred sector size of 512 bytes is used in these examples

whereas other sector sizes may be employed without departing from the scope and spirit of the

present invention.

Assuming that the operation of writing to LBA ‘O’ is occurring after initialization or

system power-up when all of the blocks within the flash memory devices 510-512 (in Fig. 10)

have been erased and are thus free. The space manager block 548 is likely to determine that the

next free PBA location is ‘O0’. Therefore, ‘O0’ is written to 730 in VPBA block address 702 of

row 716 wherein information regarding LBA ‘O’ is maintained, as indicated in table 700 by LBA

row number ‘O0’. Since no need exists for moving any of the sectors within the LEA 0 block,

the MVPBA block address 704 for row 716, which is shown as location 732 may include any

value, such as an initialization value (in Fig. l 1, ‘XX’ is shown to indicate a “don’t care” state).

The value in 734 is at logic state ‘O’ to show that LBA ‘O’ block does not contain any

moved sectors. Location 736 within the used flag 708 column of row 716 will be set to logic

state ‘ 1’ indicating that the PBA ‘0’ block is in use. The state of location 738, representing the

old flag 710 for row 716, is set to ‘O’ to indicate that PBA ‘0’ block is not “old” yet. Location

740 maintains logic state ‘O’ indicating that the PBA ‘O’ block is not defective and all of the bits

in move status location 714 are at logic state ‘0’ to indicate that none of the sectors within the

LBA ‘O’ through LBA ‘ 1 5’ block have been moved.

‘ In ‘Fig. 11, the ‘status information for LBA ‘*0’ in row ‘716; such as in move flag location’

706, used flag location 708, old flag location 710, defect flag location 712 and move status

location 714 for all remaining rows, 7l6—728, of table 700 are at logic state ‘O’. It is understood

that upon power-up of the system and/or after erasure of any of the blocks, the entries for the

erased blocks, which would be all blocks upon power-up, in table 700, are all set to logic state

‘D’.

At this time, a discussion of the contents of one of the flash memory devices within the

memory unit 508, wherein the LEA ‘O’ block may be located is prested for the purpose of a

better understanding of the mapping information shown in table 700 of Fig. l 1.

Turning now to Fig. 22, an example is illustrated of the contents of the flash memory

device 510 in accordance with the state of table 700 (as shown in Fig. 11). LBA ‘O’, which

within the memory unit 508 is identified at PBA ‘O’ by controller 506 (of Fig. 10) is the location

wherein the host-identified block is written. A PBAO row 750 is shown in Fig. 22 to include
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data in sector data location 752. An ECC code is further stored in ECC location 754 of PBAO

row 750. This ECC code is generated by the ECC logic block 540 in association-with the data

being written, as previously discussed. Flag field 756 in PBAO row 750 contains the move.

used, old and defect flag information corresponding to the sector data of the block being written.

In this example, in flag field 756, the “used” flag and no other flag is set, thus, flag field‘ 756

maintains a logic state of ‘M00’ indicating that PBA ‘O’ is “used" but not “moved”, “old" or

“defective”.

PBAO row 750 additionally includes storage location for maintaining in LBA address

location 758, the LBA number corresponding to PBA ‘O’, which in this example, is ‘0’. While

not related to the example at hand, the remaining PBA locations of LBA ‘O’ are stored in the

next 15 rows following row 750 in the flash memory device 510.

It will be understood from the discussion of the examples provided herein that the .
information within a PBA row of flash memory device 510 is enough to identify the data and

status information relating thereto within the LBA ‘0’ block including any moves associated

therewith, particularly due to the presence of the “move" flag within each PBA row (750, 762,

764, ...) of the flash memory. Nevertheless, alternatively, another field may be added to the first

PBA row of each LBA location within the flash, replicating the status of the bits in the move

status location 714 of the corresponding row in table 700. This field is optionally stored in

sector status location 760 shown in Fig. 22 to be included in the first PBA row of each LBA

20 block, such as row 750, 780 and so on. Although the information maintained in location 760

i$'—' UmI& ‘ h<.*statusetltl=:e ‘” ' ' flagfieldslsfiof each BBA_g____

row, an apparent advantage of using location 760 is that upon start-up (or power—on) of the

system, the contents of table 700 in SPM RAM block 548 may be updated more rapidly due to .
fewer read operations (the reader is reminded that table 700 is maintained in SPM RAM 548,

which is volatile memory whose contents are lost when the system is power-down and needs to

be updated upon power-up from non-volatile memory, i.e. memory unit 508).

That is, rather than reading every PBA row (altogether l6 rows in the preferred example)

to update each LBA entry of the table 700 upon power-up, only the first PBA row of each LBA
must be read from flash memory and stored in SPM RAM 548 thereby saving time by avoiding

needless read operations. On the other hand, clearly more memory capacity is utilized to

maintain 16 bits of sector status information per LBA.

In the above example, wherein location 760 is used, the value in sector status location

760 would be all ‘0’s (or ‘OOOO’ in hexadecimal notation).
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In flash memory device 510, each of the rows 750, 762, 764, 768.., is a PBA location

with each row having a PBA row number and for storing data and other information (data and

other information are as discussed above with respect to row 750) for a sector within a block

addressed by a particular LBA. Furthermore, every sixteen sequential PBA rows represents one

block of information. That is, PBA rows 750, 762, 764 through 768, which are intended to show

16 PBA rows correspond to LBA 0(shown as row 716 in table 700 of Fig. ll) and each of the

PBA rows maintains information regarding a sector within the block. The next block of

information is for the block addressed by LBA ‘I0’ (in Hex.) whose mapping information is

included in row 718 of table 700, and which is stored in locations starting from ‘I0’ (in

hexadecimal notation, or ‘l6’ in decimal notation) and ending at ‘IF’ (in hexadecimal notation,

or ‘3 l’) in the flash memory device 510 and so on.

Continuing on with the above example, Fig. 12 shows an example of the state of table

700 when LBA 0 is again being written by the host. Since LBA 0 has already been written and

is again being written without first being erased, another free location within the memory unit

508 (it may serve helpful to note here that the blocks, including their sectors, are organized

sequentially and continuously through each of the flash memory devices of memory unit 508

according to their PBAs such that for example, the next flash memory device following device

510 picks up the PBA-addressed blocks where flash memory device 510 left off, an example of

this is where flash memory device 510 includes PBAs of 0-FF (in Hex.) and the next flash

memory device, which may be 512, may then include 100-IFF (in Hex.)) is located by space

manager 544 for storage of the new information. This free location‘ is shown to be PBA ‘ 1 0’ (in

Hexadecimal notation, or 16 in decimal notation). In row 718, where the entries for LBA ‘ 10’

will remain the same as shown in Fig. 11 except the used flag in location 742 will be set (in the

preferred embodiment, a flag is set when it is at logic state ‘l’ although the opposite polarity

may be used without deviating from the present invention) to indicate that the PBA ‘I0’ is now

“in use”.

The entries in row 716 are modified to show ‘ 10’ in MVPBA block address location 732,

which provides the PBA address of the moved portion for the’LBA ‘O0’ block. The move flag in

location 734 is set to logic state ‘ 1’ to indicate that at least a portion (one or more sectors) of the

LBA ‘O0’ block have been moved to a PBA location other than the PBA location indicated in

location 730 of table 700. Finally, the bits of the move status location 714 in now 716 are set to

‘IOOOOOOOOOOOOOOO’ (in binary notation, or ‘8000’ in hexadecimal notation), reflecting the

status of the moved sectors within the block LBA ‘O0’. That is, in this example, ‘8000’ indicates
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that the first sector, or sector ‘0’, within LBA ‘O0’ block has been moved to a difi‘erent PBA

location.

Referring now to Fig. 22, the state of table 700 in Fig. 12 will affect the contents of the

flash memory device 510 in that the moved sector of the LBA ‘0’ block will now be written to

PBA ‘ 10’ in row 780. Row 780 will then include the data for the moved sector, which is 512

bytes in size. With respect to the moved sector information, row 780 further includes ECC code,

a copy of the values in flag locations 734 - 740 of table 700 (in Fig. 12), and LBA ‘O0’ for

indicating that the data in row 780 belongs to LBA ‘O0’ and may fiirther include the move status

for each of the individual sectors within the LEA ‘O’ block.

While not specifically shown in the figure, the move flag within location 756 of PBA

row 750 is set to indicate that at least a portion of the corresponding block has been moved. The

value stored in the move status location 714 of row 716 (in Fig. 12), which is ‘S000’ in Hex., is

also stored within location 760 of the row 750. As earlier noted, this indicates that only sector

‘0’ of PBA ‘O’ was marked “moved" and the new block LBA ‘O’ was written to PBA ‘ 10' in

flash memory. Witliout further detailed discussions of Fig. 22, it should be appreciated that the

- examples to follow likewise affect the contents of the flash memory device 510.

Fig. 13 shows the status of table 700 when yet another write operation to LBA ‘O0’ is

performed. The values (or entries) in row 716 remain the same as in Fig. 12 except that the
value in location 732 is changed to ‘20’ (in Hex. Notation) to indicate that the moved portion of

block LBA ‘O0’ is now located in PBA location ‘20’ (rather than ‘IO’ in Fig. 12). As in Fig. 12,

the value in move status location 714, ‘8000’, indicates that the first -sector (with PBA ‘-00’) is

the portion of the block that has been moved.

Row 718 is modified to show that the LEA '10’ block is now old and can no longer be

used before it is erased. This is indicated by the value in location 744 being set to logic state ‘ 1’.

The entries for LBA ‘20’, row 720, remain unchanged except that location 746 is modified to be

set to logic state ‘I’ for reflecting the state of the PBA ‘20’ block as being in use. It is

understood that as in Figs. 11 and 12, all remaining values in table 700 of Fig. 13 that have not

been discussed above and are not shown ashaving a particular logic state in,Fig. 13 __are all

unchanged (the flags are all set to logic state ‘O’).

Continuing further with the above example, Fig. 14 shows the state of table 700 when yet

another write to LBA ‘0’ occurs. For ease of comparison, there is a circle drawn around the

values shown in Fig. 14, which are at a different logic state with respect to their states shown in

Fig. 13. In row 716, everything remains the same except for the new moved location, indicated
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as PBA ‘30’, shown in location 732. PBA ‘30’ was the next free location found by the space

manager 544. As previously noted, this value indicates that a portion of the block of LBA ‘O’ is

now in PBA ‘30’; namely, the first sector (shown by the value in 714 of row 716 being ‘8000’)

in that block has been moved to PBA ‘30’ in the flash memory device 510.

Row 718 remains the same until it is erased. The flags in locations 742 and 744 are set

to logic state ‘0’. Row 720 also remains unchanged except for the value in its old flag 710

column being modified to ‘1’ to show that the block of PBA ‘20’ is also old and can not be used

until first erased. Row 722 remains the same except for the value in its used flag 708 column

being changed to logic state ‘ 1’ to show that the block of LBA ‘30’ is now in use.

Fig. 15 is another example of the state of table 700, showing the state of table 700

assuming that the table was at the state shown in Fig. 13 and followed by the host writing to

LBA ‘S’. Again, the changes to the values in table 700 from Fig. 13 to Fig. 15 are shown by a

circle drawn around the value that has changed, which is only one change.

When writing to LBA ‘5’, it should be understood that the LEA entries of rows 716, 718,

720, etc. are only for LBA ‘O0’, LBA ‘ 10’, LBA ‘20’, so on, and therefore do not reflect an LBA

‘5’ entry; The reader is reminded that each of the LBA row entries is for a block of information

with each block being 16 sectors in the preferred embodiment. For this reason, LBA ‘5’ actua.lly

addresses the flfih sector in row 716. Since PBA ‘20’ was used to store LBA ‘0’, only the sector

within PBA ‘20’, corresponding to LBA ‘5’, is yet not written and “free". Therefore, the data

for LBA ‘5’ is stored in PBA ‘20’ in sector ‘ 5’. The move status location 714 of row 716 will be

modified to logicstate ‘8400’ (in Hex. Notation). This reflects that the location of the first and

fifth sectors within LBA ‘O’ are both identified at PBA ‘20’ in the flash memory device 510.

The remaining values in table 700 ofFig. 15 remain the same as those shown in Fig. 13.

Figs. 16-18 show yet another example of what the state of table 700 may be afier either

power-up or erasure of the blocks with the memory unit 508. In Figs. 16 and 17, the same write

operations as those discussed with reference to Figs. 11 and 12 are performed. The state of table

700 in Figs. 16 and 17 resembles that of Figs. 11 and 12, respectively (the latter two figures have

been re-drawn as Figs. 16 and 17 for the sole convenience of the reader). Briefly, Fig. 16 shows

the state of table 700 after a write to LBA ‘0’ and Fig. 17 shows the state of table 700 after

another write to LBA ‘0’.

Fig. 18 picks up after Fig. 17 and shows the state of table 700 after the host writes to

LBA ‘5’. As indicated in Fig. 18, LBA ‘5’ has been moved to PBA ‘ 10’ where LBA ‘O’ is also

located. To this end, MBPBA block address location 732 is set to ‘ 10’ in row 716 and the move
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flag is set at location 734 in the same row. Moreover, the state of_ move status location 714 in-

row 716 is set to ‘8400’ (in Hex.) indicating that LBA ‘O’ and LBA ‘ 5’ have been moved, or that

the first and fifth sectors within LBA ‘00’ are moved. Being that these two sectors are now

located in the PBA ‘ 10’ location of the flash memory device 510, the move flag for each of the

these sectors are also set in the flash memory device 510. It should be understood that LBA ‘5’

was moved to PBA ‘ 10’ because remaining fiee sectors were available in that block. Namely,

even with LBA ‘O’ of that block having been used, 15 other sectors of the same block were

available, from which the fifth sector is now in use after the write to LBA ‘S’.

Continuing on with the example of Fig. 18, in Fig. 19, the state of the table 700 is shown

after the host writes yet another time to LBA ‘O’. According to the table, yet another free PBA

location, ‘Z0’, is found where both the LBA ‘5’ and LBA ‘O’ are moved. First, LBA ‘S’ is

moved to the location PBA ‘IO’ to PBA ‘Z0’ and then the new block of location LBA ‘O’ is

written. to PBA ‘20’. As earlier discussed, any time there is a move of a block (for example, here

the block of LBA ‘5’ is moved) it is first moved from the location within flash memory where it

currently resides to a temporary location within the controller 506, namely withthe buffer RAM

block 522, and then it is transferred from there to the new location within the flash memory

devices. _ l

The used flag in location 746 of row 720 is set to reflect the use of the PBA ‘20' location

in flash memory and the old flag in location 744 is set to discard use of PBA ‘10’ location until

it is erased. Again, in flash memory, the state of these flags as well as the state of the move flag

for both the LEA ‘O’ and LB-A ‘S’ sectors are replicated.

Fig. 20 picks up from the state of the table 700 shown in Fig. 418 and shows yet another
state of what the table 700 may be after the host writes to LBA ‘5’. In this case, the block of

LBA ‘O’ is first moved from location PBA ‘ 10’ within the flash memory device 510 wherein it is

currently stored to location PBA ‘20’ of the flash memory. Thereafter, the new block being

written to LBA ‘S’ by the host is written into location PBA ’20’ of the flash memory. The flags

in both table 700 and corresponding locations of the flash memory device 510 are accordingly

set to reflect these updated locations.

Fig. 21 also picks up from the state of the table 700 shown in Fig. 18 and shows the state

of what the table 700 may be after the host writes to LBA ‘7’. In this case, the new block is

simply written to location PBA ‘IO’ of the flash memory since that location has not yet been

used. Additionally, three of the bits of the move status location 714 in row 716 are set to show

that LBA ‘O’, LBA ‘S’ and LBA ‘7’ have been moved to another PBA location within the flash
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memory. Location 732 shows that the location in which these three blocks are stored is PBA

"10’.

As may be understood from the discussion presented thus far, at some point in time, the

number of sectors being moved within a block makes for an ineflicient operation. Thus, the

need arises for the user to set a threshold for the number of sectors within a block that may be

moved before the block is declared “old” (the old flag is set) and the block is no longer used,

until it is erased. This threshold may be set at, for example, half of the number of sectors within

a block. This is demonstrated as follows: For a block having 16 sectors, when 8 of the sectors

are moved into another block, the “original” block and the “moved” block (the block in which

the moved sectors reside) are combined into the same PBA block. The combined PBA block

may be stored in a new block altogether or, alternatively, the “original” block may be combined

with and moved into the “moved” block. In the latter case, the “original” block is then marked as

“old” for erasure thereof. If the combined PBA block is stored in a new block, both of the

“original” and the “moved” blocks are marked as “old”.

Fig. 23 depicts a general flow chart outlining some of the steps perfonned during a Write

operation; It is intended to show the sequence of some of the events that take place during such

an operation and is not at all an inclusive presentation of the method or apparatus used in the

preferred embodiment of the present invention.

' The steps as outlined in Fig. 23 are perfonned under the direction of the microprocessor

block 524 as it executes program code (or firmware) during the operation of the system.

When the host writes to a block of LBA M, step 800, the space manager block 544, in step 802,

checks as to whether LBA M is in use by checking the state of the corresponding used flag in

table 700 of the SI_’_M RAM block 548. If not in use, in step 804, a search is performed for the
next free PBA block in memory unit 508. If no free blocks are located, an “error” state is

detected in 808. But where a free PBA is located, in step 806, its used flag is marked (or set) in

table 700 as well as in flash memory. In step 810, the PBA of the free block is written into the

VPBA block address 702 location of the corresponding LBA row in table 700.

Going back to step 802, if the LBA M block is in‘ use, search for the next free PBA block

is still conducted in step 812 and upon the finding of no such free block, at 814, an “error”

condition is declared. Whereas, if a free PBA location is found, that PBA is marked as used in

table 700 and flash memory, at step 816. Next, in step 818, the state of the block is indicated as

having been moved by setting the move flag as well as the setting the appropriate bit in the move

1
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status location 714 of table 700. The new location of where the block is moved is also indicated

in table 700 in accordance with the discussion above.

Finally, afier steps 818 and 810, data and all corresponding status information, ECC code

and LBA are written into the PBA location within the flash memory.

As earlier indicated, when a substantial portion of a block has sectors that have been

moved (in the preferred embodiment, this is eight of the sixteen sectors), the block is declared

“old” by setting its corresponding “old” flag. Periodically, blocks with their “old” flags set, are

erased and may then be re-used (or re-programmed, or re-written).

As can be appreciated, an advantage of the embodiments of Figs. 10-23 is that a block

need not be erased each time after it is accessed by the host because if for example, any portions

(or sectors) of the block are being re-written, rather than erasing the block in the flash memory

devices or moving the entireiblock to a free area within the flash, only the portions that are being

re-written need be transferred elsewhere in flash, i.e. free location identified by MVPA block

address. In this connection, an erase cycle, which is time consuming is avoided until later and

time is not wasted in reading an entire block and transferring the same.

In an alternative embodiment, there may be less information pertaining to each sector

that is stored in the flash memory. Likewise, the table 700 in the SPM RAM block 548 (in Fig.

10) maintains less information as explained below.

Fig. 24 shows an example of the information a flash memory chip (such as flash memory

device 510) may store. In Fig. 24 is shown, N blocks, blocks 1000, 1002, ..., 1004, with each

block having up to in sectors Using block 1000 as an example, each. of the sectors 1006, 1008,

..., 1010 within block 1000 includes a data field 1052 and an ECC field 1014. In the preferred

embodiment, the data field 1052 contains 512 bytes and the ECC field 1014 contains 4 bytes of

information although other sizes of both data and ECC may be employed without departing from

the spirit of the present invention.

The first sector in each block, for example sector 1006 of block 1000, additionally

includes a defect flag 1016 indicating whether the block is defective or not. In the preferred

embodiment, if any of the sectorswithin a block are defective, the entire block is marked

defective as further explained below.

Each sector within a block may furflxer contain a spare area 1018. In each block, there is

included an LBA 1020 for identifying the block within the flash memory unit, as will be

explained in greater detail shortly. It is however, important to note that the LEA 1020 while

shown in Fig. 24 to be located within the last sector 1010 of block 1000, may be alternatively
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located within any other sector of block 1000 and further within any area within the sector in

which it is located. For example, LBA l020.may be located within the spare area 1022 of sector

1008 or it may be located at 1024, which is right before the location where data is stored for the

sector 1008 of block 1000. The same sector organization that is used for block 1000 is also used

for the remaining blocks such as blocks 1002 and 1004 within the flash memory devices.

Similarly, the location of the defect flag 1012 may be anywhere within the block. For

example, the defect flag 1012 may be alternatively stored at 1024 or at l022. But there is only

one defect flag stored per block. An aspect of the present invention relates to the way in which

the defect flag is employed.

During manufacturing of flash memory chips, defects within the memory are commonly

identified and marked by the chip manufacturer. This is typically done by writing a predefined

pattern (byte-wide) in a predetermined location within a defective block. That is, the

manufacturer will erase the flash chip and a value, such as all ‘ l ’s, will then be carried by each

memory cell within the flash chip that was successfully erased. If a sector or a cell within a

block is defective, the manufacturer will set a manufacturing defect flag located somewhere

within the defective block (not shown in Fig. 24) to a predetermined value. This manufacturing

defect flag is not the same as defect flag 1012 and its location is determined by the manufacturer

and not by design choice. These manufacturer-identified defective blocks are then ignored (or

not used) during system operation. That is, the space manager block 544 (in Fig. 10) keeps track

of these defective blocks and knows not to use them when it searches for a free block within the

flash memory devices. _ ,

Other than defects detected during manufacturing of flash chips, there may be additional

defects developed during operation of the chips due to wearing as discussed earlier. These

defects are sometimes refened to as “grown defects” by the "industry at-large and must be

accounted for by a system in which using flash memory devices are employed.

The case of»“grown defects” will be explained in the context ofsystem operations. In a

preferred embodiment of the present invention, after erasure of the block 1000, the defect flag

1012 (in Fig. 24) is programmed to indicate whether the erased block is defective or not. That

is, if the cells in_the erased block 1000 were successfully erased, the defect flag 1012 is set to a

predefined value such as a byte-wide value of ‘S5’ (in Hex.) indicating that the block is not

defective. Ifon the other hand, the block is not successfully erased, a value other than ‘55’, such

as ‘00’, is written to the defect flag 1012 or alternatively, no value is written and whatever the

state of the defect flag was afier erasure (commonly, an erased state is all ‘l’s (or ‘FF’ in Hex.))
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will be maintained. In t.he latter case however, the erased state of the defect flag must be a value

other than ‘55’ in order to distinguish successful erasures.

The use of the defect flag 1012 is especially noted after power-up of the system. The

space manager block 544 takes note ofwhich blocks are defective by quickly scanning the defect

flags of each block and identifying those blocks that are not defective for later by searching for

the value ‘SS’ in the defect flag 1012 of each block. If a block is not defective after power-up

and later becomes defective, its defect flag is modified to so designate and the next time the

system is powered-up, the defective block is noted by the space manager and any use of the

block is avoided.

During a write operation, if a failure of one or more cells of a block occurs, the block is

first erased and then marked as being defective by writing a value other than ‘55’ (such as ‘O0’)

to the defect flag 1012 of the defective block. Alternatively, there is no value written to the

defect flag 1012 of the defective block.

One of the advantages of having a defect flag such as described thus far is that during

system power-up, the space manager block 544 (in Fig. 10) is able to quickly find blocks that are

not defective.

In an alternative embodiment, as shown in Fig. 25, the LBA for each block within the

flash memory devices is stored within two different sectors of the same block. For example,

after block 1000 has been erased and during the first write operation of block 1000 following its

erasure, the space manager block 544 determines that block [000 or a portion thereof is free to

be written into. The "LBA associated with.block 1000 is then programmed into two locations

1030 and 1020 (within sectors 1006 and 1010, respectively) of block 1000.

Thereafter, each time power to the system is temporarily interrupted, or upon power-up,

the two LBAs in locations 1030 and 1020 are compared to each other and if they match and the

defect flag 1012 indicates that the block is not defective, the block continues to be used for

infonnation storage under the direction of the space manager block 544. If however, the defect

flag 1012 indicates that the block is not defective but the two LBAs do not match, then the block

1000 will still continue to be used but it will first be erased prior to further re—use. The latter

case may arise, for example, when the system was writing to block 1000 and the first several

sectors starting with sector 0 were written but then there was a power interruption and

infonnation was therefore not written to the remaining sectors of block 1000. In this case, the

LBA values in locations 1030 and 1020 will lilcely not match because sector m-1, or sector 1010,

of block 1000 was not written into prior to the power interruption. Upon power restoration,
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since not completely written, the block 1000 should not be used in its state as it was prior to the

power interruption. Accordingly, upon detecting a mismatch between the two LBA values in

locations 1030 and 1020, the controller 506 (in Fig. 10) will erase the block 1000 prior to its re-

use.

Where only one LBA is used per block, as shown in Fig. 24, obviously, the comparison

of two LBAs in each block is not performed yet detection of blocks that are defective is

maintained through the use of the defect flag as explained earlier. Additionally, the LBA may be

written last, that is, after all of the sectors of the block are written. Writing the LBA last is an

added measure of successfiilly having written to the block.

To illustrate another aspect of the present invention, Fig. 26 shows, on the left-hand side,

an example of the contents of several blocks of the flash memory device (this is the same

information that is illustrated in Fig. 24) and, on the right-hand side, an example of the contents

of the table 700, which corresponds to the block information that is on the lefi-hand side of the

figure. The purpose of showing the block contents is only to serve as convenience to the reader

in understanding the correlation between the LBA-PBA addressing of the blocks with respect to

the table 700. The example shown in Fig. 26 is to illustrate the mapping of this alternative

embodiment between the addresses of the blocks as they are stored in flash memory and the

addresses of‘the same blocks as that information is stored in the SPM RAM block 548.

In the table 700, there is shown to be stored in a column, a virtual PBA field 1036 and a flag

field 1038 including a defect flag 1012 for each row. Rows 1040, 1042, 1044, ..., 1050 each

correspond to an LBA and are addressed by ‘O’, ‘ l -’~,’2’,...’Z’, respectively. The virtual PBA

field 1036 for each row actually contains an LBA address pointer that points to a block within

the flash memory having 16 sectors stored therein. In this respect, the virtual PBA serves as the

PBA for 16 sectors (the number of sectors may be other than sixteen in alternative

embodiments).

If the host sends a command to read for example, LBA 05, the controller 506, in Fig. 10,

first masks the four least significant bits (LSBs) of the value ‘O5’ to obtain the value ‘00’. Then

using ‘00’ as the row address for table 700, the row 1040 in Fig. 26 is addressed. Note that the

reason the four LSBs of the LBA value sent by the host is masked is because there are 16 sectors

being represented by each row of table 700. 16 sectors is two to the power of4 in binary terms

which translates to 4 bits. If for example each row represented 32 sectors, then the 5 LSBs of

the LBA sent by the host would be masked.
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Once the row 1040 in the SPM RAM block 548 has been addressed, the value in the

virtual PBA field 1036 for the row 1040 is retrieved, which in this case is ‘00’. ‘O0’ is then used

as the pointer to the blocks stored within the flash memory devices. That is, in this example,

block 0, or the block 1000 (on the lefi;-hand side ofFig. 26) is addressed. But to get to the sector

that was intended to be read, the 4 bits that were initially masked from the LBA value sent by

the host, are used to specifically address sector ‘5’ (not shown), which is the sixth sector, within

the block 1040. The data stored in the data field 1052 of sector 5 (not shown) is then retrieved

or read. Next, the ECC field 1014 of that same sector is read.

The LBA location 1020 should have the value ‘00’, which is the same address value that

is stored in the virtual PBA field 1036 of the row 1040 of table 700. This is intended for

identifying the block 1000 in the flash memory devices as block ‘O0’ during the power-up

routine, to update the space manager. Although, the LEA location 1020 does not represent the

LBA value sent by the host as noted above. To avoid such confusion, the value in location 1020

may be referred to as a ‘cluster’ address rather than an LBA address.

To illustrate another example in the context of a write operation, if the host commands

the controller 506 to write to LBA ' 17’ (in decimal notation), the controller masks the LSBs of

the hexadecimal notation of ‘ 17’ (which is ‘11’). The masked version of‘ 17’ is ‘l’ in

hexadecimal notation. Thus, the row 1042 is addressed in table 700 and a the address of a free

block, as found by the space manager block 544, is placed in the virtual PBA field 1036 of the

row 1042. in this case, block 2 is found as the next free block. Within the flash memory

devices,'block 2, which is the block 1002, is addressed. The sector where information is actually

written into is sector 1 of the block 1002 (the second sector in that block) because the 4 LSBs of

the LBA value ‘1 l ’ sent by host. The data and ECC are then written into the sector 1 of block

1002.

Ifthe preferred embodiment example ofFig. 26 is used with the embodiment discussed

with reference to Fig. 25, the LEA (or cluster) address is written in two places within each of the

blocks.

Although the present invention has’bee’n described in terms of specific embodiments, it is

anticipated that alterations and modifications thereof will no doubt become apparent to those

skilled in the art. It is therefore intended that the following claims be interpreted as covering all

such alterations and modification as fall within the true spirit and scope of the invention.

What is claimed is:
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CLAIMS

1. A storage device having nonvolatile memory and being coupled to a host for storing

information, organized in blocks, in the nonvolatile memory, each block having associated

therewith a logical block address (LBA) and a physical block address (PBA), the LBA provided

by the host to the storage device for identifying a block to be accessed, the PBA developed by

the storage device for identifying a free location within the nonvolatile memory wherein the

accessed block is be stored, each stored block within the nonvolatile being selectively erasable

and further having one or more sectors, the storage device comprising:

(a) a memory device for storing a table defined by n LBA rows, each of the LBA rows

being uniquely addressable by an LBA and for storing a virtual PBA for identifying the

location of the stored block, a move virtual PBA for identifying the location of a portion

of the stored block, and status information including flag means for indicating whether

any sectors of the stored block have been moved to the move virtual PBA location within

the nonvolatile memory;

(b) means for receiving from the host, a block of information identified by a particular

LBA to be stored in the nonvolatile memory, for developing the virtual PBA if the

particular LBA is “unused" and for developing the move virtual PBA if the particular

LBA is “used”,

wherein portions of a block may be stored in more than one PBA-identified location

within the nonvolatile memory to avoid an erase operation each time the host writes to the

storage device and to avoid transfer of the entire block to a free location within the nonvolatile

memory each time a portion of the block is being re-written.

2. A storage device as recited in claim 1, wherein the status information of each of the LBA rows

further includes a sector move status field for identifying one or more of the sectors of the stored

block that are not stored in the location of the nonvolatile memory identified by the virtual PBA

3. A storage device as recited in claim 1, wherein the status information of each of the LBA rows

further includes a sector move status field for identifying whichof the sectors of the stored block

are no longer in the location identified by the virtual PBA.
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4. A storage device as recited in claim 1 further including one or more nonvolatile memory

devices, each device having a plurality of storage locations with each location uniquely

addressable by a PBA for storing a sector ofa block.

5. A storage device as recited in claim 4, wherein each of the storage locations of the nonvoiatile

memory device is further for storing a copy of said flag means.

6. A storage device as recited in claim 4, wherein each storage location of the nonvolatile

devices includes a sector move status location for storing sector move information to identify

which sectors of the stored block are moved.

7. A storage device as recited in claim 3 and 6, wherein upon power-up, the sector move

information for each PBA is read from the nonvolatile memory devices and stored in the sector

move status field of each corresponding LBA row of the table.

8. A storage device as recited in claim 4, wherein the particular block is stored in the storage

location of one of the nonvolatile devices addressed by the virtual PBA.

9. A storage device as recited in claim 4, wherein the particular block is stored in the storage

location of one of the nonvolatile devices addressed by the move virtual PBA.

10. A storage device as recited in claim 1 wherein said flag means further includes an “old" flag

means for identifying a corresponding block as being “old” when set and a “used” flag means for

identifying a corresponding block as being “in use" when set.

11. A storage device as recited in claims 3 and 10 wherein if the sector move status field

indicates that half of the sectors of the stored block are no longer in the virtual PBA location, the

corresponding “old” flag means of the stored block is set. . ' “

12. A storage device as recited in claim 1 wherein said memory device is comprised of volatile
memory.

13. A storage device as recited in claim 12 wherein said volatile memory is RAM.
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14. In a storage device for use with a host, the storage device having a controller and one or

more flash memory devices, a method for accessing information within the flash memory

devices under the direction of the controller, the information organized in sectors with one or

more sectors defining a block wherein each block is selectivelyrerasable having associated

therewith an LBA provided by the host and a PBA developed by the controller for identifying an

unused location within the flash memory devices wherein a sector may be stored, the method

comprising:

(a) allocating a table within the controller defined by rows, each row being individually

addressable by an LBA and configured to store a virtual PBA, a moved virtual PBA, and .

status information for use in determining the location of a sector that has been moved

from the virtual PBA to the moved virtual PBA within the flash memory devices;

(b) providing to the controller, a particular LBA identifying a block being accessed by

the host; '

(c) developing a PBA in association with the particular LBA;

' (d) using the particular LBA to address an LBA row;

(e) storing the PBA associated with the particular LBA in the addressed LBA row, _

(0 upon further access of the block identified by the particular LBA, developing a

moved virtual PBA;

(g) storing the moved virtual PBA in the addressed LBA row; and

(h) modifying the status information of the addressed LBA row to indicate whether any

sectors within the addressed LBA row have been moved,

wherein sectors of a block are moved to unused locations within the flash memory devices to

avoid erase-before-write operations each time the block is accessed.

15. A method for accessing information as recited in claim 14 wherein the status information

fiirther includes a move flag means for indicating whether any portion of the particular block is

stored in a location within the flash memory devices identified by the moved virtual PBA.

16. A method for accessing information as recited in claim 14, further including storing the table

in volatile memory.

17. A storage device having nonvolatile memory and being coupled to a host for storing
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information, organized in blocks, in the nonvolatile memory, each block having associated

therewith a logical block address (LBA) and a physical block address (PBA), the LBA

provided by the host to the storage device for identifying a block to be accessed, the PBA

developed by the storage device for identifying a free location within the nonvolatile memory
wherein the accessed block is to bestored, each stored block within the nonvolatile being

selectively erasable and further having one or more sectors, the storage device comprising:

a memory device for storing a table defined by an LBA rows, each of the LBA rows

being uniquely addressable by an LBA and for storing a virtual PBA for identifying the

location of the stored block, a move virtual PBA for identifying the location of a portion of

the stored block, and status information including flag means for indicationg wherher any

sectors of the stored block have been moved to the move virtual PBA location within the

nonvolatile memory;

means for receiving from the host, a block of information identified by a particular

LBA to be stored in the nonvolatile memory, for developing the virtual PBA if the particular

LEA is “unused” and for developing the move virtual PBA if the particular LBA is “used”;

defect flag stored within each of the blocks and being set to a predetermined value for

identifying successfully erased blocks,

wherein portions of a block may be stored in more than one PBA—identified location

within the nonvolatile memory to avoid an erase operation each time the host writes to the

storage device and to avoid transfer of the entire block to a free location within the nonvolatile

memory each time a portion of the block is being re-written.
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@ Apparatus and method tor pege replacement in e dataoprocessing system having e virtual memory.

in a multiprocessor, muitlpmgrammed data pro-
cessing system employing virtual addressing. ap-
paratus and method are provided for selecting a
page frame in main memory to be replaced by a
new page of logic signal group: required by a pro-
cessor. Rather than utilize a algorithm implemented
in a series of logical decisions determined by a
software procedure. the present invention provides
for a single instruction that uses the status signals
included with a page desoriptorto addreseanentry
in a table of resulting status signals. The relationship
between the status signals and the table entries
implements the algorithm. The table with entries of
resulting status signals is associated with the instruc-

ggtion and is stored in the processor when the instruc-
Btion is prepared for execution by the processor. The

resulting status signals are stored with the page
gdescriptor. The resulting status signals are analysed
I-Dby a software procedure. the software procedure
5-‘implementing the page replacement and executing
Gather activity indicated by the resulting status sig-
LT1815-
Ll]
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BACKGROUND 9-: THE INVENTION

1. flag 91 Q2 invention

This invention relates generally to data pro-

cessing systems and. more particularly, to data
processing systems that have a plurality of central
processing units using the techniques of virtual
addressing to interact with a main memory unit.

2. Discussion gf_ ti;e_ Fielated A_r_i:

in the modem data processing System. a hieo
achical memory system is typically used. The bulk
of the data capable of-being accessed by a data
processing system is stored on mass storage me-
dia such as magnetic tape. magnetic disks or other
media capable of storing large amounts of digital
information. These media are typically too slow to

permit the direct addressing of the stored data by a
central processing unit. A memory unit. generally
referred to as the main memory unit. is imple-
mented with a faster technology and stores por-
tions of the data required by the data processing
system. (Although not directly related to the
present invention. a memory of yet faster technol-
ogy utilized for storing data of immediate impor-
tance to the central processing unit and physically

located within the central processing is generally
included in the data processing system. ‘ihe mem-
ory apparatus in the processor is preferred to as
the buffer or cache memory.)

Each -processor. by means oi the operating
system. has access to all of the available data
associated with the data processing system and
can utilize this data as required. As a practical
matter. because of the size of data available to the

processor, the reb-ievd of the required data from
the mass storage devices would have a detrimental
impact on the performance of the process execu-
tion. The data having an immediate requirement by
the data processing system is stored in the main
memory unit. Because storing all of the data in the
main memory is impractical. the data is divided
into data blocks. called pages. that are entered into
the main memory unit as an entity.

In the virtual memory techniques. at the start of
operation of the data processing unit. the operating
system allocates the space available in the main
memory unit. Main memory space will be allocated
to programs. tables. and portions of the operating
system required for the operation of the data pro-
cessing system. This area in memory cioes not
have the contents replaced such as is typical of the
remainder of the data stored in main memory. The

remainder of the memory unit is divided in equal

blocks where groups of related data signals that
are important to the data processing system can
be stored. These data signal blocks are referred to
as page frames. Associated with each page frame
is a group of data signals in‘ a table of related
signals referred to as the page frame descriptor.
Theopsratingsystemcanreierencethepage
frame descriptor and the page frame descriptor
identifies or points to the location of the associated
page descriptor. The page descriptor includes in-
formation relating the virtual or symbolic address
manipulated by the processors of a data process-
ing system to the actual or physical address where
the original information is stored. Also associated
with each page descriptor are signals relating to
status iniorrnation. The page frame descriptor also
includes data signals in a location referred to as a
linker indicative of the order of the page frames

according to a preselected algorithm defining how
order of the page frames is to be defined.

After initialization of the data processing sys-
tem. a processor will require a group of data sig-
nals. A software procedure will provide the informa-
tion relating the physical address to the symbolic
address for the required group of data signals. The
information relating these quantities is stored in the
page descriptor. The appropriate information is en-
teredintheiinkerporlionoi'thepageframede-
scriptor indicating that this is the first of the se-
quence of page frames. As additional page frames
are added. the linker information will identify the
order of the page frame in the sequence. After the
page frames are'aiI occupied with data. a proces-
sor wil continue to require acc to new data.
requiring that a page frame already containing data -
will have new data replace the old data. it is
implementation of this page frame data replace-
ment that the present invention relates.

From the linker infonnation. the next possible

page frame in the sequence of page frames can be
determined. Based on the linker information, the

page descriptor associated with that page frame
can be identified and the page descriptor can be
entered in the processor. The processor. under
software control in the prior art. examines the val-
ues oi the status signals in the page descriptor
and. based on the values of the signals, a decision
is made as to the whether the data in that page

frame can be replaced. For example, a status sig-
nal that is frequently used relates to the experience
that the optimum strategy for the replacement of
data is to replace the least most recently used
data. To implement the least most recently used
strategy requires an unacceptable amount of pro-
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oessing overhead. A typical strategy is to remove _
the "data wed‘ signal according to a predeter-
mined procedure. and to set the ‘data used‘ in the
page descriptor whenever the data associated with
a page frame is used. In this manner. the software
procedures can determine that the data has been
used within a preselected period of time.

in addition. still other status signals can be
associated with the page frame. Because of the
multiplicity of status signals. a software procedure
provldingadeclsionwith respecttothereplace-
ment of the associated group of data can be com-
plex and require an unacceptable amount of pro-
cessing activity.

when the program controlling the operation of
the data processing system requires data signal
groups not currently stored in the main memory,
the replacement algorithm is invoked. in the prior
art.tl'lerepiecernentalgorithmwesexecutedbya
software process. requiring an analysis oi the sev-
eral statue signals. During the deterrnination of the
pagetramodatatobereplaced.eccesstothe
descriptor was prevented to prevent the use of data
thatcouldbelntheprocessofchange.Onetech—
nique to prevent access during this period of possi-
ble date change was to provide the memory of
portions of the memory with a memory ‘lock’. the
memory lock preventing access to the main mem-
ory or the selected portions thereof. This technique
was ellective in insuring that proper data was used
by the processors. but. because of the relative slow
euceculion of the software replacement algorithm.
theperforrnanceoi‘tl'leentiredataprocesslngsys-
tom could be severely impacted. (As will be clear
to those skilled In the art. ior practical reasons. the
memory lock typically involves a plurality of mem-
ory locations. The performance will therefore be

impacted even if the perI:lcular location being ana-
lyzed by the replacement algorithm is not acces-sed.

In order to eliminate the reservation of a main

memory portion during execution of the replace-
ment algorllhm. techniques have been used that
permit the execution of the replacement witi1out—

reservation of the main memory portion. According
to this technique. a deten-nlnalion is made after a

replacement page frame selection has been made
for a particular location. if a change has occurred in

the status signals of the page trams header during
the execution of the replacement algorithm. This
technique has required additional complexity in the
data processing system.

A need has therefore been felt for a technique
that permits the determination of a main memory
location suitable for having the present data stored
therein replaced by new data required by the data
processing system.

OBJECTS 95 THE INVENTION

it is an object of the present invention to pro-
vide an improved data processing system.

It is another object of the present invention to
provide for a replacement of a group of data in the
main memory of a data processing system accord-

ing to preselected criteria based on status signals
associated with the group of date. ‘

It is yet another object or the present invention
to provide for an analysis or a group of status
signals without using a software procedure for the
analysis.

SUMMARY QE THE INVENTION

The aforementioned and other objects are ac-
compllshed. according to the present invention. by
provldingthedaiaprocessingsystemwlthanm
slructton that generates new status signals bued
on the original status signals while minimizing the
impact on the availability of the main memory unit.
During a page frame replacement procedure. the
page dwcriptor associated with the next page
frame to be examined for suitability for replace-
ment is transferred to the processor. Associated
with the instruction executing the replacement de-
termination algorithm is a table of resulting status
signal values. The status signals of the page de-
scrlptor are wed to select an appropriate entry in
the instruction table. The selected resulting status
signals indicate whether the associated page lreme
data should be replaced. and the selected status
signalscan beusedtolndlcateotheractivltyre-
qulred by the processor. The selected status sig-
nals are stored In the descriptor and stored in main
memory. These and other features of the present
invention will be understood upon reading of the
following description along with the figures.

BRIEF DESCRIPTION fl THE DRAWINGS

Figure 1 is a block diagram of a data pro-
cesslng system capable of using the present inven-
hon.

Figure 2 is a diagram Illustrating the the
division of the main memory unit into a plurality
memory location groups.

Figure 3a Is a diagram illustrating the rela-
tionship between the page trame descriptors table

and the page table. Figure 3b illustrates the alloca-
tion of the bit positions in the page descriptor and
Figure 3c illustrates the Identification of the status
signals in the page descriptor.

Figure 4 is a diagram of the bit positions of
the replacement instnlctlon.
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Figure 5a illustrates the entries in the trans-
lation table. while Rgure Sb provides examples of
the use of the translation table.

Figure 6 is a block diagram of the apparatus
in the execution unit that executes the replacement
instruction.

Figure 7is a flow diagram illustrating how the
replacement instruction can be implemented by a
software procedure.

Figure 8 illustrates the separation of the _
main memory unit into sectors for purposes of
limiting access.

DESCRIPTION E THE PREFERRED EMBODI-
MENT

1.DetalIed Descrlggn gf as Flares

Referring now to Fig. 1. a data proclng .
system capable of advantageously utilizing the '
present Invention is shown. The data processing
system includes at least one processor (illustrated
by processor 10 and processor 11. a main memory
unit 15. at least one peripheral interface units
(illustrated by peripheral interface unit 12 and pe-
ripheral interface unit 13) anda system bus 19. In
the data processing system illustrated in Figure 1.
the main memory stores the data signal groups to
be manipulated by the processors. In the main
mmnory unit 15 during initialization of the system. >
the storage space of the main memory is divided
into a multiplicity of regions. each region for storing
a preestabllshed quantity of logic signals. In addi-
tion. the main memory unit has certain regions
reserved for files, the files belng accessible to the
processors. The use of a common main memory
unit for a plurality of processors is described as a

‘tightly coupled" system.
Referring now to Figure 2, a diagrammatic re-

presentation of the organization of the main mem-
ory ls shown. This organization is typically estab-
lished during initialization of tits data processing
system. Region 21 is generally reserved for operat-
ing system. programs and tables required by the_
data processing system. The remainder of the
main memory locations are divided into groups of
main memory locations referred to as page frames.
Fig. 2 illustrates page frame #1 22 through page
frame #0. it will be clear that Fig. 2 is an idealized
representation of the» organization of the main
memory location. Typically. region 21 would be
fragmented and dispersed throughout the main
memory unit. The numbering of the page frames is
rbitrary and designates. at best. only a physical
location in the main memory unit.

Referring next to Fig. 3a. 3b and 3:. an or-
ganization of tables of particular importance to the
present invention is shown. in Fig. 2. a table of
page frame descriptors 31 is established during
initialization of the data processing system. Each
page frame descriptor is associated with one of the
page frames 22 through 23 of Fig. 2. The purpose
of the page frame descriptor. as it relates to the
present Invention. is to identify the physical ad»
dress of the data currently stored in the associated
page frame. This task is accomplished by provid-
ing a pointer to the page table 34and more particu-
larty tn the page dexrfptnr 35 emaciated with the

data currently stored in the page frame. The page
frame descriptor also includes a group of locations
that defines the order of the page frame relative to
thectherpageframe.whenthedatalnapage
frame is replaced. the linker, implementing the
ordering of the page frames. insures that all the
other page frames in the main memory will be
reviewed for replacement of data before the page
frame with the lust replaced data is again reviewed.
Fig. 3b illustrates the structure of the page descrip-
tor 35 shown In Fig. 3a. The page descriptor in-
cludes status signals 37 in the bit positions 0-3 and
a page frame number identifying the page frame in
bit positions 4-23. Fig. 3c provides an identification
of the status bits in the preferred embodiment. The
first position is the valid bit and Indicates when the
data page is in a page frame in main memory data
in the page frame. The second position is the use
bitandlsseteachtimethedataintheaeaocieted

page frame is eccewd. Position 3 is the modified
bit and Indicates that there is a difference between
the data In the page frame and the datafrom which
the pageframewasextractad.Thestatusbitlnthe
fourth position is currenliy reserved for future inter-
pretation.

Referring nexttoFig.4.thestructureofthe
instruction executing the replacement algorithm Is
shown. The first 18 bit position: identify the operr
tion code of the instruction. The second 16 bits and

possibly additional 16 bit data signal groups pro-
vide a pointer to the page descriptor. In the final
four groups of 16 bits is contained the translation-
table.

Referring to H9 5a, the translation table en-
tries. according to the preferred embodiment. are
shown. The table entries are indicated in hex-
adecimal notation. The actual translation is illus-

trated in Fig. 5b showing how the status signals of
the page descriptor are modified by the replace-
ment algorithm.

Referring next to Fig. 6, the apparatus im-
plementing the instruction is illustrated. In the ex-
ecution unit of a processor. the instruction register
61 is loaded with data signals determined by the
operation code of of the instruction. The signals
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from the instruction register are applied to the
decode and control apparatus 62. The decode and

control apparatus 62 applies signals to addressing
apparatus 63. Under the control of the decode and
control apparatus 62. the status signals from the
retrieved page descriptor which are stored in regis-
ter64ottheworking registersso are usedasthe
address signal to address an entry in the transla-
tion table associated with the instruction. The entry
addressed by the status signals via the addressing
apparatus 83 provide the new status signals to be
stored in the page dworiptor. The signal analysis
unit 68 is used to lrlcicate that a replacement page
frame has been identified and to begin the proce-
dure to store the desired infonhation page in the
page frame.

Fieferring next to Fig. 7, the flow cha.rt for
examining page descriptors to determine if the
associated page frame should be replaced. After
beginning the process in step 700. for example by
arecuting Hie instruction illustrated in Fig. 4. the
next page descriptor is selected. This selection is
detennined by the linker memory locations 34 illus-
trated in Fig. 3a. The linker. in the preferred em-
bodiment. selecta a page descriptor that has re-
mained unexarnlned by the replacement algorithm.
uponselectlonoitiiepagedescnptortobeeyranr
tried. the status signals forming a portion of the
page descriptor are retrieved from main memory in
step70?.lnstep703lhevalldstatuasignalis
emmined. it the valid signal is a negative value. the
pagedescriptoris notchanged in step704andtl-re
procedu'eretumstoetepTD1toseiectanextpage
descriptor. when the valid signal is a positive val-
ue. the use signal is examined in step 705. When
the use signal has a positive value. he use bit
position is changed to a negative value and the
new status signals are stored in the appropriate
page descriptor positions in main memory in step
706. The procedure then rei.ums to step 701 to
select a next descriptor for examination. When the
use signal has a negative value. than the modified
status signal is examined in step 707. When the
modified status signal has a positive value. then the
modified bit is changed to a negative value while a

command is issued to bring the data in the page
irarne in conespondence with (or purify) the data
from which the page frame data was derived in

step 708. when the modified status signal Is a
negative value. then the associated page frame is
one suitable for replacement Step 709 changes
the status signals to all negative values and stores
these values in appropriate positions in the page
descriptor. The page descriptor is invalidated and
the data in the page frame is replaced with the
requested data page The page descriptor is modi-

fied to represent the new data stored in the page
frame via step 710. The page descriptor as re-

placed in the sequence of page frames via the
linker In the page frame descriptor and the procea
ofreplacing datalnapa_getrarnehasbeencom-
plated. i.e. step 711.

Refen-lng next to Hg. 8. in the preferred em-
bodiment. the main memory unit is controlled by
two controllers. A and B. Each memory controller
controls one half of the memory locations. in each
controller. the associated memory locations are di-
vided into a plurality of sectors 83. Access to each
sector can be controlled by the associated memory
controller. Therefore. when for example a memory
location is in the process of being altered, the
controller can prevent access to the particular sec-
tor without limiting access to the entire region
associated with the memory controller. Because of
the expense and complexity. the access control to
individual memory locations is seldom implement-
ed. For this reason. the limiting of access to a
particular memory location results in the limiting of
access to a multiplicity of memory locations and
any length-y limitation of access can potentially
impact the performance of the data processingsystem.

2.  f_m Preferred Embodiment

The present invention resolves the problem of
the access to the main memory by processors
during a possible change in the location contents

by providing a efflciant determination of the page
replacement algorithm. in this manner. the portion
of the main memory that is reserved during the
execution of the algorithm is reserved for only a
short period of time. thereby minimizing the impact
on the perfonnance of the data processing system.
in placeofasoftwareprocedurethatcanlimit
accesstosectionsoithemainmemoryforan
unacceptable period of time. the determination of
the suitability of a page frame for replacement is
determined by an instruction In which the status
signals associated with the page frame are used as
address signals to determine an entry into a table.
The table is associated with the instruction itself.

The entries in the instuctlon can be detennined in
a relatively short period of time. These new or
resulting status signals can be immediately stored
in the descriptor. Because the new status signals
prohibit use of the associated page frame. the
memory mechanism limiting access to the_main
memory sector including the page descriptor can
be removed. The relatively short time required for
this procedure minimizes impact on the main mem-

ory accessibility and consequently on the data pro-
cessing system performance.
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An important feature of the implementation of
an algorithm in a software procedure is the flexibil-
ity of the procedure. If. for example a different
interpretation of a status signal is desired. the con-
sequences of this change in interpretation can be
provided by associated changes in the steps of the
procedure. it will be clear that this flexibility is
retained in the present invention by the location in
the instruction to which the group of status signals
is ciirected. By changing resultant signals. the flexi-
bility can be maintained.

The foregoing description is included to illus-
trate the operation of the preferred embodiment
and is not intended to limit the -scope of the inven-

tion. The scope of the invention is to be limited
only by the following claims. From the foregoing
discussion. many variations will be apparent to
those skilled in the artthatwould yetbeencom-

passed by the spirit and scope of the invention.

claims

1. in a data processing system in which each
of a pluraflty of memory locations has a plurality of
status signals associated therewith. apparatus for
detennining new status signals resulting from ap-
plying an algorithm to said status signals. compris-
mg:
an instruction for executing said algorithm. said
instruction storing said new status signals therein:
a first storage unit for storing said slams signals:
asecond storage unitforstoringsaidnewstatus
signals in stable; and
addressing apparatus responsive to aid instruction
for using said stored status signals to address an
entry in said table configuration. a relation between
said stored status signals and said table configura-
tion entry Implementing said algorithm.

2. The apparatus for determining new status
signals oi‘ Claim 1 wherein said status signals are
assoclatedwithapageframeoidata.saidal-
gorithm identifying when a page frame of data can
be replaced with a new page frame of data.

3. The apparatus for detennining new status
signals of Claim 2 further including apparatus re-
sponslve to selected new status signals for replac-
lng said page frame of data associated with said
stored status signals with a new page frame of
data.

4. The apparatus for determining new status

signals of Claim 2 wherein a first of said status
signals related to usage of said associated page
frame of data and a second of said status signals
relates to modification of said associated page
frame of data.

5. in a data processing system. a method of
determining when to replace a page frame in a
main memory of said data processing system com-
prising the steps of: '
retrieving a first instruction from main memory to‘
perform said replacement determination. said first
instruction having associated therewith groups of
status signals:
storing said first instruction status signal groups in .
a table:

retrieving a page descriptor associated with a se-
lected page frame: '
using status signals associated with said .deecriptior
to access an entry in said instruction status signal
table: and '

identifying when said accessed instruction status
signal group indicates said associated page frame
can be replaced.

8. The method of determining when to replace
a page frame of Claim 6 further comprising the
step of replacing said status signals with said in-
struction table entry in said descriptor. ‘

7. The method of determining when to replace _
a page frame of Claim 5‘fur1.her comprising the '
stop of retrieving a descriptor that has not been
examined for replacement for the longest period of
time when the retrieved page descriptor is not
suitable for replacement.

8. The method of determining when to replace

a page frame of Claim 5 further including the step
of associating said status signals with usage. valid-
ity and modification of said page frame.

9. in a data processing system having page
frames storing data in a main memory unit. appara-
tus in a processor for detennining when a page of
data signals can be replaced comprising: .
retrieval apparatus associated with said processor
for retrieving an instruction. said instruction includ-
ing a plurality of entries. wherein said plurality of
entries Is stored in said processor. said retrieval
apparatus for retrieving at least a preselected field
of a descriptor associated with a one of said data
signal pages. wherein said preselected field of said
descriptor is stored in said processor:
addressing apparatus responsive to a preselected
field of said store selected descriptor field for for-

ming an address field, said addressing apparatus
using said address field to address a predeter-
mined one of entries. said predetennined entry
being a replacement descriptor field: and
decision apparatus responsive to said replacement
field for providing a signal to said processor in-
dicating when a data signal page can be replaced.

10. The page replacement apparatus of Claim
9 further including apparatus for storing said re-
placement field in said descriptor in main memory.
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11. The page replacement apparatus oi Claim
9 wherein said retrieving apparatus at least a
preselected field of a next descriptor when said
decision apparatus indicates that the data page
field can not be replaced.

12. The page replacement apparatus of Claim
11 wherein said next descriptor is the descriptor
that has not had said at least one field replaced for
the longest interval.

13. The page replacement apparatus of Claim
9 wherein said at least one field indudes a plurality
of status signals. a one of said stains signals sig-
nifying use of said data signal page.

14. The page replacement apparatus of Claim
10 wherein said portion of main memory storing
said descriptor is made unavailable to a remainder
of sad data processing system during activity at
said instruction.

15. in a data processing system. an instruction
for causing a processor to determine if a selected
pageframecanbereplecedwithoutinierveriiionof
a soitware program comprising:
a flrst field;

a second field. said first field causing said proces-
sortoreirleveendtostorethereinaileastafirst

field of a descriptor associated with said page
frame. a location of said descriptor being identified
by said second field: and

a third field including a plurality entries. said third
field being stored in said processor. said first field
causing add processor to select a one of said

instruction entries. said selected entry determining
whensddessociatedpegeiramelstobereplaced.

16. The instruction for determination of a re-
placement of a page frame of claim 15 wherein
seideeieciedentrylsarepiecementfieldiorsdd
firs! descriptor field. said replacement field being
stored with said descriptor in said main memory.

17. The instruction for debrminatlon of a re-
placement al‘ a page frame of Claim 15 wherein
said first descriptor field includes a multiplicity of
logic signals defining a status of said page frame.

18. The instruction for determination of a re-
placement of a page frame of Claim 17 wherein
said status signals are indicative of a validity of
data in said page frame. are indicative al use of
said page frame and are indicative of modification
of said page frame.

19. His instruction for determination of a re-
placement of a page frame of Claim 15 wherein

‘ said instruction entries are stored in a memory unit.
said first lleld causing said said processor to select

an address in said memory unit determined by
logic signals in said first descriptor field.
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TECHNIQUES FOR OPERATING NON-VOLATILE IVIEMORY SYSTEMS
WITH-DATA SECTORS HAVING DIFFERENT SIZES THAN THE SIZES OF

THE PAGES AND/OR BLOCKS OF THE MEMORY

BACKGROUND OF THE INVENTION

This invention relates to semiconductor memory systems, particularly

to non-volatile memory systems, and has application to flash electrically-erasable and

programmable read-only memories (EEPROMs).

Flash EEPROM systems are being applied to a number of applications,

particularly when packaged in an enclosed card that is removably connected with a

host system. Current commercial memory card formats include that of the Personal

Computer Memory Card Inhemational Association (PCMCIA), CompactF1ash (CF),

MultiMediaCard ( MMC ) and Secure Digital (SD). One supplier of these cards is

SanDisk Corporation, assignee of this application. Host systems with which such

cards are used include personal computers, notebook computers, hand held computing

devices, cameras, audio reproducing devices, and the like. Flash EEPROM systems

are also utilized as bulk mass storage embedded in host systems.

Such non-volatile memory systems include an array of floating—gate

memory cells and a system controller. The controller manages communication with

the host system and operation of the memory cell array to store and retrieve user data.

The memory cells are grouped together into blocks of cells, a block of cells being the

smallest grouping of cells that are simultaneously erasable. Prior to writing data into

one or more blocks of cells, those blocks of cells are erased. User data are typically

transferred between the host and memory array in sectors. A sector of user data can

be any amount that is convenient to handle, preferably less than the capacity of the

memory block, often being equal to the standard disk drive sector size, 512 bytes. In

one commercial architecture, the memory system block is sized to store one sector of

user data plus overhead data, the overhead data including information such as an error

correction code (ECC) for the user data stored in the block, a history of use of the

block, defects and other physical information of the memory cell block. Various

implementations of this type of non—volatile memory system are described in the

following United States patents and pending applications assigned to SanDisk

Corporation, each of which is incorporated herein in its entirety by this reference:
1
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Patents nos. 5,172,338, 5,602,987, 5,315,541, 5,200,959, 5,270,979, 5,428,621,

5,663,901, 5,532,962, 5,430,859 and 5,712,180, and application serial nos.

08/910,947, filed August 7, 1997 and 09/343,328, filed June 30, 1999.

Another type of non-volatile memory system utilizes a larger size

memory cell block that each stores multiple pages per block, a page being a minimum

unit of data that is programmed as part of a single programming operation. One

sector of user data, along with overhead data related to the user data and the block in

which such data is being stored, are typically included in a page. Yet another specific

system that has been commercially available fi'om SanDisk Corporation for more than

one year from the filing date hereof, stores overhead data related to the user data

being stored, such as ECC, along with the user data in a common sector, while

overhead data related to the block in which the sector is stored is written as part of a

different sector in a different block. An example of this system is given in patent

application serial no. 09/505,555, filed February 17, 2000, which application is

incorporated herein in its entirety by this reference.

One architecture of the memory cell array conveniently forms a block

fi-om one or two rows ofmemory cells that are within a sub-array or other unit of cells

and which share a common erase gate. United States patents nos. 5,677,872 and

5,712,179 of SanDisk Corporation, which are incorporated herein in their entirety,

give examples of this architecture. Although it is currently most common to store one

bit of data in each floating gate cell by defining only two programmed threshold

levels, the trend is to store more than one bit of data in each cell by establishing more

than two floating-gate transistor threshold ranges. A memory system that stores two

bits of data per floating gate (four threshold level ranges or states) is currently

available, with three bits per cell (eight threshold level ranges or states) and four bits

per cell (sixteen threshold level ranges) being contemplated for future systems. Of

course, the number of memory cells required to store a sector of data goes down as

the number ofbits stored in each cell goes up. This trend, combined with a scaling of

the array resulting from improvements in cell structure and general semiconductor

processing, makes it practical to form a memory cell block in a segmented portion of

a row of cells. The block structure can also be formed to enable selection of operation

of each of the memory cells in two states (one data bit per cell) or in some multiple

such as four states (two data bits per cell), as described in SaJ:IDisk Corporation
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United States patent no. 5,930,167, which is incorporated herein in its entirety by this
reference.

Since the progranmiing of data into floating-gate memory cells can

take significant amounts of time, a large number of memory cells in a row are

typically programmed at the same time. But increases in this parallelism cause
increased power requirements and potential disturbances of charges of adjacent cells
or interaction between them. United States patent no.‘ 5,890,192 of SanDisk

Corporation, which is incorporated herein in its entirety, describes a system that
minimizes these effects by simultaneously programming multiple chunks of data into .

different blocks of cells located in diflerent operational memory cell units (sub-

arrays).

The foregoing referenced patents describe a memory array design

wherein the individual memory cells are connected between adjacent bit lines in rows

that include word lines, a “NOR” architecture. A “NAND” architecture is also

commercially popular for non-volatile memory arrays, wherein a string of many
memory cells are connected together in series between individual bit lines and a
reference potential, rows of cells being formed fiom one cell of each of many such

strings. Other specific architectures are also suggested in the literature. The

foregoing referenced patents also describe the use of a type of non—volatile memory

cell utilizing one or two floating gates made of a conductive material on which a level

of electron charge is stored to control the effective threshold level of the cell.

Alternative technologies for storing electrons, usefiil in various memory array

architectures, includes those that trap electrons in a dielectric layer between two

dielectric layers, ‘rather than using conductive floating gates. Additionally, the

foregoing referenced patents further describe the use of erase gates to which charge is
removed from the cells’ storage elements during an erasure of one or more blocks at a

time. An alternative technique erases electrons from the storage element to the

substrate as an erase electrode.

SUMIVIARY OF THE INVENTION

According to one aspect of the present invention, briefly and generally,

rather than constraining one or some integer number of sectors of user data and

accompanying overhead data to fill the individual data pages, at least some such

sectors of data are split between two or more pages ofmemory. In one configuration,
3
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one or more sectors of user data, along with all the accompanying overhead data, a

portion of the overhead data or none of the overhead data, are programmed together in

one page of the memory while other sectors similarly constituted are divided and

programmed into two or more pages in a manner that efl'ect:ively utilizes the storage

capacity of the pages. In a another configuration, the individual sectors ofuser data,

with or without at least some part of its overhead data, are larger than the capacity of

the pages in which they are stored, resulting in virtually every such sector being split

between two pages. These approaches open up many possibilities for efficient use of

a particular memory block and page architecture with an improved performance that

are not possible when the memory system is constrained to store an integer number of

data sectors in each page or block. The techniques have applications both in systems

where blocks each contain many pages and in systems where the individual blocks

contain a single page.

According to another aspect of the present invention, a sector contains

primarily only user data while overhead data ofboth that user data and of the block in

which it is written are stored as part of one or more other pages in other b1ock(s) of

memory cells. This has an advantage of increasing the amount of user data that may

be stored in a block of a given size, having a particular application to the reading or

programming of streaming data such as occurs when the content of the data is music,

other audio, or video information. This technique also has the advantage that

different frequencies of updating the user data and the overhead data may .be

accommodated without the updating of one necessitating the updating of the other.

This improves system performance, particularly by reducing reading and/or

programming times. Further, this allows the amount of overhead data that is stored to

be independent of the size of the pages and blocks in which user data and overhead

data are stored in existing systems.

In a specific example of a system incorporating both of these aspects of

the present invention, a memory system having pages designed to store sectors of user

data and accompanying overhead data are used differently than for which the system

has been designed. A number ofuser data sectors, without most or all of the overhead

data, are packed into a fewer number of memory pages, and the corresponding

overhead data for a number of such user data sectors are combined together to form

overhead data sectors that are stored in other pages of the memory. This has a

particular advantage in long programming operations since the overhead data
' 4
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corresponding to user data sectors being written to the non—volatile memory may be
accumulated in a faster buffer memory that is part of the controller, and then written

fi'om the buffer to the non-volatile memory all at once. It also increases speed during

reading operations, since sectors of overhead data corresponding to user data sectors
to be read are first read into the faster buffer memory ofthe controller. Overhead data

that are necessary as part ofreading the user data sectors can then be read faster from
the buffer that they could from the non-volatile memory directly. This is a particular

advantage with the ECCs of the user data sectors, which may be processed directly
from the buffer memory as the user data sectors are read.

Additional aspects, features and advantages of the present invention

are included in the following description of its exemplary embodiments, which

description should be taken in conjunction with the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS _

Figure 1 is a schematic block diagram of a memory system which may

be operated in accordance with the present invention;

Figure 2 illustrates typical components of a sector of data that is stored

in present non-volatile memories;

Figure 3 illustrates one existing way of storing the data ofFigure 2;

Figure 4 illustrates another existing way of storing the data ofFigure 2;

‘Figure 5 illustrates a further existing way of storing the data of Figure
2;

Figures 6A and 6B illustrate alternate ways of storing the data of .

Figure 2, according to the present invention;

Figure 7 shows, in more detail, the architecture and use of a specific

existing commercial memory system;

Figure 8 shows an example ofpaclcing sectors of user data into a block

of the memory across its pages;

Figure 9 shows an example of the storage of pages of overhead data in

a block different from that of corresponding user data ofFigure 8;

Figure 10 illustrates and example page of overhead data ofFigure 9;

Figure 1 1 illustrates a table that is built by the memory system

controller from data within the overhead data stored in accordance with Figures 8 and

9;



APPLE INC. 
EXHIBIT 1102 - PAGE 0225

WO 02149039 PCT/US0lI47l66

Figure 12 shows a portion of the architecture of another specific

existing commercial memory system; and

Figure 13 illustrates an example of packing sectors of user data into

blocks ofthe memory system ofFigure 12.

DESCRIPTION OF REPRESENTATIVE EMBODIMENTS

Figure 1 provides a diagram of the major componts of a non—volatile

memory system that are relevant to the present invention. A controller 11

communicates with a host system (not shown) over lines 13. The controller 11,

illustrated to occupy one integrated circuit chip, communicates over lines 15 to one or

more non—volatile memory cell arrays, one such array 17 being illustrated, each of the

arrays usually formed on a separate integrated circuit chip. The illustrated controller

is usually contained on a single integrated chip, either without a flash

EEPROM array (the example shown) or with some or all of the system’s memory cell

array. Even if a memory cell array is included on the controller circuit chip, an

additional one or more chips that each contain only a memory array and associated

circuitry will often be included in the system.

User data is transferred between the controller 11 and the memory

array 17, in this example, over the lines 15. The memory array is addressed by the

controller 11 also, in this example, over the lines 15. The memory system shown in

Figure 1 can be embedded as part of a host system or packaged into a card, such as a

card following one of the card standards previously described, or some other standard.

In the case of a card, the lines 13 terminate in external terminals on the card for

mating with a complementary socket within a host system. Although use of one

controller chip and multiple memory chips is typical, the trend is, of course, to use

fewer separate chips for such a system by combining their circuits. An example

capacity of one of the illustrated memory chips is 256 Mbits, thus requiring only two

such memory chips, plus the controller chip, to form a non—volatile memory system

having a data capacity of 64 megabytes. Use of a single smaller capacity memory

chip results in a memory system of lesser capacity, an 8 megabyte system being a

marketable example. Conversely, use of memory chips with a higher bit storage

density and/or use of more memory array chips in a system will result in a higher

capacity systemThe controller 1] includes a micro—processor or micro-controller 23

connected through controller interface logic 25 to internal memories and interfaces
6
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with external components. A program memory 27 stores the firmware and soflware

accessed by the micro-controller 23 to control the memory system operation to read

data fi'om the connected memory array(s) and transmit that data to the host, to write

data from the host to the memory chip(s), and to carry out numerous other monitoring

and controlling fimctions. The memory 27 can be a volatile re—programmable

random-access-memory (RAM), a non-volatile memory that is not re-programmable

(ROM), a one-time programmable memory (OTP) or a re-programmable flash

EEPROM system. If the memory 27 is re-programmable, the controller can'be

configured to allow the host system to program it. A random-access—memory (RAM)

29 (such as a dynamic RAM (DRAM) or static RAM (SRAM)) is used to store,

among other data, tables formed fi'om data in the non-volatile memory 17 that are

accessed during reading and writing operations. The RAM 29 also includes a number

of registers used by the controller processor 23.

A logic circuit 31 interfaces with the host communication lines 13,

while another logic circuit 33 interfaces with the memory array(s) through the lines

15. Another memory 35 is used as a buffer to temporarily store user data being

transferred between the host system and non-volatile memory. The memories in the

controller are usually volatile, since memories with fast access and other

characteristics desired for efficient controller access have that characteristic, and may

be combined physically into a single memory. A dedicated processing circuit 37

accesses the streaming user data being transferred between the controller and flash

interfaces 25 and 33 for generating an ECC, or other type of redtmdancy code, from

the user data. During programming, the generated ECC is stored in the memory array

17, along with the data from which is was calculated. During a reading operation, the

ECC generated by the circuit 37 is compared with that read from the memory array 17

along with the data from which the read ECC was calculated during programming.
The flash memory 17 includes an array of memory cells that may be

one of the types and according to one of the architectures that are described in the

Background, or some other type and/or architecture. Such an array is physically

divided into distinct blocks of memory cells that are simultaneously erasable, where a

block is the smallest unit of memory cells that is erasable. The blocks individually .

contain the same number of memory cells, one size storing 528 bytes of data and

another Storing 4096 bytes of data, as examples. Of course, the number of memory

cells required to store a given amount of data depends upon the number of bits of data
7
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that are stored in each cell. Multiple blocks of cells are usually addressed at one time

for erasure together. The larger sized blocks are typically divided, in turn, into

multiple pages of memory cells that are distinct, where a page is the smallest unit of

memory cells that is programmable in a single program operation. As many memory

cells as practical are programmed at the same time in order to reduce time necessary

to program a given amount of data. In some systems, all of the cells in a page are

programmed simultaneously, and in other systems, a distinct chunk of cells of a page

are programmed one at a time, in a manner to minimize disturbing the charge on other

cells, until all chunks have be programmed. In one specific system, there are four

chunks in each page. A larger number of cells than in a single programming chunk

are usually read in para1leL

With reference to Figure 2, components of a sector of data usually

include a large number of bytes 43 of user data, a few bytes 45 of attributes of the

user data and a few byte 47 of attributes of the page and/or block in which the entire

sector is being stored. That is, a stream or file of user data is divided into user data

sectors 43, and then the attribute data fields 45 and 47 are added to each ‘user data

sector to form a complete data sector for storage. A typical amount of user data

which is included in the sector 43 is 512 bytes, the same as the amount of user data in

a disk storage system sector. The attributes 45 of the user data usually include an

ECC that is calculated by the controller fromthe user data stored in the same sector,

both during programming and reading of the sector. The attributes 47 of the

physical block (some of which may alternative be stored for each page) in which the

sector is stored often include a physical address for the block, a logical address for the

block, a number of times that the block has been erased, a programming and/or erase

voltage that is to be applied to cells of the block, and any other such characteristics of

the block. Another ECC is usually calculated flom the att:ribute data and stored as

part of the attributes fields.

The incoming data to a memory system is often transformed in some

manner before being stored. For example, in a binary system, incoming data can be

inverted prior to its programming in order to avoid repeatedly programming a static

pattern in a given block and then changed back after a while, in order to even the wear

of the block’s memory cells. In a multi-state system, the data is rotated (translated)

between its multiple states in some predetermined order. When the data is

U‘3-Ylsfofllled. a flag indicating the transformation that has been applied is stored as part
8
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of either the data attributes 45, if the transform is made on a page basis, or as part of

the block attributes 47, if the transform is made on a block basis. When such data is

read from the memory, the stored transfonn flag then allows the controller to apply an

inverse of the transform in order to translate the read data back to its form initially

received before transmitting the data to the host. Another example of a transform that

may be made is encryption of the user data, wherein the transform flag can then

include an encryption key for use during decryption.

Figure 3 shows generally the data content of a block of memory cells

that has been used for many years in the products of SanDisk Corporation, as an

specific example of what has been done before. Each individual block 49 includes

enough memory cells to store one sector’s worth ofdata, namely 528 bytes. User data

51 is 512 bytes. In addition to the user data and block attributes 53 and 55, the

remaining 16 bytes of storage space in the block 49 includes spare cells. Spare cells

are provided in those systems that replace defective cells within a block. When this is

done, addresses of defective cells are also part ofthe block attribute data 55.

A more recent variation used in a SanDisk product is illustrated in

Figure 4. A primary difference with the data storage format of Figure 3 is that the

block attributes are not stored in the same block as the user data. In a block 59, for

example, 512 bytes ofuser data 61 are stored, and 8 bytes ofECC and flags are stored

as user data attributes 63. This leaves a number of spare memory cells 65 in the block

59 that is suflicient to store 8 bytes of user and/or attribute data, to replace any

defective cells within the block 59 in which user or attribute data would normally be

stored. Attribute data 67 of the block 59 is stored in another block 69, and requires

only 4 bytes. Indeed, the block 69 includes a number of such block attribute records

for other blocks that contain user data. This data architecture is further described in

aforementioned application serial no. 09/505,555.

Figure 5 illustrates one block 71 a memory system according to yet a

different architecture that has been commercially used by others for some time. The

block 71 here is much larger than that of the systems of Figures 3 and 4, typically

having a data storage capacity of 16 or 32 kilobytes. The block 71 is divided into a

multiple pages, such as 16, 32, or 64 pages. One page includes 512 bytes ofuser data

73 and 16 bytes total of user data attributes 75 and block attributes 77, in this specific

example. No spare cells are provided. A page is a unit of programming and reading,
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While the larger block remains the unit for erase. An entirely programmed block is

erased before data can be written to any one page within the block.

In each of the systems of Figures 3-5, the units of data stored are

constrained to match the size of the blocks or pages of physical memory that are

provided. Heretofore, a change in the data sector structure was thought to require a

change in the physical memory structure to accept it. Such a change is quite

expensive, takes a great deal of time, and necessarily discourages maldng changes to

the data sector structure that may otherwise be desirable.

Therefore, according to one aspect of the present invention, a data

sector structure is adapted to a dififerent physical memory block and page structure

without having to change the physical structure, as is very generally illustrated in

Figure 6. Figure 6A shows the case where a sector or other unit of data being stored

is smaller than the capacity of the individual memory cell blocks. A data sector 81,

for example, fits totally within a page or block 83, while another data sector 85 is

stored partially in the page or block 83 and partially in the page or block 87. Since

data is written into and read from each of the pages or blocks in separate operations,

the data sector 85 is written in two such operations. The portion of the data sector 85

that is written into the page or block 83 is preferably combined with the data sector 81

in a controller memory prior to such writing, in order to program the page or block 83

in a single operation. Data is preferably similarly combined fiorn two adjacent data

sectors prior to programming each ofthe pages or blocks.

Figure 6B illustrates an alternative situation, where the data sector is

larger in size than can be stored in an individual page or block. A data sector 89 is

stored in both of the pages or blocks 91 and 93. Another data sector 95 is stored in a

remaining portion of the page or block 93 and in another page or block. Programming

of pages or blocks that contain portions of two data sectors, such as 93, is preferably

performed after the data from each of the two data sectors being partially stored

therein, such as the data sectors 89 "and 95, are assbled in a controller memory.

Conversely, during reading of data sectors, the data in each of the two pages or blocks

containing data from the desired sector are read and the data assembled in a controller

memory into the units of the two data sectors. These two data sectors are then

transferred to the host system by the controller.

The data sectors illustrated in Figure 6 may include (1) only user data,

(2) a combination ofuser data and user data attributes, without block attributes, or (3)
10



APPLE INC. 
EXHIBIT 1102 - PAGE 0230

   ‘
W0 02/49039 PCT/US01/47166

a combination of all of user data, user data attributes and block attributes. Any

remaining attribute data may be stored in different blocks with a link provided

between the two. The user data of a sector need not all be stored in a single physical

page or block of the memory array.

A First System Embodiment

Figure 7 illustrates the array and data architectures of one specific

existing commercial memory system, and Figure 8-11 show, modifications made to

this system in accordance with the present invention. The existing memory array 101

(Figure 7) is divided into a large number ofblocks B, 4096 of them in this case. Each

of these blocks, such as a block 103, is divided into a number ofpages P, in this case

32 pages per block. Each page, such as the page 105, is configured to store 512 bytes

of user data 107 and 16 bytescf attribute (overhead) data 109. The page attribute data

109 includes an ECC 111 calculated from at least the user data 107, a logical block

number (LBN) 113 in which the page is located, and two flags 115 and 117. The

ECC 111 is normally an attribute of the user data. A separate ECC (not shown) may
be calculated fi-om the remaining page attribute data and stored within the page

attribute data 109 but some fields, such as the fields 113, 115 and 117, are ofien

stored without a full ECC. The LBN 113 is an attribute of the block in which the

page is located, and, as can be noted, is repeated in each of the 32 pages within a
block.

Figure 8 illustrates a modified use of the block 103 to store an

additional sector of user data but without the overhead data now included in each

page. Thirty—three sectors S of user data (SO-S32) are stored in the thirty-two pages .
(P0—P3l) of the block 103 of memory. Each user data sector contains 512 bytes of
data. The first sector SO fills all but the memory cells of the first page PO that

normally store the 16 bytes of overhead data. That 16 bytes of capacity is used to

store the first 16 bytes of the next user data sector Sl, the remaining of the data sector

~Sl being stored in the second page Pl. That then leaves 32 bytes of capacity in the

second page P1 that is used to store the beginning of the third data sector S2, the

remaining portion of S2 being stored in the third page P2, and so on. It works out,

because of the physical and data sector numbers, that each block can be fully filled

with 33 sectors of user data. However, if such an even allocation does not exist in

an0lh6I System with different physical page, block and data sector sizes, that

11
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remaining capacity can be used for a portion of another data sector, with the

remaining portion of the data sector being stored in another page in a dififerent block.

Since a page of the block 103 is the smallest unit of memory that may

be written in one programming operation, user data from the various sectors S0-S32 is

preferably assembled in a memory of the controller into the pages shown in Figure 8.

That is, before the first page PO is written to the block 103, the first 16 bytes of the

second user data sector S1 is attached to the end of the sector S0, and the page is then

programmed. Similarly, for the second page Pl, the remaining data of the sector S1 is

combined with the first 32 bytes of data from the sector S2 in a non—volatile memory

of the controller, and the combination then written from that memory into the second

page P1 ofthe non-volatile memory.

A difierent data structure of another block 121 is illustrated in Figure

9. Each page of that block, such as a page 123, stores a number of records of attribute

(overhead) data that accompany the sectors ofuser data stored in other blocks such as

the block 133 of Figure 8. In one embodiment, the page 123 stores all, or nearly all,

of the storage block attribute data for the block 133 and the user data attributes for

each of the 33 user data sectors stored in that block. A specific example of the data

structure for the page 123, and every other page written to the block 121, is shown in

Figure 10. Since there are 32 pages in the block 121, there will be at least one

attribute data block of the type ofblock 121 for every 32 user data blocks of the type

ofblock 103. '

The attribute page shown in Figure 10 includes a field 125 that stores

the attributes of the block of the form shown in Figure 8 in which the corresponding

user data is stored. Atseparate field is provided for each of the data sectors stored in

the block 103 ofFigure 8, a field 127 (Figure 10) storing the attributes of the user data

sector S25 of the block 103 (Figure 8). Each of the user data sector attribute records

includes an ECC 129 calculated from the corresponding sector of user data. The

rotation-of that user data can be stored at 131, and other attributes of the user data of

the corresponding sector potentially being stored at 133.

The attributes 125 (Figure 10) of the block 103 (Figure 8) are shown

divided into physical and logical attributes, for purposes of discussion. The physical

attributes, in this example, include a physical address (PBN) 135 of the user data

block 103, and one or more other attributes 137 that can include an experience count

of the number of times that the block has been erased, a programming voltage, an
12 '
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erase voltage, and the like. An ECC 139 may be provided for the fields 135 and 137.

The logical attributes of the block 103 can include its logical address (LBN) 141 of

the user data block 103, a time 143 at which the attribute page 123 was last written to

the block 121, a transform flag 145 of the user data or the data within the page 123,

and an ECC 147 of the fields 141, 143 and 145.. The fields 131 and 135 can be

provided without an ECC.

If the transform flag field 131 is not included in the user data attributes,

the transform field 145 of the block attributes will specify the transform of the data in

all of the user data sectors of the corresponding block 103 and of the attribute data

page 123. Ifthe transform field 131 is included, the transform field 145 only specifies

the transform ofthe data in its page 123.

The time fieldv-143 records some indication of when the corresponding

user data block 103 has last been updated. Ifthe memory system includes a real time

clock, the time at which an update occurs is stored. But since most systems do not

have such a clock, the field 143 may record a value indicative of when data of a

corresponding user data block is updated. In a specific implementation, a separate

count is maintained "in the field 143 for each LBN, with a count being read and

incremented each time the user data of its corresponding logical block is rewritten.

The content of the field 143 is then used by the system controller to determine which

of two blocks containing the same data or identified by the same LBN is the most

recent. ‘ ‘_

An advantage of storing the attributes separate from the block and user

data sectors is that the attribute data for anentire block of user data need be written

only once. Further, the attributes of the corresponding user data block are stored only

once as part of the attribute data page for that block, rather than being duplicated as

part of each page of user data, as is currently being done. During programming, the

page 123 (Figure 10) is fonned in a memory of the controller as user data is written to
its corresponding block 103. The page 123 is then written into the block 121 afier all

the user data of a file being stored has been written to the block 103. If the size of a

file requires writing user data to more than one user data block, a distinct attribute

record page is formed in the controller memory for each such block, and all the

attribute record pages are then written to the non-volatile memory after all the user

data of the file has been programmed.
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When there is a change to the attribute data page 123 that needs to be

recorded, for example, that page is read by the controller into one of its mories,

changes are made to its data and the page then written back to an unused page of the

block 121, such as a page 151. The time field 143 (Figure 10) of the attribute data is

updated, so that the processor can distinguish between the current and old versions of

that data. Only the current version is used. If there is no unwritten page in the block

121, the updated attribute data is written to some other block of attribute pages that

has a spare. When a sufiicient number of old attribute records exist in the block 121

and others like it, the current records are read into a memory of the controller, the

block may. be erased and the current records written back into the block. Since the

memory of the controller will usually be a volatile type, in order to avoid loss of data

resulting fiom a loss of power, the current records of a block may alternatively be

copied to a different previously erased non-volatile memory block prior to erasure of

the original block. In either case, the result is the creation of spare, unwritten pages in ‘

either the original or a different block for use in the future to store updated or new

attribute pages.

The very specific example being described with respect to Figures 8-1 1

can be modified in many ways, while still implementing the present invention. For

instance, an attribute data page can include records ofmore than one user data block if

the size of each of the records is reduced, or if a djflerent array architecture stores

fewer sectors of user data, either because the blocks are smaller- or the sectors are

larger, or if the size of the pages is smaller, etc. Conversely, a still different

architecture or larger attribute record size can require more than one page of attribute

data per block of user data. The present invention is applicable to non-volatile

memory systems within a wide range ofphysical and data architectures.

When a request is received firom a host to read sectors of user data

from the non-volatile memory, a beginning logical block address (LBN) and a number

of blocks containing data to be read are determined by the controller. The attribute

data pages, such as those described with respect to Figures 9 and 10, are then scanned

by the controller to identify the page or pages (Figure 10) whose LBN fields 141 are

within the range of LBNs specified by the controller for reading. A table is then built

in the form of Figure 11 and stored in volatile controller memory. One column 153

lists the PBNs in the attribute fields 135 whose LBNs 141 are within that range, the

LBNs then becoming addresses to the table, as illustrated by a column 155. The
14
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physical address (PBN) and page number for each attribute page from which a user
data PBN is present in column 153 is included in a line of the table of Figure 11 that

contains that user data PBN, thus forming columns 157 and 159.

This table is then accessed during a read operation by the user data

LBN to determine the physical block location (PBN) where the requested user data

reside, and the physical address of the corresponding attribute data page. The

attribute data pages for the entire read operation are then read into a memory of the

controller, if the controller memory has sufiicient capacity, or, alternatively, read into

the controller memory one or a few pages at a time as needed to execute the read

operation. As the user data are then read from the non-volatile memory, the ECCs of
the user data attribute data records (such as record 127 of Figure 10) are read by the

controller and processed with the read user data, in order to identify and correct any .
errors before sending the read user data to the host.

The forgoing example provides for storing only user data in one block

and all related attribute data in another. However, there may be instances where it is

preferable to include a user data attribute as part of the individual user data sectors, or

as a separate record within a bloclé that otherwise stores only user data sectors. One

such attribute is the transform flag of the user data, so that the con’u'oller need not

access the separate attribute data page before being able to read those sectors. If the

transform flag is included with the user data, the controller then knows how to apply

the inverse uansform to read that data without having to separately access the

corresponding attribute page. Such inclusion is preferably limited to specific

applications where doing so improves the performance of the memory system in terms

of reading time.

A Second System Embodiment

Application of the invention to another type of non—volatile memory

system with a much different architecture is briefly described with. respect to Figures

12 and 13. The memory array is divided into an even number of units, such as eight,

two such units 0 and 1 being illustrated in Figure 2. A pair of adjacent units, termed a

plane, may share peripheral circuits, such as word line decoders. Each unit contains a

large number of blocks of memory, such as a block 161 in the unit 0 and a block 163

in the unit 1. The individual‘ blocks are in turn divided into multiple pages of

memory.
1 5
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Rather than forming a full page from memory cells of a single block,

which is usually done, the example shown puts one-half 165 of a given page in the

block 161 of the unit 0 and the other one-half 167 of the same page in a block of the

unit 1. The two blocks may have the same relative address within the units, and may

be formed of a single row of memory cells that has a common word line extending

through the two blocks. It may be preferable, however, for the corresponding one-

half pages to be in blocks that do not share a word line. In either event, this page

segmentation allows the simultaneous programming of an increased number of a

page’s cells in parallel.

The memory pages of this different architecture may be used in the

same manner as described above with respect to the first example. Sectors of user

data smaller or larger than the capacity of the pages are stored across adjacent pages

within the individual blocks, except that one-half of each user data sector is stored in

one-half of the page in one unit’s block and the other one-half of the sector is stored

in the remaining one-half of the page in the other unit’s block. Similarly, for those

blocks containing pages devoted to the storage of attribute records of the user data and

the blocks in which such data are stored, one-half of a page of attribute data is stored

in one block and the other one-half in its partner block. The operation of such a

memory system is similar to that described above for the first system embodiment,

except that individual pages are read from half-page portions in two blocks.

It should be noted that the memory systems of any of the forgoing

applications may be implemented by storing one bit of data per memory cell storage

element or, alternatively, by storing two or more bits per storage element. One bit is

stored when the memory cell is operated in two states with only two threshold voltage

levels (binary), and more than one bit is stored when operated in more than two states

by operating the cells with more than two threshold voltage levels (multi-state).

Many of the patents and applications identified above as being incorporated herein

describe further aspects of binary and multi-state operation. Each of the two or more

bits stored in an individual cell can either be addressed in a common page or in

different pages within a memory system organized in the manner described above.

Although the various aspects of the present invention have been

described with respect to specific implementation examples, it will be understood that

the invention is entitled to protection Within the full scope of the appended claims.

16
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IT IS CLAIMED:

A method of operating a memory system having a plurality of

individual blocks, said blocks being individually programmable in units of an integer

number of a plurality of pages of a given amount of data per page, comprising

programming sectors of data individually containing less than said given amount of
data across boundaries of said pages within individual blocks, wherein more sectors

of data are programmed into a block than a number ofpages in the block.

2. The method of claim 1, wherein said sectors of data

individually contain all of user data, data of attributes of the user data and data of

attributes of the block in which said sectors of data are programmed.

3. The method of claim 1, wherein said sectors of data

individually contain both user data and data of attributes of the user data, with data of

attributes of the block in which said sectors of data are programmed being stored as

part of different data sectors.

4. The method of claim 1, wherein said sectors of data

individually contain user data with data of attributes of the user data and data of

attributes of the block in which the individual sectors of data are being programmed

being stored as part of different data sectors.

5. The method of either one of claims 3 or 4, wherein said

different data sectors are stored in different blocks than said sectors of data to which

the data of attributes pertains.

6. The method of any one of claims 1-4, additionally comprising

operating the memory cells with a plurality of effective threshold levels in excess of

two that correspond to a plurality of alterable states of the individual cells in excess of

WO. whereby storage elements of the cells individually store more than one bit of
data.

17
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7. A method of operating a memory system having a plurality of

memory cells organized into a plurality of blocks that individually contain the

smallest group of memory cells that are simultaneously‘ erasable by addressing

individual blocks, said blocks being individually programmable in units of one or

more integer numbers of a pages of a given amount of data per page, comprising

programming sectors of data individually containing more than said given amount of

data across boundaries of said pages.

8. » The method of claim 7, wherein said sectors of data

individually contain all of user data, data of attributes of the user data and data of

ath-ibutes ofthe block in which ‘said sectors ofdata are programmed.

9. The method of claim 7, wherein said sectors of data

individually contain both user data and data of attributes of the user data, with data of

attributes of the block in which said sectors of data are programmed being stored as

part ofdifferent data sectors.

10. ‘The method of claim 7, wherein said sectors of data

individually contain user data, with data of attributes of the user data and data of

attributes of the block in which the individual sectors of data are being programmed

being stored as part ofdifferent data sectors.

11. The method of either one of claims 9 or 10, wherein said

different data sectors are stored in different blocks than said sectors of data to which

the data of attributes pertains. 5

12. The method of any one of claims 7-10, wherein said blocks

individually include only one page.

13. The method of any one of claims 7-10, wherein said blocks

individually include a plurality ofpages.
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14. The method of any one of claims 7-10, additionally comprising

operating the memory cells with a plurality of effective threshold levels in excess of
two that correspond to a plurality of alterable states of the individual cells in excess of

two, whereby storage elements of the cells individually store more than one bit of
data.

15. In a non-volatile memory system having memory cells

organized into a plurality of blocks that are individually addressable for
simultaneously erasing the memory cells within a block, wherein the blocks

individually store a plurality of pages of data; the pages being designated to

individually store at least one sector of user data and associated overhead data

including at least one attribute of the associated user data stored in the page and at
least one physical attribute of the block in which the page is stored, an improved

method of operating the memory system, comprising:

storing user data in portions of the pages designated to store overhead
data in a manner that at least one additional sector of user data is stored in individual

ones of the blocks without the storage of overhead data in said individual user data

blocks, and

storing said overhead data for a plurality of the user data blocks as

corresponding individual records in blocks distinct fi'om those storing the user data.

16. The method according to claim 15, wherein storing said

overhead data includes storing overhead data records that individually include a field

of attributes of a corresponding one of the user data blocks and a field of user data

attributes for individual ones of the user data sectors stored in the corresponding user

data block.

17. -- The method according to claim 16, wherein storing said ~

overhead data includes storing both physical and logical attributes in the field of block

attributes.

18. The method according to claim 16, wherein storing said

overhead data includes storing within individual ones of the overhead data records

logical and physical addresses of the corresponding block.
19
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19. The method according to claim ld, wherein the field of user

data attributes includes an error correction code calculated from the user data stored in

a corresponding one of the pages in the corresponding block.

20. The method according to claim 16, wherein the field of

physical block attributes includes a count of a number of times that the corresponding

block has been erased.

21. A method of operating a memory system having a plurality of

memory cells organized into a plurality ofblocks that are individually addressable for

simultaneously erasing the memory cells within a block, comprising:

storing multiple sectors of user data within individual ones of a fi.rst

group ofblocks, and

storing a plurality of records in individual ones of a second group of

blocks different fi'orn. the first group of blocks, wherein said plurality of records

individually include overhead infonnation of attributes of a corresponding one of the

first gnoup ofblocks and the user data stored therein. . i

22. The method of claim 21, wherein storing records including

overhead information of attributes includes storing logical and physical addresses of

the corresponding user data block.

23. The method of claim 22, additionally comprising forming in

volatile memory a temporary table of the logical and physical addresses of the

corresponding user data blocks by reading the corresponding overhead records.

24. The method of claim 21, wherein storing records including

overhead informafion of attributes includes storing an error correction code that has

been calculated from the user data stored in a corresponding one of the first set of

blocks-
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25. The method of claim 21, wherein storing records including

overhead inforrnation of attributes includes storing a count of a number of times that

the corresponding one of the first set ofblocks has been programmed.

26. The method of any one of claims 21-25, wherein said

individual ones of the first group of blocks do not contain any of said overhead

information.
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Writing to re-writable memory e.g. memory card, smart card or non-contact card - has

muitiple zones in memory with flags associated with each zone and uses sequence or

discontinuity of flag identifiers to indicate current zone and next zone for Writing
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%1Z’$§?h3§’§§r§§i§:iP; QEEPROM
tF.3.27'ft?.3.93 .. .. y S y .3 consists of writing current data

. . . .. . .. Successivaly to different Zones Of

memory, and programming flags to designate zones containing the most recent data written to

memory. The memory is decomposed to N zones, each zone having a first space for the flags and

a second space for the data.

The current zone is indicated either by a discontinuity in the sequence of flags or by the last zone

number in the absence of discontinuity. A new data set is indicated in the zone indicated by the

next flag identifier in the sequence. The flag is updated when the data is written.

L*SE/ADVANTAGE — Writing to EBPROM or flash EPROM. Simplified memory management

in writing and verification of EPROM. Simplified error recovery. Increased number of re—writes

of memory.

Title Terms /Index Terms/Additional Words: WRITING; MEMORY; CARD; SMART; NON;

CONTACT; MULTIPLE; ZONE; FLAG; ASSOCIATE; SEQUENCE; DISCONTINUE;
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Q Procédé d'Inscr1 tron da valeuis couiant successi-d'une donnée dans une mémolra rélnscrlptible,
oonslstant é lnscrlne lesdltes valaurs courantes successive-

ment en dlfrérentes zones de la mémolre at a programmer 10,) D(k)das indicateuis tes A déslgner cellas desdites zones
contenant la deml re valeur courante inscrile do la donnée
D.

Salon Pinventlon, Iadlte mémoire est decomposes an N
zones k(k=1,.... N), cha ue zone k comprenant un premier
ospaca-mémolre affect a un lndlcateur l(k) et un
dauxléma aapacemémoira aflecté A une valeur coumnte
D(k) de la donnée D. Ia zone ko contenant la demiere va-
leur courama D kc) Inscrite étant définie, soit par une dis-
continuité dens a suite des lndicateurs I(k). soit El’ la der-
niére zone N ko=N on Pabsenca de dlscontlnult , at an ce

u'una nouve le v eurcourante de la donnée D est lnscrne

‘ (l:is|a1z)one sulvante ko+1 avec mlse éjour de rlndlcateuro + .

Application aux canes éi mémoire électronique telles que
les canes a mémoire simple, Ies canes a microprocesseuret Ies canes sans contact.FR2742893-A1
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puisse désigner la zone dans laquelle est inscrite la derniére valeur
courante de la donnée D.

Uinconvénient de ce type de procédé est qu‘il nécessite plusieurs

operations d'inscripu'on qui peuvent, chacune, étre le siege d'une
corruption. Le logiciel gérant les inscriptions dans la mémoire doit

donc étre complex: et, de la, consornrnateur de temps et d'espace-
mémoire.

Aussi, Ie probléme technique 21 résoudre par l'objet de la présente

invention est de proposer un procédé d'inscription de valeurs
courantes successives d'une donnée D dans une mémoire

reinscriptible, consistant :31 inscrire lesdites valeurs courantes

successivernent en différentes zones de la mérnoire et é programmer
des indicateurs aptes é. designer celle desdites zones contenant la

derniére valeur courante inscrite de la donnée D, procédé qui

perrnettrait de simplifier la gestion des operations d'inscription tant en

assurant Paugmentation de la durée de vie des cellules de la mémoire

ainsi que Pintégrité de la donnée D au moment de Pinscription de la
derniére valeur courante.

La solution au probleme technique posé consiste, selon la

présente invention, ce que ladite mérnoire est décornposée en N zones
k (k= 1, ..., N), chaque zone 1-: comprenant un premier espace-

mémoire affecté é un indicateur I (k) et un deuxiéme espace-mémoire

affecté é. une valeur courante D (k) de la donnée D, la zone ko

contenant la derniére valeur courante D (ko) inscrite étant défmie, soit

par une discontinuité dans la suite des indicateurs Ifk), soit par la

derniére zone N (k0 = N) en Pabsence de discontinuité, et en ce qu'unc
nouvelle valeur courante de la donnée D est inscrite dans 12. zone

suivante k0 + 1 avec mise 51 jour de Pindicateur 1 (k0 + 1).

Le procédé de l'invention présente plusieurs avantages.

En premier lieu, le gestionnaire de mémoire se trouve simplifié
puisqu'aprés avoir inscrit dans un premier temps la derniére valeur

courante de la donnée D et vérifié que cette inscription est correcte, il

suffit de mettre é jour l'indicateur correspondant. Sinon, Findicateur

n'est pas mis 2'1 jour et la valeur courante précédente reste "active". 11
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Les figures la a 1c représentent une mémoire réinscriptible A

différents stadcs d'inscription selon un premier procédé conforme £1
Pinvention.

La figure ld représente la mémoire réinscriptible des figures 19. et

lc inscritcs selon une variante du premier procédé d'insc1-iption.
Les figures 2a 4‘: 2d représentent une mémoire réinscriptiblc é

diiférents stades d'inscription selon un deuxiérne procédé conforme A
Pinvention. '

La figure 3 représente une mémoire réinscriptible analogue é. celle
des figures la 3 1c, cornplétée par une information de contrfile de
cohérence.

La rnémoire réinscriptible montrée sur les figures la é 1c est

destinée é recevoir N valeurs courantes successives D(k) (k=1, ..., N)

d'une donnée D selon un procédé d'inscr-iption qui consiste

notamment 3 décomposer ladite rnérnoire en N zones 1: comprenant,

chacune, un premier espace rnémoire affecté é un indicateur Z(k) et

un deuxiérne espace-mémoire, contigu :31 la premiere, dans laquelle est
inscrite une valeur courante D(1<), de la donnée D. Le role des

indicateurs I (k) est de pouvoir designer in un moment donné celle

desdites zones, notée ko, contenant la derniére valeur courante D(ko)

inscrite dans la mémoire, et, par voie de consequence, :31 repérer la
zone dans laquelle devra étre inscrite une nouvelle valeur courante de
la donnée D.

Come on peut le voir sur la figure la qui décrit un stade

quelconque d'inscript.ion de la mémoire, les valeurs courantes D(k] de

la donnée D sont inscrites successivement. dans l'ordre, dans les

différentes zones 1: correspondantes de la mémoire, c'est—z-1-dire la

valeur D( 1) en zone z=1, la valeur D(2) en zone z=-2, etc... La zone ko

contenant Ia derniére valeu: courante D (k=ko) inscrite est définie par

une discontinuité dans la suite des indicateurs l(k).

D'une rnaniére générale, pour repérer Iadite discontinuité, et donc

la zone ko, on définit une relation I(k+ 1) = fII(k), k] qui doit étre

norrnalernent vérifiée entre Pindicateur [(k+ 1) ct l'indicatcur précédent

I(k), la discontinuité apparaissant précisément é Ia zone ko pour

laquelle la relation précitéc n'est pas vérifiée : [(1-co + 1) = f (I(ko), ko).
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REVENDICATIONS

Procédé d'inscription de valeurs courantes successives d'une

donnée D dans une mémoire réinscriptible, consistant :31 inscrire

lesdites valeurs courantcs successivement en différentes zones de

la mérnoire et a prograrnmer des indicateurs aptes 5 désigner

celle desdites zones contenant la derniére valeur courante inscrite

de la donnée D, caractérisé en ce que ladite rnémoire est

décomposée an N zones 1: (k=l,..., N), chaque zone 1: comprenant

un premier espace-mémoire affecté 3a un indicateur 10:) et un

deuxierne espace—xnérnoire affecté é une valeur courante D(k) de
la donnée D, la zone ko contenant la derniére valeur courante

D(l-:0) inscrite étant définie, soit par une discontinuité dans la.

suite des indicateurs I(k), soit par la derniére zone N(ko=N) en

Fabsence dc discontinuité, et en ce qu'une nouvelle valeur

courante de la donnée D est inscrite dans la zone suivante ko+1

avec mise in jour de Pindicateur I (ko + 1).

Procédé selon la revendicafion 1, caractérisé en ce que ladite

discontinuité consiste dans le fait que pour Vladite zone zo une

relation I(k+ 1) =f[I(k), k] entre Pindicateur l(k+1) et Findicateur

precedent I(k) n'est pas vérifiée : I (1-[O +1) = f[I(ko), ko].

Procédé sclon la revendication 2, caractérisé en ce que la fonction

f est définie par I(l<+l)=I(k].

Procédé selon la revendication 3, caractérisé en ce que la mise é

jour de Pindicateur I(ko+ 1) est réalisée par lc passage d'un

nombre binaire 0 ou 1 £1 l'autre : I'(ko+ 1) == I(ko+ 1).

Procédé sclon la revendication 4, caractérisé en ce que le nombre

de valeurs courantes D(1) ayant été inscrites dans la zone z=1 est

stocké dans un compteur.

Procédé selon la revendication 3, caractérisé en ce que ladite misc
é jour dindicateur I(ko+1) est réalisée par incrémentation d'une

unite : I'(ko + 1) = I (ko + 1) +1, I(k) représentant le nombre de

valeurs courantes D(k) ayant été inscrites dans la zone 1:.

Procédé selon la revendication 2, caractérisé en ce que la fonction
f est définie par I(k+1) = Hk) + g(k}_
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(ko+l)+l. Dans ce cas, Pindicateur I(k), outre sa fonction d'i.ndication,

represente le nombre de valeurs courantes D(k) ayant ete inscrites

dans la zone k. I1 n'est alors plus besoin de compteur specifique.

Sur les figures 2a a 2d est represente un deuxieme procede

d'inscription conforme a l'invention caracterise par le fait que, d'une
facon generale, la fonctjon 1' dc regularite est definie pa: I(k+1)=I(k)

+g(k), g(k) etant egal a 1 dans 1'exemple propose. Dans la suite

normale des indicateurs I(k), un indicateur donne se déduit de

Pindicateur precedent par incrementation d'une unite, la discontinuite

apparait lorsque deux indicateurs consecutifs ne satisfont pas cette

condition, en pratique cette situation se produit pour l'ega.lite de deux

indicateurs consecut.i.l's. Comme pour le premier procede

precedemment decrit, en l'absence de discontinuite, la zone ko de la

demiere inscription sera la demiére zone ko = N.

La figure 2a montre l'etat de la mémoire : aucune

inscription n'y est portee et les indicateurs ne presentent aucune

disconfinuite verifiant tous la relation de regularité. Par consequent,

en vertu de la regle enoncee plus haut, la premiere valeur courante est

inscrite dans la zone k=1, Pindicateur 1(1) etant mis a jour par

incrementation d'une unite en passant de 0 a 1. Cette operation,

illustree sur la figure 2b, fait apparaitre une discontinuite ent:re les

indicateurs 1(1) et 1(2) permettant de reperer la zone k0 = 1 comme

celle contenant la clemiere valeur courante D(1) de la donnee D.

11 en resulte qu'une nouvelle valeur courante sera inscrite dans la

zone k=2 avec mise A jour de l'indicateur 1(2) par passage de la valeur

1 a la valeur 2 et apparition d'une discontinuite entre les indicateurs

I(2)et 1(3), et ainsi de suite jusqu'a aboutir 5: la situation de la figure 2c

0121 la memoire est completement remplie. '

Si une nouvelle valeur courante doit alors etre inscrite, elle le

sera en zone k=1, la nouvelle valeur D'( 1) remplacant Pancienne valeur

D(1). Cette substitution s'accornpagne d’unevmise :1 jour de Findicateur

1(1) qui passe de la 2, comme on peut le voir sur la figure 2d.

On notera qu'avec ce procede, il est tres facile d'etab1ir le nombre

de valeurs courantes D(k) ayant ete inscrites dans la zone k, ce

nombre etant donné par I(k) - k+1.
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(ko+l)+l. Dans ce cas, 1'i.ndicateur 1(k), outre sa fonction d'indicat:ion,

représente le nombre de valeurs courantes D(k) ayant été inscrites

dans la zone 1:. 11 n'est alors plus besoin de compteur spécifique.

Sur les figures 2a 5. 2d est représenté un deuxiéme procédé

d'inscription conforme é Pinvention caractérisé par le fait que, d'une
fagon générale, la. fonction 1' de régularité est définie pa: I[k+1)=I(k)

+g(k], g(k] étant égal 5. 1 dans l'exemp1e propose. Dans la suite

normale des indicateurs 1(k), un indicateur donné se déduit de

Pindicateur précédent par incrémentation d'une unité, la discontinuité

apparait lorsque deux indicateurs consécutifs ne satisfont pas cette

condition, en pratique cette situation so produit pour l'éga1ité de deux

indicateurs consécutifs. Comme pour le premier procédé

précédernment décrit, en l'absence cle discontinuité, la. zone ko de la.

derniére inscription sera la derniére zone k0 = N.

La figure 2a montre l'état de la mémoire : aucune

inscription n'y est portée et les indicateurs ne présentent aucune

discontinuité vérifiant tous la relation de régulaxité. Par consequent,

en vertu de la régle énoncée plus haut, la premiere valeur courante est

inscrite dans la zone k=1, Yindicateur 1(1) étant tnis £1 jour par

incrérnentation d'une unité en passant de 0 é 1. Cette operation,

illustrée sur la figure 2b, fait apparaitre une discontinuité entre les

indicateurs 1(1) et 1(2) permettant de repérer la zone k0 = 1 come

celle contenant la derniére valeur courante D(l) de la donnée D.

11 en résulte qu'u.ne nouvelle valeur courante sera inscrite dans la

zone k=2 avec mise £1 jour de Pindicateur 1(2) par passage de la valeur

1 é la valeur 2 et apparition d'une discontinuité entre les indjcateurs

1(2)et 1(3), et ainsi de suite jusqu'é aboutir 21 la situation de la figure 2c

of: la mémoire est complétement remplie. "

Si une nouvelle valeur courante doit alors étre inscrite, elle le

sera en zone k=1, la nouvelle valeur D'(1) rcmplacant Pancienne valeur

D(l). Cette substitution s'accompagne d'unermise é jour de l'indicateur

1(1) qui passe de 19. 2, comme on peut le voir sur la figure 2d.

On notera qu'avec cc procédé, il est trés facile d'éta.b1i.r le nombre

de valeurs courantes D(k) ayant été inscrites dans la zone 1:, cc
nombre etant donné par I(k) - k+ 1.
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REVENDICATIONS

Procédé d'inscn'ption de valeurs courantes successives d'une

donnée D dans une mémoire réinscriptible, consistant é inscrire

lesdites valeurs courantes successivement en différentes zones de

la mémoire et é programmer des indicateurs aptes é clésigncr

celle desdites zones contenant la derniére valcur courante inscrite

de la donnée D, caractérisé en ce que ladite mérnoire est

décomposée en N zones k (k=l,..., N), chaque zone k comprenant

un premier espace-mémoire aflecté in un indicateur I(k) et un

deuxiéme espace-rnémoirc affecté é une valeur courante D(k) de
la donnée D, la zone ko contenant la derniére valeur courantc

Dfko) inscrite étant définie, soit par une discontinuité dans la.

suite des indicateurs I(k), soit par la derniére zone N(ko=-N) en

l'absence de discontinuité, et en ce qu'une nouvelle valeur

courante de la donnée D est inscrite dans la zone suivante ko+1

avec misc a jam de Pindicateur I (ko + 1).

Procédé selon la revendication 1 , caractérisé en ce que ladite

discontinuite consiste dans le fail: que pour -ladite zone zo une

relation I(k+ 1) ==f[I[k), k] entre Pindicateur I(k+ 1) et Findicateur

precedent I(k) n'est pas vérifiée : I (1-co +1) = flI(ko), ko].

Procédé selon la revendication 2, caractéfisé en ce que la fonction

f est définie par I(k+l)=I(k).

I-‘rocédé selon la revendication 3, caractérisé en ce que la mise é

jour dc Pindicateur I(ko+ 1) est réalisée par le passage d'un

nombre binaire 0 cu 1 a Pautre : I'(ko+ 1] = I(ko+1).

Procédé selon la. revendication 4, caractérisé en ce que le nombre
de valeurs courantes D( 1) ayant été inscrites dans la zone z=1 est

stocké dans un compteur.

Procédé selon la revendication 3, caractérisé en ce que ladite mise
xi jour d'indicateur I(ko+ 1) est réalisée par incrémentation d'une

unité 2 I'(ko + 1) = 1 (k0 + 1) +1, I(k) représentant le nombre de

valeurs courantes D(k) ayant été inscrites dans la zone k.

Procédé selon la revendication 2, caractérisé en ce que la foncfjon
I est définie par I(k+1) = I(k) + g(k}_
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Les figures la 5. 1c représentent une mémoire réinscriptible 5

différents stades d'inscr-iption selon un premier procédé conforme é
Pinvention.

La figure ld représente la mémoire réinscriptible des figures 19. ct

lc inscrites selon une variante du premier procédé d'inscript.ion.
Les figures 2a a 2d représentent une tnémoire réinscxiptziblc é

diflérents stades d'inscript.ion selon un deuxiéme procédé conforme é.
Pinvention.

La figure 3 représcnte une rnérnoire réinscriptible analogue £1 celle
des figures la 9. 1c, complétée par une information de contréle de
cohérence.

La mémoire réinscriptible montrée sur les figures la :31 1c est

destinée é recevoir N valeurs courantes successives D(k) (k=- 1, ..., N)

d'une donnée D selon un procédé d'inscr1'pu'on qui consiste

notaxnment :31 décornposer ladite méxnoire en N zones 1: comprenant,

chacune, un premier espace mémoirc affecté é un indicateur Z(k) et

un deuxieme espace-rnémoire, contigu a la premiere, dans laquelle est
inscrite une valeur courante D(k), de la donnée D. Le réle des

indicateurs I (k) est de pouvoir designer :1 un moment donné eelle

desdites zones, notée ko, contenant la derniere valeur courante D(ko)
inscrite dans la mémoire, et, par voie de consequence, a repérer la
zone dans laquelle devra étre inscrite une nouvelle valeur courante de
la donnée D.

Cotnme on .peut le voir sux la figure la qui décrit un stade

quelconque d'insc1-iption de la mémoire, les valeurs courantes D(k) de
la donnée D sont inscrites successivernent, dans l'ordre, dans les

difiérentes zones k correspondantes de la mémoire, c’est-é-dire la

valeur D(l) en zone z=1, la valeur D(2) en zone z=2, etc... La zone ko

contenant la demiére valeur courante D (k=ko) inscrite est définie par

une discontinuité dans la suite des indicateurs I(k).

D'une maniére générale, pour repérer ladite discontinuité, et donc

la zone ko, on définit une relation I(k+ 1) = f[I(k), k] qui doit étre

normalement vérifiée entre Pindicateur I (k+ 1) et Pindicateur precedent

I(k), la discontinuité apparaissant précisérnent 5. la zone ko pour
laquelle la relation précitée n'est pas vérifiée : I(ko + 1) = f (I(ko), ko).
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puisse désigner la zone dans laquelle est inscrite la demiére valeur
courante de la donnée D.

Uinconvénient de ce type de procédé est qu'il nécessite plusieurs

operations d'inscripn'on qui peuvent, chacune, étre le siege d'une

corruption. Le logiciel gérant les inscriptions dans la mémoire doit

done étre complexe et, de la, consomrnateur de temps ct d'espace-
mémoirc.

Aussi, le probleme technique a résoudre par l'objet de la présente

invention est de proposer un procédé d'inscript.ion de valeurs
courantes successives d'une donnéc D dans une mémoire

réinscriptible, consistant é inscrirc lesdites valeurs courantes

successivernent en différentes zones de la mémoire et 21 programmer
des indicateurs aptes é designer celle desdites zones contenant la

demiére valeur courante inscrite dc la donnée D, procédé qui

pcrrnettrait dc sirnplifier la gestion des operations d'inscription tant en

assurant Paugrnentation de la durée de vie des cellules de la mémoire

ainsi que Pintégrité de la donnée D an moment de Pinscription de la
derniére valeur courante.

La solution au problérne technique posé consiste, selon la

présente invention, ce que ladite mémoire est décomposée on N zones
k (1-:= 1, ..., N), chaque zone 1: comprenant un premier espace-

rnérnoire affecté A un indicateur I (k) et un deuxiémc espace-mémoire

aficcte‘ :31 une valeur courante D (k) de la donnée D, la zone ko

contenant la derniére valeur courante D (ko) inscrite étant définie, soit

par une discontinuité dans la suite des indicateurs I[k), soit par la

derniére zone N (ko = N) en l'absence de discontinuité, et en ce qu'une
nouvelle valeur courante de la donnée D est inscrite dans la zone

suivante ko + 1 avec misc é jour de l'indicateur I (ko + 1).

Le procédé dc l'invention présente plusieurs avantages.
En premier lieu, le gestionnaire de mémoire se trouve simplifié

puisqu'aprés avoir inscrit dans un premier temps la demiére valeur

courante de la donnée D et veriflé que cette inscription est correcte, il

suffit de mettrc é jour Findicateur correspondant. Sinon, l'indicateur

n’est pas mis 5. jour et la valeur courantc précédente reste "active". Il
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(57) Abstract

A non-volatile electrically erasable
programmable read only memory
(EH’ROM) capable of storing two bit
of information having a nonconducting
charge trapping dielectric, such as silicon
nitride. sandwiched between two silicon
dioxide layers acting as electrical insulators
is disclosed. 'l'he invention includes a
method of programming, reading and
erasing the two bit EEPROM device. The
noncoducting dielectric layer functions as
an electrical charge trapping medium. A
conducting gate layer is placed over the
upper silicon dioxide layer. A lefi and a
right bit are stored in physically different
areas of the charge_o-upping layer, near
left and right regions of the memory cell,
respectively. Each bit of the memory
device is programmed in the conventional
manner, using hot electron programming,
by applying programming voltages to the
gate and to either the left or the right region
while the other region is grounded. Hot

.0/’

GATE

 
 3
 

electrons are accelerated sufficiently to be injected into the region of the trapping dielectric layer near where the programming voltages
were applied to. The device, however. is read in the opposite direction from which it was written. meaning voltages are applied to the
gate and to either the right or the left region while the other region is grounded. Two bits are able to be programmed and read due to a
combination of relatively low gate voltages with reading in the reverse direction. This greatly reduces the potential across the trapped
charge region. This permit much shorter programming times by amplifying the effect of the charge trapped in the localized trapping regionassociated with each of the bits.

In addition, both bits of the memory cell can be individually erased by applying suitable erase voltages to
the gate and either left or right regions so as to cause electrons to be removed from the corresponding charge trapping region of the nitridelayer.
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TWO BIT NON-VOLATILE ELECTRICALLY ERASABLE AND

PROGRAMMABLE SEIVIICONDUCTOR MEMORY CELL UTILIZING

ASYNINIETRICAL CHARGE TRAPPING

FIELD OF THE INVEN'I'ION

The present invention relates generally to semiconductor memory devices and

more particularly to multi-bit flash electrically erasable programmable read only memory

(EEPROM) cells that utilize the phenomena of hot electron injection to trap charge within

a trapping dielectric material within the gate.

BACKGROUND OF THE INVENTION

Memory devices for non-volatile storage of information are currently in

widespread use today, being used in a myriad of applications. A few examples of

non—volatile semiconductor memory include read only memory (ROM), programmable

-read only memory (PROM), erasable programmable read only memory .

electrically erasable programmable read only memory (EEPROM) and flash EEPROM.

Semiconductor ROM devices, ‘however, sufl‘er from the disadvantage of not

being electrically programmable memory devices. The programming of a ROM‘ occurs

during one of the steps of manufacture using "special masks containing the data be

stored. Thus, the entire contents of a ROM must be deten-Inined before manufacture. In

addition, because ROM devices are programmed du.ring manufacture, the time delay

before the finished product is available. could be six weeks-or more. The advantage,

however, of using ROM for data storage is the low cost per device. However, the penalty «

1.
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- is the inability to change the data once the masks are committed to. If mistakes in the data

programming are found they are typically very costly to correct. Any inventory that exists

having incorrect data programming is instantly obsolete and probably cannot be used. In

addition, extensive time delays are incurred because new masks must first be generated

from scratch and the entire manufacturing process repeated. Also, the cost savings in the

use ofROM memories only exist iflarge quantities ofthe ROM are produced.

Moving to EPROM semiconductor devices eliminates the necessity of mask

programming the data but the complexity of the process increases drastically. In addition,

the die size is larger due to the addition of programming circuitry and there are more 0
1o processing and testing steps involved in the manufacture of these typesofmemory devices.

An advantage of EPROMS are that they are electrically programmed, but for erasing,

EPROMS require exposure to ultraviolet (UV) fight. These devices are constructed with

windows transparent to UV light to allow the die to be exposed for erasing, which must be

perfonned before the device can be programmed. A major drawback to these devices is

15 that they lack the ability to be electrically erased. In many circuit designs it is desirable to

have a non—volatile. memory device that can -erased,

without the need to remove the device for erasing and reprogramming.

Semiconductor EEPROM devices also involve more complex processing and

testing procedures than ROM, but have the advantage of electrical programming and -i

20 erasing. Using EEPROM devices _ circuitry permits in‘-circuit erasing and

reprogramming of the device, a feat not possible with conventional EPROM memory. .-
Flash EEPROMS are similar to EEPROMs‘in that memory cells can be programmed (i.e.,

written) and erased electrically butnwith the additional ability er erasing all memory cells at
" ..'.X.

f.-21""
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once, hence the term flash EEPROM. The disadvantage offlash EEPROM is that it is very

difiicult and expensive to manufacture and produce.

The widespread use of EEPROM semiconductor memory has prompted much

research focusing on constructing better memory cells. Active-areas of research have

focused on developing a memory cell that has improved performance characteristics such

as shorter programming-times, utilizing lower voltages for programming and reading,

longer data retention times, shorter erase times and smallerphysical dimensions. One such

area of research involves a memory cell that has an insulated gate. The following prior art

reference is related to this area.

U.S. Patent No. 4,173,766, issued to Hayes, teaches a metal nitride. oxide

semiconductor (MNOS) constructed with an insulated gate having a bottom silicon dioxide

layer and a top nitride layer. A conductive gate electrode, such as polycrystalline silicon or

metal, is placed on top of the nitride layer. A major disadvantage of this device is the

difficulty in using it to construct a flash EEPROM. A consequence of using an

oxide-nitride structure as opposed to an oxide-nitride-oxide structure is that during

‘prograrnming the charge gets ‘distributed ‘across the entire nitride layer. The absence of the

top oxide layer lowers the ability to control where the charge is stored in the nitride "layer.

Further, in the memory cell disclosed in Hayes, the nitride layer is typically 350

Angstroms thick. A thick nitride layer is required in Hayes‘ device in order to achieve

sufficient charge retention. Since the nitride can only tolerate relatively small internal

electric fields, a thick layer of nitride is required to compensate. Due to the thick nitride '

layer, very high vertical voltages are needed for erasing. The-relatively thick nitride layer

causes the distribution of charge, i.e., the charge trapping region, to be very wide and a
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wider charge trapping region makes erasing the cell via the drain extremely difficult if not

impossible. In addition, drain erasing is made difficult because of the increased thickness

of the charge trapping layer. Thus, the memory cell taught by Hayes must have a thick ,

nitride layer for charge retention purposes but at the expense of making it extremely .

dificult to erase the ‘device via the drain, thus making the device impractical -for flash

EEPROM applications.

To erase the memory cell of Hayes, the electrons previously trapped in the

nit:ride must be neutralized either by moving electrons out of the nitride or by transferring

holes into the nitride. Hayes teaches an erase mode for his memory cell whereby the

information stored on the nitride is erased by grounding the gate and applying a suflicient «

potential to the drain to cause avalanche breakdown. Avalanche breakdown involves hot

hole injection into the nitride in contrast to electron injection. Avalanche breakdown, .

however, requires relatively high voltages and high currents for ‘the phenomena to occur.

To lower the avalanche breakdown voltage, a heavily doped is implanted into the

channel between the source and the drain.

The hot holes are generated and caused to surmount the hole potential barrier of -,

the bottom oxide and recombine with theelectrons in the nitride. This mechanism, . _

however, is very complex and it is difficult to construct memory devices that work in this

manner. Another disadvantage of using hot hole injection for erase is that since the PN

junction between the drain and the channel is in breakdown, very large currents are

generated that are difficult to control. Further, the number of program/erase cycles that the

memory cell‘ can sustain is limited because the breakdown damages the junction area. ‘The



APPLE INC. 
EXHIBIT 1102 - PAGE 0267

W0 99/"7000 ‘ 1>c'r/11.93/00353

damage is caused by the very high local temperatures generated in the vicinity of the

junction when it is in breakdown.

In addition, it is impractical to use the memory device of Hayes in a flash

memory array architecture. The huge currents generated during erase using avalanche

breakdown would cause significant voltage (i.e., IR), drops along_the bit line associated

with the memory cell in breakdown.

Another well known technique of erasing is to inject holes from the gate into the

nitride layer. This mechanism, however, is very complex and difficult to control due to the

higher mobility of holes versus electrons in the nitride. With elevated temperatures, the

higher mobility of holes causes a large loss of charge retention and consequently lower

threshold voltage deltas from the original programming threshold Deep depletion

phenomena create the need for a companion serial device to control the programminyerase

process.

U.S. Patent No. 5,168,334, issued to Mitchell et al.,'teaches a single transistor

EEPROM memory cell. Mitchell, however, teaches an oxide-nitride-oxide (ONO)

' EEPROM memory cell wherein "oxide-nitride-oxide layers are formed above the channel

area and between the bit lines for providing isolation between overlying polysilicon word

lines. The nitride layer provides the charge retention mechanism for-programming the

memory cell.

Although the memory device of Mitchell includes a top oxide layer, it is not

very well suited for flash EEPROM applications. This is due to the very wide charge

trapping region that must be programmed in _order to achieve a sufficient delta in the

' threshold voltage between programming and reading. The Mitchell device is programmed
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and read in the forward direction. Since reading in the forward direction is less effective

than reading in the reverse direction, the charge trapping region must be wider by default in _ _

order to distinguish between the programmed and unprogrammed states. A wider charge.

trapping region, however, makes the memory device very difiicult to erase, thus making

this device inefficient for flash EEPROM applications._

A single transistor ONO EEPROM device is disclosed in the technical article

entitled "A True Single-Transistor Oxide—Nitride-Oxide EEPROM Device," T.Y. Chan, , .

K.K. Young and Chenming Hu, IEEE Electron Device Letters, March 1987. The memory

cell is programmed by hot electron injection and the injected charges are stored in the

to oxide—nitride-oxide (ONO) layer of the device. This article teaches programming and

reading in the forward direction. Thus, as in Mitchell, a wider charge trapping region is _ .

required to achieve a sufficiently large difference in threshold voltages ‘between _

programming and reading. This, however, makes it much more difficult to erase the

device.

Multi-bit transistors are known in the art. _Most multi-bit transistors utilize

multi-level thresholds to store more than one bit with each threshold level representing a

different state. A memory cell having four threshold levels can store two bits, This_ ’

technique has been implemented in a ROM by using implanting techniques and has also V _ _ _ 0 _
been attempted in FLASH and EEPROM memory; - The multi-level threshold teehnique _

20 has not been applied to EPROM memory due to the fact that if the window of a_ threshold

defining a given state is exceeded,.a UV erase cycle must be_perfonned _which very‘ _ .

cumbersome and costly. In addition, to perform the UV erase, the chip must fit-st’ be _.

removed from the system which can be very problematic.
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cycle to bring all the memory cells below a threshold. Then, utilizing a methodical

programming scheme, the threshold of each. cell is increased until the desired threshold is

reached. A disadvantage with this technique is that the programming process requires

constant feedback which causes multi-level programming to be slow.

In addition, using this technique causes the window of operation to decrease

meaning the margins for each state are reduced. This translates to a lower probability of

making good dies and a reduction in the level of quality achieved. If it is not desired to

sacrifice any margins while increasing the reliability of the cell, than the window of

operation must be increased by a factor of two. This means operating at much higher

voltages which is not desirable because it lowers the reliability and increases the

disturbances between the cells. Due to the complexity of the multi-threshold technique, it

is used mainly in applications where missing bits can be tolerated such as in audio

applications.

Another problem with this technique is that the threshold windows for each state

may change over time reducing the reliability. It must be guaranteed that using the same

word line or bit line to program other cells will not interfere with or disturb the data in cells

already programmed. In addition, the programming time itself increases to accommodate

the multitude of different programming thresholds. Thus, the shifling of threshold

windows for each state over time reduces the window of operation and consequently

increases the sensitivity to disturbs.

The reduced margins for the threshold windows for the multiple states results in

reduced yield. Further, in order to maintain quality and threshold margins, higher voltages
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are required. This implies higher electric‘ fields in the channel which contributes to lower

reliability of the memory cell.

In order to construct a multi—bit ROM memory cell, the cell must have four

distinct levels that can be programmed. In the case of two levels, i.e., conventional single

bit ROM cell, the threshold voltage programmed into a cell for a '0' bit only has to be

greater than the maximum gate voltage, thus making sure the cell does not conduct when it

is turned on during reading. It is suficient that the cell conducts at least a. certain amount

of current to distinguish betweenthe programmed and unprogrammed states. The current

through a transistor can be described by the following equation.

1
I =

Lefl
K(VG —V,.)

L,,, is the effective channel length, K is a constant, V0 is the gate voltage and V,

is the threshold voltage. However, in, the multi-bit case, difi:'erent thresholds must be.

V clearly distinguishable translates into sensing different read currents and slower read

speed. Further, for two bits, four current levels mtist be sensed,‘ each_ threshold having a
statistical distribution because the thresholds cannot be set perfectly. In addition, there will

be a statistical distribution for the efiective channel length which will further widen the

distribution of the read currents for each threshold level.

The gate voltage also affects the distribution of read currents. For the same set

of threshold levels, varying the gate voltage directly results in a variation of the ratio

between the read currents. Therefore the gate voltage must be kept very stable. In
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addition, since there are multiple levels of current, sensing becomes more complex than in

the two level, i.e., single bit, cell. -

The following prior art references are related to multi-bit semiconductor

memory cells.

U.S. Patent No. 5,021,999, issued to Kohda et al., teaches a non-volatile

memory cell using an MOS transistor having a floating gate with two electrically separated

segmented floating gates. The memory cell can store three levels of data: no electrons on

either segment, electrons injected into either one ofthe two segments and electrons injected

into both segments.

U.S. Patent No. 5,214,303, issued to Aoki, teaches a two bit transistor which

comprises a semiconductor substrate, a gate electrode formed on the substrate, a pair of

source/drain regions provided in the substrate and an ofi‘set step portion formed in at least

one ofthe source./drain regions and downwardly extending into the substrate in the vicinity

of the gate electrode.

U.S. Patent No. 5,394,355, issued to Uramoto et al., teaches a l_§0M memory

having aplurality of reference potential transmission lines. Each reference potential ~

transmission line represents a difierent level or state. Each memory cell includes a

memory cell transistor able to connect one the reference potential transmission lines to the

corresponding bit line.

U.S. Patent No. 5,414,693, issued to Ma et al., teaches a two bit split gate flash

EEPROM memory cell structure that uses one select gate transistor and two floating gate

transistors. In this invention essentially each bit is stored in a separate transistor.



APPLE INC. 
EXHIBIT 1102 - PAGE 0272

“'0 99/0700" PCT/]L98/00363

U.S. Patent No. 5,434,825, issued to Harari, teaches a multi-bit EPROM and

EEPROM memory cell which is partitioned into three or more ranges of prograinmjng

charge. The cell's memory window is widened to store more than two binary states. Each

cell is programmed to have one of the programmed states. To achieve more than two

binary states, ‘multiple negative and positive threshold voltages are used. The cell basically

comprises a. data storage transistor coupled to a series pass transistor. The data transistor is

programmed to one of the predefined threshold states. Sensing circuitry distinguishes the

different current levels associated with each programmed state.
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SUMMARY OF THE INVENTION

The present invention discloses an apparatus for and method of programming,

reading and erasing a two bit flash electrically erasable programmable read only memory

(EEPROM). The two bit ilash EBPROM memory cell is constructed having a charge

trapping non-conducting dielectric layer sandwiched between two silicon dioxide layers.

The nonconducting dielectric layer functions as an electrical charge trapping medium. The

charge trapping layer is sandwiched between two layers of silicon dioxide which act as

electrical insulators. A conducting gate layer is placed over the upper silicon dioxide layer.

The two individual bits, i.e., lefi and right bits, are stored in physically different areas of

the charge trapping region.

A novel aspect of the memory device is that while both bits are programmed in

the conventional manner, using hot electron programming, each bit is read in a direction

opposite that in which it was programmed with a relatively low gate voltage. For example,

the right bit is programmed conventionally by applying programming voltages to the gate

and the drain while the source is grotmded. Hot electrons are accelerated suficiently to be

injected into a region of the trapping dielectric layer near the drain. The device, however,

is read in the opposite direction from which it was written, meaning voltages are applied to

the gate and the source while the drain is grounded. The lefi bit is similarly programmed

and read by swapping the fimctionality of source and drain terminals. Programming one of

the bits leaves the other bit with its information intact and undisturbed. Programming one

of the bits does, however, have a very small efl'ect on the other bit, e.g., slightly slower

programming speed for the second bit.
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Reading in the reverse direction is most effective when relatively low gate

voltages are used. A benefit of utilizing. relatively low gate voltages in combination with

reading in the reverse direction is that the potential drop across the portion of the channel

beneath the trapped charge region is significantly reduced. A relatively small

programming region or charge trapping region is possible_ due to the lower channel

potential drop under the charge trapping region. This permits much faster programming

times because the effect of the charge trapped in the localized trapping region is amplified.

Programming times are reduced while the delta in threshold voltage between the ,

programmed versus unprogrammed states remains the same as when t.he device is read in

the forward direction.

Another major benefit is that the erase mechanism of the memory cell is greatly

enhanced. Both bits of the memory cell can be erased by applying suitable erase voltages

to the gate and the drain for the right bit and to the gate and the source for the left bit so as

to cause electrons to be removed from the charge trapping region of the nitride layer.

Electrons move from the nitride through the bottom oxide layer to the drain or the source

for the right and the left bits, respectively. Another benefit includes -reduced wearout from -

cycling thus increasing device longevity. An effect of reading in the reverse direction is

that a much higher threshold voltage for the same amount of programming is possible.

Thus, to achieve a sufiicient delta in the threshold voltage between the programmed and

uuprograrnmed states of the memory cell, a much smaller region of trapped charge is

required when the cell is read in the reverse direction than when the cell is read in the

forward direction.
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The erase mechanism is enhanced when the charge trapping region is made as

narrow as possible. Programming in the forward direction and reading in the reverse

direction permits limiting the width of the charge trapping region to a narrow region near

the drain (right bit) or the source. This allows for much more efficient erasing of the

memory cell.

Further, utilizing a thinner silicon nitride charge trapping layer than that

disclosed in the prior art helps to confine the charge trapping region to a laterally narrower

region near the drain. Further, the thinner top and bottom oxide sandwiching the nitride

layer helps in retention ofthe trapped charge.

In addition, unlike prior art floating gate flash EEPROM memory cells, the

bottom and top oxide thickness can be scaled due to the deep trapping levels that function

to increase the potential barrier for direct tunneling. Since the electron trapping levels are

so deep, thinner bottom and top oxides can be used without compromising charge

retention.

Another benefit of localized charge trapping is that during erase, the region of

the nitride away from the drain does not experience deep depletion since the erase occurs ~

near the drain only. The final threshold ofthe cell after erasing is self limited by the device

structure itself. This is in direct contrast to conventional singe transistor floating gate flash

memory cells which are plagued with deep depletion problems. To overcome these

problems, manufacturers include complex circuitry to control the erase process in order to

prevent or recover from deep depletion.

Another approach previously employed in the prior art to solve the deep

depletion problem was to design the floating gate flash memory cell using a split gate
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design forming multiple transistors per cell- The split gate or double transistor

constructions were necessary because the information carrying transistor, i.e., the floating

gate transistor, potentially could be over erased. An over erase condition caused the

threshold voltage of the cell to go too low. The second transistor, acting as .a control

transistor, prevented the floating gate transistor from being over erased.

Two bit considerations of the memory cell ofthe present invention are described

hereinbelow. The first is the fact that reading in the reverse direction permits read through

of the trapping region associated with the other bit. The second is that programming the

device to a low VT, by clamping the word line voltage Vwp further enhances the margin for

each bit. The margin is defined as the parameters that will program one of the bits without

affecting the other.

Further, the locality of the trapped charge due to hot electron injection in

combination with reverse reading "permits two distinct charge’ trapping regions ‘to be

formed in arelatively short device whose L5, is approximately 02 microns. Also, utilizing

a combination of positive VD and either into or negative VG permits each bit to be erased

separately.

The memory device also exhibits little or no disturb during programming. This

is because during programming the drain voltage is only applied to the junction adjacent to

the region where charge trapping is to occur.

It is important to note that a memory cell const:ructed in accordance with the

present invention cannot store two bits utilizing programming in the forward direction and

reading in thetforward direction. This is due to the forward read requiring a wider charge

trapping region to be programmed in order to achieve a sufficient delta in read currents for
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a one and a zero. Once one of the bits is programmed: the Wide’ Charge “”“PPin3 ‘°Ei°n

prevents read through to the other bit.
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BRIEF DESCRIPTION OF THE DRAWINGS

The invention is herein described, by way of example only, with reference to the

accompanying drawings, wherein:

Fig. 1 illustrates a sectional view of a single bit flash EEPROM cell of the prior

art utilizing Oxide-Nitride—Oxide (ONO) as the gate dielectric;

Fig. 2 illustrates a sectional view of a two bit flash EEPROM cell constructed in

accordance with an embodiment of the present invention utilizing ONO as the gate

dielectric;

Fig. 3 illustrates a sectional view of a two bit flash EEPROM cell constructed in

to accordance with an embodiment of the present invention utilizing a silicon rich silicon

dioxide with buried polysilicon islands as the gate dielectric;

Fig. 4 is a graph illustrating the threshold voltage as a fimction of programming

time for reading in the forward and reverse directions of a’ selected memory cell in

accordance with this invention;

Fig. 5A illustrates a sectional view of a flash EEPROM cell of the prior art, 1

showing area of charge trapping under the gate;

Fig. 5B illustrates a sectional view of a flash EEPROM cell constructed i.n

accordance with an embodiment of the present invention showing the area of charge

trapping under the gate;

Fig. 6 is a graph illustrating the difference in threshold voltage in the forward

and reverse directions as a fimction of drain voltage for a flash EEPROM cell of the

present invention that has been programmed;
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Fig. 7 is a graph illustrating the difference in drain current in the forward and .

reverse directions as a function of drain'voltage for a flash EEPROM cell of the present

invention that has been programmed;

Fig. 8 is a graph illustrating the threshold voltage ofa flash EEPROM cell ofthe

present invention as a fimction of programming time for reading in the forward and reverse

directions;

Fig. 9 is a graph illustrating the leakage current through the region of trapped

charge as a function of the voltage across the charge trapping region while reading in the

reverse direction;

Fig. 10 is a graph illustrating the gate voltage required to sustain a given voltage

in the channel beneath the edge ofthe region of trapped charge while reading in the reverse

direction;

Fig. 11 is a graph illustrating the efiect of the gate voltage applied during

reading on the diiference in drain current between reading in the forward versus the reverse

direction;

Fig. 12 is a graph illustrating the effect of the gate voltage (as measured by

threshold channel current I-,.H)on the difference in threshold voltage between the forward

read and reverse read directions;

Fig. 13 is-a graph illustrating the effect programming one of the bits has on the

other bit that has not been previously programmed;

Fig. 14 is a graph illustrating the effect programming one of the bits has on the

other bit that has been previously programmed;
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Fig. 15 is a sectional view of a two bit EEPROM cell <_:onstructed.in accordance

with an embodiment of the present invention showing the area ofcharge trapping under the

_ gate for both the right and the lefi: bits; l
Fig. 16 is a graph illustrating the effect of a low voltage on the read

through of a programmed bit; _ - A
Fig. 17 is a graph illustrating the effect oi‘ progrannning on erase ‘for the forward

and reverse directions;

Fig. 18 is a graph illustrating the separate bit erase capability of the two bit

EEPROM memory cell of the present invention;

Fig. 19 is a graph illustrating the effect of cycling on the program and erase
ability of the two bit EEPROM cell of the present invention;

* Fig. 20 is a graph illustrating the effect of over programming on the ability to
erase for the forward and reverse directions; A i

Fig. 21 is a graph illustrating the programming and erasing curves for using

15 oxide versus TEOS as the material used as the top oxide;

Fig. 22 is.a graphiillusu*ating'the erase curves" for two different values of drain

voltage while the gate is held at ground potential;

Fig. 23 is a graph illustrating the erase curve for two different values of gate

voltage;

Fig. 24A illustrates a sectional view of a flash EEPROM cell of the prior art

showirig the area of charge trapping under the gate after being programmed for a period of

time; and
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Fig. 24B illustrates a sectional view ofla flash EEPROM cell constructed in

accordance with an embodiment of the present invention showing the area of charge

trapping under the gate after being programmed for a sufiicient time to achieve the sarne

threshold voltage of the cell illustrated in Figure 24A.
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DETAILED DESCRIPTION OF TEE! INVENTION

The two bit flash EEPROM cell of the present invention can best be understood

with an understanding of how present day single ‘bit charge trapping dielectric flash

EEPROM memory cells are constructed, prograrnrned and -read. Thus, prior art single hit

ONO EEPROM memory cells and the conventional method used to program, read and

erase them are described in some detail. Illustratecl in [figure 1 is a section of a

conventional ONO EEPROM memory cell disclosed the technical article entitled 'lA

True Single-Transistor Oxide-Nitride-Oxide EEPROM Device," T.Y. Chan, K.K. Young

and Chemning Hu, IEEE Electron Device Letters, March 1987, incorporated herein by

reference. The memory cell, generally referenced l4], comprises a P-type silicon substrate

30, two junctions between N+ source and drain regions 32, 34 and P ‘type stibstrate 30,
a non conducting nitride layer 38 sandwiched between two oxide layers 36, 40 and a

polycrystalline conducting layer 42.

Programming Prior Art Single Bit Memory Devices

The operation of the prior art memory cell 41 will now be described. To

program or write the cell, voltages are applied to thendrain 34 the gate 42 and the
source 32 is grounded. For example, 10V is applied the gate and 9l/ is applied to the
drain. These voltages generate a vertical and lateral electric field along the length of the

channel from the source to the drain. This electric field causes electrons to be off

the source and begin accelerating towards the drain. they in-ove along the of the
channel, they gain energy.‘ Ii‘ they gain enough energy they are able to jump. over the

potential barrier of the oxide layer 36 into the silicon nitride layer 38 and become trapped.

The probability of this occurring is a maximum in the region of the gate next to the drain

20
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34 because it is near the drain that the electrons gain the most energy. These accelerated

electrons are termed hot electrons and once injected into the nitride layer they become

trapped and remain stored there. The trapped electrons cannot spread through the nitride

layer because of the low conductivity ofthe nitride layer and the low lateral electric field in

the nitride. Thus, the trapped charge remains in a localized trapping region in the nitride

typically located close to the drain.

In U.S. Patent No. 4,173,766, issued to Hayes, ‘the nitride layer is described as

typically being about 350 Angstroms thick (see column 6, lines 59 to 61). ‘Further, the

nitride layer in Hayes has no top oxide layer. A top oxide layer would serve as a low

conductivity layer to prevent holes fiom moving into the nitride from the overlying gate

and combining with electrons trapped in the nitride which reduces the charge stored in the

nitride- If the memory cell of Hayes used a thinner nitride layer, then electrons trapped in

the nitride layer would be lost to holes entering from the overlying conductive gate. The

conductive gate permits the electrons in the nitride to be removed. Ftuther, once the

electrons are trapped in a given region of the nitride associated with a single cell, the

programming of adjacent cells can cause an electric field to be generated with respect to._

the electrons in the trapped region of the single cell causing further dissipation of the

electrons from the trapped region. During life testing, where the device is subjected to

elevated temperatures typically in the range from about 150 degrees Centigrade to 250

degrees Centigrade, holes from the gate can enter the nitride and combine with the

electrons to further reduce the amount of charge trapped in the nitride. Although lateral

fields exist in the nitride of the Hayes structure as they do in any ONO structure used as

gate insulation in an MOS device, the relatively thick nitride layer such as disclosed by
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Hayes causes the electrons to move laterally in response to this lateral fi_eld and come to

rest either in traps between the conduction and valence bands or in localized regions of

positive charge in the nitride layer. Such movement of electrons, commonly known as
electron hopping, can readily occur in a relatively thick nitride layer such as disclosed by

Hayes. Such hopping diffuses and thus reduces the localized intensity of the trapped

charge. I u i A i
As previously described, in order to achieve ‘an etfifective delta in threshold

voltage between the unprogrammed and the programmed state of each cell, the charge
trapping region ofprior art flash EEPROM cells must be made fairly wide. Thus, electrons

are trapped in areas far from the drain which directly affects the efiectiveness of the erase.

In some cases, the device cannot be erased at all because thejcharge trapping region was

programmed too wide. . I
In memory cells constructed using a conductive floating '. gate, the charge that

gets injected into the gate is distributed equally across the entireigate. The threshold

voltage of the entire gate increases as more and more charge is injected into the gate. The

threshold voltage increases because the electrons that become stored in the gate screen the

gate voltage from the channel. ' A
With reference to Figure 1, in devices with low conductivity or non conductive

floating gates, the injection of hot electrons into the silicon nitride layer causes the gate

20 threshold voltage to increase only in the localized trapping region. is in contrast to the

conductive floating gate memory cells of EPROMS and EEPROMS wherein the -gate

threshold voltage of the entire channel rises as programming time increases. In both

conductive and non conductive floating gate memory cell designs, an increase in the gate
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threshold voltage causes the current flowing through the channel to decrease for a given

gate voltage. This reduces programming efiiciency by lengthening the programming time.

However, due to the localized electron trapping in the non conductive floating gate

memory cell design, the programming time is reduced less than with the conductive

floating gate memory cell design. The technique of programming flash EEPROM memory

cells with either conductive or low conductivity or non conductive floating gates is well

known in the art and is currently used to program EEPROM and flash EEPROM memory

cells.

Reading Prior Art Single Bit Memory Devices

The method of reading prior art flash EEPROM merriory cells will now be

described. The conventional technique of reading both prior art conductive floating gate

and non conductive localized trapping gate EEPROM or flash EEPROM memory is to

apply read voltages to the gate and drain and to ground the source. This is similar to the

method of programming with the difference being that lower level voltages are applied

during reading than during programming. Since the floating gate is conductive, the trapped

is distributed evenly ‘throughout the entire floating conductor. In a programmed

device, the threshold is therefore high for the entire channel and the process of reading

becomes symmetrical. It makes no difierence whether voltage is applied to the drain and

the source is grounded or vice versa. A similar process is also used to read prior art non

conductive localized gate flash EEPROM devices.

The process of programming typically includes writing followed by reading.

This is true for all EPROM and EEPROM memory devices. A short programming pulse is

applied to the device followed by a read. The read is actually used to eifectively measure
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the gate threshold voltage. By convention, the gate threshold voltage is measured by

applying a voltage to the drain and a separate voltage to the gate, with the voltage on the

gate being increased from zero while the channel current flowing from drain to source is

measured. The gate voltage that provides 1‘ p.A of channel current is termed the threshold

voltage.

Typically, programming pulses (i.e., write pulses) are followed by read cycles

wherein the read is performed in the same ‘direction that the programming pulse is applied.

This is termed symmetrical programming and reading. Programming stops when the gate

threshold voltage has reached a certain predetermined point (i.e., the channel current is

reduced to a sufficientlyr low level). This point is chosen to ensure that a '0' bit can be

distinguished fiom a ' 1' bit and that a certain data retention time has been achieved.

The Two Bit Memory Device of the Present Invention

A sectional view of a two bit flash EEPROM cell constructed in accordance

with an embodiment of the present invention utilizing ONO as the gate dielectric is shown

in Figure 2. The flash EEPROM memory cell, generally referenced 10, comprises a P-type

substrate 12 having‘two buried PN junctions, one being between the source 14 and’.

substrate 12, termed the lefi junction and the other being between the 16 and the

substrate 12, termed the right junction. Above the channel is a layer of silicon dioxide 18,

preferably between approximately 60 to 100 Angstroms thick, which forms an electrical

isolation layer over the channel. On top of the silicon dioxide layer 18 is a charge trapping

layer 20 constructed preferably in the range of 20 to 100 Angstroms thick and preferably

comprised of silicon nitride, Si,N.. The hot electrons are trapped as they are injected into

the charge trapping layer. In this fashion, the charge trapping layer serves as the memory
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retention layer. Note that the programming, reading and erasing of the memory cell of the

present invention is based on the movement of electrons as opposed to movement ofholes.

The charge trapping dielectric can be constructed using silicon nitride, silicon dioxide with

buried polysilicon islands or implanted oxide, for example. In the third listed alternative,

the oxide can be implanted with arsenic, for example. The thickness of layer 18 is chosen

to be in excess of 50 angstrom to prevent electrons from tunneling through the oxide and

leaving charge trapping layer 20 during the operation of the cell. Thus the lifetime of the

. cell of this invention is greatly extended relative to prior art MNOS devices. The memory

cell 10 is capable of storing two bits of data, a right bit represented by the dashed circle 23

and a left bit represented by the dashed circle 21.

It is important to note that the two bit memory cell of the present invention is a

symmetrical device. Therefore, the terms source and drain as used with conventional one

bit devices may be confusing. In reality, the left junction serves as the" source terminal and

the right junction serves as the drain terminal for the right bit. Similarly, for the left bit, the

right junction serves as the source terminal and the left junction serves as the drain

Thus, to avoid confusion, the termslefi. or first junction and right or second

junction are utilized most of the time rather than source and drain. When the distinction

between lefi and right bits is not crucial to the particular discussion, the terms source and

drain are utilized. However, it should be understood that the source and drain terminals for

the second bit are reversed compared to the source and terminals for the first bit.

Another layer of silicon dioxide 22 is formed over the charge trapping layer,

(i.e., silicon nitride layer), and is preferably between approximately 60 to 100 Angstroms

thick. The silicon dioxide layer 22 functions to electrically isolate a conductive gate 24
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formed over the silicon dioxide layer 22 from charge trapping layer 20. The thickness of

gate 24 is approximately 4,000 Angstroms. ,Gate_ 24 can be constructed fi'om

polycrystalline silicon,‘ commonly known as polysilicon. ,-

Charge trapping dielectric materials other than nitride may also be suitable for

use as the asymmetric charge trapping medium. One such material is silicon dioxide with’

buried polysilicon islands. The silicon dioxide with polysilicon islands is sandwiched

between two layers of oxide in similar fashion to the construction of the ONO memory cell

in Figure 2. A sectional view of a two bit flash EEPROM cell constructed in accordance

with a preferred embodiment of the present invention utilizing a silicon rich silicon dioxide

layer 54 with buried polysilicon islands 57 as the gate dielectric is illustrated Figure 3.

Note that for simplicity, only a few polysilicon islands are numbered. A P-type substrate

62 has buried N+ source 58 and N+ drain 60 regions. The silicon dioxide 54 with buried

polysilicon islands 57 is sandwiched between two layers of silicon dioxide 52, 56.

Covering oxide layer 52 is polysilicon gate 50. Gate 50 is typically heavily doped with an

N-type impurity such as phosphorus in the 10‘? to 102° atom/cc range. Similar to the two‘

bit memory cell of Figure 2, the memory cell of Figure is capable of storing two data

hits, a right bit represented by the dashed circle 55. and a left bit representedby the dashed

circle 53. The operation of the memory cell of Figure 3 is similar tothat of the memory

cell illustrated in Figure 2 with programming and reading occurring in opposite’ directions

for each bit.

Alternatively, the charge trapping dielectric be constructed by implanting an

impurity, such as arsenic, into a middle layer 54 of silicon dioxide deposited on top of the

bottom oxide 56.
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A key aspect of the present invention lies in the manner in whichthe flash

EEPROM memory cell 10 (Figure 2) is programmed and read. Rather than performing

symmeuical programming and reading, the flash EEPROM memory cell of the present

‘invention is programmed and read asymmetrically. This means that programming and

reading occur in opposite directions. The arrows labeled PROGRAM and READ for each

bit (i.e. the lefi bit and the right bit) in Figure 2 point in opposite directions to signify this

asymmetry. Thus, programming is performed in what is termed the forward direction and

reading is performed in what is termed the opposite or reverse direction.

It is noted that throughout the discussion of the EEPROM memory cell of the

present invention presented below, the voltage levels discussed in connection therewith are

assumed to be independent of the power supply voltage. Thus, the power supply voltages

supplied to the chip embodying the EEPROM memory device may vary while thevvoltages

applied to the gate, drain and source thereof will be supplied from regulated voltage

SOUIOGS.

Programming One Bit in the Forward Direction

As previously mentioned, the flash EEPROM memory cell~l0 of Figure 2 is

programmed similarly to the prior art flash EEPROM memory cell of Figure 1. Voltages

are applied to the gate 24 and drain 16 creating vertical and lateral electrical fields which

accelerate electrons from the source 14 along the length of the channel. As the electrons

move along the channel some of them gain suflicient energy to jump over the potential

barrier of the bottom silicon dioxide ‘layer 18 and become trapped in the silicon nitride

layer 20. For the right bit, for example, the electron trapping occurs in a region near the

drain 16 indicated by the dashed circle 23 in Figure 2. Thus the trapped charge is
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self-aligned to the junction between the drain l6 and the substrate. Electrons are trapped in __

the portion of nitride layer 20 near but above and self-aligned with the drain region 16

because the electric fields are the strongest there. Thus, the electrons have a maximum

probability of being sufficiently energized to jump the_ potential barrier of the silicon -_

dioxide layer 18 and become trapped in the nitride layer 20 near the_,drain 16. The _

threshold voltage of the portion of the channel between the source 14 and drain 16 under

the region of trapped charge increases as more electrons are injected into _the nitride layer

20.

It is important to note that in order to be able to subsequently erase memory

to device 10 effectively, the programming time period must be limited.’ As_ the device

continues to be programmed, the width of_the charge trapping region increases. If , .

programming continues past a certain point the charge_trapping region becomes too wide__

whereby erasing is inefiective in removing trapped charge from the nitride layer 20.

However, by reading in the reverse direction, programming times can be

is shortened. This permits a much narrower charge trapping region. This in turn greatly

increases the erase efficiency since fewer electrons need to be removed to erase the device.

In addition, the trapped electrons are stored in a narrower region near the drain also

improving the efiectiveness of the erase.

Reading One Bit in the Forward Direction

If the flash EEPROM memory cell 10 is read using the conventional technique

at reading in the same direction as programming, the time needed to program the device - '

greatly increases to achieve the same threshold voltage. Reading in the same direction as

programming means the device is programmed and read in the same forward direction.
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During reading, voltages having levels lower than the voltages applied during

programming are applied to the gate and drain and the channel current are sensed. If

device 10 is programmed (i.e., a logic '0') the channel current should be very low and ifthe

device is not programmed (i.e., a logic '1') there should be significant channel current

generated. Preferably, the difference in the channel current between the '0l and '1' logic

states should be maximized in order to better distinguish between the '0' and '1' logic states.

Illustrated in Figure 4 is a graph showing the rise in gate threshold voltage as a

function of programming time for reading in the forward direction (curve labeled

FORWARD READ) and for reading in the reverse direction (curve labeled REVERSE

READ). Apparent fi'om the graph in Figure 4 is the several orders of magnitude reduction

in programming time achieved when reading in the reverse direction versus reading in the

..forward direction. As is described in more detail below, this dramatic reduction in

programming time is due to amplification of the effect of the trapped charge injected into

the nitride layer brought about by reading the memory cell in the opposite direction from

which it was programmed.

As stated above, the time needed to program the flash EEPROM memory cell

greatly increases when reading occurs in the same direction (i.e., the forward direction) as

programming. The reason for this will now be explained in more detail with reference to

Figures 5A and SB. Figure 5A illustrates a sectional view ofa flash EEPROM cell of the

prior art showing the area 66 of charge trapping under the gate 42. Figure 5B illustrates a

sectional View of a flash EEPROM cell constructed in accordance with an embodiment of

the present invention showing the area 68 of charge trapping under the gate 24 for the right -

bit.
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A description of what occurs during programming is presented first followed by

what occurs during reading. Note that the description that follows also pertains to the

memory cell of Figure 3 comprising the silicon dioxide layer 54 having buried polysilicon

islands 57 substituting for the nitride layer 20 of Figure 2. During programming, hot

electrons are injected into the nitride layer 20, as described above. Since the nitride 20 is a

nonconductor, the trapped charge remains localized to the region near the drain 34 (Figure

5A) or 16 (Figure 5B). The region oftrapped charge is indicated by the cross hatched area

66 in Figure 5A and by the cross hatched area 68 in Figure 5B. Thus, the threshold voltage

rises, for example, to approximately 4 V, only in the portion of the channel under the

trapped charge. The threshold voltage of the remainder of the channel under the gate

remains at, for example, approximately I V. Ifthe device is now read in the conventional

forward direction (i.e., voltages are applied to the gate and drain as indicated by the arrow "

in Figure SA), electrons move ofi‘ the source and begin traveling toward the drain. When a

logic '0' is programmed, there can be little or no channel current through the device when it

is read. Thus, only if a suflicient portion of the channel is turned off, can the electron

current-be stopped. Ifthe channel cannot be completely turned ofl’, the electrons will reach

the drain. Whether the electrons reach the drain will be determined by, among other

things, the length ofthe trapping area. If the memory cell is programmed for a sufficiently

long period, eventually, the channel stops conducting when read in the forward direction.

20 If the trapped charge region (the programmed area) 66 (Figure 5A) is not long enough, ,

electrons can punch through to the‘ 34 in the depletion region under the trapped . .

charge 66.
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When the device is read in the forward direction, a voltage is applied to the drain

and the gate, for example 2V and 3V,-respectively, and the source is grounded. Full

inversion occurs in the channel under the area of the nitride 38 that does not have trapped

— charge. A vertical electric field exists in the channel that spans the length of the channel up

to the region of the channel underneath the trapped charge 66. In the inversion region,

electrons travel in a linear fashion up to the edge 35 of the inversion region which is

beneath the lefi edge 35 of the trapped charge region 66. This is indicated by the line

shown in the channel region in Figure 5A that extends fi'om the source to just beneath the

edge 33 ofthe region oftrapped charge 66. Due the fact that the device is in inversion (i.e.,

the channel is in a conductive state), the potential in the inversion layer is pinned to ground

potential because the source is grounded. The voltage in the inverted channel near the

trapped charge (i.e., just to the lefi of the right edge 35 of the channel inversion region) is

approximately zero. Thus, the voltage across the region of trapped charge is close to the

full drain potential of2 V. Due to the drain potential across the channel region beneath the

trapped charge 66 some of the electrons punch through across the trapped region to the

drain, resulting in a channel current.

The diagonal line under the channel in Figures 2 and SA indicate the reduction

in the number of electrons in thechannel as a function of charmel distance. The channel

region under the trapped charge is off (i.e., not inverted) due to the high threshold voltage

required to invert this region under the trapped charge. However, the channel region inside

the dashed circle 23 in Figure 2 and under the region -66 in Figure 5A is a depletion region

because the device is in saturation (a' device will be in saturation when VDS, the voltage

from drain to source, is higher than V35“, the saturation voltage). Due to the voltage on
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the drain 34, a lateral electric field exists in this portion of the channel under region 66. As

a result of this lateral electric field, any electron arriving at the edge of the depletion region

will be swept through and pulled to the drain 34. As described earlier, this phenomena is

called punch through. Punch through occurs if the lateral electric field is strong enough to

draw electrons through to the drain, regardless of the threshold level. In order to prevent

punch through from occurring during a read, the prior art memory cells require a much

longer programming time than does the memory cell of this invention because the prior art

memory cells are read in the forward direction. As the memory device is programmed for

a longer and longer time, more and more electrons are injected into the nitride, increasing

the length of the programmed portion 66 (Fig. 5A) of the channel. The memory cell must

be programmed for an amount of time that yields a trapped charge region 66 of sufficient,

length to eliminate the punch through of electrons. When this occurs, the lateral electric .

field is too weak for electrons to punch through to the drain under normal operating

conditions. As an example, for the threshold voltage equaling 3V during read in the

forward direction, Fig. 4 shows that at programming time of approximately 3 milliseconds

is ‘required.

Reading in the Reverse Direction

However, if the flash EEPROM memory cell 10 (Figure 5B) is read in the

reverse direction, a very different scenario exists. Reading in the reverse direction means

reading in a direction opposite that of programming. In other words, voltages are applied

to the source 14 and the gate 24 and’ the drain 16 is grounded; Similar to the prior art

memory device of Figure 5A, the memory device of Figure SE is programmed in the

forward direction by injecting hot electrons into region 68 of the nitride layer 20. Since

32
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nitride 20 is a nonconductor, the trapped charge remains localized to the region near the

drain, for the right bit, for example. The left bit is similar except that source and drain,

functionality are reversed. The region of trapped charge is indicated by the cross hatched

area 68 in Figure 5B. Thus, the threshold voltage rises, for example, to approximately 4V

only in the portion of the channel under the trapped charge 68. The-threshold voltage of

the remainder of the channel remains at, for example, approximately 1 V.

To read the right bit ofthe device of Figure 5B in the reverse direction, a voltage

is applied to the source 14 and the gate 24, for example 2V and 3V, respectively, and the

drain 16 is grounded. A major difference between reading in the forward direction and

reading in the reverse direction is that when reading in the reverse direction, the gate

voltage required to put the channel of the memory device into inversion increases

significantly. For the same applied gate voltage of 3V, for example, there will be no

inversion but rather the channel ofthe memory device will be in depletion. The reason for

this is that the channel region next to the drain 16 (which functions as the source in read) is

not inverted due to the electron charge in region 68 ofthe nitride 20. The channel adjacent

the source 14 (which fimctions as the drain in read) is not inverted because 2V is applied to

the source 14 and the channel, to be inverted, must be inverted relative to 2 V. In the case

of reading in the reverse direction, in order to sustain a higher voltage in the channel, a

much wider depletion region must be sustained. A wider depletion region translates to

more fixed charge that must be compensated for before there can be inversion. Vi/hen

reading“ in the reverse ‘direction in accordance with the present invention, to achieve a ‘S

voltage drop across the charge trapping region 66 of the prior art memory device shown in

Figure 5A similar to the voltage drop achieved when reading the same device in the
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forward direction, a higher gate voltage is required, for example, 4 V. This is in contrast to

the prior art memory device where the source was grounded and a lower gate voltage was

required to invert the channel. In the memory device of the present invention, a much

higher gate voltage is required to pin the voltage in’ the channel to a higher voltage, i.e., the

2V that is applied to the source terminal rather than gound. In other words, the present

invention recognizes and takes advantage of the fact that for the same magnitude potential

across the drain and the source, the voltage across the portion, of the charmel under the

trapped charge region 68 (Figure 5B) is significantly reduced when reading occurs in a ,

reverse direction to writing (programrning) directly resulting in less punch through and.

greater impact of the programming charge injected in region 68 of the nitride layer 20 ’

(Figure 5B) on the threshold voltage of the transistor. As _an example, for the threshold

voltage V... equaling 3v during reverse read, Fig. 4 shows that a programming time of

approximately 2 microseconds is required. This programming time is three orders of

magnitude less than the programming time required for the same threshold voltage when

the cell is read in the forward direction.

In the prior art, memory cells utilizing the ONO structure have had diffieulty

retaining the localized charge in the nitride layer. is because such memory cells are

programmed in a first forward direction and then read in the same direction. The reading

of the programmed cell in the forward direction requires a significant amount of charge to h

be stored on the nitride to provide the desired’ increase in threshold voltage associated with q

the programmed cell. However, in accordance with this invention, by__reading in the ,,

reverse direction, significantly less charge is required to be stored on the nitride to achieve

the same increase in threshold voltage in a programmed cell. Fig. 4 shows the difference in
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charge (measured as a function of programming time required to achieve a given threshold

voltage VT) for reading in the reverse direction versus the forward direction. In the prior

art, the charge retention in a localized region of the silicon nitride layer was dificult if not

impossible to achievebecause the lateral electric field generated by the charge dispersed

the charge laterally in the nitride layer. Such dispersion particularly occurred during the

high temperature retention bake required for quality control and reliability. The high

temperature retention bake typically requires temperatures between 150 degrees Centigrade

to 250 degrees Centigrade for at least 12 to 24 hours. The charge in the prior art devices

typically dispersed through the nitride during the high temperature bake causing the

performance of prior art devices using the nitride layer as a charge retention material to be

less than satisfactory. Accordingly, prior art devices that use the nitride layer for charge

retention are not widely used. In addition, charge stored on the nitride layer in prior art

memory cells is particularly prone to lateral diffitsion and dispersion through the nitride ‘

in response to the retention bake due to the internal fields causing what is known as

electron hopping. The phenomena of electron hopping is exponentially dependent on the

field strength." In the ‘case of"charge in the nitn'de.layer the internally --generated electric

field is directly related to the amount of charge stored on the nitride layer. Because

electron hopping is exponentially dependent upon the electric field strength, the additional

charge required to obtain a given threshold voltage change or shift when the memory cell is

read in the same direction as it was programmed causes a very significant change in the .

charge distribution in the nitride layer. This change in the charge distribution seriously

degrades the threshold voltage’ from the intended (i.e., design) threshold voltage.

Consequently, prior art ONO devices have not been successful.
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In accordance with the present invention, by reading the memory cell_ in the _ a

reverse direction fi'om which the memory cell is programmed, the amount of charge

required to achieve a given threshold voltage is reduced in some cases by a factor of two or .

three times the amount of charge required to obtain the same threshold voltage shift when _

the memory cell is read in the forward direction. Accordingly, the internal electric _fields

generated by the charge in the nitride when the memory cell is to be read in t_he reverse

direction are much less than the internal electric fields associated with the charge stored on

the nitride when the memory cell is to be read in the forward direction. Consequently

electron hopping is exponentially reduced and the small amount of charge stored in the

to nitride does not disperse laterally through the nitride due to the internally self generated

electric fields even during retention bake. Consequently, the memory cell of the present. _.

invention does not suffer the degradation in performance and reliability ofprior art ONO

memory cells which are programmed and read in the same direction.

15 Sample Flash EEPROM Device Data ‘

Data obtained from flash EEPROM devices constructed in accordance with the l.-...

present invention will now be presented to help illustrate the principles of operation - -

thereof. A graph illustrating the difierence in threshold voltage in the forward and reverse -

directions as a ftmction of drain voltage for a flash EEPROM cell of the present invention

20 that has been previously programmed is shown in Figure 6. The memory cell used to

obtain the data presented in Figures 6, 7 and 8 wasconstructed with a bottom oxide layer 34--

18, a top oxide 22 and a nitride layer 20, ‘each 100 Angstroms thick. The drawn width of
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the channel measures 0.6 microns and the drawn length of the channel measures 0.65

While reading in the forward direction, the threshold voltage is approximately

the same as the threshold voltage when reading in the reverse direction for low drain

voltages. At low drain voltages there is insufficient potential for punch through to occur.

However, as the drain voltage increases while reading in the forward direction, the punch

through region increases resulting in lower threshold voltage. At a high enough drain

voltage, the entire portion of the channel under the trapped charge in region 68 of nit:ride

layer 20 (Figure 5B) is punched through and the threshold voltage levels off at the original

threshold voltage of the channel.

However, while reading in the reverse direction, the V, versus VD) curve appears

to follow the V, versus VD curve while reading in the forward direction at low drain

voltages. However, the curves rapidly diverge for higher drain voltages and the threshold

voltage for reading in the reverse direction levels off at approximately 4V. At a gate

voltage VG of approximately 4V and a drain voltage VD of 1.2V, the device has reached

saturation (VDMT). At this gate voltage, any further increase in VD cannot be transferred '

through the. inversion layer thus establishing the maximum potential drop across the

portion of the channel beneath the charge trapping region 68. The V, then becomes

independent of further increases in VD- For example, at a drain voltage of 1.6V, the

difference in V, between reverse and forward read is almost 2V.

A graph illustrating the {difference in drain current in the forward and reverse

directions as a fimction of drain voltage for a flash EEPROM cell of the present invention

that has been programmed is shown in Figure 7. In Figure 7, rather than measure threshold
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voltage, the drain current is measured while keeping the gate voltage constant._ In the

forward direction, as expected. the drain current 1,, increases as the drain voltage VD
increases. The curve‘ labeled FORWARD also resembles the ID curve for readingan

unprogrammed cell in the reverse direction. . I
The drain current while reading in the reverse direction also increases with

increasing drain voltage (measured at the sourcewhich functions as the drain when reading

in the reverse direction) but the drain current levels off at a much lower current than when _

reading in the forward direction. The difference between drain currents at a V,, of 2V is on

the order of approximately 1000 times. If the logic threshold for this memory cell is set to _ .
10 10 uA, the forward curve can represent a logic '0' and the reverse curve _a logic '1'. ._

The Voltage Vx in the Channel

The voltage Vx is defined as the voltage in the channel at a distance X from the _

source. Using the example presented above, the voltage Vx that exists in the channel of the

memory cell of the present invention (Figure 5B, for example) will not be 2V because the

15 device is in depletion rather than inversion. On the other the voltage Vx must be

larger than 0 because a gate voltage ofonly 1.5V is .able to sustain approximately 0.4V in _A __ _

the channel. The actual voltage in the channel varies across the channel length because of ' _.

the lateral electric field set up between the source and the drain. The threshold voltage,

however, varies as a ftmction of the voltage the channel.

With reference to Figure 5B, the channel will be in saturation as long as the gate _ 1,

4 voltage VG is higher than the threshold voltage VT and the voltage V,‘ at anv point_ in the

channel is given by

V): = Vnsn
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with

Vnsxr = Va " VI‘ = Va " vT(VDSAT)

‘ V'r(Vx)=V1'o+AV1'(Vx)

As is shown in the .above equations, the threshold voltage in the channel is equal

to the threshold voltage with the source at zero potential V“, plus a delta threshold voltage

A V, which is itselfa fimction ofthe voltage in the channel.

The leakage current through the channel under the region 68 of trapped charge,

plotted as a fimction of the voltage V“, across the portion of the channel under the charge

trapping region 68 while reading in the reverse direction, is shown in Figure 9. from the

graph, one can see that the approximate leakage current IL through the channel when V-,c is

2V is 10" A. In the case of the prior art memory cell read in the forward direction, the

voltage across the portion of the channel under region 68 of trapped charge is

approximately 2V. In contrast, the voltage V, in the channel of the memory device of the

present invention at location 27 beneath the edge 25_ of the region 68.of trapped. charge is

not 2V but something less, IV for example. The leakage current I,_ corresponding to IV

across the trapped charge region is approximately 10” A, a whole two orders of magnitude

smaller.

Of importance, the edge of the region of trapped charge formed in the nitride

layer during programming is the portion of the trapped charge that begins to affect the gate

voltage required to invert the channel beneath that point.

A graph illustrating the gate voltage required to sustain a given voltage in the

channel, Vx, spanning the distance from the drain to the edge 27 of the charmel under the

39
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edge 25 of~ the charge trapping area for one of the two hits while reading in the reverse

direction is shown in Figure 10. The gate voltage VG that is required to sustain a particular

Vx at the point 27 in the channel under the edge 25 of the charge trapping area 68 (Figure

5B) is a ftmction of the number of acceptors NA in the substrate and the thickness of the

oxide To, and is represented by the dashed/dotted line. The solid line represents the

threshold voltage in the channel that exists when the back bias effect on the threshold

voltage is zero. In this case, the threshold voltage is constant along the entire channel.

However, once there is a voltage in the channel, the threshold voltage is not constant along

the channel. As shown in the graph, the threshold voltage increases nonlinearly as the

voltage in the channel increases. The relationship between the incremental increase in

threshold voltage as a function of channel voltage is well known in the art. A more

detailed discussion of this relationship can be found in Chapter 2 of "The Design and

I Analysis of VLSI Circuits" by L.A. Glasser and D.W. Dobberpuhl, incorporated herein by

reference.

It is important to emphasize that the advantages and benefits of reading in the

reverse direction are achievedionly when combined with the use of relatively low gate

voltages. For a particular drain voltage, e.g., 2V, applying a high enough VG such as 5V,

for example, causes the differences in threshold voltages between forward and reverse

reading to fade. A graph illustrating the effect of the gate voltage VG applied during

20 reading on the difierence in drain current In between reading in the forward direction

versus reading in the reverse direction‘ for one of the two bits is shown in Figure 11. The

reverse V, of the deviceused to generate the curves in the Figure is 3.5V. From Figure 11

it can be seen that as VG is increased while VB is kept constant, the 1,, curves for the reverse
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read begin to resemble the curves for the forward read. For example, comparing the

forward and reverse readcurves when VG equals 2.5V shows the read current in the reverse

direction being about four orders of magnitude lower. At a gate voltage VG of 3V, the

difference in read current between the forward and reverse directions drops to a little more

than two orders of magnitude. At a gate voltage of 5V, the difference in read current is

only approximately ‘l5%. These curves clearly show that large difierences in 1,, between

the forward and reverse read directions are only obtained when V6 is chosen to be low

enough. Thus, the benefits of reading in the reverse direction are only achieved when

suitably low gate voltages are used for reading. There is an optimum range within which

VG should lie. If Va is too low, insufficient current is developed in the channel. On the

other hand, if VG is chosen too high, the difierenoes between reading in the reverse and

forwarddirections are greatly diminished.

A graph illustrating the efi'eet of the gate voltage on the difierence in threshold

voltage between the forward and reverse directions is shown in Figure 12. The device used

to generate the curves in Figure 12 was programmed once to a V1. of 3.5V using a VD of

1.6V and an 11-1, of >1 pA. The VT as a fimction ofVVD during reading was subsequently

measured. As labeled in Figure 12, the I“, level for the lower two curves is 1 14A, and is 40

}.LA for the upper two curves. The effect of raising the 11,, is to force the VT, measurement

to be at a higher VG level even though the amount of charge trapped in the silicon nitride

layer is identical for all measurements. For the lower two curves (11,, of 1 p.A) the forward

and reverse threshold voltages start to separate from each other at a VD ofapproximately 50

mV while the VT, for the reverse saturates at approximately 0.6 V. For the upper two

curves (In, of40 pA) the forward and reverse threshold voltages start to separate fi-om each
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other at a VB of approximately 50 mV while the VT, for the reverse saturates at

approximately 0.6V. For the upper two curves (ITH of 40 ;.LA) the forward and reverse

threshold voltages start to separate from each other at a VD of approximately 0.35V. while

the V, for the reverse saturates at approximately 1.35V. _Thus, these curves clearly show

that the effect of the trapped charge depends heavily on the choice of V6.

Programming the Two Bit Cell

With reference to Figure 2, programming the two bit EEPROM cell of the

present invention will now be described. In programming the two bit cell, each bit, i.e.', the -
lefi and right bit, is treated as if the device was a single bit device. In other words, both the

left andright bits are programmed as described ‘in the section entitled "Programming One’
Bit in the Forward Direction." For the right bit, for example,-programming voltages are

applied to the gate 24 and drain 16 and hot electrons are injected into and trapped in the

charge trapping layer 20 in the region near the drain defined by the dashed circle 23.

Correspondingly, the threshold voltage of the portion of the channel under the trapped

charge increases as more and more electrons are injected into the nitride layer. The

‘programming erthe‘right bit is represented ht Figure 2 by the right-pointing arrow labeled

‘PROGRAM.’ This arrow represents the flow of electrons to the right during programming

ofthe right bit.

Similarly, the left bit is programmed by applying programming voltages to the I

gate 24 and source 14, which now fimctions as the drain for the left bit.‘ I-lotelectrons are -

injectedwinto and trapped in the charge trapping layer 20 in the regio'n'd'efined by the

dashed circle 21.’ The threshold voltage of the portion of the channel under the trapped

charge comprising the lefi bit increases as more and more electrons -are injected into the
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V nitride layer. The programming of the left bit is represented in Figure 2 by the

lefl-pointing arrow labeled ‘PROGRAM? This arrow represents the flow of electrons to

the lefi during programming of the left bit.

A graph illustrating the efi'e‘ct programming one of the bits has on the other bit

which has not been previously programmed is shown in Figure 13. In this particular

example, the right bit is shown being programmed while the lefi bit is read. The threshold

voltage V-, for the right bit assumes that the right bit is read in the reverse direction to the

programming direction. Thus the threshold voltage for a programmed left bit will. be

relatively low compared to the threshold voltage for the right bit and thus the state of the

right bit can be read without interference from the lefi bit. It is clear from the curves that

during programming of the right bit, the unprogrammed lefi bit remains unprogrammed.

This graph also illustrates the read through of the programmed right bit in order to perform

‘a read of the lefl bit.

A graph illustrating the effect programming one of the bits has on the other bit

which has been previously programmed is shown in Figure 14. This graph was generated

in two passes. Each purve is labeled. either PASS #1.or PASS #2. During the first pass, the

right bit was programmed while reading the unprogrammed lefi bit, as shown by the curves

labeled RIGHT BIT-PASS #1 and LEFT BIT-PASS #1. These curves are similar to the

curves ofFigure 13. During the second pass, once the right bit is programmed, the lefi bit,

previously unprogrammed, is now programmed. At the same time, the right bit is read.

The second pass is represented by the curves RIGHT BIT-PASS #2 and LEFT BIT-PASS

#2.
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As shown in Figure 14, during the first pass, the lefl bit remains unprograrnmed

during the programming of the right bit} Programming the right bit does not affect the '

unprogrammed lefi bit. During the second pass, the left bit is programmed and the right bit A‘

remains programmed and can still be read. The gate voltage during programming is

sufficiently high (typically around 10V) that the programmed right- bit does not interfere

with the programming ofthe left bit except to increase somewhat the time required to reach

a given threshold voltage relative to the time required to reach the same threshold voltage

for the right bit when the right bit is programmed. The graph also shows that the right bit

can be programmed through during programming of the lefi bit. Further, the programming ._.

of the lefi bit does not disturb the programmed right bit. This is possible because program ' . . - -'- -~

through (ie the prograrmning of the one bit substantially without interference from the _

other bit whenthe other bit is programmed) and read through (i.e. the reading of one bit

without interference from the other bit when the other bit is programmed) occurs through ~

both the lefi and the right bits.

Program through and read through are possible due to the relatively low gate

voltages’ required 'to,turn on each programmed bitvwhen ‘read the,-forward direction as

occurs when the other bit is read in the reverse direction. Another way to look at this is

that a narrow charge trapping region permits punch through to be more effective. Thus the

small amount of charge 68 trapped on the right edge of charge trapping layer 20 (Figure ._

15) and self-aligned with the junction between region 16.a.nd the substrate -12 and a ..

comparable amount of charge 70 trapped on the leféedge of charge trapping layer 20 and

self-aligned with the junction between region 14 and the substrate 12 cause a narrow

charge trapping region to be formed at boththe right side and the lefiside of charge
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trapping layer 20 which is easy to be punched when the bit is read in the forward

direction. Thus when left bit 70 (the charge trapping region 70 is referred to as a bit

because the presence or absence of charge in region 70 would represent either a zero or a

one) is read in the forward direction, bit 68 is being read in the reverse direction. The

punch-through under charge trap region 70 is quite easily achieved with a low gate voltage

thereby allowing the charge trapped in bit 68 to control the state of the signal read out of

I "the device. Thus for equal amounts ofcharge trapped in regions 70 and 68, reading a bit in

the reverse direction results in the opposite bit having no elfect on the state of the signal

being read.

Another reason that the bit not being programmed is not disturbed is that the

programming voltage is not being applied to the drain for the bit previously programmed.

Vi/‘hen.programming the other bit, the programming voltage is applied to the drain for the

bit on the other side ofthe device.

As discussed earlier, the programming duration must be limited for each bit in _

order that the other bit can still be read. For example, in the case when the right bit is

programmed, i.e., a logic '0', and the left bit is not programmed, i.e., a logic '1', if the right

’ bit programmed for too long a time then when the left bit is read, there may be_ -

insufiicient current for the sense amps to detect a logic '1' because the channel is not

suficiently conductive. In other words, ifthe right bit is programmed too long, a left logic

'1' bit becomes slower, i.e., takes longer to read due to lower channel current, or, in the

worst case, may appear to be a logic '0' because the over-programmed right bit prevents the

lefi bit from being read. Thus, a window exists in the programming time within which a

logic '0' bit must fall. One of the variable parameters is the voltage that is applied to the
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functional drain region during read. As the drain voltage is increased, a -longer, _

programming time, i.e:, longer area of trapped charge, required in order to avoid punch;

through. Thus, a longer trapping region is equivalent to increasing the programming time.-

The upper limit of the programming time for the window is the programming time such =

that a forward read does not change the read current by more than a predetermined,» ..

percentage compared to the read current for a reverse read. Preferably, the percentage ,.

change to the read current should be limited to 10%. 'This percentage, although not

arbitrary, can be optimized according to the design goals of the chip designer. .,_F,or .

example, a designer may wish to have three orders of magnitude margin be_tween.the . .

threshold voltage of a forward read and the threshold for a reverse read. . To achieve this, :-

the gate voltage, drain voltage and implant level are all adjusted accordingly to determine, a ,, . -'

maximum programming time.

The effect ofprogramming one ofthe bits is that both programming and reading '.

for the second bit is slowed somewhat. The second bit can be programmed as long as the

gate voltage during programming is higher than the threshold voltage of the channel with .,

the first bit programmed‘ and sufiicient voltage is placed on the drain. - The channel .. _. -

resistance, however, is raised due to the programming of the fist bit. ' As long- as _.

programming parameters are tuned properly, the higher channel resistance does not prevent . -

the second bit from being programmed and read. The higher channel resistance, however, ,

does cause programming and reading ofthe second bit to take longer.

1 y,
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Reading the Two Bit Memory Cell

Reading the two bit EEPROM cell of the present invention will now be

described. In reading the two bit cell, as in prograrmning, each bit is treated as if the

device was a single bit device. A sectional view ofa two bit EEPROM cell constructed in

accordance with a preferred embodiment of the present invention showing the area of

charge trapping under the gate for both the right and the left-bits is shown in Figure ls.

The area of trapping for the right bit is referenced 68 and'that of the left bit is referenced

70-. Also shown in Figure 15 are two arrows labeled 'READ', one pointed in the left

direction indicating the direction for reading of the right bit and one pointed in the right

direction indicating the direction for reading of the left bit.

As described in the section entitled "Reading One Bit in the Reverse Direction"

the right bit is read in the reverse direction by applying read voltages to the source 14 and

the gate 24 and grounding the drain 16. For example, a gate voltage of 3V and a source

voltage of 2V is applied. The resulting voltage in the channel V,‘ will be something less

than two volts in accordance with the graph in Figure 10 and as described in detail above.

Similarly, to read the lefi bit in the reverse direction, read voltages are applied to the gate

24 and to the drain 16 and the source 14 is grounded, e.g., 3V on the gate and 2V on the

drain.

A graph illustrating the efiect of a low drain voltage on the read through of a

programmed bit is shown in Figure 16. This graph is similar to that of Figure 14 with the

addition of the top two curves above 5.1V. The four lower curves were generated using a

VD of 1.6V. The two upper curves were generated by reading the unprogrammed bit afier

the other bit was programmed using a VD of 50 mV. These curves show that ifVD is made
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too low and the firs: bit is programmed, insuificicnt voltage exists in the channel for read

through to occur. They also show that the second bit to be programmed, in this case the

left bit, experiences slower programming due to the increased series resistance of the

‘ channel. Even if the second bit is unprogrammed, when the drain voltage is too low and

the first bit is programmed, the second bit cannot be read properly.. Insufficient voltage

exists in order for punch through to occur. If punch though does not occur, the second bit

looks as if it is programmed whether it really is or not.

Punch through is very sensitive to the length of the trapped charge region, such

as regions 68 and 70 of the structure shown in Fig. 15. Should these regions be too wide or

not self-aligned with the appropriate region 16 or 14 (depending on whether the charge

represents the right bit 68 or the left bit 70), then punch through would not be able to be

guaranteed to occur and this concept would not work. Thus, the self—alignrnent of the

trapped charge to the junction between region 16 and the substrate (for the trapped charge

68) and region 14 and the substrate (for the trapped charge region 70) is crucial to the

functioning of this invention.

A read of, the two bit memory device of.the present invention falls into one of

three cases: (1) neither of the two bits are programmed (2) one of the bits is programmed

and the other is not or (3) both of the bits are programmed. The first case does not require

a read through. The second case requires reading through the programmed bit to read the

unprogrammed bit. In this case the margin is the delta between reading a single bit in the

forward direction versus the reverse direction. An example of the margin can be seen in

Figures 6 and 7 which illustrate the difference in VT and read current between the forward

and the reverse directions for a single bit.
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The third case requires read through to read both programmed bits.‘

Programming the second bit, in fact, improves the conditions for reading the first bit. This

is so because the voltage in the channel is further reduced over the case of reading a single

bit. This increases the read margins between programmed and unprogrammed bits.

It is important to note that although the EEPROM cell of the present invention

« stores two bits, support circuitry and concepts designed to work with single bit memory

cells can still be used. For example, the sense amplifier circuiny needed for the two bit

memory cell is basically no different than that for the single bit memory cell. In the single

bit memory cell, the sense amplifier circuitry is required to distinguish between two states,

the programmed and unprogrammed states. Likewise, in the two bit memory cell of the

present invention, the sense amplifiers must also distinguish between only two states:

programmed and unprograrnmed. This is in direct contrast to the prior art approaches to

mulfi-bit memory cells wherein multiple thresholds are used which require multiple current

levels to be detected by the sense amps. A Accurately detecting multiple current levels in a

memory device is a complex and diflicult task to accomplish. The memory cell of the

present invention, however, requires that the sense amps only distinguish between two

states as in the single bit memory cell.

In the case when one of the bits is tmprogrammed, i.e., no charge injected into

charge trapping layer for that bit, a read of the other bit will be unatfected by this

unprograrnmed bit. On the other hand, however, in the case when one bit is programmed,

a of the other bit will be affected by this other programmed bit to some extent.

Depending on various process parameters, the programmed bit may cause the channel to be

less conductive. However, as long as the channel is sufliciently conductive both bits can
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be still beprogrammed and read correctly. This is discussed in more detail in the section

titled "Optimization Parameters“ presented below.

With reference to Figure 15, the two bit memory device of the present invention

utilizes a punch through or read through technique to read one bit when the other bit is in a’

programmed state. In order to read, for example, the right bit 68, the read current must be

able to read through or punch through the left bit 70, assuming that both the left bit and the - -

right bit have been programmed. Thus, there is a limit on the length of the charge trapping

region that can be programmed. The charge trapping region must be short enough to

permit punch through ofthe bit not being read. Ifa bit is in the unprogrammed state, there

is no constraint on the read current ofthe other bit from the unprogrammed bit.

It is important to note that when a semiconductor device is scaled, the channel

lengths become shorter and short channel effects take hold. Thus, in the two bit memory

cell, because each bit is stored in different areas ofthe transistor, short channel effects may

become prevalent sooner than in the case of the single bit transistor. In order to retain the

usable range of drain voltage, the two bit transistor may need to be scaled by a smaller

ziifactor. ’ .

Criteria Necessary For Two Bit Operation

A key concept ‘associated with the two bit EEPROM memory cell of theipresent

invention is that for the device to operate properly, both bits must be able to be written and:

20 read. If one of the bits is programmed, a reverse read on the programmed bit must sense'a

high VT, i.e., a '0' and a reverse read on the uriprogrammed bit must sense a low VT, i.e., a

'1'. Thus, a reverse read on the unprogrammed bit, which is equivalent to a forward read

on the programmed bit, must punch through the region of trapped chargeflin order to
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generate a high enough read current. Ifthis does not happen, the unprogramrned bit will

not be able to be read as a '1', i.e., a conductive bit.

In order to achieve this goal, a sufiicient margin is generated between reading in

I the forward and reverse directions. With reference to Figure 11, in order to store two bits,

there must be sufiicient difference between forward read of one of the bits and reverse read

of the other bit. In addition, the reverse read current for one of the bits when the other bit is

and is not programmed should be sufficient to distinguish between the two bits. For

example, in Figure .1 1, for a gate voltage of 3V, punch through for reading in the reverse

direction occurs at approximately 1V. Thus, a drain voltage of 1.6V creates a suitable

safety margin ensuring that the second bit can be read when the first bit is programmed.

There are two parameters that can be used to ensure punch through of the charge

trapping region. The first is the VG, applied during reading and the second is the width of

the charge trapping region. A low VG used during reading combined with a narrow charge

trapping region makes punch through more effective. The lower gate voltage -produces a

weaker vertical electric field which causes the lateral electric field to be stronger.

It is more. important to use a low VG during reading in the two bit memory cell

than in the single bit memory cell. In the single bit case, it only had to be ensured that the

reverse read was better than the forward read, meaning that the V, of a given bit during

forward reading was lower than the VT of bit during reverse reading. In the two bit

case, however, it is not enough that the VT drops in the forward case, it must drop

sufficiently to be able to punch through when reading the other bit. If the delta VT between

the forward and reverse read is not sufficient, one bit cannot be read when the other bit is

programmed.
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Erasing Prior Art Memory Devices

As discussed previously in connection with U.S. Patent No. 4,173,766, issued to .

Hayes, a major disadvantage of the Hayes prior an insulated gate device is the difiiculty in

using the Hayes device to construct a flash EEPROM. A consequence of using an‘ —

oxide-nitride structure as opposed to an oxide-nitride-oxide structure is that during

programming the charge gets distributed across the entire nitride layer. The absence of the '

top oxide layer lowers the ability to control where the charge is stored in the nitride layer

and allows holes from the gate to neutralize charge in the nitride layer. A thick nitride

layer is required in order to generate sufficient charge retention in the device. ' However,

the relatively thick nitride layer causes the charge trapping region to be very wide thus ‘7

making erasing the cell difficult ifnot impossible. Thus there is a tradeofi'between charge ' ’

retention and sufficiently large threshold voltage deltas on the one hand and the ability to

erase the device on the other hand.

Some ofthe prior art devices that use hot electron programming utilize an erase " "

mechanism whereby the electrons pieviously trapped in the nitride are neutralized (i.e.,

erased) by transferring holes into the nitride. The information is erased by grounding the

gate and applying a suflicient potential to the drain to cause avalanche breakdown.

Avalanche breakdown involves hot hole injection and requires relatively high voltages on

the drain for the phenomena to occur. The hot holes are generated and caused to jump over‘

the ‘hole potential barrier of the bottom oxide between the channel the nitride and

recombine with the electrons in the nitride. This mechanism, however, is very complex"

and it is difficult to construct memory devices that work in this manner. Another
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disadvantage ofusing hot hole injection for erasing is that since the drain/substrate junction

is in breakdown, very large currents are generated that are difficult to control. Further, the

number of program/erase cycles that the memory cell can sustain is limited because the

breakdown damages the junction area. The damage is caused by very high local

temperatures generated in the vicinity of the junction when it is in breakdown.

Erasing the Two Bit Memory Cell

The erase mechanism of the two bit flash EEPRi)M memory cell 10 (Figure 15)

will now be described in more detail. The mechanism used to erase the two bit flash

EEPROM memory cell of the present invention involves the movement of electrons as

opposed to the movement of holes. For the right bit, an erase is performed by removing

electrons from the charge trapping nitride region 68 either through the gate 24 via the top

oxide 22 or through the drain 16 via the bottom oxide 18. For the lefi hit, an erase is

performed by removing electrons from the charge trapping nitride region 70 either through

the gate 24 via the top oxide 22 or throughthe source 14 via the bottom oxide 18.

Using the right bit as an example, one technique of erasing is to simultaneously

apply a negative potential to the gate 24 and a positive potential to the drain 16 such that

electron tunneling occurs from the charge trapping nitride layer 20 to the drain 16 via the

bottom oxide 18. The left bit is erased in a similar fashion except that a positive potential

is applied to the source 14 rather than the drain 16. The electron tunneling is substantially

confined to a local area near the drain 16. To facilitate the erasing of the memory cell 10

using this technique, the thickness of the bottom oxide layer 18 is suitably constructed (i.e.,

has a thickness of about seventy (70) Angstroms) to opfimize the removal of electrons

from the nitride charge trapping layer 20 into the drain 16.
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Using the right bit as an example, a second well known technique is to

simultaneously apply a positive voltage ‘potential to the gate 24 and zero_ potential, i.e.,

ground, to the drain 16 such that electron tunneling occurs from the charge trapping nitride

layer 20 through the top oxide 22 to the gate 24. The right bitis erased in a similar fashion

with zero potential applied to the source In this case, the top oxide 22 is suitably —

constructed (again with a thickness of about seventy (70) Angstroms) to optimize the

tunneling of electrons from the nitride charge trapping layer 20 into _the gate 24 in order to _‘

facilitate the erasing of the memory cell 10. In one embodiment, the top oxide 22 has a

thickness of 50 Angstroms to 80 Angstroms for a voltage on gate 24_of 10 to 18 volts. .

A graph illustrating the effect of programming on erase time for reading in the_ _ ,

forward and reverse directions is shown in Figure 17. Figure 17 shows the times necessary

to program the device to a threshold voltage of four (4) volts for reading in both the reverse

(105 seconds) and forward (3x10" seconds) directions. The graph presented in Figure 17 is

based on data obtained fi'om a memory cell constructed in accordance with the present

invention. In the first pass, the device was programmed be read in the reverse direction __

and then erased. In the second pass, the device was-programmed to be read in the ‘forward

direction and then erased. The erase processes for the charges associated with reverse. read __

and forward read used the same drain voltage and gate voltage, namely a VD of 5.5V and a

VG of -8V. The thickness of the top oxide, bottom oxide and nitride layers are all 100 .

Angstroms. Programming for forward reading and reverse reading utilized a_ VD of 5.5V

and V5 of 10V. Only the programming differed. The forward and reverse

programming curves are identical to those illustrated in the graph of Figure 8.
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As‘ can be seen fi'om Figure 17, even when the device is programmed totthe

same threshold voltage, the time to complete the reverse erase is much less than the time to

complete the forward erase. The forward erase (i.e. the time to remove the trapped charge

associated with a given threshold voltage when the device is read in the forward direction)

. is slower than the reverse erase (i.e. the time to remove the trapped charge associated with

a given threshold voltage when the device is read in the forward direction). In addition,

there is residual charge left in the charge trapping region as shown in the small gap

between the reverse and forward erase curves at the one (1) second mark. This is due to

the larger wider charge trapping region formed during the forward programming that was

required to generate a threshold voltage of 4V. From the curves, the forward erase is

approximately an order ofmagnitude slower than the reverse erase. The abrupt increase in

threshold voltage for the curve labeled ‘FORWARD ERASE' is due to the reverse read

used to measure the threshold voltage. For the same amount of charge trapping, the

equivalent threshold voltage for reverse reading is much higher than that for forward

reading. As can be seen in Figure 17, the slopes of the forward and reverse erase curves

are different. Reading in the reverse direction requires trapped charge so much smaller

than does reading in the forward direction that the erase of the trapped charge is

approximately 10 to 20 times faster. Also apparent ii-om Figure 17 is that the cell does not

enter deep depletion. Even at the 1 second erase mark, the threshold voltage (about 2v) is

no lower than that of an unprogrammed cell. This is a huge advantage of the memory cell

of the present invention over prior art memory cells especially floating gate cells where

over-erase can cause a failure of the memory array due to deep depletion of the charge on

the floating gate.
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'I'he erase mechanism in the memory cell is self limiting due to the fact that as

the memory cell is erased, more and more positive charge is stored in the trapping region

68 (Figure 15) (for the right bit) of the nitride layer thereby neutralizing the negative

charge stored there while the remainder of the nitride layer 20 remains unaflected. Thus,

the threshold voltage of the channel lceeps dropping until it levels off at the threshold

voltage of an unprogrammed memory cell which is the threshold voltage of the larger

majority of the channel closer to the source. Over-erasing’ the memory cell of the present

invention only affects (i.e., lowers) the threshold voltage of the portion of the channel

under the charge trapping region 68 which is a relatively narrow region while leaving the

threshold voltage of the remainder of the channel at its normal value. A graph illustrating

the separate bit erase capability of the two bit EEPROM memory cell of the present

invention is shown in Figure 18. The graph was generated in two passes and initially, both

the right and the lefi bit are programmed each with an amount of trapped charge to achieve

a given threshold voltage when read in the reverse direction. During the first pass, the right

bit was erased while the left bit was read, as represented by the curves labeled RIGHT

BIT-PASS #1 and LEFT BIT-PASS #1. Duringthe second pass, the left. bit was erased

while the right bit was read, as represented by the curves labeled RIGHT BIT-PASS #2

and LEFT BIT-PASS #2. The graph shows that erasing of one of the bits does not affect

the other bit. This is due to the fact that the erase voltage is localized to the junction

adjacent to the bit that is to be erased. The difference in location between the curve ‘labeled

“Left Bit-Pass #2” and the curve labeled “Right Bit-Pass #l” is of no significance being

well within the tolerance of the measurements.
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A graph illustrating theeffect of cycling on -the program and erase ability of the

two bit EEPROM cell ofthe present invention is shown in Figure 19. The graph shows the

V, of a bit associated with a given amount of trapped charge for reading in the reverse

direction (top line) and the forward direction (bottom line). The gradual increase in

T threshold voltage V... for reading in both the forward and reverse directions reflects the lack

of complete erasure of all the stored charge during each erase such that the amount of

trapped charge gradually increases with time after programming and erasing for 1000

cycles.

As explained previously, a result of reading in the reverse direction is that a

narrower charge trapping region is required due to the higher efficiency ofthe reverse read.

Since erasing is always performed through the effective drain region 16 (for trapped charge

' 68 and region 14 for trapped charge 70), less charge needs to be moved off the charge

trapping layer 20 and directed through the drain 16 (charge 68) or effective drain 14

(charge 70). Thus, reading the memory cell 10 in the reverse direction enables much faster

erase times. This makes the entire erase process much easier than in prior art memory

devices. In the prior art memory device (i.e., forward programming/forward read), the

charge trapping region 66 (Figure 5A) was much bigger and wider to achieve the desired

change in threshold voltage, thus making the erase process more difficult. To erase the cell

41, a larger amount of charge spread out over a wider trapping region 66 must be directed

through the drain 34. The danger with this lies in that if the charge trapping region 66

becomes too wide, the cell ‘41 may never be able to be completely erased. The charge

trapping region 66 may become too wide if the device is overprogrammed which is a real

possibility when programming and reading in the forward direction.
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. A graph illustrating the effects associated with over programming on the ability

to erase in the forward and reverse directions is shown in Figure 20. The graph presented A ‘ -

in Figure 20 was constructed using data obtained from a memory cell 10 (Figures 5B and

15) constructed in accordance with the present invention.” The top oxide 22 (Figure 15),

bottom oxide 18 and nitride layer 20 are each 100 Angstroms thick for a total ‘ONO

thickness of 300 Angstrorns. Programming trtiliied 21 VD of 5.0V and V6 of 10V. Erasing

utilized a VD of 5.0V and a VG of-8V. Note that programming and erasing are both in the

forward direction. Reading, however, is either in the forward or reverse direction. It is the

reverse direction read in conjunction with the careful control of the'gate voltage to ‘be

within a selected range, that yields the advantages of this invention.

In this case, the memory cell, which has been programmed for 100 milliseconds, '

does not fully erase in a reasonable time (shown in Figure 20 as 100 milliseconds) with V,

being approximately 7V afier 100 milliseconds of erase for reading in both the forward and

reverse directions. The cell 10 carmot be erased beeauseit has been over programmed,

meaning the charge trapping region was made too wide to effectively erase. After 100

milliseconds ofprogramming, the charge trapping region is very wide. The 13V (VD of 5V ' <

and V6 of-8 v) that is applied across the charge trapping region 68 (Figure 5B) to erase the

trapped charge is effective in removing the electronsithat areuclose to the 16.

However, the electrons that are trapped further away from ‘drain 16 towards the middle of

the channel cannot be effectively removed because the electric field created by the 13V " "

potential difference between the drain and the gate is much weaker at that point.

As is apparent from Figures 17 and 20, the slopes of the threshold -voltage V,-

versus program time curves for forward read and reverse read (labeled “forward program”
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and “reverse program” in Figure 20) are _difi"erent. After approximately one millisecond,

the forward program curve exhibits at higher slope than the reverse program curve. This a

shows that reading in the reverse direction is more tolerant to over programming than

reading in the forward direction in the sense that a given uncertainty in programming time

causes a bigger uncertainty in threshold voltage VT when reading in the forward direction

than when reading in the reverse direction. When reading in the reverse direction, a V.,., of

about 4V is reached after approximately 100 microseconds of programming. Even if

programming continues up until a millisecond, a factor of 10X, the VT, for reading in the

reverse direction is only approximately 4.5V. For reading in the forward direction, a VT of

4V is reached only afier approximately 7 milliseconds ofprogramming. Ifprogramming is

ofl'by only 3X, the VT increases to approximately 8.3V. At this high V, it is not likely that

the device can be erased.

. Thus, it is important to stress that reading the memory device in the reverse

direction does not just enable simpler and faster erasing, but in fact, if the device is to be

read in the forward direction and the trapped charge is so adjusted to give the desired '

threshold voltage VT, erasing is likely to be not possible at all. This is because much more

charge must be trapped on the dielectric 20 beneath the gate 24 to achieve a usable

difference in threshold voltage V, between the programmed and the unprogrammed state ‘

when reading in the forward direction than when reading in the reverse direction. This

makes erasing the memory device at best difiicult if not impossible thus making the

V forward programming/forward read impractical for this type ofmemory device which must

be erasable.
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The graph of Figure 20 also illustrates the higher eflectiveness during erase ot:

the voltage on the versus the voltage on the gate; The gate voltage is not as effective

due to the distance of the gate fi-om the trapped charge which includes the thickness‘ of the :

top oxide 22 and the nitride layer 20. The drain voltage is more effective since it is more

proximate to the region 68 of trapped charge._ However, the gate voltage is more crucial

when the width of the trapped charge region 68 is narrow. In this case, the gate voltage._

will be effective -in creating an electric field that covers the entire charge trapping region 68 g _. U

making the ‘removal of electrons more eifioient. The trapped charge region can only be 5 V .

made sufficiently narrow if the device is read in the reverse direction because only when _ .- . .

the device is read in the reverse direction does a relatively small amount of charge stored .

on the dielectric under the gate yield a sufficiently larger difference in threshold voltage

VI‘ to allow the programmed state (i.e., charge stored on the gate) and the unprogrammed

state (i.e., no charge stored on the gate) to be differentiated. As discussed previously, if the , .

device is read in the forward direction, the charge trapping region must be made wide

enough to generate a sufficient threshold voltage to difierentiate between.th_e programming.

and the unprograinmed states. Charge trapped far from the cannot be compensated _

for by lowering the voltage on the gate. In addition, the drain voltage cannot be increased ,_

beyond approximately 2V due to read disturb. The read disturb refers to slow-

programming of the bit during read. While the programming occurs very slowing, .

20 constantly reading the same cell over an extended period of time canlcause progra.mmi.ng__

of the bit to occur. . _ T »

A graph illustrating the programming and erasing curves representing the use of I A

oxide versus TEOS as the dielectric on top of the nitride is shown in Figure 21. The graph
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presented in Figure 21 was constructed using data obtained from" two memory cells

9 constructed in accordance with the present invention, one memory cell using TEOS toy .

form the oxide layer 22 (Figure 15) on top of the nitride and the other memory cell using

thermal oxidation of the nitride to‘ form the top oxide layer 22. The thickness‘ of the top

oxide layer 22, bottom oxide layer 18 and nitride layer 20 are 70, 100, 80 Angstroms,

respectively. The width/length ratio for each memory cell channel is 0.6l0.65 microns.

Programming (which is always done in the forward direction) utilized a VB, of 5.0V and a

V6 of 10V. Erasing (which is also always done in the forward direction) utilized a V, of

5.0V and a VG of—6V. This graph shows that there is little difierence in the programming

and erase characteristics when either oxide or TEOS is placed on top of the nitride.

A graph illustrating erase times for a gate voltage of zero with two different

values of drain voltage is shown in Figure 22. Both curves were generated by first

programming in the forward direction for about 10 microseconds, until the threshold

voltage VT equals about 4V and then erasing in the forward direction. For the upper curve,

the_gate 24 (Figme 15) was gnotmded and 6.0V applied to the drain 16. For the lower

curve," the gate 24 was grounded and 6.5V applied to the drain. For both curves, the .

threshold voltage is raised during programming from nearly 1.5V to approximately 4V.

Erasing then brings the VT back down to approximately 1.7V. Note that the time to erase

the charge from the dielecuic decreases as the drain voltage increases. The curves show

that it takes about 100 seconds with a gate voltage of 6.5V to erase (i.e., remove) sufficient

charge from the dielectric to bring the threshold voltage of the device down to about 1.9V

and that it takes about 1000 seconds with a gate voltage of 6.0V to achieve the same

threshold voltage.
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‘A graph illustrating the erase curve for two different values of negative gate ..

.voltage is shown in Figure 23. The graph presented in Figure 23 was constructed using

data obtained from a memory cell constructed in accordance with the present invention.

The thickness of each of the top oxide 22 (Figure 15), bottom oxide 18 and nitride 20

layers is 100 Angstroms for a total dielectric thickness of 300 Angstroms. The channel

width/length ratio is 0.6/0.65 microns. Erasing for the reverse direction utilized. a constant '-

v,, of 5.5V and a VG of -5v versus a VG of —7.5v. The graph shows that drain and gate

voltages on the order of 5V and -5V respectively, are sufficient to enable an eifective erase.

This is a big advantage over the prior art where erase voltages of around -10V on the gate

are more typical. The graph also shows that lowering VG to -7.5V is efiective to erase

device approximately 20 times faster while still retaining a VG less than 10V.

Benefits of Reading in the Reverse Direction

Reading the graph in Figure 10, one can see that to achieve at V, equal to

approximately 2V in the channel (i.e., the same conditions as the prior art memory device

with 3V applied to the gate) when reading in the reverse direction, approximately 4V‘must

be applied to the gate. When, for é'xamp1e,‘3v is applied to the gate and the device is read "

in the reverse direction, only approximately 1.2V is generated in the channel. This is in

direct contrast to the prior art reading in the forward direction wherein the potential across

the trapped charge region was almost the full potential applied to the drain (i.e., 2V). “This

significant benefit of reading in the reverse direction is that for the same gate voltage a ' I

much lower voltage is present across the portion ofthe channel under the region of trapped

charge. This results in dramatically less leakage current for the same charge trapping

length. Or stated another way, a shorter charge trapping ‘region is needed in the gate

62
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dielectric to achieve an equivalent amount of leakage current. A shorter charge trapping A

region translates through an exponential function to shorter programming times. A

discussion of the variation in programming time as a function of various parameters,

voltage and temperature is given in a paper entitled "Hot-Electron Injection Into the Oxide

in n—Channel MOS Devices," B. Eitan and D. Frohman-Bentchkowsky, IEEE

Transactions on Electron Devices, March 1981, incorporated herein by reference.

The effect of reading the memory device in the reverse direction is to amplify

the elfect of the trapped charge (i.e., the programmed region or the localized trapping

region) on the threshold voltage thereby allowing much less charge to be trapped to

achieve the same difference in threshold voltage between the programmed state (i.e.,

charge stored in the charge trapping region of the gate dielectric) and the unprograrnmed

state (i.e., no charge stored in the charge trapping region of the gate dielectric) of the

device. For the same programming time (meaning the same length of trapped charge in the

, nitride, for example as shown in Figures 5A and SB), device 10, when read in the reverse

direction, exhibits a leakage current IL approximately two orders of magnitude less than

"that of a prior art memory cell. As previously -discussed, by reading in the reverse

direction, a major benefit is that the programming time can be reduced because the leakage

current is significantly less and thus less trapped charge is required to achieve the same

leakage current as when reading in the forward direction. Thus, the size of the trapping

region does not have to be as large as with prior art memory cells which translates

exponentially into shorter programming times.

A key advantage of reading in the opposite direction from programming is that

the effect of the lateral electric field next to the charge trapping region is In
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addition, the gate voltage can be reduced to further minimize the potential in the channel.

In fact, the gate voltage can be set to achieve the desired voltage in the channel. This was

described previously with reference to Figure 10.

t The area of charge trapping necessary to program memory cell 41 of the prior art

5 is illustrated in Figure 24A and the area of charge trapping necessary to program memory

cell 10 of the present invention is illustrated in Figure 24B. The trapping region 68 of

device 10 is shown much smaller than trapping region 66 of the prior art device. As

described earlier, reading in the reverse direction permits a shorter charge trapping region.

This results in much more efficient programming by reducing, through an exponential

10 function, the programming time of the device.

Prograrmning a smaller, narrower region of trapped charge has numerous

benefits. One major benefit is that programming times are reduced while the delta in

.. threshold voltage between the programmed versus unprogramrned states remains the same.

Thus, short programming times are achieved by taking advantage of the asymmetric

15 characteristics of the trapping dielectric flash EEPROM memory cell. Another major

benefit is that the erase mechanism ofthe memory cell is greatly enhanced.

The erase mechanism is enhanced when the charge trapping region is made as

narrow as possible. Programming in the forward direction and reading in the reverse

direction enables limiting the width of the charge trapping region to a narrow region near

20 the drain. This allows for much more rapid and thus more efiicient erasing of the memory

cell.

Yet another benefit of reading in the reverse direction, as described above, is that

a narrow charge trapping region increases the effectiveness of the drain voltage during
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erase when combined with relatively low applied gate voltages. A narrow charge tapping

region is allowed only by reading in the reverse direction while applying low gate voltages

during the read.

Further, utilizing a thinner silicon nitride charge trapping layer than disclosed in

the prior art helps to confine the charge trapping region to a region near the drain that is

laterally narrower than in the prior art. This improves the retention characteristic of the

memory cell. Further, the thinner top and bottom oxide sandwiching the nitride layer helps

retain the vertical electric field.

In addition, when the memory cell is read in the reverse direction, it is more

tolerant of over programming. Reading in the forward direction causes the threshold

voltage ofthe memory cell to be very sensitive to inaccuracies in programming time while

reading in the reverse direction reduces this sensitivity of threshold voltage to

programming time. Over programming while programming to allow reading in the

forward direction can-potentially cause the device to become non erasable.

The voltage V,, in the channel is a fimction of the gate voltage and the impurity

level in the channel.- Vx is the voltage in the channel just beneath the edge of the tiapped

charge region above the channel (Figure SB). A higher gate voltage translates to a higher

voltage in the channel. When the device is N channel, the impurity in the channel region

before inversion is usually boron. The voltage V, is generally independent of the boron

impurity level over a normal range of values in the forward reading mode, but V,‘ is

dependent on the impurity level in the reverse direction, becoming smaller as the impurity

level goes up. Indeed in the reverse direction the voltage V, in the charmel just beneath the

edge ofthe trapped charge region is given by the following expression
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V): = VG ‘ (V1 "' AVT)

A where V, is the device threshold voltage for zero substrate bias and AVT is the

incremental increase in threshold voltage due to substrate back bias caused by a finite value

for Vx when the channel is just inverted.

Various thickness’ were tried for the second oxide layer 22 in the ONO structure

ofFigures 5B and 24B. The following table presents the combinations of thic_kn_ess' for the

ONO layers that were constructed for three embodiments of the ‘memory cell of_ this .

invention. Note that all thickness‘ are in Angstroms in the table below.

LayerEmbodiment # lEmbodimcnt #2Embodiment #3

Top Oxide ('0' Layer 22)15010070

Nitride ('N' Layer 20)505050

Bottom Oxide ('0' Layer 18)1(l7__(fiQ

Total Thickness270220l9O

The nitride layer 20 retains the stored charge. By employingthe reverse read as _ .

opposed to the forward read, the amount of charge required to be retained for a given shift

in threshold voltage is reduced by a factor typically of two or_n_1ore. By making the nitride

layer 20 thinner and the top oxide layer 22 thicker, the amount of charge required to be

stored on the nitride layer 20 for a given threshold voltage shifi is also reduced.

It is also noted that as the thickness of the top oxide layer 22 increased, the _

lateral fields associated with the charge stored on the 50 Angstrom thick nitride-layer 20

decreased slightly. It is also observed that as the thickness of the bottom oxide layer 18

was made thinner, the erase of the charge stored on the nitride layer 20 becomes easier.
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For a 70 Angstrom thick bottom oxide layer 18, the charge stored on the nitride layer 20 is

more easily erased than if the bottom oxide layer 18 is 100 Angstroms thick.

Thus, the conclusion is that the thinner the nitride the better for the purposes of

the present invention. Nitride layers as thin as 20 Angstroms are believed possible with

this invention. The thinner nitride reduces the lateral field associated with a given charge

stored in a portion of the nitride layer and thus reduces the lateral dispersion of the stored

charge as a result of the internally generated electric field associated with the stored charge.

Optimization Parameters

In terms of optimization, three parameters can be varied to give the quickest

programming time and the widest margins. The first parameter is the channel length. A

longer channel length, for a given programming tirrie when reading in the reverse direction,

increases the distance between the drain and the trapped charge (efiectively, the source and

drain designations are flipped). This lowers the level of the lateral electric field even

lower.

The second parameter, as described previously, is the gate voltage which can be

set to the’ voltage drop in the channel across the channel region beneath the

trapped charge. This further reduces the lateral electric field in the charms] beneath the

trapped charge. Within limits, the voltage in the channel can be ‘dialed in‘ by varying the

voltage on the gate. This allows control over the voltage drop in the channel beneath the

region of trapped charge. If the gate voltage is made too low then reading a logic '1', i.e.,

the unprogrammed state, becomes problematic. ‘The gate voltage for reading a logic '1'

must be still high enough to generate inversion in order to produce suflicient read current

for each sense amplifier. Thus, a lower limit for the gate voltage is approximately 1V
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above the threshold voltage. The lower limit for the gate voltage is determined by the

maximum time required to sense the channel current which represents one state of the

memory cell. For example, for fast access time, the maximum time would be in the range -

of 10 to 30 nanoseconds while for a mass storage device the maximum access time could

be as high as 1 microsecond. The actual gate voltage to achieve these maximum times

would depend upon the device structure, the dielectric thickness, the bit line ‘capacitance,

the doping concentration in the channel and other parameters associated with the device.

An upper limit on the gate voltage is the voltage at which the voltage in the channel just

beneath the edge of the region of trapped charge is just below the voltage potential applied

to the source terminal during reading in the reverse direction. Atoo high gate .voltage'will , -. .

cause inversion in the channel and the benefits oi‘ the present invention areilost. Thus, it is

not recommended to apply a gate voltage that generates such a high voltage in the charmel

beneath the edge of the charge trapping region because it defeats the benefits of having a

lower potential across the portion of the channel beneath this charge trapping region with

the accompanying reduction in leakage current and shortened programming time. In a ’ ~

preferred embodiment of the present invention, the gate voltage used for is

approximately 3V which represents an optimized tradeoff between programming time and

leakage current

The third optimization method, previously described and which is known in the

art, is to vary the boron doping of the charmel region under the gate. An increase in the‘

doping concentration results in a higher threshold voltage VT and a lower voltage generated

in the channel. This is due to the reduction in the width of the depletion region formed.
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Thus, a higher doping concentration permits a higher gate voltage to be applied for the

same voltage across the portion of the channel beneath the charge trapping region.

In addition, an increase in the NA doping concentration for the same length

trapping region will improve the punch through behavior of the device. By varying the

level of boron implanted in the channel region, the width of the depletion region under the

gate can be varied. An increase in the doping concentration results in a reduction in the

width of the depletion region for the same applied gate voltage. The reduction in the width,

of the depletion region occurs because there is now more fixed charge in the substrate.

Thus, varying the doping concentration can be used to limit the length of the pinchoff

region under the gate. In addition, the doping concentration can be used to:increase or

decrease the initial threshold voltage of the device.

Optimization parameters specific to programming and reading two bits in the

memory cell of the present invention will now be described. The optimizations for

programming include utilizing a longer minimum effective channel length Leer in order to

physically separate the two bits better. In addition, the implant level can be reduced in the.

channel in order to increase the delta between forward and reverse programming. On the

otherhand, the implant level can be increased in the channel in order to reduce the impact

ofthe first bit on the programming ofthe second bit. Thus, the implant level in the channel

is a compromise between the forward and reverse delta on the one hand‘ and the

programming speed on the other hand.

The optimizations for reading include lowering the gate voltage in order to

enhance the punch through during reading. As described previously, punch through is

necessary to program and read the second bit. A lower implant level in the channel serves
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to increase punch through. Also, a higher drain voltage during read fiunctions to increase

punch through. These three optimizations relate to reading in the forward direction, which

is equivalent to reading the second bit in the reverse.

In addition, a lower gate voltage reduces the number of electrons that need to be_ .

injected into the charge trapping region. improves erasing because it eliminates

residual charge remaining trapped after erasure. Any residual charge that remains in the

charge trapping layer afier erasure degrades cycling.

While the invention has been described vvith respect to a limited number‘ of

embodiments, it will be appreciated that many variations, modifications a.nd__ other _ .

I0 applications of the invention may be made.
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1. An electrically erasable programmable read only memory (I.-IEPROM) cell

capable of storing two bits of information, comprising:

a semiconducting substrate of a first conductivity type;

a first region comprising a portion of said semiconducting substrate

doped to have a conductivity opposite that of said semiconducting substrate;

a second region, spaced from said first region, comprising a portion of

said semiconducting substrate doped to have a conductivity opposite that of

said semiconducting substrate, a channel being formed in the space between

said first region and said second region within said semiconducting

substrate; -

a first insulating layer overlaying and covering said channel portion of

said semiconducting substrate;

a nonconducting charge trapping layer formed on and overlaying saidI

first insulating layer;

a second insulating layer formed on and overlaying said nonconducting

charge trapping -layer;

a gate comprising an electrically conductive material formed on and

overlaying said second insulating layer;

wherein said charge trapping layer is formed so as to receive and retain

electrons injected into said charge trapping layer in a charge storage region
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close to said first region forming a first bit, the quantity of electrons so stored

being selected so as to provide said cell with a first threshold voltage greater

than a first selected value when said memory cell is read in a first direction

opposite to that in which it was programmed and to provide said cell with a

second threshold voltage when said memory cell is read in a second direction

which is the same direction in which it was programmed, said second

threshold voltage being sufficiently less than said first threshold voltage as to

allow said cell to store said first bit of information when the cell is read

the first direction but to not store said first bit of information with the same

’ probability of detecting said first bit when the cell is read in the second

direction; and

wherein said charge trapping layer is formed so as to receive and retain

electrons injected into said charge trapping layer in a charge storage region

close to said second region forming a second bit, the quantity ofelectrons so

stored being selected so as to provide said cell with a third threshold voltage

greater than a third ‘selected value when said memory cell is read in a third

direction opposite to that in which it was programmed and to provide said

cell with a fourth threshold voltage when said memory cell is read in a tburth

direction which is the same direction in which it was programmed, said

fourth threshold voltage being sufficiently less than said third threshold

voltage as to allow said cell to store said second bit of information when the

cell is read in the third direction but to not store said second bit of I



APPLE INC. 
EXHIBIT 1102 - PAGE 0335

W0 99/517000 PC!‘/IL98/00363

information with the same probability of detecting said right bit when the

cell is read in the fourth direction.

The memory cell according to claim I, wherein said first bit and said second bit

are erased by removing electrons from said region of trapped charge in said

nonconducting charge trapping layer previously stored therein during

programming.

The memory cell according to claim 1, wherein the amount ofcharge stored in

said region of trapped charge for said first bit and said second bit in said non

conducting charge trapping layer is such that the change in threshold voltage for

reading in the reverse direction relative to reading in the forward direction is

greater than a factor of ten.

The memory cell according to claim 1, wherein the amount ofcharge stored in

said region of trapped charge for said first bit and said second bit in said non

conducting charge trapping layer is such that the change in threshold voltage for

reading in the reverse direction relative to reading in the forward direction is

greater than a factor of five.

The memory cell according to claim 1, wherein the amount of charge stored in

said region oftapped charge for said first bit and said second bit in said non

conducting charge trapping layer is such that the change in threshold voltage for

reading in the reverse direction relative to reading in the forward direction is

greater than a factor of two.
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The memory cell according to claim 1, wherein the amount of charge stored in

said region of trapped charge for said first bit and said second bit in said"

nonconducting charge trapping layer is such that the change in threshold voltage

for reading in the reverse direction relative to reading in the forward direction is

greater than a factor of one and one half.

The memory cell according to claim 1, wherein a lower limit for the voltage

applied to said gate during reading for either said first bit. or second bit is the

voltage at which sufficient inversion is generated in the channel whereby the

unprogrammed state can be sensed and which permitslread through of the-bit not ~
being read, an upper limit for the voltage applied to said gateiduring reading for
either said first bit or said second bit is the voltage at the voltage across a

region of said channel beneath the trapped charge in said charge storage region is

below the voltage applied to said first region during reading for said first bit and

below the voltage applied to said second region during reading for said second

bit.

The memory cell according to claim 1, wherein said cell is adapted such that

programming said first bit comprises applying programming voltages to said tirst

region and said gate, grounding said second region and measuring the resulting

7 channel current, wherein reading said first bit comprises applying reading voltage. _.

to said second region and said gate, grounding said first region and measuring the

resulting channel current, wherein said cell is adapted such that programming

said second bit comprises applying programming voltages to said second region
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and said gate,'grounding said first region and measuring the resulting channel

current and wherein reading said’ second bit comprises applying reading voltage

to said first region and said gate, grounding said second region and measuring the

resulting channel current.

The memory cell according to claim 1, wherein said first bit of said cell is

adapted to be erased by applying erasing voltages to said gate and said first

region and wherein said second bit of said cell is adapted to be erased by

applying erasing voltages to said gate and said second region.

The memory cell according to claim 1, wherein said first bit of said cell is

adapted to be erased by applying a first voltage on said gate and ground potential

on said first region such that electrons are removed from said charge tapping

region via said gate and wherein said second bit of said cell is adapted to be

erased by applying a second voltage on said gate and ground potential on said

second region such that electrons are removed from said charge trapping region

via said gate. '

The memory cell according to claim 1, wherein said first bit of said cell is

adapted to be erased by applying a first voltage to said gate and a second voltage

to said first region such that electrons are removed from said charge trapping

region via said first region and wherein said second bit of said cell is adapted to

be erased by applying a third voltage tofsaid gate and a fourth voltage to said

second region such that electrons are removed from said charge trapping region

via said second region.



APPLE INC. 
EXHIBIT 1102 - PAGE 0338

W0 99/0700!) PCT/IL98/00363

12. _ The memory cell according to claim 1, wherein said first and second insulating

layers comprise silicon dioxide. '

13. The memory cell according to claim 1, wherein said charge trapping layer

comprises silicon nitride.

14. The memory cell according to claim 1, wherein said charge trapping layer

comprises silicon dioxide with buried polysilicon islands.

15. The memory cell according to claim 1 wherein said charge trapping layer

comprises silicon dioxide with impurities therein.

16. The memory cell according to claim 1, wherein said semiconducting substrate . ‘

comprises P type semiconductor material.

17. The memory cell according to claim 1, wherein said source and said drain

comprise N+ semiconductor material.

18. An electrically erasable programmable read only memory (EBPROM) cell

capable of storing two bits of information, comprising:

a semiconducting substrate ofa first conductivity type;

a first region comprising a portion of said semiconducting substrate

doped to have a conductivity opposite that of said semiconducting substrate,

a second region, spaced from said first region, comprising a portion of ‘A ' ‘ ' ' '

said semiconducting substrate doped to have a" conductivity opposite that of
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said semiconducting substrate, a charmel being formed between said first

region and said second region within said semiconducting substrate;

a first insulating layer overlaying and covering said channel portion of

said semiconducting substrate;

a non conducting charge trapping layer formed on and overlaying said

first insulating layer;

a second insulating layer formed on and overlaying said non conducting

charge trapping layer;

a gate comprising an electrically conductive material formed on and

overlaying said second insulating layer;

wherein said cell is adapted to receive and retain electrons injected into

said non conducting charge trapping layer in a portion close to said first

region forming a first bit and in a portion close to said second region forming

a second bit; and

wherein said memory cell is adapted to be read in a direction opposite to

that in which it was programmed, such that a lower limit for the voltage

applied to said gate during reading for either said first bit or said second bit

is the voltage at which suflicient inversion is generated in said channel

whereby an unprogrammed state can be sensed and which permits read

through of the bit not being read, an upper limit for the voltage applied to

said gate during reading for either said first bit or said second bit is the

voltage at which the voltage across a region of said chaxmel beneath the
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’ trapped charge in said charge storage region is below the voltage applied to _

said first region during reading for said first bit and below the voltage

applied to said second region during reading for said second bit.

19. The memory cell according to claim 18, wherein said first bit and said second bit

of said cell are erased by removing electrons from respective regions of nrapped

charge in said non conducting charge trapping layer previously stored therein

during the programming of each bit.

20. The memory cell according to claim 18, wherein said first bit of said cell is

adapted to be programmed by applying programming voltages to said first region
and said gate, grounding said second region and measuring the resulting channel "'

current, wherein said first bit of said cell is adapted to be read by applying

reading voltages to said second region and said gate, grounding said firstvregion.

and measuring the resulting channel current, wherein said secondbit of said cell

is adapted to be programmed by applying programming voltages to said second

region and said gate, grounding said first region and measuring the resulting.
channel current, wherein said second bit of said cell is adapted to be read by

applying reading voltages to said first region and said gate, grounding said

second region and measuring the resulting channel current.

21. The memory cell according to claim 18, wherein said first bit of said cell is

adapted to be erased by applying erasing voltages to said gate and said first

region and wherein said second bit of said cell is adapted to be erased by’

applying erasing voltages to said gate and said second region.
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22. The memory cell according to claim 18, wherein said first bitof said cell is

adapted to be erased by applying a first voltage to said gate and ground to said

first region such that electrons are removed from said charge trapping region via

said gate and wherein said second bit of said cell is adapted to be erased by

applying a second voltage to said gate and ground to said second region such that

electrons are removed from said charge trapping region via said gate.

The memory cell according to claim 18, wherein said first bit of said cell is

adapted to be erased by applying a first voltage to said gate and a second voltage I

to said first region such that electrons are removed from said charge trapping

region via said first region and wherein said second bit of said cell is adapted to

be erased by applying a third voltage to said gate and a fourth voltage to said

second region such that electrons are removed from said charge trapping region

via said second region.

The memory cell according to claim 18, wherein said and second insulating

layers comprise silicon dioxide.

The memory cell according to claim 18, wherein said charge trapping layer

comprises silicon nitride.

The memory cell according to claim 18, wherein said charge trapping layer

comprises silicon dioxide with buried polysilicon islands.

The memory cell according to claim 18, wherein said charge trapping layer

comprises silicon dioxide with impurities therein.
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28. The memory cell according to claim 18, wherein said semiconducting substrate

comprises P-type semiconductor material.

29. The memory cell according to claim 18, wherein said source and said drain

comprise N+ semiconductor material.

30. An electrically erasable programmable read only memory (EEPROM) cell

capable of storing two bits of information, comprising:

a semiconducting-substrate of a first conductivity type;

a first region comprising a portion of said semiconducting substrate

doped to have a conductivity type opposite that of said semiconducting

substrate;

a second region, spaced from said first region, comprising a portion of

said semiconducting substrate doped to have a conductivity opposite that of

said semiconducting substrate, a channel being formed between said first

region and said second region within said semiconducting substrate;

a first insulating layer overlaying and covering said charmel portion of

said semiconducting substrate; :

a non conducting charge trapping layer formed on and overlaying said

first insulating layer;

a second insulating layer fonned on and overlaying said non conducting‘

charge trapping layer;
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a gate comprising an electrically. conductive layer formed on and

overlaying said second insulating layer;

wherein said memory cell is adapted to be programmed by hot electron

injection into said non conducting charge trapping layer in a region close to

said first region forming a first bit and in a region close to said second region

forming a second bit;

wherein said memory cell is adapted to be read in a manner opposite

from that in which it was programmed, said cell being adapted such that a

lower limit for the voltage applied to said gate during reading for either said

first bit or said second bit is the voltage at which sufficient inversion is

generated in said channel whereby an unprograrnrned state can be sensed and

which permits read through of the bit not being read, an upper limit for the

voltage applied to said gate during reading for either said first hit or said

second bit is the voltage at which the voltage across a region of said channel

beneath the trapped charge in said charge storage region is below the voltage

applied to said first region during reading for said first bit and below the

voltage applied to said second region during reading for said second bit; and

wherein said cell is adapted to be erased by applying ground potential to

said gate and removing electrons from said respective regions of trapped

charge in said non conducting charge trapping layer previously stored therein

during programming via said first region to erase said first bit and via said

second region to erase said second bit.



APPLE INC. 
EXHIBIT 1102 - PAGE 0344

WO 99107000 PCTllL98l00363

31. An‘ electrically erasable programmable read only memory_(EEPROM) cell

capable of storing two bits of information, comprising:

a semiconducting substrate of a first conductivity type;

a first region comprising aportion of said semiconducting substrate

doped to have a conductivity type opposite that of said semiconducting

substrate; ‘ I’ i n

a second region, spaced from said first region, comprising a portion of

said semiconducting substrate doped to have a conductivity type opposite

that of said semiconducting substrate, a channel being. formed in the space

between said first region and said second region within said semiconducting '

substrate;

a first insulating layer overlaying and covering said channel portion of I

said semiconducting substrate;

a non conducting charge 11-apping layer formed on and overlaying said

first insulating layer;

a second insulating layer formed on and overlaying; said non conducting

charge trapping layer; ' I i V I

a gate comprising an electrically conductive layerhformed on and

overlaying said second insulating layer;

wherein said memory cell is programmed by hot electron injection into a

region of said non conducting charge trapping-layer close to said first region

forming a first bit and close to said second region forming a second bit;
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wherein said memory cell is adapted to be read in a manner opposite

from that in which it was programmed, said cell being adapted such that a

lower limit for the voltage applied to said gate during reading for either said

first bit or said second bit is the voltage at which sufiicient inversion is _

generated in said channel whereby an unprograrnmed state can be sensed and

which permits read through of the bit not being read, an upper limit for the

voltage applied to said gate during reading for either said first bit or said

second bit is the voltage at which the voltage across a region of said channel

beneath the trapped charge in said charge storage region is below the voltage

applied to said first region during reading for said first bit and below the

voltage applied to said second region during reading for said second bit; and

wherein said cell is adapted to be erased by applying a negative potential

to said gate and removing electrons from said respective regions of trapped

charge in said non conducting charge trapping layer previously stored therein

during programming via said first region to erase said first bit and via said

second region to erase said second bit. '

A method ofprogramming, reading and erasing an elect.rically erasable

programmable read only memory (EEPROM) cell capable of storing two bits of

information, said memory cell having a first region and a second region with a

channel therebetween and a gate above said charmel but separated therefrom by a

non conducting charge trapping material sandwiched between first and second

silicon dioxide layers, said method comprising the steps of:
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programming in the forward direction by injecting electrical charge into

said charge trapping materiatutilizing hot electron injection for a sufficient

time that electrical charge becomes trapped asymmetrically a charge

trapping region of said charge trapping material close to said first region
forming a first bit and close to said second region forming a second bit, said
electrical charge being injected until the threshold voltage of said gate J

reaches a predetermined level when said memory cell is read in the reverse

direction from which it was programmed, said asymmetrical charge injection

for said first bit being generated by applying programming voltages to said

first region and said gate and grounding said second region, said

asymmetrical charge injection for said second bit being generated by

applying programming voltages to said second region and said gate and

grounding said first region;

reading said first bit in the reverse direction by applying‘read voltages to

said second region and said gate and grounding said first region, and

subsequently sensing whether or not current flows through said memory cell

from said second region to said first region;

reading said second bit in the reverse direction by applying read voltages

to said first region and said gate and grounding said second region, and

subsequently sensing whether or not current flows thro_ugh_said memory cell

from said first region to said second region;
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erasing said first bit of said memory cell by applying erasing voltages to

said gate and said first region so as to cause electrons to be removed from .

said charge trapping region; and

erasing said second bit of said memory cell by applying erasing voltages

to said gate and said second region so as to cause electrons to be removed

from said charge trapping region.

The method according to claim 32, wherein the gate voltage during reading in the

reverse direction for either said first bit or said second bit is between the gate

voltage at which sufficient inversion is generated in the channel whereby the

unprogrammed state can be sensed and which permits read through of the bit not

being read and the gate voltage at which the voltage across a region of said

channel beneath the trapped charge in said charge storage region is below the

voltage applied to said first region during reading for said first bit and below the

voltage applied to said second region during reading for said second bit.

A‘ method of. programming, reading and erasing an electrically erasable _

programmable read only memory (EEPROM) cell capable of storing two bits of

information, said memory cell having a first region, a second region spaced from

said first region, a channel ‘between said first region and said second region and a

gate and utilizing a non conducting charge trapping material sandwiched between

first and second silicon dioxide layers formed between said gate and said

channel, said method comprising the steps of: _
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programming in the forward direction by injecting electrical charge into - . .

' said charge trapping material utilizing hot electron injection for a sufficient

time that electrical charge becomes trapped asymmetrically in a charge

trapping region of said charge trapping material close to said first region '. »

forming a first bit and close to said second region forming a second bit, said

electrical charge being injected until the threshold voltage of said gate

reaches a predetermined level when said memory cell is read in the reverse . -

direction from which it was programmed, said asymmetrical charge injection ;

for said first bit being generated by applying programming voltages to said 3" ' '- --
first region and said gate and grounding said second region, said

asymmetrical charge injection for said second bit being generated by

applying programming voltages to said second region and said gate and

grounding said first region;

reading said first bit in the reverse direction by applying read voltages to

said second region and said gate and grounding said first region, and

subsequently sensing whether or not current flows through said memory cell

from said second region to said first region;

reading said second bit in the reverse direction by applying read voltages

to said first region and said gate and grounding said second region, and

subsequently sensing whether or not current flows through said memory cell

from said first region to said second region;
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erasing said first bit of said memory cell by applying a selected potential

to said gate so as to cause electrons to be removed from said charge trapping

region via said first region; and

erasing said second bit of said memory cell by applying a selected

potential to said gate so as to cause electrons to be removed from said charge

trapping region via said second region.

The method according to claim 34, wherein the selected potential applied to said

gate is ground potential.

The method according to claim 34, wherein the selected potential applied to said

gate is a negative potential.

A method ofprogramming, reading and erasing an electrically erasable

programmable read only memory (EEPROM) cell capable of storing two bits of

information, said memory cell having a semiconducting substrate of a first

conductivity type, a first region of a second conductivity type opposite to said H

first conductivity type and forming a first bit, a second region of said second
conductivity type, said second region being spaced from said first region and

forming a second bit, a channel formed in said substrate between said first region

and said second region, a conductive gate and a non conducting charge -trapping

material sandwiched between first and second silicon dioxide layers formed

between said gate and said channel, said method comprising the steps of:
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programming said first bit in the forward direction by:_ applying a first

programming voltage to said gate; applying a second programming voltage

to said first region; and coupling said second region to ground;

thereby to inject electrical charge into said charge trapping material

utilizing hot electron injection for a time sufficient to cause enough electrical

charge to become ‘mapped asymmetrically in a charge trapping region of said

charge trapping material in close vicinity to said first region such that the

threshold voltage of said cell is at least at a predetermined level when said

memory cell is read in the reverse direction from which it was progammed;

programming said second bit in the forward direction by:

applying a third programming voltage to said gate;

applying a fourth programming voltage to said second region; and

coupling said first region to ground;

thereby to inject electrical charge into said charge trapping material

‘utilizing-hot electron injection for a time sufficient to cause enough electrical

charge to become trapped asymmetrically in a charge trapping region of said

charge trapping material in close vicinity to said second region such that the

threshold voltage of said cell is at least at a predetermined level when said

memory cell is read in the reverse direction from which it was programmed;

reading said first bit in the reverse direction by:

applying a first read voltage to said gate;
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applying a second readvoltage to said second region; coupling said first

region to ground; sensing whether or not current flows through said memory

cell from said second region to said first region;

wherein said first read voltage is between the voltage at which sufficient

inversion is generated in the channel whereby the unprogrammed state can

be sensed and which permits read through of the bit not being read and the

voltage at which the voltage across a region of said channel beneath the

trapped charge in said charge storage region is below said second read

voltage;

reading said second bit in the reverse direction by:

applying a third read voltage to said gate;i

applying a fourth read voltage to said first region;

coupling said second region to ground;

sensing whether or not current flows through said memory cell from said

first region to said second region;

wherein said third read voltage is between the voltage at which sufficient

inversion is generated in the channel whereby the unprogrammed state can

be sensed and which permits read through ofthe bit not being read and the

voltage at which the voltage across a region of said channel beneath the

trapped charge in said charge storage region is below said fourth read

voltage;
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