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ABSTRACT

We introduce a new highly-integrated processing chip for performing a variety of
functions, however this chip is particularly well suited for video compression algorithms.
Applications include multimedia PCs, virtual reality 3D graphics, full-duplex
videoconferencing, HDTV, and color hardcopy. We have architected the Multimedia Video
Processor, or MVP, to provide a yet unattainable level of performance from a single chip,
although with the programmability typically found in today's general-purpose computers.
While advanced semiconductor design and process techniques have been used for its
design, the key to the advantage of this component lies in optimization of the architecture
for real-time video and graphics processing. This paper will analyze video compression
application requirements, describe the MVP architecture, and pose its potential as a very
capable solution for a wide range of markets.

INTRODUCTION

The computer and consumer video industries are pursuing varied paths to offer cost-
effective computing products which provide new forms of information and entertainment.
Products are emerging from cable TV delivery of interactive digital movies to digital mobile
offices. Digital compression and video processing at a reasonable cost are spurring this
revolution. While algorithm developments have been important, most of the enabling
advances lie in the availability of high-density memory and high-performance processing
ICs. With the pending general availability of the Multimedia Video Processor, or MVYP, in
1994, a yet unattained level of digital signal processing performance will be available and
with all the flexibility of present day programmable computers. Standard-based video-
conferencing and playback of compressed digital video and audio (using Px64, JPEG or
MPEG "multi-standard” codecs systems) with a single MVP processor will be possible, as
well as codecs with yet-to-be-defined algorithms like model-based compression.
However, not only will the MVP support compression, it will also handle processing of
high-resolution video, full-motion video processing from sources like camcorders, digital
audio processing, hardcopy raster image processing, and 3D graphics, and all under
software control and generation. From this wide range of functions, we calculated that
several billion operations per second are required to provide video-based applications on
the desktop. Current and soon to appear desktop host processors like X86, Pentium,
Alpha, and MIPS do not have the computational power to meet these demands.

KEYS TO THE MVP ARCHITECTURE

The MVP's unique architecture and computational power enables users to integrate these
varied functions on a single processing component. The keys to obtaining both exceptional
processing speeds and fully-programmable features with the MVP include the use of:

(1) an efficient parallel processing architecture, )
(2) fast pixel processing tuned to image, video, and graphics processing,

() intellioent control of imace data Aow throuohaut the architectire
\2)mieciigent contror of image aala jiow trrougnoul tne arcrilecinre,

(4) single-chip integration without slower chip-to-chip communications.
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multiply and accumulate for various types of filtering operations. To obtain good image
quality at any channel rate and 30 frames per second, the image processor must compute
over 1.2 billion operations per second (BOPS).

The addition of audio compression (which requires higher precision integer and possibly
floating point algorithms) and network communication, necessary for video conferencing
(G.728 or G.711, H.242, H.230, H.221), further increases the scope of computational
requirements. Reducing the system cost, we propose to include support in the architecture
for the required non-standard functions like color space conversion (YCrCb to RGB),
decimation of the source image to CIF resolution and variable scaling of the decompressed
sequence. Complete implementation of compression applications such as video-
conferencing requires over 2 BOPS of the programmable image processor.

ARCHITECTURE CHOICES

We considered several candidate parallel architectures for implementation of this single-chip
video processor [Gove-92, Guttag-92]. An architecture with a mix of dedicated and
programmable processors was initially evaluated, then subsequently discounted when no
single dominant function was found that was necessary almost all of the time. Besides, we
predicted that by the time the chip was completed, that a new important algorithm would
emerge. From the standpoint of loss of silicon efficiency by dedicated resources to any one
function (like a DCT), we felt compelled to seek a general-purpose well-balanced system
solution. Several other candidates existed, however the mix of algorithms and practical
implementation limitations focused us on SIMD and MIMD architectures. These differ by
the autonomy of the processors functions with MIMD -- a desirable feature for any data
dependent algorithm operating in parallel.

With MIMD desirable, the choice of a processor and memory interconnection architecture
remained. Pipelined, shared bus memory, communication port (mesh/array/hypercube),
and crossbar fully-shared memory were considered. Pipeline memory and processors
(systolic arrays) are typically used for video, however they're too restrictive in the sense
that one must a priori know the size of the memory and dynamics of the algorithm to
prevent data contention and processor stalls. With our varied needs, this would lead to
inefficiencies. A shared-bus memory structure would also have bottleneck problems with
highly variable instruction and data streams and moving of results from one processor to
the other. The n-way connected communication port requires a very ordered flow of data,
like a systolic or wavefront flow of data, or the application of a pixel per processor (not
practical in a single chip). This approach works for large arrays of simple processors
which can operate uniformly on images, however we wanted more complex processors
which could adapt to varying types of data, from bit graphics to floating-point
representations. The crossbar fully-shared memory is ideally suited to these needs,
minimizing contention, data movement and providing flexibility for many types of
algorithms. In fact, since the crossbar operations at the processor instruction rates, this
architecture can functionally emulate the other approaches (pipeline, shared bus...).

We not only wanted to provide this order of magnitude performance increase, but the goal

was to apply a traditional computer model of programmable processing and a large memory

to applications with integrated image, graphics, video and audio processing, or image

computing. As shown in Figure #2 titled "MVP System Architecture”, replacing the

processing and memory pipeline of conventional video systems with the single video

processor and large memory system model yields tremendous application flexibility. In

effect the system can re-configure itself with software from video conferencing to playing
movies, just as a PC would re-configure from a spreadsheet to a video game.
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