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find it amazing how rapidly computer technology has changed
over the last 10 years. Technology once considered too costly or too
complex for small or medium-sized companies is now being embraced
at breakneck speed. Internetworking devices, and routers in particu-
lar, are some of the former “big-company” technologies now being
used by even the smallest companies.

Inexpensive, low-end routers provide the connection to service
providers and the public switched telephone network for small com-
panies (and even individuals) who are looking for more bandwidth as
they increasingly use the Internet as a communication and marketing
tool. And as companies grow, they also look for strategies to conserve
the bandwidth on their company-owned LANs; LAN segmentation
with routers has become a viable and cost-effective solution.

With this explosion of internetworking technology hitting the busi-
ness world, there has been a growing need for professionals to config-
ure, manage, and troubleshoot routers and other internetworking
devices. And although several excellent books and training materials
that relate to internetworking and Cisco products are available, most
of these materials have been written for I'T professionals with many
years of experience or training already under their belts. A basic
primer and entry-level book on the subject really hasn’t been avail-
able—until now.

About This Book

‘When I sat down to write this book, I wanted to do two things: share
my excitement about internetworking and Cisco router configuration
and provide a book that someone new to this technology could use to
explore the incredible possibilities this technology offers. I also
wanted to create a solid learning tool and make the book useful as a
reference for someone with little internetworking background, who
suddenly found working with Cisco routers part of their job descrip-
tion. And although that sounds like somewhat of a tall order, I knew
that I would have help.

12
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Skilled designers and editors at Macmillan Publishing have worked
very hard to create a book design that embraces fresh ideas and
approaches that will provide an environment in which you can get
the information you need quickly and efficiently. You will find that |
this book embraces a streamlined, conversational approach to the ‘
subject matter that will help you learn the concepts and become
familiar with the hardware and software facts that you need to get
the job done.

How This Book Is Organized

a Part I, “Networking Overview”—This section of the book helps
you get up to speed or review several networking technologies.
Information is provided on LANs, WANS, and internetworking.
A chapter also provides information on the Open System |

Interconnection reference model and how it relates to real-world |

network protocols. The basics on how routers work is also :

included in this section.

u Part II, “Router Design and Basic Configuration”—This section
walks you through the hardware components of a typical Cisco
router. You are also introduced to the basic configuration of
routers and learn an overview of the Cisco Internetwork
Operating System.

a Part ITT, “Routing LAN Protocols”—This section provides
information about popular LAN protocols, such as TCP/IP,
IPX/SPX, and AppleTalk. You learn conceptual information on
each of these protocol stacks. You also walk through the steps of
configuring a Cisco router for each of these protocols.

a Part IV, “Advanced Configuration and Configuration Tools”—
This section helps you become familiar with several WAN tech-
nologies available and how they are configured on a Cisco
router. Restricting access to your routers and troubleshooting
routers are also covered to give you a complete picture of work-

ing with internetworking devices. Information on using Cisco’s

ConfigMaker router configuration software is also included jn

this section. It provides someone who must get a router con-

13



INTRODUCTION

nected and configured in a hurry, a step-by-step look at how to
use the ConfigMaker software.

Who Should Use This Book

This book is for anyone who needs a primer on internetworking and
the configuration of Cisco routers. And whether you work for a big
company, small company, or are just beginning your education to
become a network professional, this book is an excellent first step as
you build your knowledge base.

Conventions Used In This Book

Commands, directions, and explanations in this book are presented
in the clearest format possible. The following items are some of the
features that will make this book easier for you to use:

w Commands that you must enter—Router commands that you'll
need to type are easily identified by a monospace font, For
example, if I direct you to get the encapsulation (the WAN pro-
tocol set) for a serial interface, I'll display the command like this:
show interface serial @. This tells you that you'll need to enter
this command exactly as it is shown.

s Combination and shortcut keystrokes—Text that directs you to
hold down several keys simultaneously is connected with a plus
sign (+), such as Ctrl+P.

u Cross references—If there’s a related topic that is prerequisite to
the section or steps you are reading, or a topic that builds fur-
ther on what you are reading, you'll find the cross reference to it
at the end of the section, like this:

SEF ALSO
¥ 'To see bow to create newspaper columns, see page xx.
= Glossary terms—For all the terms that appear in the glossary,

you'll find the first appearance of that term in the text in itakic
along with its definition.

14




PRACTICAL Cisco Routers

s Sidenotes—Information related to the task at hand, or “inside”
information from the author, is offset in sidebars that don’t
interfere with the task at hand. This valuable information is also
easier to find. Fach of these sidebars has a short title to help you
quickly identify the information you’ll find there. Yo'l find the |
same kind of information in these that you might find in notes,
tips, or warnings in other books but here, the titles should be

more informative,

15
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PART I Networking Overview
CHAPTER 1 LAN Review

The Advent of the PC

How and where people use computer technology has changed dra-
matically over the past 30 years. In the 1960s, computing revolved
around large mainframe computers. In the early days, users typically
interfaced with this highly centralized computer through an interme-
diary: an IS administrator or programmer. As computer technology
evolved further, mainframe users were able to directly communicate
with the computer using a dumb terminal (basically, 2 monitor and a
keyboard hard-wired to the mainframe). In the 1970s, the miniframe
gained dominance in the computing world, making computer tech-
nology accessible to a larger number of companies and organizations
(even though these companies paid a premium for their ability to
compute). All storage and computing power was still centralized,
however, much the same as in the mainframe environment.

In the 1980s the personal computer (particularly the IBM Personal
Computer) revolutionized the way you compute. Computing power
was brought to the individual desktop. Not only was this new type of
computer relatively easy to use (when compared to mainframes and
miniframes) but also it was very affordable. The only flaw in this
computing renaissance was the inability of users to collaborate and
share resources. The individuality of the PC isolated its users.

Networking PCs

To overcome this decentralized computing model offered by the PC,
software and hardware were developed in the 1980s and 1990s to
connect PCs into networks that could share resources (such as print-
ers and files). Networked PCs made it easy to design a collaborative
computing environment for any business situation. Networked com-
puters can share a variety of resources, including hardware (printers,
modems), software (application software), and user-created files.

Different networking models arose to fit different types of network-
ing needs. In situations where a few computers needed to share a
particular hardware device, such as a printer, but did not require cen-
tralized file storage, the peer-to-peer nerwork evolved. The only time
individual users interfaced with this type of network was when they

18
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Networking PCs CHAPTER 1

printed. The alternative to the peer-to-peer network was a network
with more centralized control of resources and better security. This :
type of network—a server-based network—uses a server computer (the i
central controller of the network) to authenticate users on the net-
work and provide central file storage (as well as access to a number
of different hardware and software resources). How these two net-
working models differ deserves some additional discussion.

Peer-to-Peer Networks

Peer-to-peer networks provide an easy way to share resources, such
as files and printers, without the need for an actual server computer.
Peer computers act as both dients (the users of resources) and servers
(the providers of resources). The only real requirements for building
a peer-to-peer network are installing an operating system on the PCs
that supports peer-to-peer networking and physically connecting the
PCs.

Several operating systems, such as Microsoft Windows 3.11,
Microsoft Windows 95/98, and Microsoft Windows NT
‘Workstation, have peer-to-peer networking capabilities built in.
Local drives, folders, and printers can be shared with others on the
peet-to-peer network (see Figure 1.1).
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CHAPTER 1 LAN Review

Each resource that is shared (such as a drive or printer) potentially
will have a different share password. This is one of the downsides of
peer-to-peer networking-—every resource is capable of having a sepa-
rate password. If many resources are shared across the network, you
will have to remember the password for each resource. This type of
security is referred to as share-level security.

Peer-to-peer networks also don’t require a great deal of additional
administration because each user can manage resources on his own
peer computer. Peer networks, however, do have their downsides:

= Increased performance hit on computers because of resource
sharing

No centralized location of shared files makes it difficult to back
up data

“* Bt leaves resources v

i e Security must be handled on a resource-by-resource level
open for use by anyor

physically attached to the -
network; =+ ’

& Decentralization of resources makes it difficult for usets to

locate particular resources

s Users might have to keep track of numerous passwords

Although peer-to-peer networking may seem like a fast and cheap
way to connect a group of computers, the biggest drawback in using
this type of networking is that only a small number of users can be
accommodated. Peer networking isn’t scalable (meaning expandable,
because most peer networks are limited to 10 peer computers) and so
is certainly not the appropriate choice for a growing company.

It is pretty much a consensus among IS managers that peer-to-peer
networking works ideally with five or fewer peer machines.

SEE ALSO

¥ For more information on the physical connections, see page 12.

Server-Based Networks

Server-based networks provide greater centralized control of
resources and expandability if required. A server computer is basi-
cally a special-purpose machine that logs in users and “serves” up
resources to them. Because the server verifies users, this type of net-
work makes it easier to manage your resources by providing different
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access levels to the various users in your user pool. A username and
one password puts users onto the network and gives them access to
any resource for which they have the appropriate permissions.

A server-based network typically employs a more powerful (in terms
of processor speed, RAM, and hard-drive capacity) computer to act
as the server. In addition to hardware that can handle a large number
of user requests for services, the server computer must run special
software—a network operating system (NOS). Two commonly used
network operating systems are Microsoft Windows N'T Server and
Novell NetWare.

Sexver-based networks, as mentioned before, are scalable. This
means that the network can grow along with your company. Servers
can be added to your network that take on specialized duties. For
example, one server may handle user login and verification (a pri-
mary domain controller on a Windows NT network would be an
example), while another server on the network may handle the email
system (a communications server). Table 1.1 lists some of the special-
ized servers you might use on a local area network.

Server Type Use

File server Stores shared user files and provides home directory
space for users (such as a Novell NetWare server)

Communication server Provides communication services such as email (such as
an N'T' Server running Microsoft Exchange Server)

Application server Provides access to a database or other application (such
as an SQL server database)

Print server Provides the print queue and other services related to a
network printer

A server-based network of computers that is limited to a fairly small
geographical area such as a particular building is described as a local
area network (LAN). LANS are found in small, medium, and large
companies. When several LANs are connected, you are dealing with
an nternetwork, which is a network of networks (this type of network
can also be referred to as a campus). When you start connected cam-
puses and create networks that span large geographical areas, you are

working in the realm of the Wide Area Network (WAN).

21
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Server-based networks are really the standard for even small local
area networks; these types of networks do have their downside, how-
ever. Much of the downside, at least for the small company wanting
i to set up a PC network, is cost—the cost of at least one server PC
and the cost of the network operating system. Server-based networks
also typically require the hiring of a full-time administrator to main-
j tain and manage the network (and whereas management sees this as
i an additional cost, the network administrator sees it as money well
spent).

s Other negatives associated with the server-based network revolve

i | around server failures, broadcast storms (tons of broadcast traffic from
i devices on the network), and other hardware- and software-related
I disasters that are too numerous to mention in this book. Networks
are by nature challenging, and that is why a good network adminis-
trator is worth his or her weight in gold.

SEE ALSO

= For more information on internetworking, see page 67.

SEE ALSO

5 For more information on wide areq networking see page 53.

Making the Connection

To create a computer network, you must use some type of connective
medium that allows the transfer of your data. This medium can
range from copper cable to microwave transmissions to a beam of
infrared light (our discussion of network media will be restricted to
copper and fiber-optic cables, with the understanding that there are a
lot of possibilities for moving data from one point to another).

After you choose a connective medium, such as copper cable, you
also need a device that can prepare the data on the computer so that
it can travel along your network cabling. This data restructuring is
handled by a network intetface card (NIC). A NIC is typically placed
in one of the computer’s bus expansion slots and then the network
cable is attached to a port on the NIC. Understanding how the NIC
works, and your options as far as copper and fiber-optic cabling, will
go a long way when you have to sit down and design even the small-
est networks.

12
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Network Interface Cards

The network interface card (NIC) provides the connection between
the PC and the network’s physical medium (such as copper or fiber- ;
optic cable). Data travels in parallel on the PC’ bus system; the net- "
work medium demands a serial transmission. The transceiver (a

transmitter and receiver) on the NIC card is able to move data from ‘
parallel to serial and vice versa.

Network interface cards each have a unique address that is burned
onto 2 ROM chip on each NIC. This addressing system is used to
move data from one physical connection to another (and you will
find that resolving logical addresses such as IP addresses to NIC
hardware addresses is really what networking is all about).

NICs are available for a number of bus types (Figure 1.2 shows a
PCI Ethernet NIC), so make it a point to open up the PC or PCs
that you are going to network and check to see what type of bus slots
are available. Newer PCs will typically have PCI slots available.
Older computers mean that you will have to deal with ISA and possi-
bility EISA slots. Obviously, purchasing the appropriate card is
extremely important in making the computer network-ready. The
remainder of the battle is installing the network card and the appro-
priate software drivers for the INIC and getting the computer to rec-
ognize both.
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Make sure you have the CD or disk set for the operating system run-
ning on the computer (such as Windows 98) and that you have any
disks or CDs that came with the network card. Implement the fol-
lowing steps to get the PC up and running on the network:

Setting up the PC on the network

1. Open the case on the computer and install the NIC in an open
expansion slot.

2. Close the case and attach the network medium (typically
twisted-pair cabling). '

3. Boot up the computer. If you purchased a plug-and-play network
card and are using Windows 95/98, the card will be detected and
the appropriate software drivers installed. You may be prompted
to provide the drivers during this process (these drivers are on a
disk or CD that came with the network card).

4. If you are using an operating system that doesn’t detect new
hardware devices, you will have to manually install the NIC, If
the card came with installation software, use that software to
install the necessary drivers.

| netessity,

5. Some operating systems will require that you select an IRQ and
I/0 pot for the new NIC (this is the case with Windows NT
4—hoth the server and workstation OS; select an open IRQ and
/O port and then complete the installation of the card as
required by your operating system.

After you physically install the card and add the appropriate driver to
your software operating system, you should be up and running on
the network (you might have to reboot the machine after installing
any drivers for the NIC). Problems associated with NICs usually
revolve around improper installation (press the card firmly into the
expansion slot) and TRQ conflicts. The latter is discussed in the next
section. v

Dealing with IRQs and /0 Ports

One of the most common pitfalls when installing any new device
into one of the expansion slots on a PC is an IRQ conflict. IRQ

24
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stands for Interrupt ReQuest. Each device in your computer, such as
the mouse, keyboard, and NIC, are assigned an Interrupt Request
line that the device uses to alert the microprocessor (CPU) that the
device needs data processed. Each device must be assigned a unique
IRQ or you have (yes, you guessed it) an IRQ conflict, Neither
device will probably operate correctly if two devices are vying for the
same IRQ. Knowing which IRQs are already spoken for on your sys-
tem will make it easier for you to assign an IRQ to a new device such
as an NIC. ‘

Finding the available IRQs isn’t that difficult, and each operating
system (both PC operating systems and network operating systems)
provides you with a tool to view both the used and available IRQs on
a system.

For DOS clients, you can use the executable file MSD.EXE, which
runs the Microsoft System Diagnostics program. This program is
also available for Windows 3.11 clients.

For Windows 95 and 98, open the Control Panel (double-click My
Computer and then double-click the Control Panel icon). In the
Control Panel, double-click the System icon. On the System o il it of t
Properties dialog box, click the Computer icon, and then click Kl ovellnetwork opeia
Properties. A list of the IRQs on the system will appear (see - systems
Figure 1.3). :

Standard 101/182Kep o Microsolt Matual Ke}vboald
. Programmabls inemrvapt controlier . o
3. US. Hobotics 56K FAX INT PeP
. Communicalions Pod {COM1}
. YAMAHA OPL3-SAYWOM Diiver
5 ;" Standard Floppy Disk Cordrolet ©
Fiinles Part {LPT1)
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Tn Windows N'T Workstation 4.0 and Windows N'T Server 4.0, you
can check the available IRQs by clicking the Start menu, and then
pointing at Programs. Point at Administrative Tools (Common), and
then click Windows N'T Diagnostics. On the Windows NT
Diagnostics dialog box, click the Resources tab to view the IRQ
assignments on the system.

"Table 1.2 shows the standard IRQ settings for a PC. As you can se,
several IRQs are reserved for particular system devices.

IRQ Use

0 System Timer

1 Keyboard

2 Cascade to secondary IRQ controfler
3 COM Port 2 and 4 (serial port)

4 COM Port 1 and 3 (serial port)

5 LPT?2 (printer port)

6 Floppy disk controller

7 LPT1 (printer port)

8 Real-time clock

9 Free

10 Primary SCSY adapter (or free)

11 Secondary SCSI adapter (or free)

12 PS/2 Mouse

13 Floating-point math coprocessor

14 Primary hard disk controller

15 Secondary hard disk controller (or free)

Obviously, in cases where the computer doesn’t have a second COM
port or an I'T'P2, these IRQs will be available. Each computer will
vary, so use the tools mentioned carlier in this section to determine
how your IRQs have been assigned.
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Not only do devices need a unique IRQ to communicate with the
processor, they also need a cominunication line that the micro-
processor can use to route processed information to the device. The
base I/O port for a device essentially serves as the address that the
processor uses when sending and receiving data from that device. As
with IRQs, each device needs a unique base 17O port. Typically, /O
ports 280h, 300k, 320h, and 360h are available for your NIC (I/O
port addresses are written in hexadecimal, or base-16, format
accounting for the h). The same tools for finding available TRQs on a
system can also be used to determine the available base /O ports.

Networlk Cabling

Copper cable is the most frequently employed network medium for
local area networks. Fiber-optic cable is being increasingly employed
because of its higher potential bandwidth and cable run. Fiber-optic
cable is used in a number of high-speed networking implementations
such as FDDI and SONET (Synchronous Optical Network, which
delivers voice video and data over a high-speed fiber-optic network).

As already mentioned, copper cable is the most commonly used
medium for LANs. And although copper cable comes in several dif-
ferent types, the most commonly used copper cable is now category
5 unshielded twisted pair (twisted-pair cable comes in 5 categories,
with categories 3 to 5 being data grade cable).

Category 5 twisted pair allows Ethernet implementations of 10Mbps,
1000Mbps (Fast Ethernet), and 1Gbps (Gigabit Etherner).
Unshielded twisted pair can also be used in IBM Token Ring net-
works. IBM has its own defining system for twisted-pair cable (both
shielded and unshielded); Type 1 is the twisted-pair cable used most
commonly in Token Ring installations. Twisted-pair cable typically
uses an RJ-45 connector to hook to network cards, hubs, and other
connectivity devices.

Although it’s becoming less popular, installations of thicknet (RG-58
or RG-11 coaxial cable) can still be found in certain settings such as
manufacturing companies. Thicknet is characterized by a cable back-
bone that is tied to servers and workstations on the network by
vampire taps (the taps actually pierce the cable). The transceiver is
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actually attached to the tap, and then the computer is connected to
the transceiver/tap by a drop cable.

“Thinnet (RG-58 coaxial cable) was the cable of choice at one time
because of its relative ease of installation and lower cost. Thinnet
LANSs employ a bus topology where a T-connector is connected to
each computer’s network card. The computers are then chained
together using appropriate lengths of cable. Thinnet installations
require that each end of the network be terminated, and terminators
are placed on the downside T-connector of the computers that reside
on either end of the network.

Although copper wire is an inexpensive and easy-to-install network
medium, it does have some inherent limitations. First, it can be
highly susceptible to electromagnetic interference (EMI).
Attenuation (the weakening of the signal over the length of the
cable) also limits the length of copper cable that can be used. Copper
wire can also be tapped, which may be an issue depending on the
proprietary nature of the information that is being moved on the
network.

Fiber-optic cable is a high-speed alternative to copper wire and is
often employed as the backbone of larger corporate networks. Fiber-
optic cable uses glass or plastic filaments to move data and provides
greater bandwidth, longer cable runs, and is impervious to tapping.
With the need for network speed seemingly on the rise, fiber instal-
lations are becoming commonplace.

Fiber-optic cable uses pulses of light as its data-transfer method.
This means a light source is required and lasers and light emitting
diodes (LEDs) are used. Fiber-optic cable is more expensive and
more difficult to install than copper cable installations, but fiber’s
capability to move data faster and farther makes it an excellent alter-
native to copper. -

Table 1.3 provides a quick summary of the various cable types.
Figure 1.4 provides a look at each of the cable types listed in the
table.
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Cable Type Bandwidth . Maximum Length Cost

CAT 5 UTP 10Mbps to 100Mbps 100 meters Inexpensive
Thinnet 10Mbps 185 meters Inexpensive
Thicknet 10Mbps 500 meters Expensive
Fiber optic 100Mbps to 2Gbps+ 2 kilometers Expensive

SEE ALSO
%= For snore information on the bus topology, see page 21

Hubs, Repeaters, and MAUs

Depending on the type of cable you use and the topology of your
network, you may need to use connectivity devices to connect the
nodes or expand the number of nodes on your network. The type of
connective device used will also depend on the type of network
architecture you are using (Ethernet versus Token Ring), which is
discussed later in this chapter.

Hubs are used in twisted-pair deployments and serve as the central
connection point for the network. A basic hub contains no active
electronics and so cannot be used to extend the network. It basically
organizes your cables and relays signals to all the connective devices
(see Figure 1.5).

19
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In cases where the network needs to be extended beyond the maxi-
mum length of the particular cable type that you are using, a
repeater can be used. Repeaters take the signal that they receive and
regenerate it,

In IBM Token Ring networks, the device that serves as the central
connecting point is a multistation access unit, or MAU. These units
actually contain active electronics and while serving as the physical
connection for the devices on the network, they also provide the log-
ical ring that is used to circulate network traffic. Multistation access
units will be discussed further in the “TBM Token Ring” section of
this chapter.

SEE ALSO

¥~ For more information about the Physical layer,; see page 43.

Understanding Network Topologies

A convenient way to discuss local area networks is by their physical

layout, or topology. To a certain extent, the topology of a certain net-
worl will reflect the cable type used and the actual architecture of
the network (such as Ethernet or IBM Token Ring). And although
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the different types of topologies have been assigned particular char-
acteristics (a bus topology, for instance, is considered to be a passive, ;
contention-based network), the actnal behavior of a particular net-
work is better defined by the architecture used for the network. A
short description of each basic network topology and a diagram of
that topology type follow.

SEE ALSO

» For more information on network architectures, see page 25.

Bus Network

A bus network is characterized by a main trunk or backbone line with
the networked computers attached at intervals along the trunk line
(see Figure 1.6). Bus networks are considered a passive topology.
Computers on the bus sit and listen. When they are ready to trans-
mit, they make sure that no one else on the bus is transmitting, and
then they send their packets of information, Passive, contention-
based bus networks (contention-based because each computer must

contend for transmission time) would typically employ the Ethernet
network architecture.

Ground o

Y
. 4
/__f—?srm\namr Terminator

Bus Topalogy

Bus networks typically use coaxial networking cable hooked to each
computer using a T-connector. Fach end of the network is termi-
nated using a terminator specific to the cable type (if you use 50
Ohm cable, you use 50 Ohm terminators). Because the bus network
is really just a collection of cable, connectors, and terminators, there
is no amplification of the signal as it travels on the wire.
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Bus networks are easy to assemble and extend. They require a fairly .
limited amount of cabling when compared to other topologies. Bus
networks are prone to cable breaks, loose connectors, and cable
shorts that can be very difficult to troubleshoot. One physical prob-
lem on the network, such as a detached connector, can actually bring
down the entire bus network.

SEE ALSO

¥ For more information on wide area metworking, see page 25.

Star Network

In a star topology, the computers on the network connect to a central-
ized connectivity device called a bub. Each computer is connected
with its own cable (typically twisted-pair cable) to a port on the hub
(see Figure 1.7). Even though the star topology uses a hub (special
hubs—multiport repeaters—can actually enhance the packet signals
before passing them onto the network), this type of network still
employs the passive, contention-based method of moving informa-
tion on the wire that is embraced by the bus topology. Computers
listen to the wire and then contend for transmission time.

Because the star topology uses a separate cable connection for each
computer on the network, stats are easily expandable, with the main
limiting factor being the number of ports available on the hub
(although hubs can be daisy-chained together to increase the number
of ports available). Expanding a star topology network is also very
unobtrusive; adding a computer to the network is just a matter of
running a wire between the computer and the hub. Users on the net-
work will be pretty much unaware that the expansion is taking place.

Disadvantages of the star topology revolve around cabling needs and
the hub itself. Because each computer on the network requires a sep-
arate cable, cable costs will be higher than a bus topology network
(although twisted pair, the cable type used for stars, is the least
expensive cable). Purchasing a hub or hubs for your network does
add additional costs when you are building a network based on the
star topology, but considering the benefits of this type of topology in .
terms of managing the physical aspects of your network, it is proba-
bly well worth it. (Hub prices have fallen to a point where even com-
puter users with a small home network will probably want to use a
hub to connect computers.)
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Star Topology

The most negative aspect of the star topology is related to the cen-
tral hub, If the hub fails, so does the network. You will find that
many network administrators who don’t like crisis management keep
an extra hub squirreled away just in case.

Ring Topology

A ring topology connects the networked computers one after the other
on the wire in a physical circle (see Figure 1.8). The ring topology
(an example of an architecture that uses a ring topology is Fiber
Distributed Data Interface—FDDI) moves information on the wire
in one direction and is considered an active topology. Computers on
the network actually retransmit the packets they receive and then
send them on to the next computer in the ring.
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Token Ring

Access to the network media is granted to a particular computer on
the network by a token. The token circulates around the ring and
when a computer wants to send data, it waits for the token to come
around and then takes possession of it. The computer then sends its
data onto the wire, After the computer that sent the data receives
verification from the destination computer that the message was
received, the sending computer creates a new token and passes it
onto the next computer in the ring, beginning the token passing rit-
ual again.

The fact that a computer must have the token to send data means

that all the computers on. the network have equal access to the net-
work media. Token passing rings provide a more timely transmission
of data (because of the level playing field provided by the token pass-
ing strategy) when compared to contention-based networks like the
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bus or star, Token Rings actually degrade more gracefully (in terms
of performance) during times of high traffic when compared to pas-
sive topologies, which can go down quickly in very high traffic situa-
tions due to increased packet collisions.

True ring topologies can be difficult to troubleshoot, and the failure
of one computer on the ring can disrupt the data flow because data
circulates around the ring in one direction. Adding or removing
computers from this type of topology also can disrupt the operation
of the network.

SEE ALSO
¥~ For more information on FDDI see page 29.

Mesh Topology

The rmesh topology uses redundant connections between computers on
the network as a fault tolerance strategy. Each device on the network
is connected to every other device. In short, this type of topology
requires a lot of cable (see Figure 1.9). This type of topology also can
weather a broken segment or two and still continue to operate as a
network because of all the redundant lines.

Mesh networks, obviously, would be more difficult and expensive to
install than other network topologies because of the large number of
connections required. In most cases, networks that use this redun-
dant connection strategy will actually be comprised of a hybrid mesh.
In a hybrid mesh only highly important servers and mission-critical
computers are configured with redundant connections. This protects
the most important parts of the companywide network but doesn’t
require multiple lines to every computer.

Understanding Network Architectures

Network architectures provide different ways to solve a common
problem—moving data quickly and efficiently on the network
medium. The particular network architecture that you use, such as
Ethernet, not only will define the topology for your network but also
defines how the network media is accessed by the nodes on the net-
work. There are several network architectures available, all with a
different strategy for moving information on the network.
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Mesh Topology

Ethernet

Ethernet is the most commonly deployed network architecture in the
world. Ethernet provides access to the network using CSMA/CD
(carrier sense multiple access with collision detection). This strategy
of network access basically means that the nodes on the network lis-
ten (sense) to the network and wait until the line is clear. The com-
puter then sends its packets out onto the line. If there is more than
one computer transmitting, collisions result. Sensing the collisions,
the computer stops transmitting and waits until the line is free. One
of the computers will then transmit, gaining control of the line and
completing the transmission of packets.
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Ethernet is a passive, wait-and-listen architecture. Collisions are
common on the network and computers are required to contend for
transmission time. Ethernet networks typically will be found in a bus
or star bus configuration depending on the type of network media
used. One of the cornmon implementations (on several different
media types) of Ethernet runs at 10Mbps. This 10 Megabit Ethernet
run over twisted pair would be designated as 10BaseT (the 10 stands
for the Megabits per second, the Base means a baseband transmission
(baseband simply means a single bit stream, or a digital flow of infor-
mation), and the T stands for twisted pair). Table 1.4 lists some of
the Ethernet implementations available,

" MAC specifications afe dis.
cussed in Chapter 2, “The:" " :
08! Mode and Network”."-

Ethernet Cable Type Maximum Cannector - Protocols.”
Designation Cable Length Types
10BaseT CATSUTP 100 meters Hub

10Base2 Thinnet 185 meters T connectors, barrel
: connectors, terminators

10Base$ Thicknet 500 meters Vampire taps, transceiver drop !
cables, terminators i

10BaseFL Fiber optic 2 kilometers Repeaters, terminators

When packets of information are prepared for transmission over the
wire, their final form is called a frame. Ethernet actually embraces
more than one frame type, which can cause problems on a network if
you don’t have all the nodes configured to use the same frame type.
The various Ethernet frame types are as follows:

= Ethernet 802.3—Although this frame has the appropriate IEEE
number, it is actually not completely in compliance with the
specifications for Ethernet. This frame type is used by Novel
NetWare 2.2 and 3.1 networks.

s Ethernet 802.2—This is the frame type that is in full compliance
with the TEEE specifications. It is used by later versions of
Novell NetWare, including NetWare 3.12, 4.x, and 5.x.

s Ethernet SNAP—This Ethernet frame type is used in AppleTalk
networks.
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» Ethernet II—Networks running multiple protocols such as the
Internet generate Ethernet II frames.

Although the 10 Megabit installations of Ethernet have been com-
mon, they are rapidly being replaced by Fast Ethernet (100 Mbps)
and Gigabit Ethernet (L000Mbps or 1Gbps). Both of these versions
of Ethernet require CAT § cabling and special network cards and
hubs (Gigabit Ethernet in many cases uses CAT 6 twisted pair).

The main advantage of Ethernet is that it is one of the cheaper net-
work architectures to implement. INICs, cabling, and hubs are fairly
inexpensive when compared to the hardware required for other
architectures such as Token Ring. A major disadvantage of Ethernet
relates to the number of collisions on the network. The more colli-
sions, the slower the network will run, and excessive collisions can
even bring down the network.

SEE ALSO

® Segmenting a network with a bridge or dividing a network into subnets with a vouter are two
strutegies for overconting traffic problems on Ethernet networks. For more information, see

page 67.

IBM Token Ring

IBM Token Ring is characterized as a fast and reliable network that
uses token passing as its media access strategy. ‘Token Ring networks
are wired in a star configuration with a Multistation Access Unit
(MAU) providing the central connection for the nodes. The actual
ring on which the token is circulated (the token moves in one direc-
tion as characterized by the ring topology) is a logical ring inside the
MAU.

The token is passed around the ring until a computer wanting to
send information out onto the network takes possession of the token.
A computer that passes the token to the next computer on the logical
ring would be called the nearest active upstream neighbor (NAUN).
The computer being passed the token is the nearest active down-
stream neighbor (NADN).

After a computer takes possession of the token and transmits data, it
then passes a new token to its NADN and the token makes its way
around the ring until a node on the network takes possession to
transmit.
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Token Ring is charactetized by no collisions and equal access to the
network media by all the nodes on the network, It is slower than
some implementations of Ethernet (Token Ring can run at 4 and
16Mbps) but the network degrades more gracefully during times of
high traffic. (A gigabit implementation of Token Ring will soon be a
reality.)

Token Ring also provides some fault tolerance to the network with
its error detection strategy, beaconing. When the computers on the
network are first brought online, the first computer powered on is
designated as the Active Monitor. The Active Monitor sends out a
data packet every seven seconds that travels around the ring to help
determine if any of the nodes on the network are done. For example,
if a particular computer doesn’t receive the packet from its NAUN,
it creates a packet containing its address and the NAUN’s address
and sends the packet onto the network. This packet provides infor-
mation that the Token Ring can actually use to automatically recon-
figure the ring and maintain network traffic.

FDDI

The Fiber Distributed Data Interface (FDDI) is an architecture that
provides high-speed network backbones that can be used to connect
a number of different network types. FDDI uses fiber-optic cable
and is wired in a ring topology. FDDI uses token passing as its media
access method and can operate at high speeds (most implementations
are 100Mbps but faster data transfer rates are possible).

Because FDDI uses a token-passing media access strategy, it is reli-
able and provides equal access to all the nodes on the network. With
FDDI you can set priority levels, however, servers on the network
could be allowed to send more data frames onto the network than
client computers.

Because FDDI uses a true ring topology, breaks in the cable system
can be a problem. To build fault tolerance into the FDDI network, a
secondary ring is used. When a computer cannot communicate with
its downstream neighbor, it sends its data to the second ring (which
circulates the data in the opposite direction from the one the primary
ring uses).
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Obviously, a special NIC is required to implement FDDI. Dual
attachment stations (computers connected to both rings on the net-
work) will use a special card that connects to both ring backbones. In
place of hubs, concentrators are used on the FDDI network for the
connection of LAN nodes. Because these computers don’t sit directly
on the FDDI ring, they only require a single attachment NIC for
connection to the concentrator.

Token/Packets

\

Token/Packets

FDDI Ring

AppleTalk

AppleTulk is the networking architecture used by Apple Macintosh
computers. The networking hardware required is already built into
each Macintosh (although if you want to connect Macs to an
Ethernet network, you need a Mac Ethernet NIC). The cabling sys-
tem used to connect Macintosh computers is called LocalTalk and
uses shielded twisted-pair cables with a special Macintosh adapter.
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AppleTalk uses a special dynamic addressing system to determine the
address of the nodes on the network, When a Macintosh is powered
up on the network, the computer generates a random address and
broadcasts it out onto the network. This random address becomes its
network address (if another Macintosh isn't already using that
address; if so, the newly powered on Mac will continue to generate
random addresses until it finds one that is unused),

AppleTalk is similar to Ethernet in that it is a passive network archi-
tecture. AppleTalk uses Carrier Sense multiple access with collision
detection—CSMA/CA. Basically the computers sit on the network
and listen to determine whether the wire is clear, After making sure
the network is clear, the computer will send a packet onto the net-
work letting all the other computers know that it intends to transmit
data. The computer then sends out its data.

The fact that a computer that intends to send data out onto the net-
work notifies the other network nodes as to its intentions greatly
reduces the number of collisions on a CSMA/CA network (especially
when compared to Ethernet).

These announcement packets, however, do have a tendency to slow
down the network and Macintosh networks only have a transmission
speed of 230.4 Kbps. The fact that the hardware and software
needed to network a group of Macintosh computers comes with each
Macintosh (other than the Local Talk cable) makes it an easy and
inexpensive way to network several workstations to share a printer or

files.
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0SI—The Theoretical Networking Protocol
Stack

Conceptual models are something that you run into no matter what
discipline you tackle. Art embraces color and design theories; physics
embraces nearly every theoretical model that Einstein scrawled on a
napkin., Computer networking is no different and it also uses a con-
ceptual model or framework that allows us to discuss a complex
chain of events—data movement on a network.

In the late 1970s the International Standards Organization (ISO)
began to develop a conceptual model for networking called the Open
Systems Interconnection Reference Model. Networking folk more com-
monly refer to it as the OS] model (and I'm sure a number of them
have forgotten what the OSI stands for). In 1984, the model became
the international standard for network communications, providing a
conceptual framework that helps explain how data gets from one
place to another on a network.

The OSI model describes network communication as a series of
seven layers that operate in a stack; each layer is responsible for a dif-
ferent part of the overall process of moving data. This framework of
a layered stack, while conceptual, can then be used to discuss and
understand actual protocol stacks that we see used for networking.
For example, TCP/IP and AppleTalk are two real-world network
protocol stacks; protocols that actually serve as layers in a protocol
suite like TCP/IP can then be discussed in. terms of how they relate
to and serve at various levels of the OSI model’s stack.

SEE ALSO

¥ To Jearn more about several of the commonly used network protocol suites, see page 44.
"The OSI model provides the model for a number of important
events that take place during network communication. It provides
basic rules of thumb for a number of different networking processes:

a How data is translated into a format appropriate for your net-
work architectare. When you send an email or a file to another
computer, you are working with a certain application such as an
email client or an FTP client. The data you transmit using this
application must be placed in a more generic format if it is going
to move out onto the network and to the intended recipient.
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= How PCs or other devices on the network establish communica-
tions. When you send data from your PC, there must be some
mechanism that supplies a communication channel between

sender and receiver. It’s not unlike picking up a telephone and
making a call.

How data is sent between devices and how sequencing and error
checking is handled. After a communications session has been
established between computers, there must be a set of rules that
controls how the data passes between them.

= How logical addressing of packets is converted to the actual
physical addressing provided by the network. Computer net-
works use logical addressing schemes such as IP addresses.
There must be a conversion of these logical addresses to the
actual hardware addresses found on the NICs in the computers.

The OSI model provides the mechanisms and rules that make the
handling of the issues discussed in the bulleted list possible.
Understanding the various layers of the OSI model not only provides
insight into actual network protocol suites, but it also provides you
with a conceptual framework that can be used to better understand
complex networking devices like switches, bridges and routers.
(Much of this book is devoted to a discussion of routers and routing.)

The 0SI Layers

The layers of the OSI model explain the process of moving data on a
network. As a computer user, the only two layers of the model that
you actually interface with are the first layer—the Physical layer—
and the last layer—the Applications layer.

u The Physical layer constitutes the physical aspects of the network
(the network cabling, hubs, and so on). You've probably inter-

faced with the physical layer at least once, when you tripped over
a poorly situated cable,

u The Application layer provides the interface that you use on your
computer to send email or place a file on the network.

Obyviously, this would be a very short chapter if we only discussed
these two layers, but you will find each and every layer of the OSI
model plays an important part in the networking of information.
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Figure 2.1 provides a list of the OSI model layers from the top of the
stack to the bottom. An upside-down pyramid is also an apt
representation of the model because data is taken in a fairly complex
form and eventually converted to a simple bit stream that can be
placed on the network wire, You will notice that the layers are num-
bered, however, from top to bottom. For instance, in a discussion of
the Network layer, you may hear the layer described as Layer 3.
Whether you use the name or number is unimportant; you just need
to make sure that you understand the role of each layer in the overall
process of data communications.

! \ Application / 7
7

Presentation
6
Session
5
Transport
4

Network
3
Data-Link
2

Physical
1

A good way to remember the network layers from bottom to top is
the following mnemonic: Please Do Not Throw Sausage Pizza
Away. And (unfortunately, you may be thinking), you really do need
to remember the OS] model; it is important to any discussion of net-
working technology from the very simple to the very complex. Every
book or article you pick up on networking will make some reference
to the model.

Before we discuss each of the layers in the stack, it makes sense to get
a general idea of what takes place when data moves through the OSI
model. Let’s say that a user decides to send an email message to
another user on a network. The user sending the email will take
advantage of an email client or program (such as Outlook or Eudora)
that serves as the interface tool where the message is composed and
then sent. This user activity takes place at the Application layer.
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After the data leaves the Application layer (the layer will affix an
Application layer header to the data packet) it moves down through
the other layers of the OSI stack. Each layer in turn does its part by
providing specific services related to the communication link that
must be established, or by formatting the data a particular way.

No matter what the function of a particular layer is, it adds header
information (the headers are represented as small boxes on Figure
2.2) to the data. (The Physical layer is hardware—a cable, for
instance—so it doesn’t add a header to the data.)

"The data eventually reaches the Physical layer (the actual network
medium such as twisted pair cable and the hubs connecting the com-
puter) of the email sender’s computer and moves out onto the net-
work media and to its final destination—the intended recipient of the

email,
@

Sending Computer Recaiving Compute
Application Application
Presentation A m | A | Data | Presentation
Session n n Data | Session
Transport I stp m n Data [ Transport
Network T|[s|pP]A]Daa Tls|pP[A]|Data] Network
Data Link N|{T|S|P]|A|Daa N|T|s|P|A|Data| patatLink
Physical lDlS t]s|p|A]| paa | ofs| 1| s|P|Aa|Data| physica

Network Medla

The data is received at the Physical layer of the recipient’s computer
and moves back up through the OSI stack. As the data moves
through each layer, the appropriate header is stripped from the data.
When the data finally reaches the Application layer, the recipient
can use his or her email client to read the received message.
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The following discussion of the OSI layers will discuss the layers in
the stack from top to bottom (Application layer to Physical layer).

The Application Layer

The Application layer provides the interface and services that sup-
port user applications. It is also responsible for general access to the
network.

This layer provides the tools that the user actually sees. It also pro-
vides network services related to these user applications such as mes-
sage handling, file transfer, and database queries. Each of these
services are supplied by the Application layer to the various applica-
tions available to the user. Examples of information exchange ser-
vices handled by the Application layer would include the World
Wide Web, email services (such as the Simple Mail Transfer
Protocol—more commonly referred to as SMTP—found in
"TCP/IP), and special client/server database applications.

The Presentation Layer

The Presentation layer can be considered the translator of the OSI
model. This layer takes the packets (packet creation for the move-
ment of the data to the network actually begins in the Application
layer) from the Application layer and converts it into a generic for-
mat that can be read by all computers. For instance, data represented
by ASCII characters will be translated to an even more basic, generic
format.

The Presentation layer is also responsible for data encryption (if
required by the application used in the Application layer) and data
compression that will reduce the size of the data. The packet created
by the Presentation layer is pretty much the final form that the data
will take as it travels down through the rest of the OSI stack
(although there will be some additions to the packets by subsequent
layers and data may be broken into smaller packet sizes).

The Session Layer

The Session layer is responsible for setting up the communication
link or session between the sending and receiving computers. This
layer also manages the session that is set up between these nodes (see
Figure 2.3). '
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Workstation sends a request
for services to the Server

Server acknowledges request

A

Workslation

Sesslon Layer
Communlcations

After the session is set up between the participating nodes, the
Session layer is also responsible for placing checkpoints in the data
stream. This provides some fault tolerance to the communication
session. If a session fails and communication is lost between the
nodes, once the session is reestablished only the data after the most
recently received checkpoint will need to be resent. This negates the
need to tie up the network by resending all the packets involved in
the session.

Actual protocols that operate at the Session layer can provide two
different types of approaches to getting the data from sender to
receiver: connection-oriented communication and connectionless
communication.

Connection-oriented protocols that operate at the Session layer pro-
vide a session environment where communicating computers agree
upon parameters related to the creation of checkpoints in the data,
maintajn a dialogue during data transfer, and then simultaneously
end the transfer session.

Connection-oriented protocols operate much like a telephone call:
You establish a session with the person you are calling. A direct con-
nection is maintained between you and the party on the other end of
the line. And when the discussion concludes both parties typically
agree to end the session.

Connectionless protocols operate more like the regular mail system.
They provide appropriate addressing for the packets that must be £, making commURG
sent and then the packets are sent off much like a letter dropped in " impossible;’:
the mailbox. Tt is assumed that the addressing on the letter will get it L
to its final destination, but no acknowledgment is required from the

computer that is the intended destination.
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The Transport Layer

The Tiansport layer is responsible for the flow control of data
between the communicating nodes; data must not only be delivered
error-free but also in the proper sequence. The Transport layer is
also responsible for sizing the packets so that they are in a size
required by the lower layers of the protocol stack. This packet size is
dictated by the network architecture.

SEE ALSO

. For move about network architectures such as Ethernet and Token Ring, see page 25.

Communication also takes place between peer computers (the sender
and receiver); acknowledgements are received from the destination
node when an agreed upon number of data packets have been sent by
the sending node. For example, the sending node may send three
bursts of packets to the receiving node and then receive an acknowl-
edgement from the receiver. The sender can then send another three
bursts of data.

This communication at the Transport layer is also useful in cases
where the sending computer may flood the receiving computer with
data. The receiving node will take as much data as it can hold and
then send a “not ready” signal if additional data is sent. After the
receiving computer has processed the data and is able to receive
additional packets, it will supply the sending computer with a “go-
ahead” message.

The Network Layer

The Network layer addresses packets for delivery and is also respon-
sible for their delivery. Route determination takes place at this layer,
as does the actual switching of packets onto that route. Layer 3 is
where logical addresses (such as the IP address of a network com-
puter) are translated to physical addresses (the hardware address of
the NIC—Network Interface Card—on that particular computer).

Routers operate at the Network layer and use Layer 3 routing proto-
cols to determine the path for data packets.

How routes are determined and how routers convert logical
addresses to physical addresses are subjects that we will look at in
much more detail throughout this book.
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SEE ALSO

= Our discussion of the Network layer will be greatly expanded in later chapters. To begin an
exploration of how routers operate at the Network layer see page 77.

The Data-Link Layer

When the data packets reach the Data-Link layer, they are placed in
data frames defined by the network architecture embraced by your
network (such as Ethernet, Token Ring, and so on). The Data-Link
layer is responsible for data movement across the actual physical link
to the receiving node and so uniquely identifies each computer on
the network based on its hardware address that is encoded into the
NIC (Network Interface Card). Figure 2.4 shows the hardware
address for the network interface card used in a networked computer
running Windows 98.

BAIP Configuration”

Header information is added to each frame containing the sending
address and the destination address. The Data Link layer is also
responsible for making sure that the frames sent over the physical
link are received error-free. So, protocols operating at this layer will
add a Cyclical Redundancy check (CRC) as a trailer on each frame. The
CRC is basically a mathematical calculation that takes place on the
sending computer and then on the receiving computer. If the two
CRCs match up, the frame was received in total and its integrity was
maintained during transfer.

- these different. 575000
:/- communication ‘strategies.:
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Again, as mentioned earlier, the frame type produced by the Data
Link layer will depend on the network architecture that your net-
work embraces, such as Ethernet, IBM Token Ring, or FDDL
Figure 2.5 shows an Ethernet 802.2 frame. Table 2.2 lists and
describes each of the frame components. While you may not fully
understand all the parts of the frame shown, note that the makeup of
the frame is basically header information that describes the frame,
the actual data in the frame, and then Data-link layer information
(such as Destination Service Access Points and Service Access Points)
that not only define the Frame type (in this case Ethernet) but also
serve to help get the frame to the receiving computer. (For more
about the TEEE 802 specifications, see the “Ethernet Frame Trivia”

sidebar.)

LLC Flelds

FCS

Preamble [Destinalion| Source | Lengih DSAP | SSAP CTAL Data

Segment Purpose

Preamble Alternating bits (Is and Os) that announces that a frame has been sent

Destination  The destination address

: Source The source address
‘ Length Specifies the number of bytes of data in the frame
i DSAP Destination Service Access Poine—this tells the receiving network

card where to place the frame in buffer memory

SSAP Provides the Service Access Point information for the frame (Service
Access points are discussed in the “Data-Link section later in this
chapter)

CTRL A Logical Link control field (Logical Link control is discussed in the

“Data-Link Sublayers” section later in this chapter).
Data This part of the frame holds the actual data being sent

Frame Check Sequence field contains the CRC value for the frame
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The Data Link layer also controls how computers access the physical
network connections. This aspect of Layer 2 will be discussed more
fully in the “Data Link Sublayers” section that follows this discussion
of the OSI layers.

The Physical Layer

At the Physical layer the frames passed down from the Data Link
layer are converted into a single bit stream that can then be sent out
onto the network media. The Physical layer also defines the actual
physical aspects of how the cabling is hooked to the computer’s NIC.
On a computer that is receiving data, the Physical layer receives the
bit stream (information consisting of 1s and 0s).

SEE ALSO
v 'To learn more about the commonly used network media and cable types, see page 17.

{“thien‘click the Properti
" butfon: Thie MAC address
2 of the NIC should be:: - :

“provided. o I

The Data-Link Sublayers

Before we end our discussion of the OSI networking model, we need
to back track a little and discuss additional specifications that were
developed for the Data Link layer of the OSI model by the IEEE.
The IEEE 802 specifications divided the Data Link layer into two
sublayers: Logical Link Control (LLC) and Media Access Control
(MAC).

The Logical Link Control sublayer establishes and maintains the link
between the sending and receiving computer as data moves across
the network’s physical media. The LLC sublayer also provides
Service Access Points (SAPs), which are reference points that other
computers sending information can refer to and use to communicate
with the upper layers of the OSI stack on a particular receiving node.
The IEEE specification that defines the LLC layer is 802.2 (see
IEEE specifications sidebar for more information on the categories).
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The Media Access Control sublayer determines how computers
communicate on the network and how and when a computer can
actually access the network media and send data. The 802 specifica-
tions actually break the MAC sublayer down into a list of categories
(ways of accessing the network media) that directly relate to specific
network architectures such as Ethernet and Token Ring (see

Figure 2.6).

SEEALSO

> For more information on some of the consmon network architectures like Ethernet and Token

Ring, see page 25.

LLC Specifications:

/ |EEE 802,2
Data Link Layer

MAC Specifications:

IEEE 802.3
IEEE 802.3
|IEEE 802.5
IEEE 802.12

Real-World Network Protocols

Now that we’ve taken a look at the theoretical model for how data
moves from one computer to another on a network, as seen in the
different layers of the OSI model, we can take a look at some of the
most commonly used network protocol stacks and map their differ-
ent layers to the OSI model. This will provide you with a good
understanding of how these real-world protocol stacks operate and
provide data transport on the network.

You will also see which protocols in a particular protocol stack are
involved at the Network layer of the OSI model. These protocols
will become important as we discuss the routing of packets on an

Internetwork (something that we will do for much of the book).

53




PART {
Real-World Network Protocols CHAPTER 2

NetBEUI

NetBEUI (NetBIOS Extended User Interface) is a simple and fast net-
work protocol that was designed to be used with Microsofts and
IBM’s NetBIOS (Network Basic Input Output System) protocol in
small networks. NetBEUT operates at the Transport and Network
layers of the OSI model.

Because NetBEUI provides only the services needed at the Transport
and Network layers of the OSI stack, it needs NetBIOS, which oper-
ates at the Session layer of the OSI stack, and is responsible for set-
ting up the communication session between two computers on the
network. Tivo other networking components found in Microsoft net-
works are the Redirector and the Server Message Block. The
Redirector operates at the Application layer and makes a client com-
puter perceive all the network resources as if they were local. Server
Message Block (SMB) provides peer-to-peer communication

between the Redirectors on client and network server machines. The

Server Message Block operates at the Presentation layer of the OST
model.

While an excellent transport protocol with very low overhead,
NetBEUL is not a routable protocol, so it cannot be used on
Internetworks where routing takes place. This means that while you
should remember NetBEUT as a network protocol possibility for
small, simple networks, it is not an option for larger networks that

make use of routers (and so this is the last time you will hear about
NetBEUI in this book).

TCP/IP

Often referred to as the “protocol of low bid” (see the TCP/IP
Trivia sidebar for more information on TCP/IP’ interesting gene-
sis), TCP/IP has become the de~facto standard for enterprise net-

working. TCP/IP networks are highly scalable, so TCP/TP can be
used for small or large networks,

tyh'e is actually not to
& specifications as outlined =
- by the IEEE, New vérsion

of NetWare and othiey:. -
Ethemet network opsrating
systems now Use the 802.2
Ethernet frame, which is.
completely compliant with
the IEEE specifications {the
IEEE specifications are
listed later in this chapter).
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"TCP/IP is a routable protocol stack that can be run on a number of
different software platforms (Windows, UNIX, and so on) and it is
embraced by most network operating systems as the default network
protocol. TCP/IP contains a number of “member” protocols that
make up the actual TCP/IP stack. And because the TCP/IP protocol
stack was developed before the completion of the OSI reference
model, these protocols do not map perfectly to the various layers of
the model. Figure 2.7 shows the TCP/IP stack mapped to the OSI
layers (the figure provides a general overview of TCP/IP and is not
an exhaustive list of all the protocols in the stack), Table 2.3
describes the protocols listed in the figure. More information will be
provided on all the protocols in the TCP/IP stack in Chapter 10,
“TCP/IP Primer.”

Application
TCP/P
Protocol
Stack
. Members
Presentation like ETP
overlap
with more
than one
Session OSt layer.
Other protocols
Network like TCP or IP
map directly to
one of the OSI
layers.
Data Link . I Network Card Drivers J
Physical
| Network Media (cabling, etc.) I
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Protocol Role

FIpP

SMTP

TCP

UDP

File Transfer Protocol provides an interface and services for
file transfer on the network.

The Simple Mail Transport Protocol provides email services
on the Internet and IP networks.

"The Transport Control Protocol is a connection-oriented
transport protocol. TCP handles a connection

between sending and receiving computers much

like a phone conversation.

User Datagram Protocol is a connectionless transport proto-
col that provides transport setvices in conjunction with TCP.

The Internet Protocol is the basis for all addressing on
TCP/IP networks and it provides a connectionless oriented
Network layer protocol. Works much like an addressed letter
that is dropped in a mail box and then delivered to the
intended destination.

Address Resolution Protocol maps IP addresses to MAC hard-
ware addresses. ARP will be discussed in greater detail in
Chapter 10.

TCP/IP not only provides a very rich set of network-related features
(which means that TCP/IP requires a fair amount of overhead to
run) but also provides a unique logical addressing system. Anyone
connected to the Internet is familiar with the 32-bit IP address,
which is commonly written as 4 octets (an octet being 8 bits of infor-
mation). The typical IP address is written in the format 129.30.20.4,
where each of the four dotted decimal values actually represent 8 bits
of binary information. Much more information concerning IP
addressing will be discussed in Chapter 10.

Because of T'CP/IP’s importance in Internetworks and the complexi-
ties related to routing TCP/IP networks, an entire chapter of this
book has been provided reviewing all the aspects of TCP/IP
addressing. A great deal of information will also be provided on the
commands related to routing TCP/IP on a campus or enterprise net-
work.

SEE ALSO

The best place to start in on TCP/IP and routing is Chapter 10, “TCP/IP Primer;” beginning
on page 167.
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IPX/SPX

IPX/SPX (Internetwork Packet Exchange/Sequenced Packet
Fxchange) is a network protocol stack developed by Novell for use in
the Novell NetWare network operating system. IPX/SPX is a leaner

_ stack than TCP/IP and does not require the overhead needed by
"TCP/IP. IPX/SPX is suitable for small and large networks and is a
routable network protocol suite.

Figure 2.8 maps protocols in the IPX/SPX stack to the OSI Layers.
Table 2.4 gives a brief description of each of the protocols.

At The SAP and
Application NCP protocols
— in the IPX/SPX
stack actually
handle the
Presentation duties of three
08l layers:
Application,
Presentation,
Session and Session.

IPX is connectionless and
operates at the Transport
and Network layers. SPX
which is connection
oriented, operates at the
Transport Layer.

Transport

Network

Data Link Network Interface drivers

Physical Physical Media

‘was in part dévelopéd o
 a problén that arose
because of the way the
governient takes bids for
" procuring technolagy arid °
other goods, -
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Protocol Role

SAP The Service Advertising Protocol is used by NetWare File Servers
and Print Servers to announce the address of the server.

NCP The NetWare Core Protocol handles network functions at the
Application, Presentation, and Session layers. It handles packet cre-
ation and is responsible for providing connection services between
clients and servers.

SPX Sequenced Packet Exchange Protocol is a connection-oriented trans-
port protocol

PX Internetwork Packet Exchange Protocol is a connectionless transport
protocol that handles addressing and routing on the network.

Our major concern with IPX/SPX is routing this protocol suite on
an Internetwork, More information on routing IPX/SPX and how
the IPX/SPX stack moves data on the network is provided later in

this book.
SEE ALSO
® Routing IPX/SPX is discussed in Chapter 12, “Routing Novell IPX,” which begins on
page 211.
" ‘miodel {tfie fayers are th
ApplﬂTﬁlk ¢ boxesk

While many network administrators would not consider AppleTalk
an Internetworking or enterprise network protocol, AppleTalk is
routable. And with the appropriate type of NIC (Apple Macintoshes
can participate on an Ethernet network if they are outfitted with
EtherTalk cards or other adapters) it can support Ethernet, Token
Ring, and FDDI architectures, It is not uncommon to have
Macintosh computers in the Enterprise to sapport graphic manipula-
tion and other multimedia duties and so it makes sense to include
AppleTalk as another key routable protocol stack on the corporate
network.

Earlier, in Chapter 1, we discussed AppleTalk as architecture, but it
is also a network protocol stack, Figure 2.9 maps the protocols in the
AppleTalk stack to the layers of the OSI model. Table 2.5 gives a
brief description of each protocol.
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Application

Presentation

Session

Transport

Network

Data Link

Physical

Protocol

AppleShare

NBP

ZIP
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The AppleTalk protocol

@ stack Is made up of
several protocols, which
map to various fayers of
the O8I stack. AppleTalk,
for instance, maps to the
Application and

Presentation layers,

AARP

Network Interface drivers

AppleTalk

Physical Media

Role
AppleShare provides services at the Application layer

The AppleTalk Filing Protocol provides and managing file
sharing among nodes on the network

‘The AppleTalk Transacton protocol provides the Transport
layer connection between computers

‘The Name Binding Protocol maps computer hostnarmes to
Network layer addresses

The Zone Information Protocol controls AppleTalk zones and
maps zone names to network addresses

The AppleTalk Address Resolution Protocol maps logical
Network layer addresses to Data Link hardware addresses
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Protocol Role

DDP The Datagram Delivery Protocol provides the addressing sys-
tem for the AppleTalk network and provides connectionless
transport of datagrams between computers

As with IPX/SPX, our interest in the AppleTalk network protocol
stack relates to routing AppleTalk. More information on how
AppleTalk networks are configured and how AppleTalk is routed on
a Cisco router is provided later in this book (see Chapter 13,
“Routing Apple Talk.”)

SEE ALSO

> More information on how AppleTalk networks are configured and how AppleTiik is routed on
@ Cisco router is provided on page 227.

- "these protocol stacks s -
-~ discussed later in this
baok;
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Understanding Wide Area Connectivity

As the PC local area network became more and more important to
businesses, corporations, and institutions, the need to expand and
then connect LANs became a necessity. Expanding or connecting
LANS locally (in a fairly limited geographic area) was taken care of
by internetworking devices such as repeaters, bridges, switches, and

v routers. However, when connecting LANs over large distances, other
! technology must come into play.

A need for technology that provided netwotk administrators with the
ability to connect LANs over greater geographic areas became
extremely important as networking the enterprise (the enterprise is
the entire corporation—which in many cases can be a worldwide
operation) became an imperative.

Expanding a network across great distances can be accomplished by
taking advantage of several different wide area networking technolo-
gies. Networks can be connected with services provided by the pub-
lic switched telephone network (PSTIN) or private carrier companies.
Extremely large companies can invest in their own WAN infrastruc-
ture and invest in microwave and satellite transmission equipment.

WAN technology can be used to connect networks between two
cities, across the country, or around the world. As with LANs and
internetworks, after the Physical layer aspects have been taken care
of, various protocols are used to move the data on the WAN. On a
LAN, the cable and the hubs provide the Physical layer, while on a
WAN, the Physical layer can be a T'1 leased line or a satellite dish.

SEE ALSD

# For more information on internetworking, see page 67.

Getting Connected

While the actual physical infrastructure (the cabling and networking
devices such as hubs, repeaters, and so on) of a LAN will be owned
by a company, most businesses and institutions find it too costly to
own the physical WAN connections that they use.
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Three types of WAN connections are available: a connection over
the Public Switched Telephone System via 2 modem, a dedicated
connection such as a full-time leased line, or a switched connection
that enables multiple users to take advantage of the same line.

Each of these WAN connection possibilities offers its own set of pros
and cons and each embraces different hardware needs. The following
sections discuss these three WAN connection alternatives.

Dial-Up Connections

The simplest and least expensive type of dial-up connection uses a
modem to connect two computers over a regular analog voice-grade
telephone line. The modem converts the digital information on the
computer to an analog signal (modulation) and vice versa (demodula-
tion). That’s how the modem got its name. This conversion process
allows computer data to be sent over the analog line. Modems are
now available that have potential transmission speeds of up to
56Kbps, but line noise can limit the speed at which a connection
over an analog line can run.

Routers can be outfitted with a modem connection (and then are
often referred to access servers). This means that two LANSs could be
connected via a dial-up connection and packets routed (although this
would provide a very slow connection between the networks). Figure
3.1 shows two LANs connected via a dial-up connection with routers
serving as the connection point for the asynchronous connection
over modems.

e

-+ i for w

* 'cally pay for the:
bandwidth:: :

Router

Asynchronous
Connection
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Leased Lines

Dedicated leased lines provide a full-time connection between two
networks through the PSTN or another service provider. Leased
lines are typically digital lines. They provide much more bandwidth
than analog lines and are less susceptible to the line noise and inter-
ference found on voice-grade connections.

Digital lines commonly used for data transfer are DDS (digital data
service) lines and the T-carrier system, which provides a range of line
types that provide different data rates.

DDS Lines

DDS lines, which are typically available from your local phone ser-
vice provider, can provide bandwidth of up to 64Kbps and supply
your network with a permanent, full-duplex connection (data can be
sent and received at the same time). Because DDS lines are digital,
they require a Channel Service Unit/Data Service Unit (CSU/DSU)
as the connecting point between your LAN and the DDS line. The
CSU/DSU converts the LAN data transmission into a digital signal
on the DDS line,

The DSU side of the CSU/DSU is connected to your LAN and the
leased digital line is connected to the CSU port of the device. Some
sort of internetworking device such as a bridge or router will typi-
cally sit between your network and the CSU/DSU (on both ends of
the DDS connection). Figure 3.2 shows two LANs connected by a
DDS line.

T-Carrier Lines

The T-carrier system takes advantage of technology that allows sev-
eral transmissions, which can include voice communication and data
(divided onto several different channels), to be combined and then

transmitted on a single high-speed line.
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Bridge

The device that combines signals carried on these separate channels
(when data must be sent over the digital line as a single data stream)
and also has the capability to split a received data stream into the
appropriate channels is called a multiplexor, or MUX. Figure 3.3
shows two different LANs connected by a T-carrier. Multiplexors are
used at either end of the digital connection to assemble and disas-
semble different data channels, including data from any attached net-
works and the company’s voice channel (used for their telephone
system).

The 'T-1 line is the basic unit of the T-carrier system. It provides
2464Kbps channels that can be combined to provide a total transmis-
sion bandwidth of 1.544Mbps. Several other T-carrier classes exist,
which can provide a larger number of channels and extremely high
data rates. A greater number of channels and a higher data through-
put, however, relates directly to the cost for the carrier line. Table

3.1 provides a listing of the T-carriers.

Channels Total Data Rate

T1 24 1.544Mbps
T 9 6.312Mbps
T3 672 44.736Mbps

274.760Mbps
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0000000000000

Multiplexor

Telephone T-Carrier

0000000000000
00000C00000Q0

Multiplexor

Telephone

The T-1 line is the most affordable T-carrier (and the most leased of
the T-carrier classes) and can be deployed on copper wire. And as
mentioned earlier, smaller companies can lease a portion of a T-1
line, selecting to use only a certain number of channels. T-2 lines
aren’t available to the public and are used internally by the phone
company.

T-carriers offering greater bandwidth such as T-3 and T4 lines are
employed by only very large corporations or government entities (in
a large part because of cost). T-3 lines and T-4 lines also require
fiber optic cabling.
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When attaching a company to a T-carrier line, the equipment
needed is the same as for a connection to any dedicated digital line.
A CSU/DSU sits between the line connection and an internetwork-
ing device such as a bridge, switch, or router, which is attached to
your computer network. And as mentioned before, if channels on the
carrier line are going to be split between voice and data communica-
tions, a multiplexor is needed to combine and split the signals as
needed (outgoing versus incoming in relation to the T-carrier line).

Switched Network Overview

The third alternative for WAN connections is the use of switched
networks. Switched networks allow multiple users to take advantage
of the same line. Switched networks offer a cheaper alternative to the
cost of leasing dedicated lines.

Basically, your network is connected to the wide area network via a
service provider or the phone company itself. Data leaving your net-
work through the WAN connection then enters the switched net-
work (which is often represented on diagrams as a cloud because the
path of your switched data can potentially be different each time as it
makes its way to the designated destination). See Figure 3.4.

The connection between your network and the switched network, or
PDN (public data network), will be in the form of a digital terminal
device (DTE) such as a router. (A DCE—data circuit terminating
equipment—such as a DSU/CSU may sit between your router and
the PDN; with the DCE providing the bandwidth and timing set-

<+ The T-2 lirie consists of 4 T
- 1s; T3 conisists of 28 T

tings for the transfer of your data.) The PDN provides the lines and and T4 consists of 168 -1
switching equipment that will move your data through the switched lines. ..ot -
network cloud. :

"Two types of switched network possibilities exist for WAN connec-
tions: circuit switching and packet switching.
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Circuit Switching
Circuit switching establishes a dedicated connection between the
sender and receiver on the PDN. Data moves from the source to the
destination along the circuit (the lines) that has been established for
the particular session. When the data transfer is complete, the con-
nection between the sender and receiver ends and the circuit is ter-
minated.

An example of a circuit-switching WAN technology is ISDN

(Integrated Services Digital Network). ISDN is available from local
phone providers and takes advantage of digital phone switching sys-
tems, The cost of an ISDN connection will be dictated by how often
the line is used for data transfer. Your usage charge is determined by
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the connection charge (and there is also often a recurring monthly
charge for being connected to the service). ISDN comes in two
flavors: basic rate ISDN (BRI) and primary rate ISDN (PRI).

Basic rate ISDN provides three channels: two B channels that each
provide 64Kbps of bandwidth for data transfer and a D channel
operating at 16Kbps that is used exclusively for setup and control
information. BRI can be used for both voice and data communica-
tions by dedicating a B channel for each. Typically, however, the two
B channels are combined in BRI to provide a data transfer speed of
128Kbps.

Primary rate ISDN—designed for latger businesses that require
greater bandwidth—uses a T'1 line and provides 23 B channels (each
operating at 64Kbps). One D channel is also necessary (as with BRI)
to handle setup and control of the connection).
SEE ALSO

¥ Configuring ISDN on a router is discussed on page 268.

Packet Switching

In WAN connections that use packet switching, the data is divided
into packets. The small packet size used in packet-switching WANs
provides fast and efficient delivery of data.

chiaper, than

- tioime phote bill and the
- ronthly cost for a 56K :
i “analog connection to
> Internet service provider,

Fach packet has its own control information and is switched through -

the network independently. This means that data packets can fo‘llow This rrakes DSL & much”
different routes through the WAN cloud and reach the destination ¢ cheaper alternative to BRI
out of sequence. However, sequencing information in the packet ‘ (f?SL charge;]slare lls/pically ;
R o, . i . ¢ flat rate, while BRI charges
header can be used by the receiving device to reassemble the data in ate based on the amount of

the appropriate otrder. * time the connection is

RN . . used).
Packet switching networks can take advantage of virtual circuits

when transferring data. A virtual circuit establishes a defined route
across the WAN cloud so that all the data packets move to the desti-
nation along the same route (temember that this route is shared by
packets from many other users because switched networks use shared
lines). The use of virtual circuits in packet switching networks can
improve the overall performance of your data transfers. N
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Several packet switching technologies exist such as X.25, frame relay,
and ATM. The next section of this chapter discusses these packet
switching protocols.

WAN Packet Switching Protocols

Packet switching networks have been available since the late 1970s
when X.25 became available. The lower cost of packet switching net-
works (when compared to dedicated leased lines) led to a fairly rapid
evolution of packet switching protocols that now makes the move-
ment of data over packet switching networks very fast and extremely
efficient. The following sections discuss some of the popular packet
switching protocols.

X.25 was designed for use over the PDNs that were operated by
companies such as AT&T and General Electric. The X.25 protocol
stack provides point-to-point communications between local area
networks on the WAN using DTEs and DCEs (with the DCE pro-
viding the connection from a DTE, such as a router, to the actual
WAN connection).

Because the purpose of any WAN is to connect geographically sepa-
rated LANSs, X.25 sessions consist of communications between two
DTEs. For example, you might have a LAN in Chicago that is con-~
nected to a router that then provides a connection to a PDN.
Likewise, you have a LAN in Minneapolis that is connected to a
PDN via a router. The X.25 protocol can then handle a connection
between these two DTE devices on the WAN, so that they can
exchange data (see Figure 3.5).

The X.25 protocol stack consists of protocols that operate at the
Network, Data Link, and Physical layers of the OSI model. These
protocols are as follows:

s Packet Layer Protocol (PLP)—Operating at the Network
layer, this protocol manages the exchange of packets between the
connected LAN (such as the routers in Chicago and
Minneapolis discussed earlier). PLP establishes the virtual circnit
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between the DTE devices and is also responsible for segmenting
and reassembling the packets as they move from the sending to

the receiving device. PLP also closes the virtual circuit when
data transfer is complete.

Laser Printer

IBM Compatible

Router

Router

Workstation

[o][eeece][o o]
Laser Printer Hub IBM Compatible

= Link Access Procedure/Balanced Protocol (LAP/B)—
Operates at the Data Link layer and makes sure the frames are
delivered error free and in the proper sequence.

w X.21bis—This Physical layer protocol provides the activation

and deactivation of the physical media that connects the D'TE
and DCE devices.
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Because X.25 was created for use on the public switched telephone
network that typically consisted of noisy analog lines, X.25 is bogged
down with a great deal of error-checking capabilities. Although still
in use, X.25 is fast being replaced by speedier packet switching pro-
tocols such as frame relay and ATM.

SEE ALSO
Configuring X.25 on 4 router is discussed on page xxx.

Frame Relay

Frame relay is the successor to the X.25 protocol. It is a Jayer 2
WAN protocol that provides high-speed connections between D'TE
devices (such as bridges and routers) that typically operate over fiber
optic cable. DCE devices on frame relay networks consist of the
carrier-owned switches. Frame relay is faster than X.25 because it has
shed some of the control and error-checking functions that slowed
the packet-switching capabilities of X.25.

Frame relay uses permanent virtual circuits for communication
sessions between points on the WAN, These virtual circuits are
identified by a DLCI (Data Link connection identifier)—a value
provided by the frame relay service provider. Because several virtaal
circuits can exist on a frame relay interface, the DLCI for a
particular virtual circuit (the one you are using to move your packets)
can be used as a reference or pointing device that makes sure the
packets end up at the proper destination. This is done by mapping
the logical addresses (IP addresses, for example) of the sending and
receiving D'TEs to the DLCI of the virtual circuit that they use to
comimunicate,

SEE ALSO

s Configuring frame relay on a vouter is discussed on page 265.

Asynchronous Transfer Mede (ATIVI)

Another packet switching WAN technology is asynchronous transfer
mode (ATM). ATM is an advanced packet-switching protocol that

uses fixed packet sizes (53 bytes) called cells. Using a fixed packet size
(which X.25 and frame relay do not) actually increases the




PART |

Other WAN Protocols CHAPTER 3

throughput speed of the data because the switching and routing
equipment can move the consistently sized cells faster. AT'M can
move data at a theoretical speed of up to 2.4Ghps. Typically ATM
WAN speeds fall between 45 and 622Mbps. The 622Mbps is
achieved on the fastest WAN network medium available— ONET
(synchronous optical network, a fiber optic network developed by
Bell Communications Research that provides voice, data, and video
at high speeds).

ATM is similar to frame relay in that it assumes that the lines it uses
are noise-free; therefore, it doesn’t require a great deal of overhead
for error checking (which, as you remember, slowed X.25 packet
switching down). ATM can be used over FDDI backbones on metro-
politan area networks (at speeds of 100Mbps) and T-3 leased lines (at
speeds of 45Mbps).

While they aren’t one of the WAN technologies that we will look at
in terms of router configurations, ATM networks take advantage of
fast ATM switches that quickly move data from port to port as it
travels from sending station to receiving station.

Other WAN Protocols

When you work with routers, two other WAN protocols become
important: High-Level Data-Link Control (HDLC) and Point-to-
Point Protocol (PPP). Each is commonly configured as the protocol
for router serial interfaces. ‘

= HDLC—HDLC is the default WAN protocol for Cisco Router
serial interfaces and is used for synchronous serial connections
(digital connections such as ISDN). Cisco’s version of this Data
Link layer WAN protocol is proprictary and unfortunately will
not communicate with other HDLC implementations.

u PPP—PPP is widely used as the protocol for connecting dial-up
connections to TCP/IP networks such as the Internet. PPP can
be used over asynchronous (dial-up) or synchronous lines. PPP
supports data compression and provides authentication using
either the Password Authentication Protocol (PAP) or the
Challenge Handshake Authentication Protocol (CHAP).
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SEE ALSO
= Confignring HDLC on a router is discussed on page 261.

SEE ALSO
-~ Configuring PPP on a router is discussed on page 262.
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What Is Internetworking?

In its strictest sense, internetworking is the connecting of two or
more LANs where the LANs still function as separate entities. In a
broader sense, internetworking is a strategy for expanding, segment-
ing, and connecting LANS so that bandwidth on and between the net-
works is maximized. (Bandwidth in this case would be the potential
throughput of the medium that you are using, for example a 10base’T
LAN runs at a bandwidth of 10Mbps.)

Internetworking embraces both LAN and WAN technologies to
move information between the networks. The great thing about
internetworking is that it could be used as a strategy for connecting
networks that embrace the same network architecture (such as two
Ethernet LANGS) or as a strategy for networks that use different net-
work architectures (such as an Ethernet network and Token Ring
network). An excellent example of a real-world internetwork is the
Internet.

Figure 4.1 shows an internetwork that employs some of the internet-
working strategies and devices that are typically used. !

Internetworking Devices

As your company’s network grows, you will need to deal with issues i
related to extending the network, conserving bandwidth on your net- %
|
!

work, and connecting your network across greater geographical dis-
"1 isousses both of thess - tances (usllng WAN technology). Sf:veral different 1nter1'16tworlung
- situtions in tefms o+ devices exist to fill network expansion needs. These devices are as

.. internitworking strategies. follows:

u Repeaters
» Bridges
= Switches
= Routers

Gateways
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Token-ring

Router

1BM AS/400

WAN Conneclion

Bridge

Repeater

Workstation

Laser printer

IBM Compatible

The overall capabilities and duties of the device will be related to
where the device operates in the OSI model. For example, repeaters
work at the Physical layer boosting the data signal over a greater dis-
tance on your network (allowing you to beat aztenuation on long
cable runs—attenuation is the degradation of the data signal over the
run of the cable). On the other end of the internetworking spectrum,
gateways operate at the upper layers of the OSI model (such as the
Application and Presentation layers) and provide a way to connect
computer systems using unlike network protocols (such as connect-
ing an Ethernet LAN to an IBM AS400 miniframe).

Repeaters are simple devices, whereas gateways require both hard-
ware and software to accomplish the task of allowing very different
kinds of networks to communicate. The other internetworking
devices that will be discussed, bridges and routers, fall in complexity
in between repeaters and gateways.
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- usés both LAN aind WAN
.- protocols, your might Want. :

to review Chapters ¥, "LAN
Review" and 3, "Wide Area
Networking” if you find this
chapter difficult to follow.
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Repeaters -
Repeaters take the signal that they receive from network devices and
regenerate the signal so that it maintains its integrity along a longer
media run than is normally possible. Because all media types (copper
cable, fiber optic cable, and wireless media) must deal with attenua-
tion Jimiting the possible distance between network nodes, repeaters
are a great way to physically enlarge the network.

Because repeaters are Physical layer devices, they don’t examine the
data packets that they receive, nor are they aware of any of the logi-
cal or physical addressing relating to those packets. This means that
placing a repeater on a network doesn’t slow down the flow of infor-
mation on the network to any great degree. The repeater just sits on
the network boosting the data signals received on one particular seg-
ment and passing it back out to another segment on the network as
the data makes its way to its final destination (see Figure 4.2).

- ment, ‘éxteridmg thé size:
" of the netiwark: o150

‘Weakened Signal

Repeater

Workstatlon

Regenerated Signal
Workslatlon

1BM Gompatible




PART |
Internetworking Devices CHAPTER 4

Bridges

Bridges are internctworking devices that operate at the Data Link
layer of the OSI model. This means that they have greater capabili-
ties (networking-wise) than Layer 1 devices like repeaters and hubs.
Bridges are used to segment networks that have grown to a point
where the amount of data traffic on the network media is slowing the
overall transfer of information,

Bridges (which consist of the bridge hardware and some type of
bridge operating system software) have the capability to examine the
MAC address (also known as the hardware address; remember it’s
burned onto the NIC in each computer on the network) on each
data packet that is circulating on the network segments that are con-
nected to the bridge. By learning which MAC addresses are residents
of the various segments on the overall network, the bridge can help
keep data traffic that is local to a particular segment from spreading
to the other network segments that are serviced by the bridge.

So basically bridges provide a segmentation strategy for recouping
and preserving bandwidth on a larger homogenous network
(homogenous meaning that the entire network consists of a particu-
lar architecture such as Ethernet). For example, you may segment a
larger network using a bridge into three different segments as shown
in Figure 4.3.

Let’s say that a computer on segment A transmits data that is
intended for another computer on segment A. The bridge will exam-
ine these data packets (checking out their source and destination
MAC addresses), determine that they stay on segment A, and discard
the packets. (It doesn’t clear the packets from the network; remem-
ber that Ethernet is a passive architecture where all the nodes on the
network sense the data on the carrier line.) The fact that the bridge
doesn’t forward the packets to the other segments on the network
preserves the bandwidth on those segments (their lines aren’t clut-
tered up by data that isn’t intended for the computers on that partic-
ular segment).
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Segment D Segment B

Bridge

Segment C

In another scenario, a computer on segment A transmits data that is
intended for a computer on segment C. Again, the bridge will exam-
ine the MAC addresses of these packets and in this situation it will
forward the packets from segment A to segment C. The bridge is
very specific about where it forwards the packets. No packets will be
forwarded to segment B.

Although bridging might sound like the ultimate answer to maximiz-
ing network throughput, it actually does have some downsides.
Bridges forward broadcast packets from the various nodes on the
network to all the segments (such as NETBIOS and other broad-
casts). Also, in cases in which the bridge is unable to resolve a MAC
address to a particular segment on the network, it forwards the pack-
ets to all the connected segments.
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Switches

Switches are another Layer 2 internetworking device that can be
used to preserve the bandwidth on your network using segmentation.
Switches are used to forward packets to a particular segment using
MAC hardware addressing (the same as bridges). Because switches
are hardware-based, they can actually switch packets faster than a
bridge.

Switches can also be categorized by how they forward the packets to
the appropriate segment. There are store-and-forward switches and
cut-through switches.

Switches that employ store-and-forward switching completely
process the packet including the CRC check and the determination
of the packet addressing. This requires the packet to be stored tem-
porarily before it is forwarded to the appropriate segment. This type
of switching cuts down on the number of damaged data packets that
are forwarded to the network. '

Cut-through switches are faster than store-and-forward switches
because they forward the packet as soon as the destination MAC
address is read.

Routers

Routers are internetworking devices that operate at the Network
layer (Layer 3) of the OSI model. Using a combination of hardware
and software (Cisco Routers use the Cisco IOS—Internetwork
Operating System), routers are used to connect networks. These net-
works can be Ethernet, Token Ring, or FDDI—all that is needed to
connect these different network architectures is the appropriate
interface on the router.

Because routers are Layer 3 devices, they take advantage of logical
addressing to move packets between the various networks on the
Internetwork. Routers divide the enterprisewide network into logical
subnets, which keep local traffic on each specific subnet. And because
routers don’t forward broadcast packets from a particular subnet to
all the subnets on the network, they can prevent broadcast storms
from crippling the entire network.
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Because this book is about routers and routing (specifically Cisco
Routers and the Cisco IOS), the ins and outs of how routers work
and the routing protocols that they use to move packets between
subnets are discussed in more detail in Chapter 5, “How a Router

Works.”

Gateways

Gateways are used to connect networks that don’t embrace the same
network protocol and so protocol translation is necessary between
the two disparate networks. For example, a gateway can be used as
the connection between an IBM AS400 miniframe and a PC-based
LAN.

Gateways function at the upper layers of the OSI model—the
"Transport, Session, Presentation, and Application (4, 5, 6, and 7) lay-
ers. Gateways typically consist of an actual computer that runs soft-
ware which provides the appropriate gating software that converts
the data between the two unlike computing environments. In our
example of the gateway between the IBM AS400 and the PC LAN,
the gateway computer might be running Windows NT Server with a
special translation software package installed.

Gateways typically are situated on high-speed backbones such as
FDDI networks, where they connect a mainframe or miniframe to
LAN:S that are connected to the FDDI backbone via routers (see -
Figure 4.4). Although gateways are certainly necessary to connect
networks where data conversion is necessary, they can slow traffic on
the network (especially the data traffic moved between the two con-
nected networks). And because gateways typically connect very dif-
ferent systems, their configuration can be relatively more complex
than other internetworking devices (relatively is the key word; don’t
ever try to tell someone who configures routers that setting up a
gateway is a more difficult task).
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Before leaving the subject of internetworking, a few words should be
said about network scale. A Campus network is defined as a portion
of the enterprise network that serves an entire corporation or institu-
tion. Network campuses usually are limited to a building or group of
buildings and primarily use LAN technologies, such as Ethernet,
"Token Ring, and FDDL

Building and maintaining a campus-sized network is really a study in
connecting different LAN architectures (using routers) and taking
advantage of internetworking devices that help relieve congestion on
the network (such as switches and bridges).

Networking the enterprise—connecting the various campus net-
works—requires the use of WAN technologies, which also employ
internetworking devices, particularly routers with the appropriate
‘WAN interfaces.

The next chapter discusses how a router works. This should help you
take the puzzle pieces that were provided to you in Chapters 1, 3,
and 4 and allow you to better understand how LANs can become
WANS’s and how networking the enterprise isn’t an insurmountable
task (at least in theory).
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Routing Basics

In cases where information needs to be moved between two net-
works, an internetworking device, called a router (you learned a little
bit about routers in Chapter 4, “Internetworking Basics”), is respon-
sible for the movement of this data. Routing data on an internetwork
requires that a couple of different events take place: an appropriate
path for the packets must be determined, and then the packets must
be moved toward their final destination.

Both path determination and routing of packets (or switching as it is
also referred to—packets are switched from an incoming interface to
an outgoing interface on the router) take place at layer 3 (Network
layer) of the OSI model. Another important layer 3 event is the reso-
lution of logical addresses (such as IP numbers when TCP/IP is the
routed protocol) to actual hardware addresses. Additional discussion
related to these three layer 3 events will give you a better idea of the
overall routing process.

SEE ALSO
» T review the OSI model before continuing with this chapter, see page 35.

Path Determination

As discussed in Chapter 4, routers enable you to divide a large net-
work into logical subnets; doing so keeps network traffic local on
each subnet, enabling you to take better advantage of the bandwidth
available. It's then the job of the router to move data packets between
these subnets when necessary. Routers can also serve as the connec-
tive device between your network (all your subnets are viewed by
other enterprise networks as a single network even though you’ve
divided them into logical parts). Routers also can serve as the con-
nective device to other networks to which your network may be
attached. The best example of many different networks connected
for communication purposes is the Internet.

For the purpose of discussion, let’s create a network that contains
subnets that are connected by a router. You will also create a logical
addressing system.
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Figure 5.1 shows a network that has been divided into two subnets
using a router. The type of connections between the subnets
(Ethernet, Token Ring, and so on) and the router aren’t important
at this point in our discussion, so just suppose that the appropriate
protocols and interface connections would be used to connect these
subnets to the router.

Logical Address 1B Logical Address 1A
Hardware Address X2 Hardware Address X1

(=]

Node B on Subnet 1 Node A on Subnet 1

Router Interface 1
Logical Address 1C
Hardware Address X3

Router 1

Router Interface 2
Logical Address 2B
Hardware Address X5

Logical Address 2A
Hardware Address X4

Node A on Subnet 2

In this example, the router has two network interfaces, Interface 1
and Interface 2, which are connected to Subnet 1 and Subnet 2,
respectively. The logical addressing system that is used to address the
various nodes on the network (logical addresses must be assigned to
each interface on the router as well) is the subnet number followed
by a letter designation. So, Node A on Subnet 1 is assigned the logi-
cal address 1A (subnet designation then node designation).
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Each node on the network will also have a hardware address
(remember that a hardware address is actually assigned to each NIC
when they are built at the factory; router interfaces are also assigned
a burned-in hardware address when they are manufactured), For ease
of discussion, the hardware addresses for each of the nodes is an X
followed by a number. For example, the hardware address for Node
A on Subnet 2 is X4 (remember all hardware addresses are different,
that’s how the cards are manufactured).

Now that you have a small internetwork, let’s take a look at what
happens when one of the computers attempts to send packets to
another computer on the network,

Logical and Hardware Addresses

‘When you connect networks using a router, you end up with two
different types of data traffic. You end up with local data traffic,
where nodes on the same subnet communicate with each other. You
also have network traffic where nodes on different subnets are com-
municating with each other. This type of traffic must pass through
the router. The next two sections explain how communication within
a subnet and communication between subnets take place,

Communication on the Same Subnet

First, let’s look at a situation in which two computers on the same
subnet communicate. Node A on Subnet 1 must send data to Node
B on Subnet 1. Node A knows that the packets must go to the logical
address 1B and Node A knows that 1B resides on the same subnet
(so in this case the router will not actively be involved in the move-
ment of packets). However, the logical address 1B must be resolved
to an actual hardware address.

Now, Node A might already know that fogical address 1B actually
refers to the hardware address X2. Computers actually maintain
small memory caches where they keep this type of logical-to-hard-
ware address-resolution information. If Node A has no idea what the
hardware address of logical address 1B is, it will send a message out
to the network asking for the logical address 1B to be resolved to a
hardware address. When it receives the information, it will send the
packets to Node B, which accepts the packets because they are
tagged with its hardware address—X2.
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As you can see, node-to-node communication on the same subnet is
pretty straightforward.

Communication Between Different Subnets 3

Now let’s look at a scenario where a computer wants to send data to
a computer on another subnet.

Node A on Subnet 1 wants to send data to Node A on Subnet 2. So,
Node A on Subnet 1 wants to send the data to logical address 2A.
Node A on Subnet 1 knows that address 2A isn’t on the local subnet
so it will send the packets to its defiault gateway, which is the router
interface that is connected to Subnet 1. In this case the logical
address of the Node A (on Subnet 1) gateway is 1C. However, again
this logical address must be resolved to a hardware address—the
actual hardware address of Router Interface 1.

3

Again, using broadcast messages, Node 1 on Subnet 1 receives the
hardware address information related to logical address 1C (the
hardware address is X3) and sends the packets on to Router 1 via
Router Interface 1. Now that the router has the packets, it must
determine how to forward the packets so that they end up at the des-
tination node. It will take a look at its routing table and then switch
the packets to the interface that is connected to the destination sub-
net.

Packet Switching

After the router has the packets, packet switching comes into play. "
“This means that the router will move the packets from the router 1
interface that they came in on and switch them over to the router
interface connected to the subnet they must go out on. However, in
some cases the packets might have to pass through more than one
router to reach the final destination. In our example, only one router
is involved. Router 1 knows that the logical address 2A is on Subnet

2. So the packets will be switched from Router Interface 1 to Router
Interface 2.

Again, broadcast messages are used to resolve logical address 2A to
the actual hardware address X4. The packets are addressed appropri- |
ately and then forwarded by the router to Subnet 2. When Node A i

on Subnet 2 sees the packets with the Hardware Address X4, it grabs
the packets.
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So, you can see that routing involves both the use of logical address-
ing and hardware addressing to get packets from a sending computer
to a destination computer. Each routable protocol (TCP/IP versus
IPX/SPX) uses a slightly different scheme to resolve logical addresses
to hardware addresses, but the overall theory is pretty much the
same as outlined here (T'CP/IP addressing was used as the model for
our discussion).

Routing Tables

Subnet Logical Designation

1

2

Before I finish this basic discussion of routing, we should discuss how
the router determines which router port it switches the packets to
(this information will be reviewed when IP routing is discussed in
Chapter 11, “Configuring IP Routing”). Routers use software to cre-
ate routing tables. These routing tables contain information on
which the hardware interface on the router is the beginning route
(for the router) that will eventually get the packets to the destination
address. :

Routers, however, aren’t concerned with individual node addresses
when they build their routing tables; they are only concerned with
getting a particular set of packets to the appropriate network. For
example, using your logical addressing system from Figure 5.1, a
router’s routing table would appear as shown in Table 5.1. Notice
that each router interface is mapped to a particular subnet. That way
the router knows that when it examines the logical address of a
packet, it can determine which subnet to forward the packets to.

Router Interface
1
2

Basically, this routing table means that packets that are destined for
any node on Subnet 1 would be routed to the Router 1 Interface on
the router, Any packets destined for Subnet 2 would be switched to
the Router Interface 2 (just as I discussed earlier). Obviously, the log-
ical designation for a subnet on a real-world network would consist
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of something like a network IP address, such as 129.10.1.0, which
designates a class B IP subnetwork. And the router interface would
be designated by the type of network architecture it supports, such as
EO for the primary Ethernet interface, or SO for the primary serial
interface on the router.

When multiple routers are involved—on larger networks—the rout-
ing tables become populated with more information. For example,
let’s expand your one router, two-subnet network into five subnets
that employ two routers. Figure 5.2 shows this network.

Logical Address 1B Logical Address 1A
Hardware Address X2 Hardware Address X1

T T "
Node B on Subnet 1 Node A on Subnet 1 Router Interface 1
Loglcal Address 3B

Router Interface 2
Logical Address 4B

Hardware Address X7
Router Interface 1 Router Interface 3
Logical Address 1C Logical Address 3A
Hardware Address X3

The Serial Connection
Between the Routers

Functions as a separate
unique subnet (3)

Router Interface 2
Logical Address 2B
Hardware Address X5

R
"| Router 2

Router 1

Loglcal Address 24 || Router Interface 3

Logical Address 5B
Hardware Address X4 Hardware Address X8

Node A on Subnet 2

Now, you might be thinking that you see only four subnets. Actually,
any serial connection between two routers is, in effect, a separate
subnet and must be provided with unique logical addresses.

With the size of the network expanded and the number of subnets
increased, Router 1 will have a decidedly different routing table. It
now must potentially pass on packets that go to nodes on Subnets 4
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and 5. However, as I stated earlier, a router doesn’t worry about get-
ting the packets to the actual recipient nodes; it only forwards the
packets so that they get to the correct subnet.

‘Table 5.2 shows a routing table for Router 1 using your (fictional)
logical addressing system for your subnets. Notice that Router 1 for-
wards packets for Subnets 4 and 5 through the same interface—its
Interface 3. So, Router 1 is content with forwarding packets for
Subnets 4 and 5 (sent from Subnets 1 or 2) to Router 2. Router 2 is
then responsible for switching the packets to the correct interface

_ that is connected to the appropriate subnet.

Subnet Logical Designation Router Interface
1 1
2 2
4 3
5 3

Router 2 would have a similar routing table that would designate
that all packets for Subnets 1 and 2 be routed out of its Interface 1 to
Router 1. Router 1 would then handle the routing of the packets to
the appropriate subnet.

All these routing decisions made by the routers will involve software.
Software that is responsible for network transport (network, or
routable, protocols such as TCP/IP, IPX/SPX, and AppleTalk) and
software that helps the router determine the best path for a set of
packets to the next step in their journey to a final node destination.
This type of software is called a routing protocol. Routable protocols
(network protocols that can be routed) and routing protocols will be
discussed in the next two sections.

SEE ALSO
s For more information on IP routing and routing tables, see page 195.
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Routable Protocols

Before you take a look at the protocols that determine the path for
packets routed through the router (and also maintain the routing
table used by the router to forward the packets), a few words should
be said about routable or #outed protocols. Chapter 2, “The OSI
Model and Network Protocols,” discussed commonly used network
protocols: TCP/IP, IPX/SPX, AppleTalk, and NetBEUL Of these
four protocols only TCP/IP, IPX/SPX, and AppleTalk are routable.
This is because these three protocols all provide enough information
in the Network layer header of their packets for the data to be sent
from sending node to destination node even when the packets must
be forwarded across different networks (by a device such as a router).

SEE ALSO
¥ 1o review network protocols such as TCP/IR, see page 44.

Routing Protocols

Whereas routable protocols provide the logical addressing system
that makes routing possible, routing protocols provide the mechanisms
for maintaining router routing tables. Routing protocols allow
routers to communicate, which allows them to share route informa-
tion that is used to build and maintain routing tables.

Several different routing protocols exist, such as Routing
Information Protocol (RIP), Open Shortest Path First (OSPF), and
Enhanced Interior Gateway Protocol (EIGRP). And while these dif-
ferent routing protocols use different methods for determining the
best path for packets routed from one network to another, each basi-
cally serves the same purpose. They help accumulate routing infor-
mation related to a specific routed protocol such as TCP/IP (IP is
the routed portion of the TCP/IP stack). ‘

It's not uncommon in LANs and WANSs to find host and server
machines running more than one network protocol to communicate.
For example, an NT server in a NT Domain (an NT Domain is a
network managed by an N'T server called the Primary Domain
Controller) may use TCP/IP to communicate with its member
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clients. But it may also serve as a gateway to various printers and file
servers that use the Novell NetWare operating system; meaning that
the NT server will also embrace IPX/SPX as a network protocol.
These protocols basically operate in their own tracks simultaneously
and do not interfere with each other (see Figure 5.3).

This same concept of simultaneously but independently running
protocols is also embraced by routing protocols. Multiple indepen-
dent routing protocols can run on the same router, building and
updating routing tables for several different routed protocols. This
means that the same network media can actually support different
types of networking.

Novell Clients and Server use  NT Clients and Server use
IPX/SPX as their network IPX/SPX and TCP/IP as their
protocol. network protocol.

The Router routes both
TCPAP and IPX/SPX
packets independently.

Other Connacted
Networks

NT Client

NT Client

SEE ALSO

¥ For a quick look at two theoretical routing tables, see page 82.
¥ For more information on the types of routing protocols and specific routing protocels, see
page 9I.
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Routing Protocol Basics

Routing protocols must not only provide information for router
routing tables (and be able to adequately update routers when rout-
ing paths change), they are also responsible for determining the best
route through an internetwork for data packets as they move from
the sending computer to the destination computer. Routing proto-
cols are designed to optimize routes on an internetwork and also to
be stable and flexible.

Routing protocols are also designed to use little processing overhead
as they determine and provide route information. This means that
the router itself doesn’t have to be a mega computer with several
processors to handle the routing of packets. The next section dis-
cusses the mechanism that routing protocols use to determine paths.

Routing Algorithms

An algorithm is a mathematical process that is used to arrive at a par-
ticular solution, In terms of routing protocols, you can think of the
algorithm as the set of rules or process that the routing protocol uses
to determine the desirability of paths on the internetwork for the
movement of packets. The routing algorithm is used to build the
routing table used by the router as it forwards packets.

Routing algorithms come in two basic flavors: static and dynamic
algorithms. Static algorithms aren’t really a process at all, but consist
of internetwork mapping information that a network administrator
enters into the router’s routing table. This table would dictate how
packets are moved from one point to another on the network. All
routes on the network would be static—meaning unchanging.

The problem with static algorithms (other than it’s a real pain to
have to manually enter this information on several routers) is that
the router cannot adapt to changes in the network topology. If a par-
ticular route becomes disabled or a portion of the internetwork goes
down, there is no way for the routers on the network to adapt to
these changes and update their routing tables so that data packets
continue to move toward their final destinations.
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Dynamic algorithms are built and maintained by routing update
messages. Messages that provide information on changes in the net-
work prompt the routing software to recalculate its algorithm and
update the router’s routing table appropriately.

Routing algorithms (and the routing protocols that employ a certain !
algorithm) can also be further classified based on how they provide |
update information to the various routers on the internetwork.
Distance-vector routing algorithms send out update messages at a pre-
scribed time (such as every 30 seconds—an example is the Routing
Information Protocol—RIP). Routers using distance-vector algo-
rithms pass their entire routing table to their nearest router neigh-
bors (routers that they are directly connected to). This basically sets
up an update system that reacts to a change in the network like a line
of dominos falling. Each router in turn informs its nearest router
neighbors that a change has occurred in the network.

For example, in Figure 5.4, Router 1 realizes that the connection to
Network A has gone down. In its update message (sent at 30-second
intervals), it sends a revised routing table to Router 2 letting its
neighbor know that the path to Network A is no longer available. At
its next update message, Router 2 sends a revised routing table to
Router 3, letting Router 3 know that Router 2 no longer serves as a
path to Network A. This updating strategy continues until all the
routers on the network know that the Network A line is no longer a
valid path to the computers on that particular part of the entire
internetwork.

* Intemet sither; and this s’
‘why eimail ‘can'end up tray=:
eling @ road to nowhiere’
and never get to its desti: -
nation. -

The downside of distance-vector routing is that routers are basically
using hearsay information to build their routing tables; they aren’t
privy to an actual view of a particular router’s intexface connections.
They must rely on information from a particular router as to the sta-
tus of its connections.

Another strategy for updating routing tables on an internetwork is
the link-state routing algorithm. Link-state routing protocols not
only identify their nearest neighbor routers, but they also exchange
link-state packets that inform all the routers on the internetwork
about the status of their various interfaces. This means that only !
information on a router’s direct connections is sent, not the entire "
routing table as in distance-vector routing.
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Connection to
Network A
goes down.

Router 2

Router 2 sends
update to Router 3

Router 1 sends
update to Router 2

EAY 3 s ermen 4
Router 1 Router 3

Router 3 sends
update to Router 4

Router 4

)

"This also means that link-state routers are able to build a more com-
prehensive picture of the entire internetwork and make more intelli-
gent decisions when choosing paths for the routing of packets.
Convergence also takes place more rapidly on a link-state routing
system then it does when distance-vector routing is used.

Routing Metrics

Now that you have learned the different types of routing algorithms
(static versus dynamic) and the two ways that they update their
router tables (distance vector versus link state), you should take a
look at how routing protocols actually determine the best route
between a sending computer and a destination computer when more
than one route is available.
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