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SYSTEM AND METHOD FOR INSPECTING DYNAMICALLY GENERATED

EXECUTABLE CODE

FIELD OF THE INVENTION

[0001] The present invention relates to computer security, and more particularly to

protection against malicious code such as computer viruses.

BACKGROUND OF THE INVENTION

[0002] Computer viruses have been rampant for over two decades now. Computer viruses

generally come in the form of executable code that performs adverse operations, such as

modifying a computer's operating system or file system, damaging a computer's hardware or

hardware interfaces, or automatically transmitting data from one computer to another.

Generally, computer viruses are generated by hackers willfully, in order to exploit computer

vulnerabilities. However, viruses can also arise by accident due to bugs in software

applications.

[0003] Originally computer viruses were transmitted as executable code inserted into files.

As each new viruses was discovered, a signature of the virus was collected by anti-virus

companies and used from then on to detect the virus and protect computers against it. Users

began routinely scanning their file systems using anti-virus software, which regularly

updated its signature database as each new virus was discovered.

[0004] Such anti-virus protection is referred to as "reactive“, since it can only protect in

reaction to viruses that have already been discovered.

[0005] With the advent of the Internet and the ability to run executable code such as

scripts within Internet browsers, a new type of virus formed; namely, a virus that enters a

computer over the Internet and not through the computer's file system. Such Internet viruses

can be embedded within web pages and other web content, and begin executing within an

Internet browser as soon as they enter a computer. Routine file scans are not able to detect

such viruses, and as a result more sophisticated anti-virus tools had to be developed.
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[0006] Two generic types of anti-virus applications that are currently available to protect

against such Internet viruses are (i) gateway security applications, and (ii) desktop security

applications. Gateway security applications shield web content before the content is

delivered to its intended destination computer. Gateway security applications scan web

content, and block the content from reaching the destination computer if the content is

deemed by the security application to be potentially malicious. In distinction, desktop

security applications shield against web content after the content reaches its intended

destination computer.

[0007] Moreover, in addition to reactive anti-virus applications, that are based on

databases of known virus signatures, recently "proactive" antivirus applications have been

developed. Proactive anti-virus protection uses a methodology known as "behavioral

analysis" to analyze computer content for the presence of viruses. Behavior analysis is used

to automatically scan and parse executable content, in order to detect which computer

operations the content may perform. As such, behavioral analysis can block viruses that

have not been previously detected and which do not have a signature on record, hence the

name "proactive”.

[0008] Assignee's US Patent No. 6,092,194 entitled SYSTEM AND METHOD FOR

PROTECTING A COMPUTER AND A NETWORK FROM HOSTILE

DOWNLOADABLES, the contents of which are hereby incorporated by reference, describes

gateway level behavioral analysis. Such behavioral analysis scans and parses content

received at a gateway and generates a security profile for the content. A security profile is a

general list or delineation of suspicious, or potentially malicious, operations that executable

content may perform. The derived security profile is then compared with a security policy

for the computer being protected, to determine whether or not the contents security profile

violates the computer's security policy. A security policy is a general set of simple or

complex rules, that may be applied logically in series or in parallel, which determine whether

or not a specific operation is permitted or forbidden to be performed by the content on the

computer being protected. Security policies are generally configurable, and set by an

administrator of the computer that are being protected.
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[0009] Assignee’s US Patent No. 6,167,520 entitled SYSTEM AND METHOD FOR

PROTECTING A CLIENT DURING RUNTIME FROM HOSTILE DOWNLOADABLES,

the contents of which are hereby incorporated by reference, describes desktop level

behavioral analysis. Desktop level behavioral analysis is generally implemented during run-

time, while a computer's web browser is processing web content received over the Internet.

As the content is being processed, desktop security applications monitor calls made to critical

systems of the computer, such as the operating system, the file system and the network

system. Desktop security applications use hooks to intercept calls made to operating system

functions, and allow or block the calls as appropriate, based on the computer's security

policy.

[00010] Each of the various anti-virus technologies, gateway vs. desktop, reactive vs.

proactive, has its pros and cons. Reactive anti-virus protection is computationally simple and

fast; proactive virus protection is computationally intensive and slower. Reactive anti-virus

protection cannot protect against new "first-time" viruses, and cannot protect a user if his

signature file is out of date; proactive anti-virus protection can protect against new "first-

time" viruses and do not require regular downloading of updated signature files. Gateway

level protection keeps computer viruses at a greater distance from a local network of

computers; desktop level protection is more accurate. Desktop level protection is generally

available in the consumer market for hackers to obtain, and is susceptible to reverse

engineering; gateway level protection is not generally available to hackers.

[00011] Reference is now made to FIG. 1, which is a simplified block diagram of prior art

systems for blocking malicious content, as described hereinabove. The topmost system

shown in FIG. 1 illustrates a gateway level security application. The middle system shown in

FIG. 1 illustrates a desktop level security application, and the bottom system shown in FIG. 1

illustrates a combined gateway + desktop level security application.

[00012] The topmost system shown in FIG. 1 includes a gateway computer 105 that

receives content from the Internet, the content intended for delivery to a client computer 110.

Gateway computer 105 receives the content over a communication channel 120, and gateway
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computer communicates with client computer 110 over a communication channel 125.

Gateway computer 105 includes a gateway receiver 135 and a gateway transmitter 140.

Client computer 110 includes a client receiver 145. Client computer generally also has a

client transmitter, which is not shown.

[00013] Client computer 110 includes a content processor 170, such as a conventional web

browser, which processes Internet content and renders it for interactive viewing on a display

monitor. Such Internet content may be in the form of executable code, JavaScript, VBScript,

Java applets, ActiveX controls, which are supported by web browsers.

[00014] Gateway computer 105 includes a content inspector 174 which may be reactive or

proactive, or a combination of reactive and proactive. Incoming content is analyzed by

content inspector 174 before being transmitted to client computer 110. If incoming content

is deemed to be malicious, then gateway computer 105 preferably prevents the content from

reaching client computer 110. Alternatively, gateway computer 105 may modify the content

so as to render it harmless, and subsequently transmit the modified content to client computer

1 1 0.

[00015] Content inspector 174 can be used to inspect incoming content, on its way to client

computer 110 as its destination, and also to inspect outgoing content, being sent from client

computer 110 as its origin.

[00016] The middle system shown in FIG. 1 includes a gateway computer 105 and a client

computer 110, the client computer 110 including a content inspector 176. Content inspector

176 may be a conventional Signature-based anti-virus application, or a run-time behavioral

based application that monitors run-time calls invoked by content processor 170 to operating

system, file system and network system functions.

[00017] The bottom system shown in FIG. 1 includes both a content inspector 174 at

gateway computer 105, and a content inspector 176 at client computer 110. Such a system

can support conventional gateway level protection, desktop level protection, reactive anti-

virus protection and proactive anti-virus protection.
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[00018] As the hacker vs. anti-virus protection battle continues to wage, a newer type of

virus has sprung forward; namely, dynamically generated viruses. These viruses are

themselves generated only at run-time, thus thwarting conventional reactive analysis and

conventional gateway level proactive behavioral analysis. These viruses take advantage of

features of dynamic HTML generation, such as executable code or scripts that are embedded

within HTML pages, to generate themselves on the fly at runtime.

[00019] For example, consider the following portion of a standard HTML page:

<!DOCTYPE HTML PUBLIC "-//W3C//DTD HTML 4.0 Transitional//EN”>

<HTML>

<SCRIPT LANGUAGE="JavaScript">

document.write("<hl>text that is generated at run-time</hl>");

</SCRIPT>

<BODY>

</BODY>

</HTML>

The text within the <SCRIPT> tags is JavaScript, and includes a call to the standard function

d0cument.wrz'te(), which generates dynamic HTML. In the example above, the function

document. write() is used to generate HTML header text, with a text string that is generated at

run-time. If the text string generated at run-time is of the form

<SCRIPT>malicious JavaScript</SCRIPT>

then the document. wrz'te() function will insert malicious JavaScript into the HTML page that

is currently being rendered by a web browser. In turn, when the web browser processes the

inserted text, it will perform malicious operations to the client computer.
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[0020] Such dynamically generated malicious code cannot be detected by conventional

reactive content inspection and conventional gateway level behavioral analysis content

inspection, since the malicious JavaScript is not present in the content prior to run-time. A

content inspector will only detect the presence of a call to Document. write() with input text

that is yet unknown. If such a content inspector were to block all calls to Document. wrz'te()

indiscriminately, then many harmless scripts will be blocked, since most of the time calls to

Document. wrz'te() are made for dynamic display purposes only.

[0021] US Patent Nos. 5,983,348 and 6,272,641, both to Ji, describe reactive client level

content inspection, that modifies downloaded executable code within a desktop level anti-

virus application. However, such inspection can only protect against static malicious

content, and cannot protect against dynamically generated malicious content.

[0022] Desktop level run-time behavioral analysis has a chance of shielding a client

computer against dynamically generated malicious code, since such code will ultimately

make a call to an operating system function. However, desktop anti-virus protection has a

disadvantage of being widely available to the hacker community, which is always eager to

find vulnerabilities. In addition, desktop anti-virus protection has a disadvantage of requiring

installation of client software.

[0023] As such, there is a need for a new form of behavioral analysis, which can shield

computers from dynamically generated malicious code without running on the computer

itself that is being shielded.

SUMMARY OF THE DESCRIPTION

[0024] The present invention concerns systems and methods for implementing new

behavioral analysis technology. The new behavioral analysis technology affords protection

against dynamically generated malicious code, in addition to conventional computer viruses

that are statically generated.

[0025] The present invention operates through a security computer that is preferably

remote from a client computer that is being shielded while processing network content.
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During run-time, while processing the network content, but before the client computer

invokes a function call that may potentially dynamically generate malicious code, the client

computer passes the input to the function to the security computer for inspection, and

suspends processing the network content pending a reply back from the security computer.

Since the input to the function is being passed at run-time, it has already been dynamically

generated and is thus readily inspected by a content inspector. Referring to the example

above, were the input to be passed to the security computer prior to run-time, it would take

the form of indeterminate text; whereas the input passed during run-time takes the

determinate form

<SCRIPT>malicious JavaScript</SCRIPT>,

which can readily be inspected. Upon receipt of a reply from the security computer, the

client computer resumes processing the network content, and knows whether to by-pass the

function call invocation.

[0026] To enable the client computer to pass function inputs to the security computer and

suspend processing of content pending replies from the security computer, the present

invention operates by replacing original function calls with substitute function calls within

the content, at a gateway computer, prior to the content being received at the client computer.

[0027] The present invention also provides protection against arbitrarily many recursive

levels of dynamic generation of malicious code, whereby such code is generated via a series

of successive function calls, one within the next.

[0028] By operating through the medium of a security computer, the present invention

overcomes the disadvantages of desktop anti-virus applications, which are available to the

hacker community for exploit. Security applications embodying the present invention are

concealed securely within managed computers.

[0029] There is thus provided in accordance with a preferred embodiment of the present

invention a method for protecting a client computer from dynamically generated malicious

content, including receiving at a gateway computer content being sent to a client computer
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for processing, the content including a call to an original function, and the call including an

input, modifying the content at the gateway computer, including replacing the call to the

original function with a corresponding call to a substitute function, the substitute function

being operational to send the input to a security computer for inspection, transmitting the

modified content from the gateway computer to the client computer, processing the modified

content at the client computer, transmitting the input to the security computer for inspection

when the substitute function is invoked, determining at the security computer whether it is

safe for the client computer to invoke the original function with the input, transmitting an

indicator of whether it is safe for the client computer to invoke the original function with the

input, from the security computer to the client computer, and invoking the original function

at the client computer with the input, only if the indicator received from the security

computer indicates that such invocation is safe.

[0030] There is further provided in accordance with a preferred embodiment of the present

invention a system for protecting a client computer from dynamically generated malicious

content, including a gateway computer, including a gateway receiver for receiving content

being sent to a client computer for processing, the content including a call to an original

function, and the call including an input, a content modifier for modifying the received

content by replacing the call to the original function with a corresponding call to a substitute

function, the substitute function being operational to send the input to a security computer for

inspection, and a gateway transmitter for transmitting the modified content from the gateway

computer to the client computer, a security computer, including a security receiver for

receiving the input from the client computer, an input inspector for determining whether it is

safe for the client computer to invoke the original function with the input, and a security

transmitter for transmitting an indicator of the determining to the client computer, and a

client computer communicating with the gateway computer and with the security computer,

including a client receiver for receiving the modified content from the gateway computer,

and for receiving the indicator from the security computer, a content processor for processing

the modified content, and for invoking the original function only if the indicator indicates
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that such invocation is safe; and a client transmitter for transmitting the input to the security

computer for inspection, when the substitute function is invoked.

[0031] There is yet further provided in accordance with a preferred embodiment of the

present invention a computer-readable storage medium storing program code for causing at

least one computing device to receive content including a call to an original function, and the

call including an input, replace the call to the original function with a corresponding call to a

substitute function, the substitute function being operational to send the input for inspection,

thereby generating modified content, process the modified content, transmit the input for

inspection, when the substitute function is invoked while processing the modified content,

and suspend processing of the modified content, determine whether it is safe to invoke the

original function with the input, transmit an indicator of whether it is safe for a computer to

invoke the original function with the input, and resume processing of the modified content

after receiving the indicator, and invoke the original function with the input only if the

indicator indicates that such invocation is safe.

[0032] There is additionally provided in accordance with a preferred embodiment of the

present invention a method for protecting a client computer from dynamically generated

malicious content, including receiving content being sent to a client computer for processing,

the content including a call to an original function, and the call including an input, modifying

the content, including replacing the call to the original function with a corresponding call to a

substitute function, the substitute function being operational to send the input to a security

computer for inspection, and transmitting the modified content to the client computer for

processing.

[0033] There is moreover provided in accordance with a preferred embodiment of the

present invention a system for protecting a client computer from dynamically generated

malicious content, including a receiver for receiving content being sent to a client computer

for processing, the content including a call to an original function, and the call including an

input, a content modifier for modifying the received content by replacing the call to the

original function with a corresponding call to a substitute function, the substitute function
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being operational to send the input to a security computer for inspection, and a transmitter for

transmitting the modified content to the client computer.

[0034] There is further provided in accordance with a preferred embodiment of the present

invention a computer-readable storage medium storing program code for causing a

computing device to receive content including a call to an original function, and the call

including an input, and replace the call to the original function with a corresponding call to a

substitute function, the substitute function being operational to send the input for inspection.

[0035] There is yet further provided in accordance with a preferred embodiment of the

present invention a method for protecting a client computer from dynamically generated

malicious content, including receiving content being sent to a client computer for processing,

the content including a call to an original function, and the call including an input, modifying

the content, including replacing the call to the original function with a corresponding call to a

substitute function, the substitute function being operational to send the input for inspection,

transmitting the modified content to the client computer for processing, receiving the input

from the client computer, determining whether it is safe for the client computer to invoke the

original function with the input, and transmitting to the client computer an indicator of

whether it is safe for the client computer to invoke the original function with the input.

[0036] There is additionally provided in accordance with a preferred embodiment of the

present invention a system for protecting a client computer from dynamically generated

malicious content, including a receiver (i) for receiving content being sent to a client

computer for processing, the content including a call to an original function, and the call

including an input, and (ii) for receiving the input from the client computer, a content

modifier for modifying the received content by replacing the call to the original function with

a corresponding call to a substitute function, the substitute function being operational to send

the input for inspection, an input inspector for determining whether it is safe for the client

computer to invoke the original function with the input, and a transmitter (i) for transmitting

the modified content to the client computer, and (ii) for transmitting an indicator of the

determining to the client computer.
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[0037] There is moreover provided in accordance with a preferred embodiment of the

present invention a computer-readable storage medium storing program code for causing a

computing device to receive content including a call to an original function, and the call

including an input, replace the call to the original function with a corresponding call to a

substitute function, the substitute function being operational to send the input for inspection,

and determine whether it is safe for a computer to invoke the original function with the input.

[003 8] There is further provided in accordance with a preferred embodiment of the present

invention a method for protecting a computer from dynamically generated malicious content,

including processing content received over a network, the content including a call to a first

function, and the call including an input, transmitting the input to a security computer for

inspection, when the first function is invoked, receiving from the security computer an

indicator of whether it is safe to invoke a second function with the input, and invoking the

second function with the input, only if the indicator indicates that such invocation is safe.

[0039] There is yet further provided in accordance with a preferred embodiment of the

present invention a system for protecting a computer from dynamically generated malicious

content, including a content processor (i) for processing content received over a network, the

content including a call to a first function, and the call including an input, and (ii) for

invoking a second function with the input, only if a security computer indicates that such

invocation is safe, a transmitter for transmitting the input to the security computer for

inspection, when the first function is invoked, and a receiver for receiving an indicator from

the security computer whether it is safe to invoke the second function with the input.

[0040] There is additionally provided in accordance with a preferred embodiment of the

present invention a computer-readable storage medium storing program code for causing a

computing device to process content received over a network, the content including a call to

a first function, and the call including an input, transmit the input for inspection, when the

first function is invoked, and suspend processing of the content, receive an indicator of

whether it is safe to invoke a second function with the input, and resume processing of the
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content after receiving the indicator, and invoke the second function with the input only if the

indicator indicates that such invocation is safe.

[0041] There is moreover provided in accordance with a preferred embodiment of the

present invention a method for protecting a client computer from dynamically generated

malicious content, including receiving an input from a client computer, determining whether

it is safe for the client computer to invoke a function with the input, and transmitting an

indicator of the determining to the client computer.

[0042] There is further provided in accordance with a preferred embodiment of the present

invention a system for protecting a client computer from dynamically generated malicious

content, including a receiver for receiving an input from a client computer, an input inspector

for determining whether it is safe for the client computer to invoke a function with the input,

and a transmitter for transmitting an indicator of the determining to the client computer.

[0043] There is further provided in accordance with a preferred embodiment of the present

invention a computer-readable storage medium storing program code for causing a

computing device to receive an input from a computer, determine whether it is safe for the

computer to invoke a function with the input, and transmit an indicator of the determination

to the computer.

[0044] The following definitions are employed throughout the specification and claims.

SECURITY POUCY - a set of one or more rules that determine whether or not a requested

operation is permitted. A security policy may be explicitly configurable by a computer

system administrator, or may be implicitly determined by application defaults.

SECURITY PROFILE - information describing one or more suspicious operations

performed by executable software.

BRIEF DESCRIPTION OF THE DRAWINGS

[0045] The present invention will be more fully understood and appreciated from the

following detailed description, taken in conjunction with the drawings in which:
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[0046] FIG. 1 is a simplified block diagram of prior art systems for blocking malicious

content;

[0047] FIG. 2 is a simplified block diagram of a system for protecting a computer from

dynamically generated malicious executable code, in accordance with a preferred

embodiment of the present invention;

[0048] FIG. 3 is a simplified flowchart of a method for protecting a computer from

dynamically generated malicious executable code, in accordance with a preferred

embodiment of the present invention;

[0049] FIG. 4 is a simplified block diagram of a system for protecting a computer from

dynamically generated malicious executable code, in which the gateway computer itself

performs the code inspection, in accordance with a preferred embodiment of the present

invention; and

[0050] FIG. 5 is a simplified flowchart of a method for protecting a computer from

dynamically generated malicious executable code, whereby the gateway computer itself

performs the code inspection, in accordance with a preferred embodiment of the present

invention.

DETAILED DESCRIPTION

[0051] The present invention concerns systems and methods for protecting computers

against dynamically generated malicious code.

[0052] Reference is now made to FIG. 2, which is a simplified block diagram of a system

for protecting a computer from dynamically generated malicious executable code, in

accordance with a preferred embodiment of the present invention. Three major components

of the system are a gateway computer 205, a client computer 210, and a security computer

215. Gateway computer 220 receives content from a network, such as the Internet, over a

communication channel 220. Such content may be in the form of HTML pages, XML

documents, Java applets and other such web content that is generally rendered by a web
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browser. Client computer 210 communicates with gateway computer 205 over a

communication channel 225, and communicates with security computer 215 over a

communication channel 230. Gateway computer 205 receives data at gateway receiver 235,

and transmits data at gateway transmitter 240. Similarly, client computer 210 receives data

at client receiver 245, and transmits data at client transmitter 250; and security computer 215

receives data at security receiver 260 and transmits data at security transmitter 265.

[0053] It will be appreciated by those skilled in the art that the network topology of FIG.

2 is shown as a simple topology, for purposes of clarity of exposition. However, the present

invention applies to general architectures including a plurality of client computers 210 that

are services by one or more gateway computers 205, and by one or more security computers

215. Similarly, communication channels 220, 225 and 230 may each be multiple channels

using standard communication protocols such as TCP/IP.

[0054] Moreover, the functionality of security computer 215 may be included within

gateway computer 205. Such a topology is illustrated in FIG. 4.

[0055] The computers shown in FIG. 2 also include additional processing modules, each

of which is described in detail hereinbelow. Gateway computer 205 includes a content

modifier 265, client computer 210 includes a content processor 270, and security computer

215 includes an inspector 275, a database of client security policies 280, and an input

modifier 285.

[0056] Content modifier 265 preferably modifies original content received by gateway

computer 205,and produces modified content, which includes a layer of protection to combat

dynamically generated malicious code. Specifically, content modifier 265 scans the original

content and identifies function calls of the form

Function (input), (1)

Content modifier 265 further modifies selected ones of the function calls (1) to

corresponding fl,11’1CtlO1’1 calls
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Substitute_function (input, *), (2)

whereby the call to Functz'0n() has been replaced with a call to Substitute_function(). It is

noted that the input intended for the original function is also passed to the substitute function,

along with possible additional input denoted by "*".

[0057] It will be appreciated by those skilled in the art that content modifier 265 may

modify all detected function calls, or only a portion of the detected function calls. Functions

that are known to be safe, regardless of their inputs, need not be modified by content

modifier 265. Similarly, functions that are not passed any inputs when invoked and are

known to be safe, also need not be modified by content modifier 265.

[005 8] Preferably, when call (2) is made, the substitute function sends the input to security

computer 215 for inspection. Preferably, content modifier 265 also inserts program code for

the substitute function into the content, or a link to the substitute function. Such a substitute

function may be of the following general form shown in TABLE I.

TABLE 1: Generic substitute function

Function Substitute_function(input)

{

inspection_result = Call_security_computer_to_inspect (

input, lD_of_client_computer);

if (inspection_result)

Original_fi1nction(input)

else

//do nothing

}
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Preferably, the above function call_security_c0mputer_t0_inspectO passes the input intended

for the original function to security computer 215 for inspection by inspector 275. In

addition, an 1D of client computer 210 is also passed to security computer 215. When

security computer services many such client computers 210 at once, it uses such IDs to

determine where to return its results. For example, the ID may correspond to a network

address of client computer 210. When security computer 215 services many such client

computers 210 at once, it uses the IDs to determine where to return each of its many results.

[0059] Optionally, the substitute function may pass additional parameters to security

computer 215, such as the name of the original function, or security policy information as

described hereinbelow with reference to database 280.

[0060] The function call_securizy_c0mputer_t0_inspect0 preferably returns an indicator,

z'nspectz'0n_result, of whether it is safe for client computer 210 to invoke the original function

call (1). The indicator may be a Boolean variable, or a variable with more than two settings

that can carry additional safety inspection information. In addition, as described hereinbelow

with reference to input modifier 285, the function call_securily_c0mputer_t0_inspectO may

modify the input, and return to client computer 210 modified input to be used when invoking

the original function call (1), instead of the original input. Use of input modifier 285 protects

client computer 210 against recursively generated malicious code whereby the input itself to

a first function generates a call to a second function.

[0061] For example, suppose a portion of the original content is of the form shown in

TABLE II.
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TABLE 11: Example original content

<!DOCTYPE HTML PUBLIC "-//W3c//DTD HTML 4.0 Transitional//EN">

<HTML>

<SCRIPT LANGUAGE="JaVaScript"
<!

Document.write("<hl>hello</hl>");

</SCRlPT>

<BODY>

</BODY>

</HTML>

Preferably, content modifier 265 alters the original content in TABLE II to the modified

form shown in TABLE III. Specifically, content modifier 265 substitutes the call to the

standard function Document. write(), with a call to the substitute function

Substz'tute_d0cument.writeO, and inserts the function definition for the substitute function

into the content. The standard function Document. wrz'te() generally writes lines of HTML

and inserts them into the HTML page currently being processed by a client web browser.
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Table III: Example modified content

<!DOCTYPE HTML PUBLIC "-//W3c//DTD HTML 4.0 Transitional//ENu>
<HTML>

<SCRIPT LANGUAGE=”JavaScript”

<!

Function Substitute_document.write(text)

{

inspection_result = Call_security_computer_to_inspect(teXt);

if inspection_result

Document.write(text)
Else

//do nothing

}

Substitute_document.write("<hl>hello</hl>");

</SCRIPT>

<BODY>

</BOD Y>

</HTML>

[0062] Content processor 270 processes the modified content generated by content

modifier 265. Content processor may be a web browser running on client computer 210.

When content processor invokes the substitute function call (2), the input is passed to

security computer 215 for inspection. Processing of the modified content is then suspended

until security computer 215 returns its inspection results to client computer 210. Upon

receiving the inspection results, client computer 210 resumes processing the modified

content. If inspection_result is true, then client computer 210 invokes the original function

call (1); otherwise, the client computer 210 does not invoke the original function call (1).
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[0063] Security computer 215 may also modify the input that is passed to it by the

substitute function. In such case, client computer 210 invokes the original function with such

modified input, instead of the original input, after receiving the inspection results.

[0064] Input inspector 275 analyzes the input passed to security computer 215 by client

computer 210; specifically, the input passed when client computer 210 invokes the function

call (2). Generally, input inspector 275 scans the input to determine the potentially malicious

operations that it may perform, referred to as the input's "security profile". Such potentially

malicious operations can include inter alia operating system level commands, file system

level commands, network level commands, application level commands, certain URLs with

hyperlinks, and applets already known to be malicious. Security profiles are described in

assignee’s US Patent No. 6,092,194 entitled SYSTEM AND METHOD FOR PROTECTING

A COMPUTER AND A NETWORK FROM HOSTILE DOWNLOADABLES, the contents

of which are hereby incorporated by reference. Security profiles encompass access control

lists, trusted/un-trusted certificates, trusted/un-trusted URLs, and trusted/un-trusted content.

[0065] After determining a security profile for the input, inspector 275 preferably retrieves

information about permission settings for client computer 210, referred to as client

computer's "security policy". Such permission settings are generally set by an administrator

of client computer 210, and determine which commands are permitted to be performed by

content processor 270 while processing content, and which commands are not permitted.

Security policies are also described in assignee’s US Patent No. 6,092,194. Security policies

are fiexible, and are generally set by an administrator of client computer 210. Preferably,

security computer 215 has accesses to a database 280 of security profile information for a

plurality of client computers. Database 280 may reside on security computer 215, or on a

different computer.

[0066] By comparing the inputs security policy to client computer 210's security profile,

input inspector 275 determines whether it is safe for client computer 210 to make the

function call (1). Security computer 215 sends back to client computer 210 an indicator,

z'nspectz'0n_result, of the inspector's determination. Comparison of a security policy to a
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security profile is also described in assignee's US Patent No. 6,092,194. Security policies

may include simple or complex logical tests for making a determination of whether or not an

input is safe.

[0067] For example, suppose the content is an HTML page, and the function call (1) is the

following JavaScript:

Document.write("<hl><SCRlPT>Some JavaScript</SCRlPT></hl>") (3)

Such a function call serves to instruct content processor 270 to insert the text between the

<hl> header tags into the HTML pages; namely the text <SCRIPT>JavaScript</SCRlPT>

which itself invokes the JavaScript between the <SCRlPT> tags. It is noted that the function

call (1) uses a function Document. write() that is normally considered to be safe. Indeed, the

function Document. wrz'te() does not access client computer 210's operating system or file

system and does not send or receive data outside of client computer 210. Moreover, the

input in the call (3) to Document. wrz'te() may itself be dynamically generated, and not

available for inspection prior to processing the HTML page. That is, the call may be of the

form

Document.write("content that is dynamically generated at run-time"),

where input to Document. wrz'te() may be in the form of a text string that itself is dynamically

generated at run-time. Generally, such a function call cannot be analyzed successfully by

behavioral based anti-virus software prior to run-time.

[0068] However, when input inspector 275 receives the input from client computer during

run-time, after client computer has invoked the substitute call (2), the input has already been

dynamically generated by content processor 270 and can thus be readily analyzed. Referring

to the example above, when client computer 210 invokes the substitute call (2), it passes the

input string

"<hl><SCRIPT>JavaScript</SCRlPT></hl>" (4)
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to security computer 215. This string is then analyzed by input inspector 275, which

recognizes the JavaScript and scans the JavaScript to determine any potentially malicious

operations it includes. If potentially malicious operations are detected, and if they violate

client computer 210'S security policy, then inspector 275 preferably sets inspection_result to

false. Otherwise, inspector 275 preferably sets inspection_result to true.

[0069] It may thus be appreciated by those skilled in the art that input inspector 275 is

able to detect malicious code that is generated at runtime.

[0070] Malicious code may be generated within further recursive levels of function calls.

For example, instead of the function call (3), which invokes a single function to dynamically

generate JavaScript, two levels of function calls may be used. Consider, for example, the

recursive function

call

Document.write("<hl>Document.write(

“<hl><SCRlPT>Some JavaScript</SCRlPT></hl>") </hl>”) (5)

Such a function call first calls Document. write() to generate the function call (3), and then

calls Document. wrz'te() again to generate the JavaScript. If the inputs to each of the

Document. wrz'te() invocations in (5) are themselves dynamically generated at run-time, then

one pass through input inspector may not detect the JavaScript.

[0071] To this end, input inspector 275 preferably passes inputs it receives to input

modifier 285, prior to scanning the input. Input modifier preferably operates similar to

content modifier 265, and replaces function calls detected in the input with corresponding

substitute function calls. Referring to the example above, when client computer 210 invokes

the outer call to Document. write() in (5), the input ext string

"<hl>Document.write(

"<hl><SCRlPT>Some JavaScript</SCRlPT></hl>")</hl>" (6)
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is passed to security computer 215. Input modifier 285 detects the inner function call to

Document. write() and replaces it with a corresponding substitute function call of the form

(2). Input inspector 275 then inspects the modified input. At this stage, if the input to the

inner call to Document. wrz'te() has not yet been dynamically generated, input inspector may

not detect the presence of the JavaScript, and thus may not set z'nspectz'0n_result to false if

the JavaScript is malicious. However, security computer 215 returns the modified input to

client computer 210. As such, when content processor 270 resumes processing, it adds the

modified input into the HTML page. This guarantees that when content processor 270

begins to process the modified input, it will again invoke the substitute function for

D0cument.wrz'te(), which in turn passes the input of the inner D0cument.wrz'te() call of (5) to

security computer 215 for inspection. This time around input inspector 275 is able to detect

the presence of the JavaScript, and can analyze it accordingly.

[0072] It may thus be appreciated by those skilled in the art that when input modifier 285

supplements input inspector 275, inspector 275 has sufficient logic to be able to detect

malicious code that is generated recursively at run-time.

[0073] In addition to inspecting inputs, security computer 215 preferably maintains an

event log of potential security breaches. When input inspector 275 determines that an input

is riot safe, security computer 215 enters information about the input and client computer

210 into a log that is available for review by an administrator of client computer 210.

[0074] In accordance with a preferred embodiment of the present invention, it is

anticipated that many client computers 210 use the same security computer 215 for

protection. Each client computer may independently send inputs to security computer 215

for inspection. Security computer 215 may use cache memory to save results of inspection,

so as to obviate the need to analyze the same input more than once. Use of cache memory

when working with a plurality of security policies is described in assignee's US Patent No.

6,965,968 entitled POLICY-BASED CACHING.

[0075] Similarly, it is anticipated that gateway computer 205 services many client

computers 210. Gateway computer may include its own content inspector, which is useful
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for detecting malicious content that is not dynamically generated, as described in assignee's

US Patent No. 6,092,194.

[0076] It may be appreciated that substitute functions as in TABLE I may also pass the

name of the original function to the security computer. That is, the call to

Call_securz'ty_c0mputer_t0_inspectO may also a variable, say name_0f_functz'0n, so that

input inspector 275 can determine whether it is safe to invoke the specific original function

with the input. In this way, input inspector 275 can distinguish between different functions

with the same input.

[0077] Reference is now made to FIG. 3, which is a simplified flowchart of a method for

protecting a computer from dynamically generated malicious executable code, in accordance

with a preferred embodiment of the present invention. The leftmost column of FIG. 3 shows

steps performed by a gateway computer, such as gateway computer 205. The middle column

of FIG. 3 shows steps performed by a client computer, such as client computer 210. The

rightmost column of FIG. 3 shows steps performed by a security computer, such as security

computer 2 15.

[0078] At step 304, the gateway computer receives content from a network, the content on

its way for delivery to the client computer. Such content may be in the form of an HTML

web page, an XML document, a Java applet, an EXE file, JavaScript, VBScript, an ActiveX

Control, or any such data container that can be rendered by a client web browser. At step

308, the gateway computer scans the content it received, for the presence of function calls.

At step 312, the gateway computer branches, depending on whether or not function calls

were detected at step 308. If function calls were detected, then at step 318 the gateway

computer replaces original function calls with substitute function calls within the content,

thereby modifying the content. If function calls were not detected, then the gateway

computer skips step 318. At step 320, the gateway computer sends the content, which may

have been modified at step 318, to the client computer.

[0079] At step 324 the client computer receives the content, as modified by the gateway

computer. At step 328 the client computer begins to continuously process the modified
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content; i.e., the client computer runs an application, such as a web browser or a Java virtual

machine, that processes the modified content. At step 332, which processing the modified

content, the client computer encounters a call (2) to a substitute function, such as the

substitute function listed in TABLE 1. Client computer then transmits the input to the

substitute function and an identity of the client computer, to the security computer for

inspection, at step 336. The identity of the client computer serves to inform the security

computer where to return its inspection result. Since one security computer typically

services many client computers, passing client computer identities is a way to direct the

security computer where to send back its results. At this point, client computer suspends

processing the modified content pending receipt of the inspection results from the security

computer. As mentioned hereinabove, the client computer may also send the name of the

original function to the security computer, for consideration in the inspection analysis.

[0080] At step 340 the security computer receives the input and client computer identifier.

At step 344 the security computer scans the input for the presence of function calls. At step

348 the security computer branches, depending on whether or not function calls were

detected at step 344. If function calls were detected, then the security computer replaces

original function calls with substitute function calls at step 352, thereby modifying the input.

The security computer may insert definitions of the substitute functions into the input, as

indicated in TABLE III, or may insert links to such definitions. Otherwise, the security

computer skips step 352. Steps 344, 348 and 352 are similar to respective steps 308, 312 and

316 performed by the gateway computer.

[0081] At step 356 the security computer scans the input, which may have been modified

at step 352, for the presence of potentially malicious operations. Preferably, the security

computer determines a security profile for the input, which corresponds to a list of the

potentially malicious operations that are detected.

[0082] At step 360 the security computer retrieves a security policy that governs the client

computer. The security policy may be retrieved from a database that stores a plurality of

security policies, each policy configurable by an administrator of client computers. Security
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policies may be set at a fine granularity of a policy for each client computer, or at a coarser

granularity of a policy that applies to an entire department or workgroup.

[0083] At step 364 the security computer compares the security profile of the input under

inspection with the security profile of the client computer, to determine if it is permissible for

the client computer to invoke an original function with the input. Such determination may

involve one or more simple or complex logical tests, structured in series or in parallel, or

both, as described in assignee's US Patent No. 6,092,194.

[0084] At step 368 the security computer branches depending on the result of the

comparison step 364. If the comparison step determines that the input is safe; i.e., that the

input's security profile does not violate the client computer's security policy, then at step 372

the security computer sets an indicator of inspection results to true. Otherwise, at step 376

the security computer sets the indicator to false. At step 380 the security computer returns

the indicator to the client computer. In addition, if the security computer modified the input

as step 352, then it also returns the modified input to the client computer.

[0085] At step 384 the client computer receives the indicator and the modified input from

the security computer and resumes processing the modified content, which had been

suspended after step 336 as described hereinabove. At step 388 the client computer branches

depending on the value of the indicator it received from the security computer. If the

indicator is true, indicating that it is safe for the client computer to invoke the original

function call (1), then the client computer invokes the original function using the modified

input it received from the security computer, at step 392. Otherwise, the client computer does

not invoke the original function, since the indicator indicates that such invocation may be

malicious to the client computer. The client computer then loops back to step 328 to

continue processing the modified content.

[0086] As described hereinabove, steps 344, 348 and 352, which modify the input, are

useful in protecting against malicious code that is dynamically generated in a recursive

manner, as in function call (5). The security computer may require multiple passes to detect

such malicious code, and steps 344, 348 and 352 provide the mechanism for this to happen.
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[0087] Reference is now made to FIG. 4, which is a simplified block diagram of a system

for protecting a computer from dynamically generated malicious executable code, in which

the gateway computer itself performs the code inspection, in accordance with a preferred

embodiment of the present invention. The system illustrated in FIG. 4 is similar to the

system of FIG. 2, where the functionality of the security computer has been incorporated

into the gateway computer. The elements in FIG. 4 are thus similar in functionality to the

elements in FIG.2.

[0088] Two major components of the system, gateway computer 405 and client computer

410 communicate back and forth over communication channel 425. Gateway computer 405

includes a gateway receiver 435 and a gateway transmitter 440; and client computer 410

includes a client receiver 445 and a client transmitter 450. Although FIG. 4 includes only

one client computer, this is solely for the purpose of clarity of exposition, and it is anticipated

that gateway computer 405 serves many client computers 410.

[0089] Gateway computer 405 receives content, such as web content, from a network,

over communications channel 420. Client computer 410 includes a content processor 470,

such as a web browser, which processes content received from the network.

[0090] In accordance with a preferred embodiment of the present invention, gateway

computer 405 includes an input inspector 475, and a content modifier 465 which also serves

as an input modifier. That is, content modifier 465 incorporates the functionalities of content

modifier 265 and input modifier 285 from FIG. 2. In addition, gateway computer 405

includes a database 480 of security policies, or else has access to such a database. The

operations of input inspector 475 and content/input modifier 465 are similar to the operations

of the corresponding elements in FIG. 2, as described hereinabove.
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[0091] Incoming content received at gateway computer 405 passes through content

modifier 465, which replaces function calls of the form (1) with substitute function calls of

the form (2), and the modified content is transmitted to client computer 410. Content

processor 470 processes the modified content and, while processing the modified content, if

it encounters a substitute function call it sends the function's input to inspector 475 for

inspection, and suspends processing of the modified content. The input passes through input

modifier 465, and input inspector 475 analyzes the modified input for the presence of

potentially malicious operations. Gateway computer 405 returns the input inspection results

to client computer 410. Gateway computer 405 may also return the modified input to client

computer 410. After receiving the inspection results, client computer 410 resumes

processing the modified content and invokes or does not invoke the original function call,

based on the inspection results.

Reference is now made to FIG. 5, which is a simplified flowchart of a method for protecting a

computer from dynamically generated malicious executable code, whereby the gateway

computer itself performs the code inspection, in accordance with a preferred embodiment of the

present invention. The leftmost column indicates steps performed by a gateway computer, such

as gateway computer 405; and the rightmost column indicates steps performed by a client

computer, such as client computer 410.

[0092] The method illustrated in FIG. 5 is similar to that of FIG. 3, where steps 340 - 380

performed by the security computer in FIG. 3 are performed by the gateway computer in

FIG. 5. At step 500 the gateway computer receives content from a network, the content

intended for delivery to the client computer. At step 505 the gateway computer scans the

content for the presence of function calls. At step 510 the gateway computer branches. If

function calls within the content were detected at step 505, then at step 515 the gateway

computer modifies the content by replacing original function calls of the form (1) with

corresponding substitute function calls of the form (2). Otherwise, if function calls were not

detected at step 505, then the gateway computer skips step 515. At step 520 the gateway

computer transmits the content, which may have been modified at step 515, to the client

computer.
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[0093] At step 525 the client computer receives the content from the gateway computer,

and at step 530 the client computer begins processing the content. While processing the

content, the client computer invokes a substitute function call of the form (2) at step 535.

The substitute function, being of the form listed on TABLE I, instructs the client computer to

transmit the function input and a client computer identifier to the gateway computer for

inspection. At step 540 the client computer transmits the input and the identifier to the

gateway computer, and suspends processing of the content pending a reply from the gateway

computer.

[0094] At step 545 the gateway computer receives the input and the client identifier from

the client computer, and loops back to step 505 to scan the input for the presence of function

calls. At step 510 the gateway computer branches. If function calls within the Input were

detected at step 505, then the gateway computer modifies the input at step 515, by replacing

function calls of the form (1) with corresponding function calls of the form (2). Otherwise, if

function calls were not detected at step 505, then the gateway computer skips step 515.

[0095] The gateway computer then proceeds to step 550, and scans the input, which may

have been modified at step 515, to identify potentially malicious operations within the input.

The potentially malicious operations identified form a security profile for the input.

[0096] At step 555 the gateway computer retrieves a security policy for the client

computer from a database of security policies. At step 560 the gateway computer compares

the input's security profile with the client computer's security policy to determine whether or

not the security profile violates the security policy. At step 565 the gateway computer

branches. If the results of step 560 indicate that the input security profile does not violate the

client computer security policy, then it is safe for the client to invoke the original fl,11’1Ctl01’1

call, and an indicator of the inspection results is set to true at step 570. Otherwise, the

indicator is set to false at step 575. At step 580 the gateway computer returns the indicator to

the client computer. The gateway computer may also return the modified input, as modified

at step 515, to the client computer.
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[0097] At step 585 the client computer receives the reply back from the gateway computer

and resumes processing of the content, which processing had been suspended after step 540.

At step 590 the client computer branches. If the indicator was set to true by the gateway

computer at step 570, then the client computer invokes the original function call (1). If the

gateway computer had modified the input at step 515, then preferably the client computer

uses the modified input instead of the original input when invoking the original function call.

Otherwise, if the indicator was set to false by the gateway computer at step 575, then the

client computer skips step 595. The client computer then loops back to step 530 to continue

processing of the content.

[0098] Having read the above disclosure, it will be appreciated by those skilled in the art

that the present invention can be used to provide protection to computers against both

statically and dynamically generated malicious code. Moreover, such protection may be

afforded by a security computer that is remote from the computers being protected, thus

adding another layer of security to methods and systems that embody the present invention.

[0099] In reading the above description, persons skilled in the art will realize that there are

many apparent variations that can be applied to the methods and systems described. Thus it

may be appreciated that the present invention applies to a variety of computing devices,

including mobile devices with wireless Internet connections such as laptops, PDAs and cell

phones.

[00100] In the foregoing specification, the invention has been described with reference to

specific exemplary embodiments thereof. It will, however, be evident that various

modifications and changes may be made to the specific exemplary embodiments without

departing from the broader spirit and scope of the invention as set forth in the appended

claims. Accordingly, the specification and drawings are to be regarded in an illustrative

rather than a restrictive sense.
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CLAIMS

What is claimed is:

l. A system for protecting a computer from dynamically generated malicious content,

comprising:

a content processor (i) for processing content received over a network, the content

including a call to a first function, and the call including an input, and (ii) for invoking a

second function with the input, only if a security computer indicates that such invocation is

safe;

a transmitter for transmitting the input to the security computer for inspection, when

the first function is invoked; and

a receiver for receiving an indicator from the security computer whether it is safe to

invoke the second function with the input.

2. The system of claim 1 wherein said content processor (i) suspends processing of the

content after said transmitter transmits the input to the security computer, and (ii) resumes

processing of the modified content after said receiver receives the indicator from the security

computer.

3. A computer-readable storage medium storing program code for causing a computing

device to: process content received over a network, the content including a call to a first

function, and the call including an input;

transmit the input for inspection, when the first function is invoked, and suspend

processing of the content;

receive an indicator of whether it is safe to invoke a second function with the input;

and

resume processing of the content after receiving the indicator, and invoke the second

function with the input only if the indicator indicates that such invocation is safe.
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ABSTRACT OF THE DISCLOSURE

A method for protecting a client computer from dynamically generated malicious

content, including receiving at a gateway computer content being sent to a client computer

for processing, the content including a call to an original function, and the call including an

input, modifying the content at the gateway computer, including replacing the call to the

original function with a corresponding call to a substitute function, the substitute function

being operational to send the input to a security computer for inspection, transmitting the

modified content from the gateway computer to the client computer, processing the modified

content at the client computer, transmitting the input to the security computer for inspection

when the substitute function is invoked, determining at the security computer whether it is

safe for the client computer to invoke the original function with the input, transmitting an

indicator of whether it is safe for the client computer to invoke the original function with the

input, from the security computer to the client computer, and invoking the original function

at the client computer with the input, only if the indicator received from the security

computer indicates that such invocation is safe. A system and a computer-readable storage

medium are also described and claimed.
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 Attorney Docket No.: P-9216-US

DECLARATION AND POWER OF ATTORNEY FOR PATENT APPLICATION

As a below named inventor, I hereby declare that:

My residence, post office address and citizenship are as stated below under my name.

I believe that I am the original and first sole inventor or an original and first joint

inventor of the subject matter which is claimed and for which a patent is sought on the
invention entitled:

SYSTEM AND METHOD FOR INSPECTING DYNAMICALLY

GENERATED EXECUTABLE CODE

the Specification of which

E] is attached hereto

[X] was filed on December 12, 2005

as United States Application Number or PCT International

Application No. 11/298,475

and was amended on (if applicable).

I hereby state that I have reviewed and understand the contents of the above-identified

Specification, including the claims, as amended by any amendment referred to above.

I acknowledge the duty to disclose infonnation which is material to the examination

of this application in accordance with Title 37, Code of Federal Regulations, l.56(a).

I hereby claim foreign priority benefits under Title 35, United States Code, §1l9 of

any provisional application filed in the United States in accordance with 35 U..S.C.. §1.l l9(e),

or any application for patent that has been converted to a Provisional Application within one

(1) year of its filing date, or any foreign application(s) for patent or inventor's certificate

listed below and have also identified below any foreign application for patent or inventor's

certificate having a filing date before that of the application on which priority is claimed.

PRIOR FILED APPLICATION( S1

APPLICATION COUNTRY {DAY/MONTH/YEAR FILED) PRIORITY
NUMBER CLAIMED

I hereby claim the benefit under Title 35, United States Code, §l.Z0 of any United

States application listed below, and, insofar as the subject matter of each of the claims of’ this

application is not disclosed in any prior United States application in the manner provided by

the first paragraph of Title 35, United States Code, §112, I acknowledge the duty to disclose

material information as defined in Title 37, Code of‘ Federal Regulations, §l.56(a), which

OOOO38
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6.i/tar. 2006 l5:38 A M2959 9- 3

Ei’i.C

Attorney Docket No.: P--9216-US

occurred between the filing date of the prior application and the national or PCT imemationnl
filing date of this application:

APPLICATION FILING DATE STATUS -— PATENTBD,
NO. ‘ (DAY/MONTH/YEAR) PENDING, ABANDONED  

I hereby appoint as. my attomey(s) and agent(s) Vladimir Sherman (Attorney,
Registration No. 43,116) said attorney(s) and agent(s) with full power of substitution and
revocation to prosecute this application and transact all business in the Patent and Trademark
Office connected therewith.

Please address all correspondence regarding this application to:

EITAN LAW GROUP

C/O Landon IP Inc.

1700 Diagonal Road
Suite 450

Alexandria, VA 22314

Direct all telephone calls to (703) 486-1150 and all facsimiles at (703) 892-4510.

I hereby declare that all statements made herein of my own knowledge are true and
that all statements made on information and belief are believed to be true; and further, that
these statements were made with the knowledge that willful false statements and the like so
made are punishable by fine or imprisonment, or both, under Section 1001 of Title 18 of the
United States Code and that such willful false statements may jeopardize the validity of the
application or any patent issued thereon.

FULL NAME OF INVBNTOR: GRUZMAN, David

FULL RESIDENCE Anoruass: Zolmr 1/5, Ramnt Gan, Israel

COUNTRY OF CITIZENSHIP: Israeli

FULL POST OFFICE ADDRESS: same

SIGNATURE orINVENTOR
DATE or /01 .7006

(day / month / year)

to

00093? 1,609 op; 6618999-E-Zl6+ Siiiil 9005 “Vii
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FROM : Ravit F11/idor,_“R_dv. FRX ND. : 9?2-3--'5224524 Feb. E14 2086 12:25PM P2
H- I?"-—-

\u m -\ I)m":wl '.’\3u.: I’-‘)3“7'1*“‘ U L_ ‘

_ _ : : J __ : ;‘_.___\-._n'Z[.|,\[{,Vuxnl
1.'1jLl.N.=\:Vll' 0}’ L\\' l \ TOR ‘

rd 36/8. Tel Aviv. Israel
.. . = .-; :‘~;:1<' .Da~id B°“““"*‘

HEU . RL:blDH\(.) . ADDRI-.39 in"

..-— -1‘ -'5'"
(IOVN1-RY UP ( [H/.E:\SHH’. 1‘-T49 '

_ . . . — 5 "Z _' 8
FULL P031 OFHL h ADDRLS5 ‘am 
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PTO/SB/95 (O1-O8)
Approved for use through G’i/Z5‘-/2008. ems U65-1-0031

U.S. Patent and "T-'ao‘errrar'-'\ Office; U ‘S t)EPL‘\RTl\'lEl‘J't‘ CI-F (3OVlVlERCIE
ed to resporid to a collectlori or inforrrratmn. urise :t elsplays a vaiid O:‘viB oemro! rturrrber‘.

STATEMENT UNDER 3? CFR 3.73%:

 Under the Papervvort: Reductiori Ad of 1995, :10 persons are re  

Apgaiicant/Patent Owner: Fihiari, Eric.

Appiicatien Ne./Patent No: To Assigned Fitectiisstie Date: Herewith

Entitied: System and Method For ins;_r>e<:ting Dyriarriicaiiy Generated Executable Code

Fin'ari lnc. a eorgoratiori
(Name of Assigrree) (Type ot'Assig-nee, e.g., corrjoration, partrrership, uriiversity, government ncy, etc)

states that it is:

31$ the assignee of the entire right, titie, and interest; or

an assignee oi iess than the entire right, titie, and interest

The extent (by _r>er-rentage} of its ownershi_r> interest is

in the patent appticatienfgsaterit identitiect ahove by virtue at either:

A, Ci Ari assignment from the inventeris) at the patent appii<:ation/patent ictentitied above. The assignrnent was
recorded in the United States Patent and Trademark Ottice at Reel , Frame , or for which a copy
thereof is attached.

0:‘?

B. A chain of ti‘ie frern the inverit-:)r(s), of the _r;-atent a_opii-::atiorripatent identified above, ta the ct.-rrerrt assignee as
shown betow:

1. From:Y-uval Ben-ltzhak To:_Einj_ai1_S=otiware__;tg,
The document was recorded in the United Patent and Trademark Gtfice at

Reel , Frame , or for which a copy thereof is attached.

. .-'Trom:Finien Software Ltd. To:Fih'an inc.
The document was recorded in the United States Pate and Trademark Ottice at

Reel , Frame , or for which a copy thereof is attached.

. From:
The do-su-rnent was recorded in the United States Patent and Trademark Otfiee at

Reel , Frame , or for which a cepy thereof attached.

E3 Actditiorial d{3(3tJrYi€3P?:Si in the chain of title are listed can a siipgaiemeiital sheet.

As required 37 CPR 3,.73(h)(1)(i), the do-cu-rnentary evidence of the chain or’ titie from the original owner to the
assignee was, or concurrentiv is being, submitted for recordation _oursuant 37 CPR 3.11.

TNQTE: A separate copy (ie, a true copy of the originai ddcument(s)) must he submitted to Assignment
Division in a<:<:<>rdahce with 37 CFR Part 3, it the assignment to be recorded in the records at the USPTO.

_S_‘_<_e_e_ MPEP 302.08]

The undersigned (whose title is suppiied heidw) is authorized to act on behait‘ of the assignee.

39-7’ June , 2 G10/Dawn—Marie

Signature

___________________‘I’__9:_”""_‘_i_’_“_‘_?:*"‘_’__t“**'"' -
Printed or Typed Name Telephone Number

Partner, King & Spaldirig LLP

Title

This celiectiorr of irrtorrnatier~. is requirer} by 37 CFR 3.73(b) The information is reo,L.-tree‘ to obtairi or retain a benefit by the pubiir; which is to
tile (and by the USPTD to process) an apt:-iication. Confidentiality is governed by U.S.C. 122 and 37 CPR 1.11 and 1.14. This coiiection
is estimated to take 12 minutes to -zdirlp , in-aluding gathering, preparing, and sribmitting the -zdirlpieted application torrri to the USPTO.
Time will vary deperiding upon the it dividual Any corrirrierrts on the amount of time you require to complete this form and/or
suggestions for reducing this burden, shouid be sent to the Chief lnformation Officer, Us. Patent and Trademark Office, U.S. Department
of Comme , F20, Box 145-Z), Alexarroria, '\/A 2231341450. DO NOT SEND FEES OR CQl‘«‘:Pl.ETED FORMS TO THES ADDRESS. SEND
TO: Commissioner for Patents, P.O. Box 1451), Alexandria, VA 22313-1450.

  

 

if you neeci assistance in completing the form, -:a.'i ‘I-800-PTO-9199 anti select option 2.
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FiN0{Bf}S-US

ASS} GNh1’E§€.\VE"

WHEREAS, David GRUZMAN and Ynvai BEN—ETZHAK (referred to as

“ASS EGN OR”) has invented certain new and useful iinproveinents in an invention entitled

SYS'i'EM AN E) M E'E‘H()E) HER E NSPECTENG BYNAM i(IAi_i};R‘t’ }}3lNEERA"E‘ E31E)

UTABLEE‘. CQBE,

£3 for which a utility appiicatioii for a United States Patent was flied with the United States

Patent and Trademark Office on Beeernher 12., 2605, Serial Nuinber it/298,475.

E for which an application for a United States Pateiit is heing submitted to the United States
Patent and Tradeiiiark Office herewith; and

WHEREAS, Finjan Software, Ltd, having an office at Hainaehshev St. 1, New

indiistriai Area, Netanya, 425%, Esraei (hereinafter referred to as the “’ASSiGNEE”i), is

desii‘oi.ts of acquiring the entire right, titie and interest in and to said invention, and in and to said

appiieation and any Letters Patent that may issue thereon;

NUW, THEREFORE, for and in consideration, ofOn,e Dollar (Sititi), and other good and

valuable eoiisideration, the receipt of which is hereby aeknowietigeti, AS-SIGNOR hereby sells

and transfers to said ASSIGNEE, and to AS-SiGNEE’S successors and assigns, ASSEGNORHS

entire right, titie and interest in and to said invention in the United States and its territorial

possessions and in aii foreign countries and to all Letters Patent or similar iegai protection in the

United States and its tei‘i‘itori-at possessions and in any and all foreign ceuntries to he obtained for

said invention by said appiieatioii or any patent application eiaiining priority to the appiication,

or any continuation, division, eontinuation—in—part, ‘(‘6C){§3.i'l'1i,1’1Eii.7i01l, renewal, substitute, extension

or reissue thereof or any iegai eqnivaientt thereof in at forfeigri country for the full term ofternis for

which the same may be granted; and §iu'ti101’iZC and request the Cornniissioner ofPateiits of the

United States and any official of any foreign country whese duty it is to issue patents or iegai

equivalents thereto, to issue same for this invention to ASSIGNEE, its iawfui successors and

Vv’DC__IJ‘v'1}/—\N1'\(f'iFL-J i0i\’}i('3 VJ -15 ‘i 57. 1050‘: 4
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FENO{B{}8-US

ASSIGNOR further covenants that ASSBGNEE. wilt, upon its request, he provicted

proinptiy with at} pertinent facts aiiti doeuinents reiating to said appiication, said invention and

said Letters Patent and legal equivalents in foreign countries as may be i{1'}t')‘W'1l and accessible to

ASSIGNQR and will testify as to the same in any intterference or iitigatieii related thereto and

will pr'on’tptty execute and deliver to or its tegai representative any and at} papers,

instruments or afiidavits required to apply for, obtain, maintain, issue and ei1.toi’ee said

application, said invention and said Letters Patent and said equivalents thereof in any foreign

country which maybe necessary or iit3St1”2tbiC to carry out the purposes thereof

IN ‘W’i'i”N}ZSS ‘Ni-iE3RiE3{)F, it/We have hereunto set hand and signed on the date indicated

below:

SI(3’NATUR}3§(Si)

The signaturets) must eorrespond with the naine(s) of the inventorts) above.

DATE SIGNED

David GRtUZi\/EAN

 
February 22, 2t)0‘:1‘

2) Yux/at BENJTZHAK

‘,v’v’I)C__IJ‘v'1'./—\N1'\(f'iFL-J i01\’}t('3 VJ -15 ‘i 57. 1050‘: 4
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REDACTED

Em Eu 'n'wht Contract  

E11‘[‘:3I'€fi mic and signedh in Netanya this 22”": day of 1\/larch, 2094

Between: Finjan Scrfiwzarqs Ltd.

1 HaM2:c.hshev Strest, Bait Shoham

Industrial Zone, Netanya South

(Hs:r<:ina&<:r: “the C<>~;n§3ahy” or “the Empioyer”)

Partv of the first gar:

Ami: Bzavid Gmzman

Esienfiiity N0. 314052382

7./'5 Znhar Street, Ramat Gan

(H:3r<—:inaft<—:r: “the Eh1pE0yee"’3

‘Part ' hi’ the secnnd art

‘Whereas: The Employee wishes to work for the Company in his oforccupationh, in

accordancs with that which has been set 1" rth in this C0r1’1'ac=;;

Ami vvhereasz The Company wishes to employ the Employee in his areas ofoccupatioaa,

pursuant to the terms {hath have been set fmihh in this Ccmhractg

And Whereas: The Pzarties wish to govern fl'1=':§i1' nmtuai rights and obligations within the

framework of this mloyment C0m:rac:.t.;

[Initials]

if is accordihgfiy deciarehig stigmhafed and agreed between the Parties as ihlhpwsz

 

OOOO44
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REDACTED
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REDACTED
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REDACTED

«J;

OOOO46

REDACTED

«J;
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REDACTED
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REDACTED
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REDACTED
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ill.

OOOO49

REDACTED

Proprietary right in inventions

10.1

l0,2

10.3

The property rights in anything related to or deriving from the worli: of the Employee,

including any invention that lE’.niployee shall discover, develop, upgrade or invent

or to the invention of which he shall he a party, the discovery or ilevelopnient of

which was made in his term of work or consequent on work for the Employee,

whether or not sncli rights are statutorily able to he registe ed, shall belong to

Employer, and the Employee shall not be entitled, in respect thereof, to any

considerati on or royalties whatsoever in respect of the invention or the thereof.

if the liinployei" should decide to protect the invention by means of registration of a

in Israel or abroad, that Employee most eoogeratte with the Employei“, and all

including the execution of any s:ioeun1ent and the delivery of any inaterial or

irifoiniation as may he required for the suhniission of application for mal<ing the

registration.

Sulaseetion l0.l above shall also apply to an invention the Einployee oliseovers,

develops or iiivents during the period of one year from the date the labor relations

hetweeh him and the Eniployer reached a eoocliision for any reason whatsoever, if the

Employee uses and resorts to the information and/or rnaterial that reached hint or

came to his knowledge pursuant to his work [with the Conipany].



000050

REDACTED

10.4 The Employee hereby eorifitms that he neither has nor shah have any rights, demands

or claims in c01111ec:.tim1 with inventions and/or developments as aforesaid, including

rights to payments and/or royalties, and that All of the ri ihciuding the rights to

payments for the inventions and/or the deveiopinehts belong to the Empioyer.

In Witness whereef the Parties hstve set thefir hand at the htee and time that have heen set ferth

in the prefaee ta) this Centmet:

[Si gt: attire] [Sig11a.tuz‘e}

Finj an Seftware Ltd.

(“the Employer”) (“the EmPE0}'99")

xx

000050



000051

REDACTED

OOOO51

REDACTED

OOOO51



000052

REDACTED
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REDACTED
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sc§:i?s}:_.v;_(:; C3

ASSEGNMENT 0}‘ §’A’i‘EN'E' mtesmsa

’W}§E3REAS, Finjan Sniiwares, Lid, 3.1: israeii cc3:;:era'ti<)n (the “€I{ssare§;3:sz3/M}, is either the
sole zmé tzxciusiveé 0»msa' or has an owzxasrship §I‘t§.¢~m3st in the Patentsifipplictaiiens is Exhibit. A;
and

‘WHEREZAS, Finjan, inc. {“Finjssn}, doing busim-:35 at .2025 Gaérzway Fisaczs, Sm: 13%}, S31:

.5036, {3::Iifc.~;':¢ia, 195110, is siesimus (sf acquiring, 311:3; C(:~m~pas2’y <ies.*im=.ss of 55.3.»:-ign~.§ng is
Fin_ia£1, ail {sf the :s“igi1.t, title, interest {Ff the Cexnpazay into said Patents.»’Aypiicatioras, amd {ha
inv6n.t§c.~m: disciosed tiaerein and covemci t5:2s:re"t3;;.

NGE‘-V 'i‘E{EREF€”}RE, fer gaud and valuabie £2-:_1t3Sidemiion, the recesiptand:mfi<:iancyofw%1i<:i1

is h€.)1‘fifb§' ;a.cK»:nowEesig+:<i, the ’Cia)t:1;33.t3}’ and §*‘i11_§an agree feiiows:

L ’i‘I::e Cozzzpaszy is iirze Susie amt} axciusfive Q-’i’s’Y':'$3‘ cf ail rig,h:, titie, and inismzst in and ii» the
'§’a,ts,=.n:=;s. and dues hereby 3613:, assign, ts'an;~;f<ar and set ‘eve: 9.1:: Fi xjan, ail (sf the Ce>:npa:a§."s

right, {$3116 and vint<*:m-5: his the Pzaiietnts, and in any and‘ 5311 ‘-.zw.e.n§i<;es2s siaserih»:-<3 in she
Faterzts/;’§pp§i<:aEi.o:2s, in the Unisezd Statxas, iis terrimriai pussessiaz:-as ‘zsmi all ibreigxz
(summaries, and any a£3<:E -2:3} m31t§m.t3‘:i0ns~§n-part, cemizmsatimas, eiivisicms, subsiitiztes,

_reissu.&s,~e}:ten—si{ms thereuf; zmzi aii othetsrr appiicatiens for 16:i'$£~2r:~; pawn: reiatirzg: thereto ihaf‘
have. icszcan :31‘ 5512231 be film: in {he United Stafes, its tea:ritm'i2si_ possessémas am:i»’c>r any £’c>reign

c-mzntrizss, 21:16: 2:31 x‘§ghts, togethez‘ with 2:23 pr:io:*i.ty rights, umier any (sf the é::ztematic:zaa1
c02we:1ii.c»11s, uz1im3s, esgtiaemxmts, acts, anti ‘ti.€Ei§§©Eq imiudéng aii futures ecsm'::n:.i»:_ms,

unions, _ag1‘eemen:s, acts, ami fircxasiées, the. same: H; be hski and azxjoymi by Finjaxs for its
awn use and €}’ij{P§,’m€}T1i, and far the use auc} en_§~:)y1nf:nt of its s'us:ce:«;sm:'s, assigns or ether

iegai repre5e:2ta1:iv<ss, tcr the and 6f this team: (>:.'~t<.-31‘ms far which ietiiezs pa_1;e.m are G!‘ 11133‘ has
gramted my reissu::<3 as fuiiy and entirzsiy to tha sazne tastiest: as the Samar w<m§<i have been
hem. zmei enjoyed by the Company; if this 3.3Sig1“iIXii.’.I£$ and aisle mt be-:11 ma-zie; a.crgeé3::c:2'
with :11! szizaims: far :ia1nzag$:»;‘a,r i§eju:1<:E.iv€: reiief’c:3;i mzasun af i:afa’i21ge:mem’s at“ 313931 imczrs

gzatergt ressu1?..'m.g fmm the Paiant, wish tE1e_rig31i in sue. for past i:1f1“i.t3gs;—2nmt2t, and colleat the
Same far its own use and '*;:=eE1a1fand. fer the use and Tasha}? of its sxzczzéessms, assigns er

amt-:2‘ iegsa‘: reprssenaatiwsb

av ‘1"§2.::t Company herebsr axzfixarizces and reqaamsts Eh: Qicsanezaissioner of‘Paatez1ts anszi Tr;1<i«::n1aa'ks
to issue as1y:3_ncE>aEE iséésitrs pamits 9? we I_?¥m'.isd States on :s1;u:%‘zie3.ve:1i.is}ns er resuiting Erwin
the Pateni, or gm}; c:0ntia1uatiqm“::»in~;3aii, <:.0m'.i:matim1s, riivisi-3:15, su‘§;2e3$;Ei:z3tes, reissuas L‘-3‘

extensions therexbi‘, ix: Fiaxjazn, as assigawe of the Cmn;::a11y’s cniifi: itxierest, ataci izezteijy

cc>wna31ts that ms: Cmnpaizy has fuii right is convey ir:§:z:'e@§.s Ems‘-sin assigxami, sand that
it has mt ex-touted, and will not iixfiiilitfi, any agreement in corgflici "§1e:'ewi::1':.

The Compaxay agrees that upon. z'es~;:guest ‘by Fiszjan, :3: its‘ was:-::ss0rs, assigns 0:“ (}{§'1!$§‘ iegal
re;>::es2az1iatE.ve.s that the {_T.r;r21;>2:ny or its s1au2c.ess;s>rsg gsseigns or eiher £:,=:g;3.E r«.~:presemat2ves shall do
aii ashes‘ Eegai acts r¢ass)’r3a’s2Ey zxecessary is carry out'—th.e.; iifix.-lifii. sxfthis »2iSSig1“:IXl€¢Iit at t}1<:_assi‘gnee‘s
‘expense smaf: m<gL1esr: as weli as :§r0vi_cie such eiher ma§.::n‘a¥T, in{‘e3a'mati<>r:, er assistzznce as assigsxazsr.
ur its successors, assigns or othcr E-sgai re;3res'.sntatixras.n1ay consicfiaar Izeeessary.

g’f{e;nai:2(i:.=r ofrke iniaérztiar-r:;?.?'E}' ‘egff. fiianfigi

OO0055 :;.r;{.1:S.1’i ML‘. ;\.E)u:;um:-zus .~.:«.a Setti::gs‘e1~;nuryE‘.L_u»ua! Scttings‘.Terr;;:nm:3' Internet Fz‘1c:z’x.>C,’-I..i%.‘.1'~J§‘ ":“2'a1vsfm' Ag:-s:e:z1<:nz.D{}{l
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Maéitieus Ex/labile Cmia Rtmtirnee 1\«i0:;it0.:§ng Systezrs aa1<1,?\./Eefancsais
 

2\’§;a_Eici_cs:1s Me:s1:)T:1e (‘..‘ade Rtmtime Moniiéoring S'ys1.e:m mad Mleflwzis...u.»...............,... u\--- 

§E~I§:sIe3m arid Maffmd Fer Protecting Cemputer and 22 ’NetwurE~;
Fmm E-Eiusti 1:: il3<3wItk:-:3.c;iziE:>ic.3aw...mw.....,.,...............................................

 $3’-."~.tez23 1‘s~’EeihQd For Pr<:fi..ev;v-..~,mg 21 {3¢)mpu§;e:' smd; :3. Ne:iw(3z‘§e
¥3'0$s1 Hestfle Bskxxaiifiadables

1.7.3. 6,3 SQS44 Systezr: azzd Metimd far Attaching a i}own1oad2s.b1e* Stscurity E‘r~;>f:;ie
3.0 2; Downina-:iaE>Ee
   ¢

US. .=’ 6,438,962. S—ysiem ami Pvfiieéfizxossl For ’E"mtec.riz2g; a Chem During Ri311€ia'1'i£’.‘- ?mmK

EV Eicazéiiie DmA’11i€:i3‘dEi§3L:i$'$   

- US, ,7 §.hC>/’{3G8,f§'?' _3

E ss H Hcssaiie Downi-saadsabies
 
fU.S.:'.€sJ57,5?-.8 Efiysetem am: F‘aic—:t’h0d~ Far Fmteuciing :1 C§ie..m; Fxvcrzn Iithstiiez

‘ E

Sy:~.:1em and Mazaixozi For P1‘Gt»f:£;1i1:.g 22. Ciient Emririig Rtmtisne Fziom 1
11I<;\»m},0;a;d:i‘c31£:s. 

U33, 4” 9:T;’€}08L,6E’§~=i Eéystem :r.sn-:1 M:3t':”3<s»',i 33-‘:32’ Prs>’ze<:£i;3g 3. Cass‘: During Rtzsatim-3 From
‘ ’Hc2s%;iis D<3w‘nl-Jaaiabies

 
 

.Mei?1-ad and System 19.2;-r Copyright: }T‘ro§ec'§ic:n of Digital imagxs
Trarzsanittezd Over Natwmkss E2 3;i .€1 Iu .........................................I1

 

 

 
 
 
 

 

 
  

Mmimai and S'j{Stx:‘:~¥3} For Cu;3y—’E‘rmecsi0:§ of hxzagaas Displayéd an a

‘:_:.s\ x i3,9€.33,i36:Zs
f.. ....w..-.‘

M<:*~:E1<;=d zmd System ,?{r:-‘CC-}3}',P1‘%E€C-€503 cf L‘3isp3ayed Dgaiza Canaan?  

U8. 6,3S3‘892

USC f fi,9=€»¢§-,32?.

Cc-py ’Pm£acii<2n 93°. Di ital Enzagm Tr—ans;‘:1it‘l.e»ci fiver etwsnrkzs

 
r %E2i 

Me¥:§‘1<sd and A.;sp.a:'a1:.as Fm: }?:'<:x»‘ez3i.ing; Rrstme sf Text, images, 2m»:‘~..E
Safixa-*3m:*. 'i‘r2ans;3niE£e{i via Ne{w(.=rk,~:. 

Metheds and Appzzramas for }’rs*«<:11ting R~::use- of Text, Imag»;-as zmd
£§.m‘.’cwar:3 "E‘r;u1sma'tted V ta. Nai:w<sri~2;s is

E Ivlethcsds am-:3‘ Sysévems Fm‘ Auiavfxliariiing, Watern‘1ar§r_ing. Axidiiing,

1413571 §s‘f_7:\.Dc;-mznzents smd Setr.§rsg£'muo:§*b\Lmm! Ss:It:i1_.~;s‘ff$m§c~i3ry Erik!“-16:! I--‘i‘:e::‘\.£"L-1<i‘\1P‘ Trallivffzr A_.<;‘.‘.’I:c‘-I1‘st“fI$.4'*.3‘-'.3'C
OOOO57



000058

 
 

"fixtie

 

 
 

 

 

 
  

 

 

 

 
 

 
 

Cmzna‘.r3~v' Pa£'..fApp. N-9.  

Rapcerting, ‘"£'rcz::i:ag and F-‘o3§<:;\_-' Erafcruemens Via
?.\Eetwc>ri-ting Syssmzls

232% am

S§,’St.‘(f,f11 and Methcd For Appernsiéng Sec11a'ityin£bnna1ion to 1&1

Ezagima Rexszfits CA f 2,2.°fS,”;'”.»’3 ‘E.~'ystr:m and iMEe:rt§:_<n§ ‘Em Pmtecting a ;
Cumpmaar and :3 Nehwrk Fanm Einsiiie 'D:>w:1i.{:acEa3E:=ie$ %  

 

1:," E fi9,:i5§ Maiicicsus M.<2?Jiia;*.: Cocie Rmtime M0nitm'ip.g Systena and MetE3( «is

13,-’3‘?t},1}.-'§~ ‘;‘v’fei:hmi and System far E’r'c-mctizig a Computer and E1 ‘;‘~E-"am-*<21“::;: I-‘mm

E I-ios2t.iEe: Doxamleaciahies

E Maiiciiaus; F2/§0§:sé_Ea Cindi: Runiime 1%/E0.-';.ito:€i.t:g F:Z),«'s’ter:: and I‘v.i3‘:Ei-'15:-Li

 ~M:aZ:‘iv.~..i~:)13:3 ,M<:rh;'Ee CC>€i~:3 Rmtime Evimniiméxgg S'_y’::§.:‘:E1‘1;1i“:d Niethvds

I Mess.Er:z)<§ and S_ys:i-cam For Caching at Sacuxc xiizziexa-;a‘ys...............................;..r............ ...................................................,...,.A__......;uu 
i """"" _ u 5
i .C‘?A K 2.5?87’92.-‘ :‘vieaIru><§ and S ’§i‘~.‘.'1’!1 Fer Ada ytzve E-£.uE€:~.+5as.r::=:.i Ca;s‘ntez::t Scarmei‘s ‘1 } 1  

 
 

 
  

 

 

’;‘*J1‘¢:fi;F:1cs¢i ‘ami Systzms Fm‘ Adaptive Ru1e~Ba3a~:.d ilfmaiszsi 33;:-;':a2;:s'::1*s Fe-3'

Deskmp LCs31npu::::;'s ._...mw-F..........................

 

 

 
 

 
 

 

Methmd System Fur Adaptive R::1a—Bas.ad (iemtessst S-Sam:-are

Ixyiethed and SygscznForAc1ap:ivc E€.u3+e«Based Contaw: Scanners ; 

Sysiem and Fvlaihad For Pmt.e<:tim;g g ~f_T.emi:;.>u-*.er and a 'Ne:§wor‘a:
mm Hnsiiié: §i343‘¢.'nE0s:dah§e2.Fa")

 

Systelxz M_e_::h<::d_ For E’rezrmE§ng :2: C?-31ngm;:w ami 2. Network
Fznm Hostile: iZ.3mwEo:1dab1es

 
 

 
 
 

 

System zzmi Mc::tE3c:(i For Pmieming 2. C01‘£}j£AEf;€:" a :"«§r:t\:v0r}»:
Fmm Hustiie Qmmioadaizies

EL!‘ 129“.7?.S»‘ System: Iviethoai Fur Preieazting 3 Cfomgnatear and a I~£«:zwoLr1«:
From H<:sii‘ic Dawxaioadabies 

IT .r’€}9:S5{}94 Systezn rmd Methmi Fm Freteazting :2, LCfom;=uter agrzzi a Netwu1'§§_'§
From Huséiiis if):)wn§csadai3§t3s

s

Sysiczsm and Fviethod. F0; fiotectiizg at Cfomputex and. 3 NeE‘vV{3z‘k
Fran: Hesiiies D0wn§0ad2:¥:>Ees

Sysaam and Mczihoci For §3"r(ste(:t~i31g’ a C':mn;3u:<:r and a. Netwm-1=;
Fmsn H's3st.ik~: Dowmiazadabias

 
2-mm lr'C:‘\D0cum¢r_-is a-iii‘ Seifings‘a=,r_sr;ryb‘.i.nca! Sst?i:':gs\'!"s:x:pomry £.'-.1e::~.et f°5ies‘\.C?I.I{1\IP T-n1:1s'fL:r A,~3.1'-3c‘,:::<s::‘IJ}-."_3(.',.

OOOO58

 



000059

   

  

 

 
 

 

 

(?».:2umta'y." ?a.t.fApp. N9.    :-“=
oiHMff}

System: and Niatlncad Fm‘ Proiesfiimg 21 C(33i{3}'§L1‘£€i}' and 3 NewarkUK

Fmm H~z3St§.§2: ffiammfaadabies 

Metiaoci. and System. Eras‘ Copyright Protemimu 13:" Bégitai images
Transmitared Ow: Netwmis-gs\......,.............,.....w.

J 9')‘i323{}69.{}

  

_ €fiapyr§gi1aPrmr:ct§,0r1 "£3igit;:a?. Ixtnages "1‘raa1smitte‘:<3 Over‘ \'“r.:!;w<.\r§<s z  

Ivfmizad and Siystem For Cc:-n.t3'0.E‘ain;g; Use 2);" 3. ’i}3m3xn.ica1§.y Linkgezi

 S0f%.w;»m»: Li%aa'a1'y
‘,___................., ............................M.mmm*....W,.,.,_.____.__...;;

;' 7f;.S5,74~4 Cfnpyrighé ‘?ratect§ieIz offligitai Einasgea» Traszsmittad Over Networks 

 L, . Pvieihoci atasfi Sysi:-:1*:: Fez? C<:.p;wright Protectiaaa of I‘/3ig§t.a1 imagc-as
............... «W.......................

5.5. X 3. l,F1V6§},8IZ3 ?‘v'Set1“mci and S3:'si1i=n1 For i;‘.a:>py :?m‘:ecii<:»:1 of Diapiaytzzi fizataa iiazxzsaezxt

l
E
§ 
 

US. i 1Gi'141,3s?§§ §\33'et‘smd and figyzxtmm §*'or R.e:a.1~'1"ime Canéroi offimtazmeasizt Efintiug ,I i   

 

 

 

  

 

.« —«----------------------------- M---------------------

U 1' ?,135,3:?.f Exiatisad mad A33.-paraiusz For Prcwentirzg R-aussz. of ‘fext, Images, arid X‘
Safiwars Transmittacé Via LNetwa3'%cs

""""“‘“ ”““""““"'§""""““‘““ _ “‘“”'””""""""":
g IL 2'?s'}'9‘3 {3<:p;«‘ Prcstccmon

»~-~~~~~ -----------------------------------«~ -

EL »’ 127869 Ne’m.'0r?§ File C-0§3_3»‘ Froxsqiion ;

,7 §Ol'”:’€38._'3}2{3 ‘ M.e$hQ€§ and System Fer Bnlheddislg Messagzzss ‘s-‘Viihiii 1*}'.'1“'}"I~‘  

 

+................. ......................»w.—~w_...—_—_mm ----------——+_

3118, .«’ §1f2‘}3,¢3?S ifiiyszaam mad Method For 1z3specti:ng i}yr3a-mi-czaiij Gezxerzatecfii
' Exeazistzzbitz Cadiz
g_MwmmWM_.wWWw»u;mmmmWW, mWV............................_mmmmmmwWwm__m

3;U'.‘3.J ‘aiU?3S4,Eé€-33 §Sys§:<:m and Merihod Fur Enfmcirgg 3. Security iinntcxi on a
E I30.wn1e::.ciabE¢;

 
 
 

 
 
 

 

/' 12f} 753,592 Camguater S6-aus'ity Ixietizmi and System With Exzmi F:_3€£“;E‘.t31€?.<Z3{‘
’v'fla§§t<iatiaxa

US. i ]{3fEié'3fz'f?—{}":' System: agad ia!1€tt§3_0€§ For Appenciirzgg Se::a;-wiry Er:f0r1:r1ati0n ta Sazzrch

asRastaks
..................x.......... 

E? .r’ £368Z§f§{}S.O

.1

Eéystcxn and M¢:tb.c2-ti For Appenaiing S::curi$.g E5::f0r::n;1t§c-n tr.) Search
Engine Rasuiss

 Eyte~Di;~;tr:Tb;s1iun Ana1ys'  

 

1 1.«'Ci:‘.I}0cLet11<=r;£s; a::'d Stfit£*r:;3.s‘.:;m3rytx‘«Local S::i~:£ngs\Tcz1xpora.:3x Inteznztt FEERSXC-I.Ki‘(I§’ ‘§:’2msf€£ Age-:3men1.DGC
OOOO59



000060

Docket No. FIN0008-DIV1 PATENT

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

In re Patent Application of

David GRUZMAN, et al.

Serial No.: To Be Assigned Group Art Unit: To Be Assigned

Filed: Herewith Examiner: To Be Assigned

For: SYSTEM AND METHOD FOR INSPECTING DYNAMICALLY

GENERATED EXECUTABLE CODE

INFORMATION DISCLOSURE STATEMENT

UNDER 37 C.F.R. 1.97 AND 1.98

U.S. Patent and Trademark Office

Customer Window, Mail Stop Amendment

Randolph Building

401 Dulany Street

Alexandria , VA 22314

Sir:

In accordance with the requirements of 37 C.F.R. §§ 1.56, 1.97-1.98 and MPEP § 609,

the references noted on the attached Form PTO-1449 are hereby brought to the attention of the

Examiner.

No fees are believed to be necessary since the references cited in this statement are being

submitted before the First Office Action. However, the Commissioner is hereby authorized to

charge any additional fees which may be required, or to credit any overpayment, to Deposit

Account No. 50-4402.

The above information is presented so that the United States Patent and Trademark

Office may, in the first instance, determine any materiality thereof to the claimed invention. See

WDC_IMANAGE—1496663. 1
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U.S. Serial No.: To Be Assigned - 2 - Docket No. FIN0008-DIV1
Information Disclosure Statement

37 C.F.R. §§ l.l04(a) conferring the PTO duty to consider and use any such information. It is

respectfully requested that the information be expressly considered during the prosecution of this

application, and that the references be made of record therein and appear among the “References

Cited” on any patent to issue therefrom.

Respectfully submitted,

Date: June 9, 2010 By: /Dawn—Marz'e Bey — 44,442/

Dawn-Marie Bey

Registration No. 44,442
KING & SPALDING LLP

1700 Pennsylvania Avenue, N.W.
Suite 200

Washington, DC 20006

(202) 737-0500

15157/105014
Doc. No. 1496663

WDC_IMANAGE— 1 496663. 1
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Form PTO-1449 U.S. Department of Commerce _

(Rev. 2-32) Patent & Trademark Oflice Docket N0. Serlal N0.

FIN0008-DIV1 To Be AssignedINFORMATION DISCLOSURE STATEMENT

(Use several sheets ifnecessary)

Applicant

David GRUZMAN, et al.

GroupFiling Date

Herewith To Be Assigned

U.S. PATENT DOCUMENTS

Date Class Sub-

Class

Ben—Itzhak 726 24

Document Name

Number

Examiner

Initial

Filing Date
(if appropriate)

95

7,313,822 12/25/07 3/16/01

*
7/287,279 10/23/07

4/10/07

1/18/07

7/20/06

1/19/06

11/15/05

8/23/05

726 23

146

22

10/1/04

6/6/02

7/15/05

1/19/05

7/14/04

Touboul 711 1 18 2/27/03

11/27/00

5/19/05 23 6/18/03

8/12/04 190 2/6/03

8/5/04 McCorkenda1e, et 713 156 2/5/03

Bertman, et al.

*
7,203,934

* 2007/0016948

* 2006/0161981

2006/0015940

6,965,968

6,934,857

Souloglou, et al. 717

Dubrovsky, et al. 726

Sheth, et al. 726 22

*
Zamir, et al. 726 22

*

*
Bartleson, et al. 726 5

* 2005/0108562 Khazan, et al. 726

* 2004/0158729

*

Szor 713

2004/0153644

*
2004/0133796 7/8/04

8/22/02

8/7/01

12/26/00

7/18/00

1/3/03

2/14/02

11/9/99

1/29/97

11/6/97

Cohen, et al. 726 24

* 2002/0116635

*
Sheymov 726 24

6,272,641 J 726 24

23

Touboul 726 24

*
6,167,520 Touboul 726

*
6,092,194

>—t-:—‘

EXAMINER DATE CONSIDERED

EXAMINER: Initial if citation considered, whether or not citation is in conformance with MPEP 609; draw line through citation ifnot in conformance and not considered.
Include copy of this form with next communication.

U.S. PATENT DOCUMENTS CQNT’D.

* Reference cited in parent (Application Serial No. 11/298,475), and not provided herewith.
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Serial No. To Be Assigned (Docket No. FIN0008-DIV1) Page 2 of 2
Information Disclosure Statement

5,983,348 11/9/99 Ji 13 9/10/97

5,974,549 10/26/99 Golan 23 3/27/97

5,359,659 10/25/94 Rosenthal 24 6/19/92

FOREIGN PATENT DOCUMENTS

OTHER DOCUMENTS (Including Author, Title, Date, Pertinent Pages, Etc.)

International Search Report and Written Opinion for Application No. PCT/IL06/01430,

dated July 17, 2008, 9 pp.

Web printout from .iifill?/zflixixlfklii:iiiiiE12:_§§_QE?z}5,"§;€2E‘a§§2‘a1§=§}§i”?.?§3_§§i‘_‘_‘j_l.fi_§_€§» printed on 9/ 1 0/09, 6

PP-

Web printout from ;/,I"v».-*\.w.«‘.tin”an.Com/Sesure___webg__§21tevsFe,v.as printed on 9/10/09,

7 pp.

* Mark LaDue, “Hostile Applets Home Page,” 6 pp., printed 9/10/09

* Mark LaDue, “The Rube Goldberg Approach to Java Security,” 1998, 9 pp.

Mark LaDue, “Drowning in the Surf: A Review of Finj an Software’s SurfinShield 2.0,”

1997, 6 pp.

Mark LaDue, “With Trousers Down and Duke Exposed: How Finjan Software Handles

Criticism,” 1997, 5 pp.

Huang, et al., “Web Application Security Assessment by Fault Injection and Behavior

Monitoring,” ACM, 2003, 12 pp.
*

“Vital Security Web Applicance,” unknown author, unknown date, 7 pp.

EXAMINER DATE CONSIDERED

EXAMINER: Initial if citation considered, whether or not citation is in conformance with MPEP 609; draw line through citation ifnot in conformance and not considered.
Include copy of this form with next communication.

15157/105014
Doc. No. 1496653

* Reference cited in parent (Application Serial No. 11/298,475), and not provided herewith.
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Electronic Patent Application Fee Transmittal

—

SYSTEM AND METHOD FOR INSPECTING DYNAMICALLY GENERATED

Title of Invention: EXECUTABLE CODE

First Named Inventor/Applicant Name: David GRUZMAN, et al.

Attorney Docket Number: F|N0008-DIV1

Utility under 35 USC111(a) Filing Fees

Sub-Total in

USD($)

Miscellaneous-Filing:

Patent-Appeals-and-Interference:

Description Fee Code Quantity
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 Sufi:-3:3; In
Post-AIIowance-and-Post-Issuance:

Extension-of-Time:

Total in USD ($) 1090
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Electronic Acknowledgement Receipt

m

—

SYSTEM AND METHOD FOR INSPECTING DYNAMICALLY GENERATED

Title of Invention: EXECUTABLE CODE

I

—

Payment information:

Submitted with Payment yes—

—Authorized User BEY,DAWNMAR|E

The Director of the USPTO is hereby authorized to charge indicated fees and credit any overpayment as follows:

Charge any Additional Fees required under 37 C.F.R. Section 1.17 (Patent application and reexamination processing fees)

Additional Fees required under 37 C.F.R. Section 1.19 (Document supply fees)
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Charge any Additional Fees required under 37 C.F.R. Section 1.20 (Post Issuance fees)

Charge any Additional Fees required under 37 C.F.R. Section 1.21 (Miscellaneous fees and charges)

FHeLBfing:

Document . . File Size(Bytes)/ Multi Pages

FIN0008-D|V_Uti|ityTransmitta|.Transmittal of New A lication
pp pdf fbe2f2d41800d79617888f3a0856dfa28ca8

e1 Se

Information:

194846

F|N0008-D|V_Spec.pdf
b3c74725b089079f5b1f1ff0f4ea9cabf5057

Multipart Description/PDF files in .zip description

339183

Drawings-only black and white line
drawings 3c474b14c1533f68d78ac21949bcf47d26b

94b98

2356509
FlN0OO8-

D|V_ExecutedDec|aration.pdf 67b071ccd292e9b60723101b77079b76c5
1cb0b2

494208

Power of Attorney F|N0008-D|V_POA.pdf 7d54b62c89ed7c57d1f58d1073f1f6f525fb
e68:

Information:

_ _ _ 1321258
Asslgnee showing of ownership per 37 F|N0008-

CFR 3.73(b). D|V_373b_Assignment.pdf e66cfa0c4b2c263820c7719fc1cfc6b6c63cd
(b5

Information:

I I I I o
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. 102880
FIN0008-D|V_|DStransmItta|.

pdf
Transmittal Letter

99e5C385e3a6908ad9dd42l e66ecl 7Cf75l
b9ab7

Information:

109342
Information Disclosure Statement (IDS)

Filed (SB/08) FINOOO8-D|V_|DS1449.pdf 70e477dI edd I 9086fb6I I d02bfefaa28bea
I0dI 5

Information:

This is not an USPTO supplied IDS fillable form

Fee Worksheet (PTO-875) fee-info.pdf
005f53e2I 9437:8706a6dc0a4f8b22ffeec3

2ae

Information:

This Acknowledgement Receipt evidences receipt on the noted date by the USPTO ofthe indicated documents,

characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111

lfa new application is being filed and the application includes the necessary components for a filing date (see 37 CFR

1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this

Acknowledgement Receipt will establish the filing date of the application.

National Stage of an International Application under 35 U.S.C. 371

lfa timely submission to enter the national stage of an international application is compliant with the conditions of 35

U.S.C. 371 and other applicable requirements a Form PCT/DO/E0/903 indicating acceptance of the application as a

national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.

New International Application Filed with the USPTO as a Receiving Office

lfa new international application is being filed and the international application includes the necessary components for

an international filing date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number

and ofthe International Filing Date (Form PCT/R0/105) will be issued in due course, subject to prescriptions concerning

national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of

the application.
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PTO/SB/O6 (12-04)
Date: 06/14/10 Approved for use through 7/31/2006. OMB 0651-0032

US. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE

Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OMB control number
PATENT APPLICATION FEE DETERMINATION RECORD /'\l3D"C31i0n Or Docket Number '

Substitute for Form PTO-875 1 1 4  
  

 
  

 
 
 

 

SEARCH FEE

mamm»

2 - _

APPLICATION AS FILED _ PART I . , OTHER THAN
(Column 1) (Column 2) SMALL ENTITY OR SMALL Emm,

BASIC FEE .

(37 CFR 1.16(a), (b), or (c)) N/A
N/A

N/A

N/A

N/A N/A
(37 CFR 1.16(o), (p), or (q))

 

  

  
 

  
  
 

TOTAL CLAIMS

(37 CFR 1.16(i)) minus 20 OR >652
INDEPENDENT CLAIMS

I37 CFR 1.16<hl> ' minus 3 —_ “$2”
If the specification and drawings exceed 100

APPLICATION SIZE sheets of paper, the application size tee due is
FEE $260 ($130 for small entity) for each additional

(37 CFR 1.16(s)) 50 sheets or fraction thereof. See35 U.S.C. 41(a)(1)(G) and 37 CFR

MULTIPLE DEPENDENT CLAIM PRESENT (37 CFR 1.16(j))

* If the difference in column 1 is less than zero, enter "0" in column 2. TOTAL

APPLICATION AS AMENDED — PART II A. ‘ . OTHER THAN
SMALL ENTITY

 (Column 1) (Column 2) (Column 3)
HIGHEST
NUMBER

PREVIOUSLY
PAID FOR

  

  
 

 

 

  

CLAIMS
REMAINING

AFTER ‘RATE (s)

(37 CFR 1.16(i))
Independent
i
Application Size Fee (37 CFR 1.16(s))
FIRST PRESENTATION OF MULTIPLE DEPENDENT CLAIM (37 CFR 1.16(j))

 AMENDMENTA
  

 
 
 
 

  
(Column -1) (Column 2) (Column 3) OR - -

CLAIMS HIGHEST
REMAINING NUMBER

'-'° AFTER PREVIOUSLY RATE (5)
'5 AMENDMENT PAID FOR ,

Q (37 CFR 145(1))E_ °R E-
5 (37 CFR1.16(h)) oR
‘'1 Application Size Fee (37 CFR 1.16(s)) __

FIRST PRESENTATION OF MULTIPLE DEPENDENT CLAIM (37 CFR 1.16(j)) OR WA —
TOTAL

OR ADD'T FEE

 

 
   

* If the entry in column 1 is less than the entry in column 2, write "0' in column 3.
*" If the “Highest Number Previously Paid For" IN THIS SPACE is less than 20, enter "20".

”"* If the “Highest Number Previously Paid Fol” IN THIS SPACE is less than 3, enter "3".
Ihe ‘Highest Number Previously Paid For (total or Independent) is the highest number found in the appropriate box in column 1.

This Collection of information is required by 37 CFR 1.16. The information is required to obtain or retain a benefit by the public which is to file (and by the
USPTO to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.14. This collection is estimated to take 12 minutes to Complete,
including gathering, preparing, and submitting the completed application form to the USPTO. Time will vary depending upon the individual case. Any comments
on the amount of time you require to complete this form andlor suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent
and Trademark Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450., DO NOT SEND FEES OR COMPLETED FORMS TO THIS
ADDRESS. SEND TO: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450.

 

If you need assistance in completing the fonn, ca/I 1-800—PTO-9199 and select option 2.
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