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PATENT DOCKET NO. FIN0008-DIV1

SYSTEM AND METHOD FOR INSPECTING DYNAMICALLY GENERATED
EXECUTABLE CODE

FIELD OF THE INVENTION

[0001] The present invention relates to computer security, and more particularly to

protection against malicious code such as computer viruses.
BACKGROUND OF THE INVENTION

[0002] Computer viruses have been rampant for over two decades now. Computer viruses
generally come in the form of executable code that performs adverse operations, such as
modifying a computer's operating system or file system, damaging a computer's hardware or
hardware interfaces, or automatically transmitting data from one computer to another.
Generally, computer viruses are generated by hackers willfully, in order to exploit computer
vulnerabilities. However, viruses can also arise by accident due to bugs in software

applications.

[0003]  Originally computer viruses were transmitted as executable code inserted into files.
As each new viruses was discovered, a signature of the virus was collected by anti-virus
companies and used from then on to detect the virus and protect computers against it. Users
began routinely scanning their file systems using anti-virus software, which regularly

updated its signature database as each new virus was discovered.

[0004]  Such anti-virus protection is referred to as "reactive", since it can only protect in

reaction to viruses that have already been discovered.

[0005]  With the advent of the Internet and the ability to run executable code such as
scripts within Internet browsers, a new type of virus formed; namely, a virus that enters a
computer over the Internet and not through the computer's file system. Such Internet viruses
can be embedded within web pages and other web content, and begin executing within an
Internet browser as soon as they enter a computer. Routine file scans are not able to detect

such viruses, and as a result more sophisticated anti-virus tools had to be developed.
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PATENT DOCKET NO. FIN0008-DIV1

[0006] Two generic types of anti-virus applications that are currently available to protect
against such Internet viruses are (i) gateway security applications, and (ii) desktop security
applications. Gateway security applications shield web content before the content is
delivered to its intended destination computer. Gateway security applications scan web
content, and block the content from reaching the destination computer if the content is
deemed by the security application to be potentially malicious. In distinction, desktop
security applications shield against web content after the content reaches its intended

destination computer.

[0007] Moreover, in addition to reactive anti-virus applications, that are based on
databases of known virus signatures, recently "proactive" antivirus applications have been
developed. Proactive anti-virus protection uses a methodology known as "behavioral
analysis" to analyze computer content for the presence of viruses. Behavior analysis is used
to automatically scan and parse executable content, in order to detect which computer
operations the content may perform. As such, behavioral analysis can block viruses that
have not been previously detected and which do not have a signature on record, hence the

name "proactive”.

[0008]  Assignee's US Patent No. 6,092,194 entitled SYSTEM AND METHOD FOR
PROTECTING A COMPUTER AND A NETWORK FROM HOSTILE
DOWNLOADABLES, the contents of which are hereby incorporated by reference, describes
gateway level behavioral analysis. Such behavioral analysis scans and parses content
received at a gateway and generates a security profile for the content. A security profile is a
general list or delineation of suspicious, or potentially malicious, operations that executable
content may perform. The derived security profile is then compared with a security policy
for the computer being protected, to determine whether or not the content's security profile
violates the computer's security policy. A security policy is a general set of simple or
complex rules, that may be applied logically in series or in parallel, which determine whether
or not a specific operation is permitted or forbidden to be performed by the content on the
computer being protected. Security policies are generally configurable, and set by an

administrator of the computer that are being protected.
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PATENT DOCKET NO. FIN0008-DIV1

[0009]  Assignee’s US Patent No. 6,167,520 entitled SYSTEM AND METHOD FOR
PROTECTING A CLIENT DURING RUNTIME FROM HOSTILE DOWNLOADABLES,
the contents of which are hereby incorporated by reference, describes desktop level
behavioral analysis. Desktop level behavioral analysis is generally implemented during run-
time, while a computer's web browser is processing web content received over the Internet.
As the content is being processed, desktop security applications monitor calls made to critical
systems of the computer, such as the operating system, the file system and the network
system. Desktop security applications use hooks to intercept calls made to operating system
functions, and allow or block the calls as appropriate, based on the computer's security

policy.

[00010] Each of the various anti-virus technologies, gateway vs. desktop, reactive vs.
proactive, has its pros and cons. Reactive anti-virus protection is computationally simple and
fast; proactive virus protection is computationally intensive and slower. Reactive anti-virus
protection cannot protect against new "first-time" viruses, and cannot protect a user if his
signature file is out of date; proactive anti-virus protection can protect against new "first-
time" viruses and do not require regular downloading of updated signature files. Gateway
level protection keeps computer viruses at a greater distance from a local network of
computers; desktop level protection is more accurate. Desktop level protection is generally
available in the consumer market for hackers to obtain, and is susceptible to reverse

engineering; gateway level protection is not generally available to hackers.

[00011] Reference is now made to FIG. 1, which is a simplified block diagram of prior art
systems for blocking malicious content, as described hereinabove. The topmost system
shown in FIG. 1 illustrates a gateway level security application. The middle system shown in
FIG. 1 illustrates a desktop level security application, and the bottom system shown in FIG. 1

illustrates a combined gateway + desktop level security application.

[00012] The topmost system shown in FIG. 1 includes a gateway computer 105 that
receives content from the Internet, the content intended for delivery to a client computer 110.

Gateway computer 105 receives the content over a communication channel 120, and gateway
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PATENT DOCKET NO. FIN0008-DIV1

computer communicates with client computer 110 over a communication channel 125.
Gateway computer 105 includes a gateway receiver 135 and a gateway transmitter 140.
Client computer 110 includes a client receiver 145. Client computer generally also has a

client transmitter, which is not shown.

[00013] Client computer 110 includes a content processor 170, such as a conventional web
browser, which processes Internet content and renders it for interactive viewing on a display
monitor. Such Internet content may be in the form of executable code, JavaScript, VBScript,

Java applets, ActiveX controls, which are supported by web browsers.

[00014] Gateway computer 105 includes a content inspector 174 which may be reactive or
proactive, or a combination of reactive and proactive. Incoming content is analyzed by
content inspector 174 before being transmitted to client computer 110. If incoming content
is deemed to be malicious, then gateway computer 105 preferably prevents the content from
reaching client computer 110. Alternatively, gateway computer 105 may modify the content
so as to render it harmless, and subsequently transmit the modified content to client computer

110.

[00015] Content inspector 174 can be used to inspect incoming content, on its way to client
computer 110 as its destination, and also to inspect outgoing content, being sent from client

computer 110 as its origin.

[00016] The middle system shown in FIG. 1 includes a gateway computer 105 and a client
computer 110, the client computer 110 including a content inspector 176. Content inspector
176 may be a conventional Signature-based anti-virus application, or a run-time behavioral

based application that monitors run-time calls invoked by content processor 170 to operating

system, file system and network system functions.

[00017] The bottom system shown in FIG. 1 includes both a content inspector 174 at
gateway computer 105, and a content inspector 176 at client computer 110. Such a system
can support conventional gateway level protection, desktop level protection, reactive anti-

virus protection and proactive anti-virus protection.
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[00018] As the hacker vs. anti-virus protection battle continues to wage, a newer type of
virus has sprung forward; namely, dynamically generated viruses. These viruses are
themselves generated only at run-time, thus thwarting conventional reactive analysis and
conventional gateway level proactive behavioral analysis. These viruses take advantage of
features of dynamic HTML generation, such as executable code or scripts that are embedded

within HTML pages, to generate themselves on the fly at runtime.

[00019] For example, consider the following portion of a standard HTML page:

<IDOCTYPE HTML PUBLIC "-//W3C//DTD HTML 4.0 Transitional//EN">
<HTML>
<SCRIPT LANGUAGE="JavaScript'">

document.write(""<hl>text that is generated at run-time</hl>");

</SCRIPT>
<BODY>

</BODY>
</HTML>

The text within the <SCRIPT> tags is JavaScript, and includes a call to the standard function
document.write(), which generates dynamic HTML. In the example above, the function
document.write() is used to generate HTML header text, with a text string that is generated at

run-time. If the text string generated at run-time is of the form
<SCRIPT>malicious JavaScript</SCRIPT>

then the document.write() function will insert malicious JavaScript into the HTML page that
is currently being rendered by a web browser. In turn, when the web browser processes the

inserted text, it will perform malicious operations to the client computer.
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[0020]  Such dynamically generated malicious code cannot be detected by conventional
reactive content inspection and conventional gateway level behavioral analysis content
inspection, since the malicious JavaScript is not present in the content prior to run-time. A
content inspector will only detect the presence of a call to Document.write() with input text
that is yet unknown. If such a content inspector were to block all calls to Document.write()
indiscriminately, then many harmless scripts will be blocked, since most of the time calls to

Document.write() are made for dynamic display purposes only.

[0021] US Patent Nos. 5,983,348 and 6,272,641, both to Ji, describe reactive client level
content inspection, that modifies downloaded executable code within a desktop level anti-
virus application. However, such inspection can only protect against static malicious

content, and cannot protect against dynamically generated malicious content.

[0022]  Desktop level run-time behavioral analysis has a chance of shielding a client
computer against dynamically generated malicious code, since such code will ultimately
make a call to an operating system function. However, desktop anti-virus protection has a
disadvantage of being widely available to the hacker community, which is always eager to
find vulnerabilities. In addition, desktop anti-virus protection has a disadvantage of requiring

installation of client software.

[0023]  As such, there is a need for a new form of behavioral analysis, which can shield
computers from dynamically generated malicious code without running on the computer

itself that is being shielded.

SUMMARY OF THE DESCRIPTION

[0024]  The present invention concerns systems and methods for implementing new
behavioral analysis technology. The new behavioral analysis technology affords protection
against dynamically generated malicious code, in addition to conventional computer viruses

that are statically generated.

[0025] The present invention operates through a security computer that is preferably

remote from a client computer that is being shielded while processing network content.
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During run-time, while processing the network content, but before the client computer
invokes a function call that may potentially dynamically generate malicious code, the client
computer passes the input to the function to the security computer for inspection, and
suspends processing the network content pending a reply back from the security computer.
Since the input to the function is being passed at run-time, it has already been dynamically
generated and 1s thus readily inspected by a content inspector. Referring to the example
above, were the input to be passed to the security computer prior to run-time, it would take
the form of indeterminate text; whereas the input passed during run-time takes the

determinate form
<SCRIPT>malicious JavaScript</SCRIPT>,

which can readily be inspected. Upon receipt of a reply from the security computer, the
client computer resumes processing the network content, and knows whether to by-pass the

function call invocation.

[0026] To enable the client computer to pass function inputs to the security computer and
suspend processing of content pending replies from the security computer, the present
invention operates by replacing original function calls with substitute function calls within

the content, at a gateway computer, prior to the content being received at the client computer.

[0027] The present invention also provides protection against arbitrarily many recursive
levels of dynamic generation of malicious code, whereby such code is generated via a series

of successive function calls, one within the next.

[0028] By operating through the medium of a security computer, the present invention
overcomes the disadvantages of desktop anti-virus applications, which are available to the
hacker community for exploit. Security applications embodying the present invention are

concealed securely within managed computers.

[0029]  There is thus provided in accordance with a preferred embodiment of the present
invention a method for protecting a client computer from dynamically generated malicious

content, including receiving at a gateway computer content being sent to a client computer
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for processing, the content including a call to an original function, and the call including an
input, modifying the content at the gateway computer, including replacing the call to the
original function with a corresponding call to a substitute function, the substitute function
being operational to send the input to a security computer for inspection, transmitting the
modified content from the gateway computer to the client computer, processing the modified
content at the client computer, transmitting the input to the security computer for inspection
when the substitute function is invoked, determining at the security computer whether it is
safe for the client computer to invoke the original function with the input, transmitting an
indicator of whether it is safe for the client computer to invoke the original function with the
input, from the security computer to the client computer, and invoking the original function
at the client computer with the input, only if the indicator received from the security

computer indicates that such invocation is safe.

[0030] There is further provided in accordance with a preferred embodiment of the present
invention a system for protecting a client computer from dynamically generated malicious
content, including a gateway computer, including a gateway receiver for receiving content
being sent to a client computer for processing, the content including a call to an original
function, and the call including an input, a content modifier for modifying the received
content by replacing the call to the original function with a corresponding call to a substitute
function, the substitute function being operational to send the input to a security computer for
inspection, and a gateway transmitter for transmitting the modified content from the gateway
computer to the client computer, a security computer, including a security receiver for
receiving the input from the client computer, an input inspector for determining whether it is
safe for the client computer to invoke the original function with the input, and a security
transmitter for transmitting an indicator of the determining to the client computer, and a
client computer communicating with the gateway computer and with the security computer,
including a client receiver for receiving the modified content from the gateway computer,
and for receiving the indicator from the security computer, a content processor for processing

the modified content, and for invoking the original function only if the indicator indicates
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that such invocation is safe; and a client transmitter for transmitting the input to the security

computer for inspection, when the substitute function is invoked.

[0031] There is yet further provided in accordance with a preferred embodiment of the
present invention a computer-readable storage medium storing program code for causing at
least one computing device to receive content including a call to an original function, and the
call including an input, replace the call to the original function with a corresponding call to a
substitute function, the substitute function being operational to send the input for inspection,
thereby generating modified content, process the modified content, transmit the input for
inspection, when the substitute function is invoked while processing the modified content,
and suspend processing of the modified content, determine whether it is safe to invoke the
original function with the input, transmit an indicator of whether it is safe for a computer to
invoke the original function with the input, and resume processing of the modified content
after receiving the indicator, and invoke the original function with the input only if the

indicator indicates that such invocation is safe.

[0032] There is additionally provided in accordance with a preferred embodiment of the
present invention a method for protecting a client computer from dynamically generated
malicious content, including receiving content being sent to a client computer for processing,
the content including a call to an original function, and the call including an input, modifying
the content, including replacing the call to the original function with a corresponding call to a
substitute function, the substitute function being operational to send the input to a security
computer for inspection, and transmitting the modified content to the client computer for

processing.

[0033] There is moreover provided in accordance with a preferred embodiment of the
present invention a system for protecting a client computer from dynamically generated
malicious content, including a receiver for receiving content being sent to a client computer
for processing, the content including a call to an original function, and the call including an
input, a content modifier for modifying the received content by replacing the call to the

original function with a corresponding call to a substitute function, the substitute function
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being operational to send the input to a security computer for inspection, and a transmitter for

transmitting the modified content to the client computer.

[0034]  There is further provided in accordance with a preferred embodiment of the present
invention a computer-readable storage medium storing program code for causing a
computing device to receive content including a call to an original function, and the call
including an input, and replace the call to the original function with a corresponding call to a

substitute function, the substitute function being operational to send the input for inspection.

[0035] There is yet further provided in accordance with a preferred embodiment of the
present invention a method for protecting a client computer from dynamically generated
malicious content, including receiving content being sent to a client computer for processing,
the content including a call to an original function, and the call including an input, modifying
the content, including replacing the call to the original function with a corresponding call to a
substitute function, the substitute function being operational to send the input for inspection,
transmitting the modified content to the client computer for processing, receiving the input
from the client computer, determining whether it is safe for the client computer to invoke the
original function with the input, and transmitting to the client computer an indicator of

whether it is safe for the client computer to invoke the original function with the input.

[0036] There is additionally provided in accordance with a preferred embodiment of the
present invention a system for protecting a client computer from dynamically generated
malicious content, including a receiver (i) for receiving content being sent to a client
computer for processing, the content including a call to an original function, and the call
including an input, and (ii) for receiving the input from the client computer, a content
modifier for modifying the received content by replacing the call to the original function with
a corresponding call to a substitute function, the substitute function being operational to send
the input for inspection, an input inspector for determining whether it is safe for the client
computer to invoke the original function with the input, and a transmitter (i) for transmitting
the modified content to the client computer, and (i1) for transmitting an indicator of the

determining to the client computer.
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[0037] There is moreover provided in accordance with a preferred embodiment of the
present invention a computer-readable storage medium storing program code for causing a
computing device to receive content including a call to an original function, and the call
including an input, replace the call to the original function with a corresponding call to a
substitute function, the substitute function being operational to send the input for inspection,

and determine whether it is safe for a computer to invoke the original function with the input.

[0038] There is further provided in accordance with a preferred embodiment of the present
invention a method for protecting a computer from dynamically generated malicious content,
including processing content received over a network, the content including a call to a first
function, and the call including an input, transmitting the input to a security computer for
inspection, when the first function is invoked, receiving from the security computer an
indicator of whether it is safe to invoke a second function with the input, and invoking the

second function with the input, only if the indicator indicates that such invocation is safe.

[0039] There is yet further provided in accordance with a preferred embodiment of the
present invention a system for protecting a computer from dynamically generated malicious
content, including a content processor (i) for processing content received over a network, the
content including a call to a first function, and the call including an input, and (ii) for
invoking a second function with the input, only if a security computer indicates that such
invocation is safe, a transmitter for transmitting the input to the security computer for
inspection, when the first function is invoked, and a receiver for receiving an indicator from

the security computer whether it is safe to invoke the second function with the input.

[0040] There is additionally provided in accordance with a preferred embodiment of the
present invention a computer-readable storage medium storing program code for causing a
computing device to process content received over a network, the content including a call to
a first function, and the call including an input, transmit the input for inspection, when the
first function is invoked, and suspend processing of the content, receive an indicator of

whether it is safe to invoke a second function with the input, and resume processing of the
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content after receiving the indicator, and invoke the second function with the input only if the

indicator indicates that such invocation is safe.

[0041] There is moreover provided in accordance with a preferred embodiment of the
present invention a method for protecting a client computer from dynamically generated
malicious content, including receiving an input from a client computer, determining whether
it is safe for the client computer to invoke a function with the input, and transmitting an

indicator of the determining to the client computer.

[0042] There is further provided in accordance with a preferred embodiment of the present
invention a system for protecting a client computer from dynamically generated malicious
content, including a receiver for receiving an input from a client computer, an input inspector
for determining whether it 1s safe for the client computer to invoke a function with the input,

and a transmitter for transmitting an indicator of the determining to the client computer.

[0043] There is further provided in accordance with a preferred embodiment of the present
invention a computer-readable storage medium storing program code for causing a
computing device to receive an input from a computer, determine whether it is safe for the
computer to invoke a function with the input, and transmit an indicator of the determination

to the computer.

[0044] The following definitions are employed throughout the specification and claims.
SECURITY POUCY - a set of one or more rules that determine whether or not a requested
operation is permitted. A security policy may be explicitly configurable by a computer
system administrator, or may be implicitly determined by application defaults.
SECURITY PROFILE - information describing one or more suspicious operations

performed by executable software.

BRIEF DESCRIPTION OF THE DRAWINGS
[0045] The present invention will be more fully understood and appreciated from the

following detailed description, taken in conjunction with the drawings in which:
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[0046] FIG. 1 is a simplified block diagram of prior art systems for blocking malicious

content;

[0047] FIG. 2 is a simplified block diagram of a system for protecting a computer from
dynamically generated malicious executable code, in accordance with a preferred

embodiment of the present invention;

[0048] FIG. 3 is a simplified flowchart of a method for protecting a computer from
dynamically generated malicious executable code, in accordance with a preferred

embodiment of the present invention;

[0049] FIG. 4 is a simplified block diagram of a system for protecting a computer from
dynamically generated malicious executable code, in which the gateway computer itself
performs the code inspection, in accordance with a preferred embodiment of the present

invention; and

[0050] FIG. 5 1s a simplified flowchart of a method for protecting a computer from
dynamically generated malicious executable code, whereby the gateway computer itself
performs the code inspection, in accordance with a preferred embodiment of the present

invention.

DETAILED DESCRIPTION

[0051] The present invention concerns systems and methods for protecting computers

against dynamically generated malicious code.

[0052] Reference is now made to FIG. 2, which is a simplified block diagram of a system
for protecting a computer from dynamically generated malicious executable code, in
accordance with a preferred embodiment of the present invention. Three major components
of the system are a gateway computer 205, a client computer 210, and a security computer
215. Gateway computer 220 receives content from a network, such as the Internet, over a
communication channel 220. Such content may be in the form of HTML pages, XML

documents, Java applets and other such web content that is generally rendered by a web
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browser. Client computer 210 communicates with gateway computer 205 over a
communication channel 225, and communicates with security computer 215 over a
communication channel 230. Gateway computer 205 receives data at gateway receiver 235,
and transmits data at gateway transmitter 240. Similarly, client computer 210 receives data
at client receiver 245, and transmits data at client transmitter 250; and security computer 215

receives data at security receiver 260 and transmits data at security transmitter 265.

[0053] It will be appreciated by those skilled in the art that the network topology of FIG.
2 is shown as a simple topology, for purposes of clarity of exposition. However, the present
invention applies to general architectures including a plurality of client computers 210 that
are services by one or more gateway computers 205, and by one or more security computers
215. Similarly, communication channels 220, 225 and 230 may each be multiple channels

using standard communication protocols such as TCP/IP.

[0054] Moreover, the functionality of security computer 215 may be included within
gateway computer 205. Such a topology is illustrated in FIG. 4.

[0055] The computers shown in FIG. 2 also include additional processing modules, each
of which is described in detail hereinbelow. Gateway computer 205 includes a content
modifier 265, client computer 210 includes a content processor 270, and security computer
215 includes an inspector 275, a database of client security policies 280, and an input

modifier 285.

[0056] Content modifier 265 preferably modifies original content received by gateway
computer 205,and produces modified content, which includes a layer of protection to combat
dynamically generated malicious code. Specifically, content modifier 265 scans the original

content and identifies function calls of the form
Function (input), (1)

Content modifier 265 further modifies selected ones of the function calls (1) to

corresponding function calls
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Substitute function (input, *), (2)

whereby the call to Function() has been replaced with a call to Substitute function(). 1t is
noted that the input intended for the original function is also passed to the substitute function,

along with possible additional input denoted by "*".

[0057] It will be appreciated by those skilled in the art that content modifier 265 may
modify all detected function calls, or only a portion of the detected function calls. Functions
that are known to be safe, regardless of their inputs, need not be modified by content
modifier 265. Similarly, functions that are not passed any inputs when invoked and are

known to be safe, also need not be modified by content modifier 265.

[0058]  Preferably, when call (2) is made, the substitute function sends the input to security
computer 215 for inspection. Preferably, content modifier 265 also inserts program code for
the substitute function into the content, or a link to the substitute function. Such a substitute

function may be of the following general form shown in TABLE 1.

TABLE 1I: Generic substitute function

Function Substitute function(input)

{
inspection_result = Call_security computer to_inspect (
input, ID_of client computer);
if (inspection_result)
Original function(input)
else
//do nothing
}
WDC_IMANAGE-1496219.1 15 0of 31
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Preferably, the above function call security computer to_inspect() passes the input intended
for the original function to security computer 215 for inspection by inspector 275. In
addition, an 1D of client computer 210 is also passed to security computer 215. When
security computer services many such client computers 210 at once, it uses such IDs to
determine where to return its results. For example, the ID may correspond to a network
address of client computer 210. When security computer 215 services many such client

computers 210 at once, it uses the IDs to determine where to return each of its many results.

[0059] Optionally, the substitute function may pass additional parameters to security
computer 215, such as the name of the original function, or security policy information as

described hereinbelow with reference to database 280.

[0060] The function call security _computer to_inspect() preferably returns an indicator,
inspection_result, of whether it is safe for client computer 210 to invoke the original function
call (1). The indicator may be a Boolean variable, or a variable with more than two settings
that can carry additional safety inspection information. In addition, as described hereinbelow
with reference to input modifier 285, the function call _security computer to_inspect() may
modify the input, and return to client computer 210 modified input to be used when invoking
the original function call (1), instead of the original input. Use of input modifier 285 protects
client computer 210 against recursively generated malicious code whereby the input itself to

a first function generates a call to a second function.

[0061] For example, suppose a portion of the original content is of the form shown in

TABLE II.
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TABLE II: Example original content

<IDOCTYPE HTML PUBLIC "-//w3c//DTD HTML 4.0 Transitional//EN">
<HTML>

<SCRIPT LANGUAGE="JavaScript"
<!

Document.write("'<hI>hello</hI>");

</SCRIPT>
<BODY>

</BODY>
</HTML>

Preferably, content modifier 265 alters the original content in TABLE II to the modified
form shown in TABLE III. Specifically, content modifier 265 substitutes the call to the
standard function Document.write(), with a call to the substitute function
Substitute_document.write(), and inserts the function definition for the substitute function
into the content. The standard function Document. write() generally writes lines of HTML

and inserts them into the HTML page currently being processed by a client web browser.
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Table I1I: Example modified content

<IDOCTYPE HTML PUBLIC "-//w3¢//DTD HTML 4.0 Transitional//EN >
<HTML>

<SCRIPT LANGUAGE="JavaScript
<!

Function Substitute document.write(text)

{
inspection_result = Call_security computer to_inspect(text);
if inspection_result
Document.write(text)
Else
//do nothing
}
Substitute document.write("'<hl>hello</hI>");
</SCRIPT>
<BODY>
</BODY>
</HTML>

[0062]  Content processor 270 processes the modified content generated by content
modifier 265. Content processor may be a web browser running on client computer 210.
When content processor invokes the substitute function call (2), the input is passed to
security computer 215 for inspection. Processing of the modified content is then suspended
until security computer 215 returns its inspection results to client computer 210. Upon
receiving the inspection results, client computer 210 resumes processing the modified
content. If inspection_result is true, then client computer 210 invokes the original function

call (1); otherwise, the client computer 210 does not invoke the original function call (1).
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[0063] Security computer 215 may also modify the input that is passed to it by the
substitute function. In such case, client computer 210 invokes the original function with such

modified input, instead of the original input, after receiving the inspection results.

[0064] Input inspector 275 analyzes the input passed to security computer 215 by client
computer 210; specifically, the input passed when client computer 210 invokes the function
call (2). Generally, input inspector 275 scans the input to determine the potentially malicious
operations that it may perform, referred to as the input's "security profile". Such potentially
malicious operations can include inter alia operating system level commands, file system
level commands, network level commands, application level commands, certain URLs with
hyperlinks, and applets already known to be malicious. Security profiles are described in
assignee’s US Patent No. 6,092,194 entitled SYSTEM AND METHOD FOR PROTECTING
A COMPUTER AND A NETWORK FROM HOSTILE DOWNLOADABLES, the contents
of which are hereby incorporated by reference. Security profiles encompass access control

lists, trusted/un-trusted certificates, trusted/un-trusted URLS, and trusted/un-trusted content.

[0065]  After determining a security profile for the input, inspector 275 preferably retrieves
information about permission settings for client computer 210, referred to as client

1o !

computer's "security policy". Such permission settings are generally set by an administrator
of client computer 210, and determine which commands are permitted to be performed by
content processor 270 while processing content, and which commands are not permitted.
Security policies are also described in assignee’s US Patent No. 6,092,194, Security policies
are flexible, and are generally set by an administrator of client computer 210. Preferably,
security computer 215 has accesses to a database 280 of security profile information for a
plurality of client computers. Database 280 may reside on security computer 215, or on a

different computer.

[0066] By comparing the input's security policy to client computer 210's security profile,
input inspector 275 determines whether it is safe for client computer 210 to make the
function call (1). Security computer 215 sends back to client computer 210 an indicator,

inspection_result, of the inspector's determination. Comparison of a security policy to a
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security profile is also described in assignee's US Patent No. 6,092,194. Security policies
may include simple or complex logical tests for making a determination of whether or not an

input is safe.

[0067] For example, suppose the content is an HTML page, and the function call (1) is the

following JavaScript:
Document.write("<hI><SCRIPT>Some JavaScript</SCRIPT></h]>") 3)

Such a function call serves to instruct content processor 270 to insert the text between the
<h1> header tags into the HTML pages; namely the text <SCRIPT>JavaScript</SCRIPT>
which itself invokes the JavaScript between the <SCRIPT> tags. It is noted that the function
call (1) uses a function Document.write() that is normally considered to be safe. Indeed, the
function Document.write() does not access client computer 210's operating system or file
system and does not send or receive data outside of client computer 210. Moreover, the
input in the call (3) to Document.write() may itself be dynamically generated, and not
available for inspection prior to processing the HTML page. That is, the call may be of the
form

Document.write("content that is dynamically generated at run-time"),

where input to Document.write() may be in the form of a text string that itself is dynamically
generated at run-time. Generally, such a function call cannot be analyzed successfully by

behavioral based anti-virus software prior to run-time.

[0068] However, when input inspector 275 receives the input from client computer during
run-time, after client computer has invoked the substitute call (2), the input has already been
dynamically generated by content processor 270 and can thus be readily analyzed. Referring
to the example above, when client computer 210 invokes the substitute call (2), it passes the

input string

"<hI><SCRIPT>JavaScript</SCRIPT></h]>" 4)
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to security computer 215. This string is then analyzed by input inspector 275, which
recognizes the JavaScript and scans the JavaScript to determine any potentially malicious
operations it includes. If potentially malicious operations are detected, and if they violate
client computer 210's security policy, then inspector 275 preferably sets inspection_result to

false. Otherwise, inspector 275 preferably sets inspection_result to true.

[0069] It may thus be appreciated by those skilled in the art that input inspector 275 is

able to detect malicious code that is generated at runtime.

[0070] Malicious code may be generated within further recursive levels of function calls.
For example, instead of the function call (3), which invokes a single function to dynamically
generate JavaScript, two levels of function calls may be used. Consider, for example, the

recursive function
call
Document.write("<hI>Docurnent.write(
“<hI><SCRIPT>Some JavaScript</SCRIPT></hI>") </h]>") &)

Such a function call first calls Document.write() to generate the function call (3), and then
calls Document.write() again to generate the JavaScript. If the inputs to each of the
Document.write() invocations in (5) are themselves dynamically generated at run-time, then

one pass through input inspector may not detect the JavaScript.

[0071]  To this end, input inspector 275 preferably passes inputs it receives to input
modifier 285, prior to scanning the input. Input modifier preferably operates similar to
content modifier 265, and replaces function calls detected in the input with corresponding
substitute function calls. Referring to the example above, when client computer 210 invokes

the outer call to Document.write() in (5), the input ext string

"<hI>Document.write(
"<h]><SCRIPT>Some JavaScript</SCRIPT></hI>")</h]>" (6)
WDC_IMANAGE-1496219.1 21 of 31
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is passed to security computer 215. Input modifier 285 detects the inner function call to
Document.write() and replaces it with a corresponding substitute function call of the form
(2). Input inspector 275 then inspects the modified input. At this stage, if the input to the
inner call to Document.write() has not yet been dynamically generated, input inspector may
not detect the presence of the JavaScript, and thus may not set inspection result to false if
the JavaScript is malicious. However, security computer 215 returns the modified input to
client computer 210. As such, when content processor 270 resumes processing, it adds the
modified input into the HTML page. This guarantees that when content processor 270
begins to process the modified input, it will again invoke the substitute function for
Document.write(), which in turn passes the input of the inner Document.write() call of (5) to
security computer 215 for inspection. This time around input inspector 275 is able to detect

the presence of the JavaScript, and can analyze it accordingly.

[0072] It may thus be appreciated by those skilled in the art that when input modifier 285
supplements input inspector 275, inspector 275 has sufficient logic to be able to detect

malicious code that is generated recursively at run-time.

[0073] In addition to inspecting inputs, security computer 215 preferably maintains an
event log of potential security breaches. When input inspector 275 determines that an input
is riot safe, security computer 215 enters information about the input and client computer

210 into a log that is available for review by an administrator of client computer 210.

[0074] In accordance with a preferred embodiment of the present invention, it is
anticipated that many client computers 210 use the same security computer 215 for
protection. Each client computer may independently send inputs to security computer 215
for inspection. Security computer 215 may use cache memory to save results of inspection,
so0 as to obviate the need to analyze the same input more than once. Use of cache memory
when working with a plurality of security policies is described in assignee's US Patent No.

6,965,968 entitled POLICY-BASED CACHING.

[0075]  Similarly, it is anticipated that gateway computer 205 services many client

computers 210. Gateway computer may include its own content inspector, which is useful
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for detecting malicious content that is not dynamically generated, as described in assignee's

US Patent No. 6,092,194,

[0076] It may be appreciated that substitute functions as in TABLE I may also pass the
name of the original function to the security computer. That is, the call to

Call security computer to_inspect() may also a variable, say name_of function, so that
input inspector 275 can determine whether it is safe to invoke the specific original function
with the input. In this way, input inspector 275 can distinguish between different functions

with the same input.

[0077] Reference is now made to FIG. 3, which is a simplified flowchart of a method for
protecting a computer from dynamically generated malicious executable code, in accordance
with a preferred embodiment of the present invention. The leftmost column of FIG. 3 shows
steps performed by a gateway computer, such as gateway computer 205. The middle column
of FIG. 3 shows steps performed by a client computer, such as client computer 210. The
rightmost column of FIG. 3 shows steps performed by a security computer, such as security

computer 215.

[0078] At step 304, the gateway computer receives content from a network, the content on
its way for delivery to the client computer. Such content may be in the form of an HTML
web page, an XML document, a Java applet, an EXE file, JavaScript, VBScript, an ActiveX
Control, or any such data container that can be rendered by a client web browser. At step
308, the gateway computer scans the content it received, for the presence of function calls.
At step 312, the gateway computer branches, depending on whether or not function calls
were detected at step 308. If function calls were detected, then at step 318 the gateway
computer replaces original function calls with substitute function calls within the content,
thereby modifying the content. If function calls were not detected, then the gateway
computer skips step 318. At step 320, the gateway computer sends the content, which may

have been modified at step 318, to the client computer.

[0079] At step 324 the client computer receives the content, as modified by the gateway

computer. At step 328 the client computer begins to continuously process the modified
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content; i.e., the client computer runs an application, such as a web browser or a Java virtual
machine, that processes the modified content. At step 332, which processing the modified
content, the client computer encounters a call (2) to a substitute function, such as the
substitute function listed in TABLE I. Client computer then transmits the input to the
substitute function and an identity of the client computer, to the security computer for
inspection, at step 336. The identity of the client computer serves to inform the security
computer where to return its inspection result. Since one security computer typically
services many client computers, passing client computer identities is a way to direct the
security computer where to send back its results. At this point, client computer suspends
processing the modified content pending receipt of the inspection results from the security
computer. As mentioned hereinabove, the client computer may also send the name of the

original function to the security computer, for consideration in the inspection analysis.

[0080] At step 340 the security computer receives the input and client computer identifier.
At step 344 the security computer scans the input for the presence of function calls. At step
348 the security computer branches, depending on whether or not function calls were
detected at step 344. If function calls were detected, then the security computer replaces
original function calls with substitute function calls at step 352, thereby modifying the input.
The security computer may insert definitions of the substitute functions into the input, as
indicated in TABLE III, or may insert links to such definitions. Otherwise, the security
computer skips step 352. Steps 344, 348 and 352 are similar to respective steps 308, 312 and
316 performed by the gateway computer.

[0081] At step 356 the security computer scans the input, which may have been modified
at step 352, for the presence of potentially malicious operations. Preferably, the security
computer determines a security profile for the input, which corresponds to a list of the

potentially malicious operations that are detected.

[0082] At step 360 the security computer retrieves a security policy that governs the client
computer. The security policy may be retrieved from a database that stores a plurality of

security policies, each policy configurable by an administrator of client computers. Security
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policies may be set at a fine granularity of a policy for each client computer, or at a coarser

granularity of a policy that applies to an entire department or workgroup.

[0083] At step 364 the security computer compares the security profile of the input under
inspection with the security profile of the client computer, to determine if it is permissible for
the client computer to invoke an original function with the input. Such determination may
involve one or more simple or complex logical tests, structured in series or in parallel, or

both, as described in assignee's US Patent No. 6,092,194.

[0084] At step 368 the security computer branches depending on the result of the
comparison step 364. If the comparison step determines that the input is safe; i.e., that the
input's security profile does not violate the client computer's security policy, then at step 372
the security computer sets an indicator of inspection results to true. Otherwise, at step 376
the security computer sets the indicator to false. At step 380 the security computer returns
the indicator to the client computer. In addition, if the security computer modified the input

as step 352, then it also returns the modified input to the client computer.

[0085] At step 384 the client computer receives the indicator and the modified input from
the security computer and resumes processing the modified content, which had been
suspended after step 336 as described hereinabove. At step 388 the client computer branches
depending on the value of the indicator it received from the security computer. If the
indicator is true, indicating that it is safe for the client computer to invoke the original
function call (1), then the client computer invokes the original function using the modified
input it received from the security computer, at step 392. Otherwise, the client computer does
not invoke the original function, since the indicator indicates that such invocation may be
malicious to the client computer. The client computer then loops back to step 328 to

continue processing the modified content.

[0086]  As described hereinabove, steps 344, 348 and 352, which modify the input, are
useful in protecting against malicious code that is dynamically generated in a recursive
manner, as in function call (5). The security computer may require multiple passes to detect

such malicious code, and steps 344, 348 and 352 provide the mechanism for this to happen.
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[0087] Reference is now made to FIG. 4, which is a simplified block diagram of a system
for protecting a computer from dynamically generated malicious executable code, in which
the gateway computer itself performs the code inspection, in accordance with a preferred
embodiment of the present invention. The system illustrated in FIG. 4 is similar to the
system of FIG. 2, where the functionality of the security computer has been incorporated
into the gateway computer. The elements in FIG. 4 are thus similar in functionality to the

elements in FI1G.2.

[0088] Two major components of the system, gateway computer 405 and client computer
410 communicate back and forth over communication channel 425. Gateway computer 405
includes a gateway receiver 435 and a gateway transmitter 440; and client computer 410
includes a client receiver 445 and a client transmitter 450. Although FIG. 4 includes only
one client computer, this is solely for the purpose of clarity of exposition, and it is anticipated

that gateway computer 405 serves many client computers 410.

[0089] Gateway computer 405 receives content, such as web content, from a network,
over communications channel 420. Client computer 410 includes a content processor 470,

such as a web browser, which processes content received from the network.

[0090] In accordance with a preferred embodiment of the present invention, gateway
computer 405 includes an input inspector 475, and a content modifier 465 which also serves
as an input modifier. That is, content modifier 465 incorporates the functionalities of content
modifier 265 and input modifier 285 from FIG. 2. In addition, gateway computer 405
includes a database 480 of security policies, or else has access to such a database. The
operations of input inspector 475 and content/input modifier 465 are similar to the operations

of the corresponding elements in FIG. 2, as described hereinabove.
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[0091] Incoming content received at gateway computer 405 passes through content
modifier 465, which replaces function calls of the form (1) with substitute function calls of
the form (2), and the modified content is transmitted to client computer 410. Content
processor 470 processes the modified content and, while processing the modified content, if
it encounters a substitute function call it sends the function's input to inspector 475 for
inspection, and suspends processing of the modified content. The input passes through input
modifier 465, and input inspector 475 analyzes the modified input for the presence of
potentially malicious operations. Gateway computer 405 returns the input inspection results
to client computer 410. Gateway computer 405 may also return the modified input to client
computer 410. After receiving the inspection results, client computer 410 resumes
processing the modified content and invokes or does not invoke the original function call,

based on the inspection results.

Reference is now made to FIG. 5, which is a simplified flowchart of a method for protecting a
computer from dynamically generated malicious executable code, whereby the gateway
computer itself performs the code inspection, in accordance with a preferred embodiment of the
present invention. The leftmost column indicates steps performed by a gateway computer, such
as gateway computer 405; and the rightmost column indicates steps performed by a client
computer, such as client computer 410.

[0092] The method illustrated in FIG. 5 is similar to that of FIG. 3, where steps 340 - 380
performed by the security computer in FIG. 3 are performed by the gateway computer in
FIG. 5. At step 500 the gateway computer receives content from a network, the content
intended for delivery to the client computer. At step 505 the gateway computer scans the
content for the presence of function calls. At step 510 the gateway computer branches. If
function calls within the content were detected at step 505, then at step 515 the gateway
computer modifies the content by replacing original function calls of the form (1) with
corresponding substitute function calls of the form (2). Otherwise, if function calls were not
detected at step S0S, then the gateway computer skips step S15. At step 520 the gateway
computer transmits the content, which may have been modified at step 515, to the client

computer.
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[0093] At step 525 the client computer receives the content from the gateway computer,
and at step 530 the client computer begins processing the content. While processing the
content, the client computer invokes a substitute function call of the form (2) at step 535.
The substitute function, being of the form listed on TABLE I, instructs the client computer to
transmit the function input and a client computer identifier to the gateway computer for
inspection. At step 540 the client computer transmits the input and the identifier to the
gateway computer, and suspends processing of the content pending a reply from the gateway

computer.

[0094] At step 545 the gateway computer receives the input and the client identifier from
the client computer, and loops back to step 505 to scan the input for the presence of function
calls. At step 510 the gateway computer branches. If function calls within the Input were
detected at step 505, then the gateway computer modifies the input at step 515, by replacing
function calls of the form (1) with corresponding function calls of the form (2). Otherwise, if

function calls were not detected at step 505, then the gateway computer skips step 515.

[0095] The gateway computer then proceeds to step 550, and scans the input, which may
have been modified at step 515, to identify potentially malicious operations within the input.

The potentially malicious operations identified form a security profile for the input.

[0096] At step 555 the gateway computer retrieves a security policy for the client
computer from a database of security policies. At step 560 the gateway computer compares
the input's security profile with the client computer's security policy to determine whether or
not the security profile violates the security policy. At step 565 the gateway computer
branches. If the results of step 560 indicate that the input security profile does not violate the
client computer security policy, then it is safe for the client to invoke the original function
call, and an indicator of the inspection results is set to true at step 570. Otherwise, the
indicator is set to false at step 575. At step 580 the gateway computer returns the indicator to
the client computer. The gateway computer may also return the modified input, as modified

at step 5185, to the client computer.
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[0097] At step 585 the client computer receives the reply back from the gateway computer
and resumes processing of the content, which processing had been suspended after step 540.
At step 590 the client computer branches. If the indicator was set to true by the gateway
computer at step 570, then the client computer invokes the original function call (1). If the
gateway computer had modified the input at step 515, then preferably the client computer
uses the modified input instead of the original input when invoking the original function call.
Otherwise, if the indicator was set to false by the gateway computer at step 575, then the
client computer skips step 595. The client computer then loops back to step 530 to continue

processing of the content.

[0098] Having read the above disclosure, it will be appreciated by those skilled in the art
that the present invention can be used to provide protection to computers against both
statically and dynamically generated malicious code. Moreover, such protection may be
afforded by a security computer that is remote from the computers being protected, thus

adding another layer of security to methods and systems that embody the present invention.

[0099] Inreading the above description, persons skilled in the art will realize that there are
many apparent variations that can be applied to the methods and systems described. Thus it
may be appreciated that the present invention applies to a variety of computing devices,
including mobile devices with wireless Internet connections such as laptops, PDAs and cell

phones.

[00100] In the foregoing specification, the invention has been described with reference to
specific exemplary embodiments thereof. It will, however, be evident that various
modifications and changes may be made to the specific exemplary embodiments without
departing from the broader spirit and scope of the invention as set forth in the appended
claims. Accordingly, the specification and drawings are to be regarded in an illustrative

rather than a restrictive sense.
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CLAIMS
What is claimed is:

1. A system for protecting a computer from dynamically generated malicious content,
comprising:

a content processor (i) for processing content received over a network, the content
including a call to a first function, and the call including an input, and (ii) for invoking a
second function with the input, only if a security computer indicates that such invocation is
safe;

a transmitter for transmitting the input to the security computer for inspection, when
the first function is invoked; and

a receiver for receiving an indicator from the security computer whether it is safe to

invoke the second function with the input.

2. The system of claim 1 wherein said content processor (i) suspends processing of the
content after said transmitter transmits the input to the security computer, and (ii) resumes

processing of the modified content after said receiver receives the indicator from the security

computer.
3. A computer-readable storage medium storing program code for causing a computing
device to: process content received over a network, the content including a call to a first

function, and the call including an input;

transmit the input for inspection, when the first function is invoked, and suspend
processing of the content;

receive an indicator of whether it is safe to invoke a second function with the input;
and

resume processing of the content after receiving the indicator, and invoke the second

function with the input only if the indicator indicates that such invocation is safe.
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ABSTRACT OF THE DISCLOSURE

A method for protecting a client computer from dynamically generated malicious
content, including receiving at a gateway computer content being sent to a client computer
for processing, the content including a call to an original function, and the call including an
input, modifying the content at the gateway computer, including replacing the call to the
original function with a corresponding call to a substitute function, the substitute function
being operational to send the input to a security computer for inspection, transmitting the
modified content from the gateway computer to the client computer, processing the modified
content at the client computer, transmitting the input to the security computer for inspection
when the substitute function is invoked, determining at the security computer whether it is
safe for the client computer to invoke the original function with the input, transmitting an
indicator of whether it is safe for the client computer to invoke the original function with the
input, from the security computer to the client computer, and invoking the original function
at the client computer with the input, only if the indicator received from the security
computer indicates that such invocation is safe. A system and a computer-readable storage

medium are also described and claimed.
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Attorney Docket No.: P-9216-US

DECLARATION AND POWER OF ATTORNEY FOR PATENT APPLICATION
As a below named inventor, I hereby declare that:
My residence, post office address and citizenship are as stated below under my name.

I believe that I am the original and first sole inventor or an original and first joint
inventor of the subject matter which is claimed and for which a patent is sought on the
invention entitled:

SYSTEM AND METHOD FOR INSPECTING DYNAMICALLY
GENERATED EXECUTABLE CODE
the Specification of which

] is attached hereto

X was filed on December 12, 2005
as United States Application Number or PCT International
Application No. 11/298,475
and was amended on (if applicable).

I hereby state that I have reviewed and understand the contents of the above-identified
Specification, including the claims, as amended by any amendment referred to above.

I acknowledge the duty to disclose information which is material to the examination
of this application in accordance with Title 37, Code of Federal Regulations, 1.56(a).

I hereby claim foreign priority benefits under Title 35, United States Code, §119 of
any provisional application filed in the United States in accordance with 35 U.S.C. §1.119(e),
or any application for patent that has been converted to a Provisional Application within one
(1) year of its filing date, or any foreign application(s) for patent or inventor's certificate
listed below and have also identified below any foreign application for patent or inventor's
certificate having a filing date before that of the application on which priority is claimed.

PRIOR FILED APPLICATION(S)

APPLICATION COUNTRY (DAY/MONTH/YEAR FILED) PRIORITY
NUMBER CLAIMED

1 hereby claim the benefit under Title 35, United States Code, §120 of any United
States application listed below, and, insofar as the subject matter of each of the claims of this
application is not disclosed in any prior United States application in the manner provided by
the first paragraph of Title 35, United States Code, §112, I acknowledge the duty to disclose
material information as defined in Title 37, Code of Federal Regulations, §1.56(a), which
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6. Mar. 2006 15:38 4 No. 2969 P 3
EPLC

Attorney Dacket No.: P-9216-US

occurred between the filing date of the prior application and the national or PCT intemnational
filing date of this application:

APPLICATION FILING DATE STATUS - PATENTED,
NO. (DAY/MONTH/YEAR) PENDING, ABANDONED

I heseby appoint as my attorney(s) and agent(s) Vladimir Shemman (Attorney,
Registration No. 43,116) said sttomey(s) and agent(s) with full power of substitution and
revocation to prosecute this application and tansact al} business in the Patent and Trademark
Office counected therewith.

Please address all correspondence regarding this application to:

EITAN LAW GROUP
C/O Landon IP Inc.
1700 Diagonal Road

Suite 450

Alexandria, VA 22314

Direct all telephone calls to (703) 486-1150 and all facsimiles at (703) 892-4510.

T hereby declare that all statements made herein of my own knowledge are true and
that all statements made on information and belief are believed to be true; and further, that
these statements were made with the knowledge that willful false statements and the like so
made are punishable by fine or imprisonment, or both, under Section 1001 of Title 18 of the
United States Code and that such willful false statements may jeopardize the validity of the
application or any patent issued thereon.

FULL NAME OF INVENTOR: GRUZMAN, David
FULL RESIDENCE ADDRESS: Zohar 7/5, Ramat Gan, Tsrael

COUNTRY OF CITIZENSHIP: Isracli

FULL POST OFFICE ADDRESS: same

SIGNATURE OF INVENTOR )( Ter~

DATE 631 /093 /2006
(dey / month / year)
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Anorney Duockut No. P-0216-US

FULL NAME OF INVENTOR: BEN-TTZHAK, Yuval

IRESS: King Das id Boulevard 36

/8, Tel Aviv, 1sracl

FULT RESIDENCE ADE
COUNTRY OF Cl FIZENSHID: Israeli

FULL POST OFFICE ADDRLSS: same

oare__ & 006
(day i month / year)

000040



PTO/8B/68 {01-08)

Approved for use through 07/31/2008. OME 0651-0031

U.8. Patent and Trademark Office; U.8. DEPARTMENT GF COMMERCE

ad o respond to a collection of inforration un i displays & valid OMB control number.

Under the Paperwork Reduction Act of 1935, no persons are re

STATEMENT UNDER 37 CFR 3.73(h)

ApglicantPatent Owner: Finjan, inc.

Application Na./Patent No.: To Be Assigned Filed/lssue Date:  Herewith

Entitled: System and Method For inspecting Dynamically Generaled Executable Code

Finjan, Inc. & corporation
(Name of Assignee) {Type of Assignes, e.q., corporation, pannership, university, government ag

states that it is:
1. X} the assignes of the entire right, fitle, and interest; or
2. {:} an assignee of less than the entire right, title, and interest
The extent {by percentage} of its ownership interest is Y%

in ihe patent appiication/patent identified above by virtue of either:

A 1 Anassignment from ihe inventor{s) of the paient apglication/patent identified above. The assignment was
recorded in the United States Patent and Trademark Office at Reel , Frame , or for which a copy
thereof is attached.

ORr

B. A chain of title from the inventor(s), of the patent application/patent identified above, to the current assignes as

shown below:

1. From:Yuval Ben-lzhak To:Finjan Software Lid.
The document was recorded in the United Siastes Patent and Trademark Office at
Reel . Frame , ar far which 8 capy thereof is allachad.

2. From:Finian Software, Lid, To:Finjan, Inc.
The document was recorded in the United Siates Patent and Trademark Office al
Reel Frame , ar for which a copy thereof is attached.

3. From:_ To )
The document was recorded in the United States Patent and Trademark Office at

Reel , Frame , or for which a copy hereof is attached.

1 Addilional documents in the chain of tille are listed on a supplemental sheet.

As requirad by 37 CFR 3.73(6X 1)), the documentary evidence of the chain of title from the original owner to the
assignee was, or concurrently is being, submitted for recordation pursuant io 37 CFR 3.11.
INOTE: A separate copy (i.e., atrue copy of the original document(s}) must be submiited {0 Assignment
Division in accordance with 37 CFR Part 3, if the assignment is 1o be recorded in the records of the USPTO.
See MPEP 302.08]

The undersigned {whose litle is supplied below) is authorized to act on behalf of the assignee.

/Dawn-Marie Bey/ June 14, 20190
Signature Date

Dawn-Marie Bey

Printed or Typed Name Telephone Number

Fariner, King & Spalding LLP

Title

This coliection of information is required by 37 GFR 3.73{b). The information is required to obitain or refain a benefit by the public which is to
file {and by the USPTO to process) an application. Confidentiality is governed by 85 U.8.C. 122 and 37 CFR 1.11 and 1.14. This coliection
is estimatad to take 12 minutes to comp including gathering, preparing, and submitting the compieted application form to the USPTO.
Time will vary depending upon the individual case. Any comments on the amount of time you reguire to complete this form andior
suggestions for reducing this purden, shouid be sent io the Chief Information Officer, U.8. Patent and Trademark Gffice, U.8. Department
of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND
TO: Comimissioner for Patents, P.O. Box 1458, Alexandria, VA 223131450,

if you need assistancs in completing the form, sali 1-800-PT0-9788 and sslect option 2.
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FINGOOS-US

ASSIGNMENT

WHERFEAS, David GRUZMAN and Yaval BEN-ITZHAK (reforred to as
“ASSIGNOR™} has invented certain new and uscful improvements in an invention entitied
SYSTEM AND METHOD FOR INSPECTING DYNAMICALLY GENERATED
EXECUTABLE CODE,

X for which a wtility application for a United States Patent was filed with the United States
Patent and Trademark Office on December 12, 2805, Serial Number 11/298,475.

N tor which an application for a United States Patent is being submitted to the United States
Patent and Trademark Office herewith; and

WHEREAS, Finjan Seftware, Ltd., having an office at Hamachshev St. 1, New
Industrial Area, Netanya, 42504, Israel (hereinafter referred to as the “ASSIGNEE”}, is
desirous of acquiring the entire right, title and mterest in and 1o said invention, and in and to said

application and any Letters Patent that may issue thereon;

NOW, THEREFORE, for and in consideration of Oue Dollar ($1.00), and other good and
valuable consideration, the receipt of which is hereby acknowledged, ASSIGNOR hereby sells
and transfers to said ASSIGNEE, and to ASSIGNEE’S successors and assigns, ASSIGNOR’S
entire right, title and interest in and to said invention in the United States and its territorial
possessions and in all foreign countries and to all Letters Patent or similar legal protection in the
United States and its territorial possessions and in any and all foreign countries to be obtained for
said invention by said application or any patent application claiming priority to the application,
or any continuation, division, continuation-in-part, reexamination, renewal, substitute, extension
or reissue thereof or any legal equivaleut thereof in a foreign country for the full terw of terms for
which the same may be graunted; and authorize and request the Commissioner of Patents of the
United States and any official of any foreign country whose duty 1t 1s to 1ssuc patents or legal
equivalents thereto, to issue same for this invention to ASSIGNEE, its lawful successors and

WD IMANAGE-} 101016 vi-15157.105014
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FINGOOS-US

ASSIGNOR further covenants that ASSIGNEE will, upon its request, be provided
promptly with all pertinent facts and documents relating to said application, satd invention and
said Letters Patent and legal equivalents in foreign countries as may be known and accessible to
ASSIGNOR and wall testify as to the same 1 any joterference or litigation related thereto and
will promptly execute and deliver to ASSIGNEE or its legal representative any and all papers,
instruments or affidavits required to apply for, obtain, maintain, 1ssue and enforce said
application, said invention and said Letters Patent and said equivalents thereol in any foreign

country which may be necessary or desirable to carry out the purposes thercof,

IN WITNESS WHEREOF, I/We have herecunto set hand and signed on the date indicated

below:

SIGNATURE(S)
The signature{s} nmust correspond with the name(s) of the inventor(s) above.

INVENTOR(S) BATE SIGNED

1 Pavid GRUZMAN

February 22, 2009

23 Yuval BEN-ITZHAK

WD IMANAGE-} 101016 vi-15157.105014
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Between:

And:

Whereas:

And whereas:

And whereas:

{initials]

REDACTED

Emplovment Contract

Entered into and signed in Netanya this 22™ day of March, 2004

Finjan Software Lid.

I HaMachshev Street, Beit Shoham

Industrial Zone, Netanya South

{Hereinafter: “the Company” or “the Employer™)

Partv of the first part

Pavid Grozman

Identity No, 314052382
7/8 Zohar Street, Ramat Gan
(Hereinafier: “the Employee™)

Party of the second part

The Employee wishes to work for the Company in his arcas of occupation, in
accordance with that which has been set forth in this Contraci:

The Company wishes to employ the Employee in his areas of occupation,
pursuant to the terms that have been set forth in this Contract;

The Parties wish to govern thewr mutual rights and obligations within the

framework of this Employment Contract;

it is accordingly declared, stipulated and agreed between the Parties as follows:
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REDACTED

16,

000049

Proprietary right in fnventions

101

10.2

10.3

The property rights in anything related to or deriving from the work of the Employee,
meluding any invention that the Emoployee shall discover, develop, upgrade or invent
or to the invention of which he shall be a party, the discovery or development of
which was made m his term of work or consequent on his work for the Employee,
whether or not such rights are statutorily able to be registered, shall belong to the
Employer, and the Employee shall not be entitled, in respect thereof, to any
consideration or royalties whatsoever in respect of the invention or the use thereof,

If the Employer should decide to protect the invention by means of registration of a
patent in fsrael or abroad, that Employee must cooperate with the Employer, and all
including the execution of any docoment and the delivery of any material or
nformation as may be required for the submission of the apphication for making the

registration,

Subsection 10.1 above shall also apply to an invention that the Employee discovers,
develops or invenis during the period of one year from the date the labor relations
between him and the Employer reached a conclusion for any reason whatsoever, if the
Employee uses and resorts to the information and/or material that reached him or
came to his knowledge pursuant to his work [with the Company}.



REDACTED

10.4  The Employee hereby confirms that he neither has nor shall have any rights, demands
or claims in connection with foventions and/or developments as aforesaid, including

rights to payments and/or rovalties, and that All of the rights including the rights to
payments for the inventions and/or the developments belong to the Employer.

In witness whereof the Parties have set their hand at the place and time that have been set forth
in the preface to this Contract:

{Signature] [Signature}
Finjan Software Ltd.
{(“the Employer’™) (“the Employee™)

~f
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SCHEDULE C2
ASSIGNMENT OF PATENT RIGHTS

WHEREAS, Finjan Software, Lid,, an Israch corporation (the “Cumpany™), iz dither the
sole and exclusive owner or hay an Gwnershiy inderest in the Patente/Applications in Exbuibit 4&;
and

WHEREAS, Finjan, Inc. (“Finjan), doing business at 2025 Gateway Place, Suite 183, Ban
Jose, Califorsia, 95116, o desirouy of acquiring, and the Compuny fs desirows of assiguing ©
Finjan, all of the right, title, and interest of the Company into saitl Patents/Applications, und the
faventions disclosed therein apd coversd thereby.

NOW THEREFORE, for good and valuable consideration, the receipt and sefficiency of which
is hereby acknowledged, the Company and Finjan agree as follows!

1. The Compasy is the suie sl exclusive ovner of all right, title, and interest in and fo the
Patente and does hereby sell, assign, ransfor and set over to Figan, all of the Company’s
vight, title and miorest to the Patents, and to any and all inventicos Jescribed in the
Patenis/Applications, in the United States, its terrilorial possessicns and all foreign
couniries, and in any and all continuations<aepart, continuations, divisions, substinies,
reissues, extensions thereof, sud ali other applications for lefters patent relating thereto that
fave bean or shall be filed in the United States, its territorial possessinns andior any foreign
countries, and all rights, together with all priodty rights, under wy of the international
conventions, unions, agreements, acts, end treaties, including all future convenions,
unicne, agreements, sots, and treaties, the same to be held and enjoyed by Finjan for its
awn use and enjoyment, and for the use and enjoymnent of its suocessors, asaigns or other
lepal reprasentatives, to the end of the term or terms for which letfers patent are or may be
granted or reissusd as fully and entirely to the same oxtont as the same wonld have been
held and enjoved by the Corapany, if this assignent and sale Had not beeu made; together
with all claime for damages or injunctive relief by reason of infringements of such letlers
patent resulting from the Patent, with the right to sug for past infringement, and collect the
same For its own use and behalf and for the use and behalf of its suceessors, assigns or
ather legal representatives.

[

The Company hereby authorizes and requests the Commissioner of Patents and Trademarks
to tusue any and all letters patents of the United States on such dnventions or resuiting from
the Fateni, or any continuations-in-part, continuations, divisions, substiuies, reissues or
extensions thereof, to Finjan, as assignee of the Company’s eniire inserest, and heroby
covenants fhal the Company has full right to convey the nferests herein assigned, and that
it has rot sxecuted, snd will not execute, any agreement in conflict herewith.

The Company sgrees that upon request by Finjan, or is sucoessars, assiges of other Jegal
representatives that the Company or Hs Suceessors, asuigns of other-fegal reprosentatives shall do
all other legal acts reasonably necessary to carry out the lntent of this assigument at the assiguse’s
expense ansd request as well as provide such other matevial, nformation, or assistance 48 4681
ar its successors, assigns or other legal representatives may consider necessary.

AT RN
BREC

o

[Remainder of the page imentionally left blawk}
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ANNEX A

Country! Patlapp. Ne.

Title

LS.

Malicious Mobile Code Runtime Monitosing Systern and Methods

U35

Maticiaus Mobile Code Runtinge Monttoring Svstem and Methods

/6,804,780

Sysem and Method For Protecting & Conputer and & Network
From Hostile Dovnloadabies

LS £ 6,092,194 Systern and Methad For E’mizeci:fsslg a {lomputer and g Netwerk
From Hostile Downloadable
LIS, f 90008175 Yystem dnd Method For Protecting 4 Gompuier snd a Network

From imui Downloadakles

s

5,154,844

Systere and Method for-Attaching 2 Dovwaloadable Security Profile

1o a Downloadable

(BN

/5,480,962

System and Method For Protecting & Clent During Runtims From

- Hostile Dovwatloadables

LS.

JRGIOU8,.6TE

System and Method For Protecting o Client During Ruptime From
Hostile Downloadables

£ 6.157.520

System and Method For Peotecting a Client From Hostils
Prownloadables

I OONR.684

Systemn and Method For Protecting g Client Ducing Runtime From
Hestile Downloadables

-
6

6,298,446

Method and Systemt For Copyright Protection of Dighal louwsges
Transraitiod Over Networks

ik
L,_.,‘

v
A

o 5,922,653

Method and Systent For Copy Protection of lmages Displayed on g

Coraputer Monitor

118

75,993,667

Method and System For Copy Protogtion of Displayed Data Condent

URy

Copy Protection of Digltal Bonages Transmitted Over Networks

L 6,944,847

Method aod Apparstuz For Preventing Reuse of Text, Images, and
Sofvware Trangmitted via Networks

/6,209,103

Methods and Apparatus for Proventing Reuse of Text, Images and
Softwars Transmitted Via Netwaorks

5. 7 6,485,368

Policy-Based thing

/ HVER0082

Methods and Systems Po Auix}v}‘»i%rmrg Watermarking, Auduting,
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prond
t

Country! Pat/app. No.

Title

Reporting, Tracing and Policy Enforcement Via B-Mail and
MNeyworking Systenis

£

1084 FL/60G,663

7

Systen and Method For Appending Security Information to Search
Engiue Results CA& 72,275,771 Systers and Meathod For Protecting 8
Computer and 3 Network From Hostile Downloadabdes

Malicicus Mobile Code Runtime Monitoring Systern and Methads

Meihod and Systerd for Protecting a Computer ind & Network From

Hostile Downloadables

1./ P90518

Malicious Mobile Code Runiime Mouitoring Systom and Methods

Wialicious Mobile Code Buntime Monitoring System and Methods

Method and Bysterny For Caching at Secure Sateways

Method and System For Adaptive Rule-Based Content Scanners

Method and System For Adaptive Rale-Based Cimtent Stanners

Method and Systeny For Adaptive Rude-Based Content Scannars For
Desktop Computers

Method and Systery For Adsptive R*x’ze—ﬁwed Content Boanners

Method and System For Adaptive Rale-Based Content Scanners

System and Method For Petecting a Compuier and a Nebvork
Froun Hostile Downloadables

1 EP /0955094

Systern and Methed For Protecting 2 Computer snd 2 Network
Prom Hostile Dowoloadabies

FR /8965094

mpiter and & Nebwork

i
o
m

Systern and Method For Protecting a
Fromn Hostile Diownloadebles

L0 129938

Systers and Method For Protesting a Computer and a Network
From Hastile Dowriloadables

IT /0963094

System and Method For Protecting a Computer and 2 Network
From Hostile Downdeadables

Sysiem and Method For Profecting a Computer and 8 Network
From Hestile Downdoadahies

N /0965094

System and Meikod For Protecting s Computer and a Network
From Hostile Downloadables
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A

Cowndry! Fat/App: No. Title
UK/ 8965004 Systern and Method For Protecting a Computer and & Network
Froam Hostile Downloadabies

ER/O9I320608

Method and System For Copyright Protection of Digital Tomsges
Transritted Over Metworks

118/ 7076468

| Copyright Protection of

Diigital Ireages Transmitied Over Networks

Method and System For Controlling Use of 2 Dynamically Linked
Software Library

Copyright Proietion of Digital Images Transmitted Over Networks

Meshod and Systern For Copyripght Protection-of Digltal Images

Method and Sysiem For Copy Protection of Displayed Diata Content

Nethod and System For Real-Thme Control of Document Printing

Method and Apparatus For Freventing Reuse of Text, Tmages, and
Saftware Transmitted: Via Netwarks

Copy Protection

Mepwork File Copy Protection

Method and System For Brabedding Messages Within HTTP

System snd Method For Inspecting Dynamically Generated

Executabls Code

System and Method For Enforcing a Becurity Context on 8
Downloadabie

Computer Seowrity Method and System With Inpyt Parsmeler

YValidation

VS H1a08707

System and Method For Appending Seowrity Information to Search
Fingine Results

EP/GaRZI805.0

System amd Method For Appending Scourlty Information 1o Search
Engine Resalts

UB. 7 11/797,539

Ryte-Distnbution Analysis of File Security

LS 7 12/ 178558

Sphtting an S8L Coonection Between Gateways
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Docket No. FIN000S-DIV1 PATENT
IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

In re Patent Application of

David GRUZMAN, et al.
Serial No.:  To Be Assigned Group Art Unit: To Be Assigned
Filed: Herewith Examiner: To Be Assigned
For: SYSTEM AND METHOD FOR INSPECTING DYNAMICALLY

GENERATED EXECUTABLE CODE

INFORMATION DISCLOSURE STATEMENT
UNDER 37 C.F.R. §§ 1.97 AND 1.98

U.S. Patent and Trademark Office
Customer Window, Mail Stop Amendment
Randolph Building

401 Dulany Street

Alexandria , VA 22314

Sir:

In accordance with the requirements of 37 C.F.R. §§ 1.56, 1.97-1.98 and MPEP § 609,
the references noted on the attached Form PTO-1449 are hereby brought to the attention of the
Examiner.

No fees are believed to be necessary since the references cited in this statement are being
submitted before the First Office Action. However, the Commissioner is hereby authorized to
charge any additional fees which may be required, or to credit any overpayment, to Deposit
Account No. 50-4402.

The above information is presented so that the United States Patent and Trademark

Office may, in the first instance, determine any materiality thereof to the claimed invention. See

WDC_IMANAGE-1496663.1
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U.S. Serial No.: To Be Assigned -2- Docket No. FIN0008-DIV1
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Respectfully submitted,

Date: June 9, 2010 By:  /Dawn-Marie Bey - 44,442/
Dawn-Marie Bey
Registration No. 44,442

KING & SPALDING LLP

1700 Pennsylvania Avenue, N.W.
Suite 200

Washington, DC 20006

(202) 737-0500
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