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BEHAVIOR BLOCKING UTILIZING 
POSITIVE BEHAVIOR SYSTEM AND 

METHOD 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 
The present invention relates to the protection of computer 

systems. More particularly, the present invention relates to a 
behavior blocking system. 

2. Description of the Related Art 
In the computer security domain, there Were behavior 

blocking applications that Would block a suspicious action by 
an application on a computer system. HoWever, a large set of 
these blocked suspicious actions are not malicious, i.e., are 
false positives. 

Typically, the user of the computer system is noti?ed that 
the suspicious action has been blocked and the user is 
required to select hoW the blocked suspicious action should 
be handled, e.g., blocked, released, blocked in the future or 
released in the future. Thus, these false positives are intrusive 
and annoying to the user of the computer system at a mini 
mum and result in lost productivity due to the time spent by 
the user in responding to the false positives. 

SUMMARY OF THE INVENTION 

A method includes decreasing a suspicion of a negative 
action by an application if the application has previously 
performed a positive action. The positive action is an action 
that is never or rarely taken by malicious code. In one embodi 
ment, the positive action is use of a user interface element by 
the application to have a user interaction With a user of a 

computer system. By taking into consideration the positive 
action by the application, the occurrence of false positives is 
minimized. 

Embodiments in accordance With the present invention are 
best understood by reference to the folloWing detailed 
description When read in conjunction With the accompanying 
draWings. 

BRIEF DESCRIPTION OF THE DRAWING 

FIG. 1 is a diagram of a client-server system that includes 
a behavior blocking application executing on a host computer 
system in accordance With one embodiment of the present 
invention; and 

FIG. 2 is a How diagram of a host computer process in 
accordance With one embodiment of the present invention. 
Common reference numerals are used throughout the draW 
ings and detailed description to indicate like elements. 

DETAILED DESCRIPTION 

In accordance With one embodiment, referring to FIG. 2, a 
method includes determining that an action by an application 
is negative (check operation 218). Upon a determination that 
the action is negative, the method includes determining if the 
application has had at least one positive action prior to the 
negative action (check operation 220). A suspicion level 
counter for the application is incremented more (operations 
224, 226) or less (operations 222, 226) depending upon 
Whether the application has had at least one positive action 
prior to the negative action. By taking into consideration the 
positive action by the application, the occurrence of false 
positives is minimized. 
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2 
More particularly, FIG. 1 is a diagram of a client-server 

system 100 that includes a behavior blocking application 106 
executing on a host computer system 102, e.g., a ?rst com 
puter system, in accordance With one embodiment of the 
present invention. 

Host computer system 102, sometimes called a client or 
user device, typically includes a central processing unit 
(CPU) 108, hereinafter processor 108, an input output (I/O) 
interface 110, and a memory 114. 

Host computer system 102 may further include standard 
devices like a keyboard 116, a mouse 118, a printer 120, and 
a display device 122, as Well as, one or more standard input/ 
output (I/O) devices 123, such as a compact disk (CD) or 
DVD drive, ?oppy disk drive, or other digital or Waveform 
port for inputting data to and outputting data from host com 
puter system 102. In one embodiment, behavior blocking 
application 106 is loaded into host computer system 102 via 
I/O device 123, such as from a CD, DVD or ?oppy disk 
containing behavior blocking application 106. 

Host computer system 102 is coupled to a server system 
130 of client-server system 100 by a netWork 124. Server 
system 130 typically includes a display device 132, a proces 
sor 134, a memory 136, and a netWork interface 138. 

Further, host computer system 102 is also coupled to a 
hacker computer system 104 of client-server system 100 by 
netWork 124. In one embodiment, hacker computer system 
104 is similar to host computer system 102, for example, 
includes a central processing unit, an input output (I/O) inter 
face, and a memory. Hacker computer system 104 may fur 
ther include standard devices like a keyboard, a mouse, a 
printer, a display device and an I/O device(s). The various 
hardware components of hacker computer system 104 are not 
illustrated to avoid detracting from the principles of the inven 
tion. 
NetWork 124 can be any netWork or netWork system that is 

of interest to a user. In various embodiments, netWork inter 
face 138 and I/O interface 110 include analog modems, digi 
tal modems, or a netWork interface card. 

Behavior blocking application 106 is stored in memory 
114 of host computer system 102 and executed on host com 
puter system 102. The particular type of and con?guration of 
host computer system 102, hacker computer system 104, and 
server system 130 are not essential to this embodiment of the 
present invention. 

FIG. 2 is a How diagram ofa host computer process 200 in 
accordance With one embodiment of the present invention. 
Referring noW to FIGS. 1 and 2 together, execution of behav 
ior blocking application 106 by processor 108 results in the 
operations of host computer process 200 as described beloW 
in one embodiment. 
From an enter operation 202, How moves to a hook action 

(s) by application(s) operation 204. In hook action(s) by 
application(s) operation 204, one or more applications 
executed on ho st computer system 102 are hooked. Generally, 
an application is hooked by hooking and intercepting speci?c 
action(s), sometimes called hooked action(s), of the applica 
tion. 
More particularly, in hook action(s) by application(s) 

operation 204, one or more actions of one or more applica 
tions are hooked. To illustrate, a ?le system ?lter driver in the 
WindoWs operating system hooks ?le events by installing a 
layer betWeen the user and ?le system for the ?le events and 
intercepts the ?le events betWeen the user and ?le system. 

In accordance With one embodiment, an application is 
hooked by installing one or more user mode hooks to inter 
cept actions by the application that are interactions With the 
user. These actions by the application that are interactions 
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With the user are thus hooked actions. Hooking of applica 
tions and actions is Well knoWn to those of skill in the art and 
typically depends upon the particular operating system of 
host computer system 102. The particular hooking technique 
used is not essential to the present invention. 
From hook action(s) by application(s) operation 204, How 

moves to a hooked action operation 206. In hooked action 
operation 206, a hooked action, i.e., an action hooked in hook 
action(s) by application(s) operation 204, is made by a 
hooked application. The hooked action is sometimes herein 
referred to as “the action” or “the action by the hooked appli 
cation” for simplicity of discussion. 
From hooked action operation 206, How moves, optionally, 

to a stall action operation 208 (or directly to an action is 
positive check operation 210 if stall action operation 208 is 
not performed). 

In stall action operation 208, the action by the hooked 
application is stalled, i.e., is prevented from being executed or 
otherWise implemented. From stall action operation 208, How 
moves to action is positive check operation 210. 

In action is positive check operation 210, a determination is 
made as to Whether the action by the hooked application is 
positive, i.e., is a positive action. Generally, a positive action 
is an action that is rarely or never performed by malicious 
code. In one embodiment, malicious code is de?ned as any 
computer program, module, set of modules, or code that 
enters a computer system Without an authorized user’ s knoWl 
edge and/ or Without an authorized user’s consent. 

For example, malicious code rarely if ever interacts With 
the user, e.g., a human, of host computer system 102. As an 
illustration, malicious code has no user interaction about 95% 
of the time and about 5% of the time uses a message box to 
have a very minimal user interaction. Accordingly, in one 
embodiment, a positive action by an application occurs When 
the application interacts With the user of host computer sys 
tem 102, i.e., has a user interaction. Because use of a message 
box is a very minimal user interaction, in one embodiment, 
use of a message box is not de?ned as a positive action 
although use of a message box can be a positive action if 
desired to be de?ned as such. 

For example, a positive action by an application occurs 
When the application uses a user interface element to have a 
user interaction With the user. 

Examples of user interactions include interactions With the 
user in setting up the application or using the application. For 
example, a user interaction occurs When the application is 
con?gured by the user. As another example, a user interaction 
occurs When the user selects the recipient(s) of an e-mail 
message or the information, e.g., attachments, to be sent With 
an e-mail message. Although speci?c examples of user inter 
actions are provided, in light of this disclosure, it is under 
stood that other user interactions With an application can 
occur, and the particular user interactions depend, for 
example, on the particular application. 

Generally, a user interface element is an element used by a 
user in providing input or otherWise interacting With an appli 
cation. Examples of user interface elements include: (1) 
check boxes; (2) radio boxes; (3) list boxes; (4) combo boxes; 
(5) text boxes; (6) common dialog boxes; and (7) message 
boxes. Although speci?c examples of user interface elements 
are provided, in light of this disclosure, it is understood that 
other user interface elements can be used by the user, and the 
particular user interface element depends, for example, on the 
particular application. 

If a determination is made that the action by the hooked 
application is a positive action in action is positive check 
operation 210, How moves, optionally, to a decrement suspi 
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4 
cion level counter for application operation 212 (or directly to 
an optional release action operation 214 if operation 212 is 
not performed or directly to an exit operation 216 if opera 
tions 212 and 214 are not performed). 

In one embodiment, each application has an associated 
suspicion level counter, Which is a measure of the suspicion 
associated With the application. This suspicion level counter 
is decremented in decrement suspicion level counter for 
application operation 212 thus reducing the suspicion asso 
ciate With the application. 

Decrement suspicion level counter for application opera 
tion 212 is optional and in one embodiment is not performed. 
In accordance With this embodiment, the suspicion level 
counter associate With the application is not decremented and 
the suspicion associated With the application remains 
unchanged. 
From decrement suspicion level counter for application 

operation 212, How moves to, optionally, release action 
operation 214. As discussed above, stall action operation 208 
is optional. Accordingly, if stall action operation 208 is per 
formed and the action Was stalled, release action operation 
214 is performed to release the action. 
Conversely, if stall action operation 208 Was not performed, 
release action operation 214 is unnecessary and thus not 
performed. 
From release action operation 214 (or directly from decre 

ment suspicion level counter for application operation 212 if 
operation 214 is not performed), ?oW moves to and exits at 
exit operation 216 or returns to hooked action operation 206. 

Returning again to action is positive check operation 210, 
if a determination is made that the action is not a positive 
action, ?ow moves to an action is negative check operation 
218. 

In action is negative check operation 218, a determination 
is made as to Whether the action by the hooked application is 
negative, i.e., is a negative action. Generally, a negative action 
is an action that is highly suspicious or suggestive of mali 
cious code. 

Examples of negative actions include: (1) attacking secu 
rity softWare; (2) sending of executable attachments; (3) 
copying of an application across a netWork; and (4) sending 
executable instant messengering attachments. Although spe 
ci?c examples of negative actions are provided, in light of this 
disclosure, it is understood that other negative actions can 
occur, and the particular negative actions depend, for 
example, on the particular application. 

If a determination is made that the action by the hooked 
application is not a negative action in action is negative check 
operation 218, How moves to optional release action opera 
tion 214 (or directly to exit operation 216 if operation 214 is 
not performed). 

Conversely, if a determination is made that the action by 
the hooked application is a negative action in action is nega 
tive check operation 218, How moves to a previous positive 
action(s) check operation 220. In previous positive action(s) 
check operation 220, a determination is made as to Whether 
the hooked application has performed any positive actions 
prior to the present negative action. 

If a determination is made that the hooked application has 
performed at least one positive action prior to the present 
negative action, How moves to a set increment value to loW 
operation 222. 

In set increment value to loW operation 222, the increment 
value for the suspicion level counter for the application is set 
to loW. Stated another Way, in set increment value to loW 
operation 222, the increment value for the suspicion level 
counter for the application is set to a ?rst increment value, 
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