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Case 2:l4—cv-00930 Document 3 Filed 10/02/14 Page 1 of 2 Page|D #: 17

A0 I20 Rev. O8/l0

 

Man stop 3 REPORT ON THE
Director of the U.S. Patent and Trademark Office FILING OR DETERMINATION OF AN

PO. Box 1450 ACTION REGARDING A PATENT OR

Alexandria, VA 22313-1450 TRADEMARK

T0:

In Compliance with 35 U.S.C. § 29() and/or 15 l,‘.S.(“ 5}’ ll I6 you are hereby advised that a court action has been
tiled in the US. District Court Eastern District Of Texas on the following

I] Trademarks or D Patents. ( E] the patent action inxolvcs 35 U.S.('. § 292.):

DOCKET NO. DATE FILED
2:14-CV—00930 10/1/2014

PLAINTIFF

PartlTél°ron Unified Memory Architecture LLC

TRADEMARK No. OR 'l‘R/\Dl'~lM/\RKDATE or PA'l‘EN'i‘

9/28/1999
5/2/2000

in the above» ——entitled case. the following patcnt(s)/ trademurklsl have been included:

lN(‘l.1l[)l€D BY [J Aincndment El Answer Cl Cross Bill CI Other Pleading

IIOIDER or P/\'l‘i~LNT ()R TRADEMARK
——
——

3 G.os’*I,3a.s” ——
——
_—

  
 
 

 
 

ll.S. DlS'l‘Rl(,"l C()UR'l‘
Eastern District of Texas

l)l'iFl",Nl)ANll‘
 

  
 

   
 

 
  

  

 
 
 

HO Li) B R OI‘ P/\'l‘ENT OR TRADEMARK

Parthenon Unified Memory Architecture LLC
 

 
  
 
  

 

 

 

 

  
 
 

 

 
 

  
In the above —~cntitled case. the following decision has been rendered orjudgement issued:

DECISION/JUDGEMENT

 CLERK (BY) Dlil’llll‘Y ('l.liRK DATE

Copy l—~Upon initiation ofaction, mail this copy to Director (‘opy 5»~l‘pon termination of action, mail this copy to Director
Copy 2—Upon filing document adding patcnt(s), mail this copy to Director (‘opy 4---»—(Tasc file copy
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‘ 5

. Case 2:14-cv—OO691-JRG—RSP Document 6 Filed 06/19/14 Page 1 of 2 PagelD #: 27

A0 120 Rev. 08/10

Mail Stop 8 ‘ REPORT ON THE
TO: Director of the U.S. Patent and Trademark Office ING OR DETERMINATION OF AN

JU 2 3
P.O. Box 1450 REGARDING A PATENT OR

5 ' TRADEMARKAlexandria, VA 22313-1450 us. P‘

In Compliance with 35 U.S.C. § 290 and/or 15 U.S.C. § 1116 you are hereby advised that a court action has been
filed in the U.S. District Court Eastern District of Texas on the following

E] Trademarks or IZPatents. ( E} the patent action involves 35 U.S.C, § 292.):

DOCKET NO. DATE FILED U.S. DISTRICT COURT
2:14-cv-00691 6/12/2014 Eastern District of Texas

PLAINTIFF DEFENDANT

Parthenon Unified Memory Architecture LLC LG Electronics, Inc. and LG Electronics USA, Inc.

HOLDER OF PATENT OR TRADEMARK
Parthenon Unified Memory Architecture LLC
Parthenon Unified Memory Architecture LLC
Parthenon Unified Memory Architecture LLC
Parthenon Unified Memory Architecture LLC
Parthenon Unified Memory Architecture LLC

In the above——entitled case, the following patent(s)/ trademark(s) have been included:

I:I Amendment [I Answer I] Cross Bill I] Other Pleading

HOLDER OF PATENT OR TRADEMARK
—
_
—

—
—

 

 

 

 
 

 

  

  
  

 

  

 

  

  

 

 

 
In the above—entitled case, the following decision has been rendered or judgement issued:

DECISION/JUDGEMENT

 CLERK (BY) DEPUTY CLERK DATE

Copy 1——Upon initiation of action, mail this copy to Director Copy 3—Upon termination of action, mail this copy to Director
Copy 2—Upon filing document adding patent(s), mail this copy to Director Copy 4—Case file copy
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Case 2:14—cv—00690-JRG—RSP Document 7 Filed 06/19/14 Page 1 of 2 PageID #: 27

AO I20 Rev. 08/10

Mail Stop 8 ' ‘ REPORT ON THE

Director of the U.S. Patent and Trademark Office 2 3 ING OR DETERMINATION OF AN
P.O. Box 1450 TION REGARDING A PATENT OR

Alexandria, VA 22313-1450 u_s_ 9"“, «rmomfim TRADEMARK

TO: 
In Compliance with 35 U.S.C. § 290 and/or 15 U.S.C. § 1116 you are hereby advised that a court action has been

filed in the U.S. District Court Eastern District of Texas on the following

[I Trademarks or I] Patents. ( [I the patent action involves 35 U.S.C. § 292.):

DOCKET NO. DATE FILED U.S. DISTRICT COURT
2: 1 4-cv-00690 6/12/2014 Eastern District of Texas

PLAINTIFF DEFENDANT

Parthenon Unified Memory Architecture LLC HTC Corporation and HTC America Inc. 
PATENT OR DATE OF PATENT

2 5,960,464 9/28/1999 Parthenon Unified Memory Architecture LLC

. 3 6,058,459 5/2/2000 Parthenon Unified Memory Architecture LLC

=

1 5,812,789 9/22/1998 Parthenon Unified Memory Architecture LLC

4 6,427,194 7/30/2002 Parthenon Unified Memory Architecture LLC

5 7,321,368 1/22/2008 Parthenon Unified Memory Architecture LLC

In the above——entitled case, the following patent(s)/ trademark(s) have been included:

DATE INCLUDED INCLUDED BY

El Amendment [I Answer B Cross Bill D Other Pleading
PATENT OR DATE OF PATENT

TRADEMARK NO. OR TRADEMARK HOLDER OF PATENT OR TRADEMARK

I 7.m,oi>‘ ——
2 ‘W-2,v»~:s _—

 

  
 

3 12.35"], 3 if
v‘)

 
  

In the above—entitled case, the following decision has been rendered or judgement issued:

DECISION/JUDGEMENT

 
  

(BY) DEPUTY CLERK DATE

Copy 1—Upon initiation of action, mail this copy to Director Copy 3—Upon termination of action, mail this copy to Director
Copy 2—Upon filing document adding patent(s), mail this copy to Director Copy 4—Case file copy
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Case 2:14—cv-0O689—JRG—RSP Document 5 Filed 06/19/14 Page 1 of 2 Page|D #: 22

A0 120 Rev. 08/10

  

  

  
    
   

 

-‘YT. 

 TO. Mail Stop 8 ' REPORT ON THE
' Director of the U.S. Patent and Trademark Officj 3 2 dl71%.ING OR DETERMINATION OF ANP.0. Box 1450 U 2 TION REGARDING A PATENT OR

 
Alexandria, VA 22313-1450 03' “Y” Tmnsnmk OFF“-2 TRADEMARK

In Compliance with 35 U.S.C. § 290 and/or 15 U.S.C. § 1116 you are hereby advised that a court action has been
filed in the U.S. District Court Eastern District of Texas on the following

I] Trademarks or [ZPatents. ( D the patent action involves 35 U.S.C. § 292.):

DOCKET NO. DATE FILED U.S. DISTRICT COURT

A 2:14-cv-00689 6/12/2014 Eastern District of Texas
PLAINTIFF DEFENDANT

Parthenon Unified Memory Architecture LLC Motorola Mobility, Inc.

PATENT OR DATE OF PATENTTRADEMARK NO HOLDER OF PATENT OR TRADEMARK
1 5,812,789 9/22/1998 Parthenon Unified Memory Architecture LLC

  
I 2 5,960,464 9/28/1999 Parthenon Unified Memory Architecture LLC

' 3 §,c-'5l/ 3:5

3 6,058,459 5/2/2000 Parthenon Unified Memory Architecture LLC

4 0427.194 7/30/2002 Parthenon Unified Memory Architecture LLC

5 7,321,368 1/22/2008 Parthenon Unified Memory Architecture LLC

In the above—-entitled case, the following patent(s)/ trademark(s) have been included:

DATE INCLUDED INCLUDED BY

E] Amendment E} Answer [:1 Cross Bill I] Other Pleading

PATENT OR DATE OF PATENT
TRADEMARK NO. OR TRADEMARK HOLDER OF PATENT OR TRADEMARK

1 7,51,; M _
2 7/777,753 —

 

  

  

 
 

4 mm _—
_—

DECISION/JUDGEMENT

 
Copy 1—Upon initiation of action, mail this copy to Director Copy 3—Upon termination of action, mail this copy to Director

- Copy 2—Upon filing document adding patent(s), mail this copy to Director Copy 4-Case file copy
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UNITED STATES PATENT AND TRADEMARK OFFICE
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

P.O. Box 1450
Alexandria, Virginia 22313-1450
www.uspto.gov

APPLICATION NO. ISSUE DATE PATENT NO. ATTORNEY DOCKET NO. CONFIRMATION NO.

6996

 
11/956,165 06/02/2009 7542045 96—S—012C3 (850063.553C3)

30423 7590 05/13/2009

STMICROELECTRONICS, INC.
MAIL STATION 2346
13 10 ELECTRONICS DRIVE

CARROLLTON, TX 75006

ISSUE NOTIFICATION

The projected patent number and issue date are specified above.

Determination of Patent Term Adjustment under 35 U.S.C. 154 (b)

(application filed on or after May 29, 2000)

The Patent Term Adjustment is 0 day(s). Any patent to issue from the above—identified application will include

an indication of the adjustment on the front page.

If a Continued Prosecution Application (CPA) was filed in the above—identified application, the filing date that

determines Patent Term Adjustment is the filing date of the most recent CPA.

Applicant will be able to obtain more detailed information by accessing the Patent Application Information

Retrieval (PAIR) WEB site (http://pair.uspto.gov).

Any questions regarding the Patent Term Extension or Adjustment determination should be directed to the

Office of Patent Legal Administration at (571)-272-7702. Questions relating to issue and publication fee

payments should be directed to the Customer Service Center of the Office of Patent Publication at

(571)-272-4200.

APPLICANT(S) (Please see PAIR WEB site http://pair.uspto.gov for additional applicants):

Jefferson Eugene Owen, Freemont, CA;
Raul Zegers Diaz, Palo Alto, CA;
Osvaldo Colavin, Tucker, GA;

IR103 (ReEfig§ 6 of 285
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Electronic Patent Application Fee Transmittal

Application Number: 11956165

Filing Date: 13-Dec-2007

ELECTRONIC SYSTEM AND METHOD FOR DISPLAY USING A DECODER AND

T'tIe °f I'“’e"t'°"‘ ARBITER TO SELECTIVELY ALLOW ACCESS TO A SHARED MEMORY

First Named Inventor/Applicant Name: Jefferson Eugene Owen

Attorney Docket Number: 96-S-012C3 (850063.553C3)

Filed as Large Entity

Utility under 35 USC111(a) Filing Fees

Sub-Total in

Description Fee Code Quantity USD($)

Basic Filing:

Pages:

Claims:

Miscellaneous-Filing:

Patent-Appeals-and-Interference:

Post-AlIowance-and-Post-Issuance:

Utility Appl issue fee 1501 1510 1510
I 300 300Publ. Fee- early, voluntary, or normal 1504
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Extension-of-Time:

Total in USD ($) 1813

 S“:-S1-;(t$a)| in
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Electronic Acknowledgement Receipt

m

—

ELECTRONIC SYSTEM AND METHOD FOR DISPLAY USING A DECODER AND

T'tIe °f I'“'e"t'°"‘ ARBITER TO SELECTIVELY ALLOW ACCESS TO A SHARED MEMORY

I

Payment information:

Submitted with Payment yes—

—Auth°“zedUser  
The Director of the USPTO is hereby authorized to charge indicated fees and credit any overpayment as follows:

Charge any Additional Fees required under 37 C.F.R. Section 1.19 (Document supply fees)

1 Fees required under 37 C.F.R. Section 1.20 (Post Issuance fees)
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Charge any Additional Fees required under 37 C.F.R. Section 1.21 (Miscellaneous fees and charges)

File Listing:

Document . . File Size(Bytes)/ Multi Pages

Number Document Descrlptlon  Message Digest Part /.zip (if appl.)
338246

Issue Fee Payment (PTO-85B) 96S012C3.pdf 8f35c252e9cd7029cd4cb477el c93d2b764
0aec5

Information:

Fee Worksheet (PTO-06) fee-info.pdf 718d9da7d8b18a370db675d930fe1a94cef
42ba9

This Acknowledgement Receipt evidences receipt on the noted date by the USPTO ofthe indicated documents,

characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111

lfa new application is being filed and the application includes the necessary components for a filing date (see 37 CFR

1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this

Acknowledgement Receipt will establish the filing date of the application.

National Stage of an International Application under 35 U.S.C. 371

lfa timely submission to enter the national stage of an international application is compliant with the conditions of 35

U.S.C. 371 and other applicable requirements a Form PCT/DO/E0/903 indicating acceptance of the application as a

national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.

New International Application Filed with the USPTO as a Receiving Office

lfa new international application is being filed and the international application includes the necessary components for

an international filing date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number

and ofthe International Filing Date (Form PCT/R0/105) will be issued in due course, subject to prescriptions concerning

national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of

the application.

Page 10 of 285
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Pi-\R'l‘ B - it'EE(S) 'l‘R2\t\‘SlVll'l‘T:\L

Complete and send this form, togc_therwith applicable l'cc(s), to: My i1 Mail Stop ISSUE' Coiiimlssioncr for Patents

P.O. Box _l-450
Alexandria, Virginia 223l3-I450

or Eng (571)-273-2885 

lNSTRUCl‘lONS: This form should be used for transmitting. the ISSUE ‘FEE anti PUBLICATION FEF. (if required). Bloelts l tliroiigh 5 shotild be completed wlierc
up opriate. All further conespondcnce inCilll3iflg‘lil£.“ Patent. ttdviincc orders and notilicalion of mztittttmnnce fees will be muilod to the ciimmt coxres “n_dcncc adtlrvcss as
in ictitetl unless cnrjected below or directed 0li')L‘f\\'lSC in Block 1. by (2) specifying ti new correspondence adtlress; mtdfor lb) indicating :1 separate " -til-. Al)l)Rl-..SS" forinnintentincc foe l!0llfiC3fi0!Z\‘.

(,13RRi‘I?~'l'('()2R!;.‘\'i’1).\'l).“4‘¢Cl5ADDRESS‘Not ‘Us-'.~B!nc‘.'»l for : urutizmx :\-otg: A ccntticate oi mat Int: can on ' . us: mtstict ni:u mgs at _t~.i.-
‘ t ’ my my , Feds) Trtnisznittqi. This certificate C3n‘I)!0l be used for any other :~.ccui;~.p:ioy:ng

tapers. lizclt atldttiomtl paper. ~such as an uajsigiimcxtt or formal drawing. mustvia its own ceniticatc ofniailing or truixsnussion.

 

 
 

 

30:23 ‘I500 It.ti0(v'20G9 C “_ rm 1! r, , _ ‘ ~ , , _ en tcateo sing or’ mnxniission _ _

Sll\/1lC,ROl:.l.l~.Cl‘RONlC~S_. INC. lhcreb cmiisy lh_1ll mi; F. si,1_‘i-.msmtn.~.i is bcingAt!cposited_ with the umico
‘MAW STATION 3345 §5‘Ji°fm‘3“fé .f;"‘§§..*l‘§‘.§“ .i’s‘é°t‘i"i-;*’i‘3~‘§:‘i‘tgf..i‘l‘i‘:t.{?t"?iiEi‘:‘5é‘. §§‘$fi:i3§
I310 ELISCTRONICS DRIVE imiismsiicd to the USPTO (. 7i) 27:»2ss5. on the date l¥ldit}.‘ll't‘d be ow.

C/\RROl.l,’l’ON. TX 75006 [l)c;lts:t us’: tunic}

lUa'.:‘}

A‘i'l’l.lCTA’l'l0N NU. FILENG l)A'!‘l5 FlRS'!' NAMED L\'\’l§NTOR A’l"l‘Ol{Ni£\‘ DOCKET NO. CO.\'l-'1R.\lA"l"lON NO.

l lI$ISb, l 65 l 2113/2007 . Jt:lTctscn liugv.‘ iic Owen 96-S-Ol 2C3 (i996

l'!'l‘l;Jii()l-‘ _lt§l\.’l£i\"l‘lON: ’l’~1l.l€C‘i‘ROt’\¥lC $YSfl‘_l'~lM-'.«\N11:iylE‘l‘llt)t) FOR l)lSl’!.AY usma f\ Dl‘-.‘C0l)i-ZR AND mtnrrit’t§5t‘B‘§tfl,5éE5il\’isi.»' ALLOW1\L?Cl'£SS'T()_ A-.si»miti-1i) Mi-tmoalv

z\l‘Pl..,\‘. 'l‘YPl€ SMA LL l‘Ii\lTl‘l'Y

NO

 

  l’Rl5\r'. i’i\ll),lSSUl3 YE}?
 

 

TOTAL FFJZI S) DU}-I !,l.v‘\'!‘l? DUE
  

 

  

 
issut: Fl-Iii nus ?Ul41.lC:\'l‘lON FEE our:

’ ' S300noiipmvisiottai S l S 10 S0. 5 l Si 0 (l'//(Jt‘:f£0()*)

*‘“‘"*""’
.\’CvUYEi\_’. ll2\U H 2633 34S—S=1l000

 
 

 
 

  

I.(.‘h'» i'~' ": ad‘ add ' i“‘i«" dd '~.t“‘37 2.1’ ‘ '- h - l‘ .l'~
CFR LOl‘FL’\p0 uncut less or it’ teatttittu t.ca\ ms t V or pfllllllli-,,0!“H cpttlmt tontpagc Lsl ‘Lisa K‘ Jorgenson

:3 .. . . . .. .. . . .. . . W ‘R ("*3 mg: 1* “".‘¥”.f"9“"°““ W‘ “*“*“°-is '~--~—-~--~~~~-~~-W‘--Citat. £.0I‘.\.0fl'L.\}\OlldLl\Cw xtdd..~ss(orCh.ixigeofL_orrcspot BL. uragmu . .:ttcm.itivc). David V_ CarlsonAtldress amt l’TO12sBIl22) ttltngiicd.

3:) “Fee Address” irzdicoiioii {or “Fee Addrt-ss” indication fomt
l’]'(}/SW47; Rev 034)}. or man: recent) attacltcd. Use of GCIISIOHIPI’
Number is required.

i_2).the name of a singie limi (h:ivi’n_ig as a mcmbct’ a 3...- ..
registered attomey or agent) and the mines of up to
2 re istered patent ztttonieys or agents. lftto nmne is 3
list . no name will be printed. """"'“” ’
  
3. r\SSl(.'it\'l5l:' N.‘\;\ll:I AND l(lESll')!£N(.‘li I).‘\'l'z‘\“l‘0 BIS PRlNl"lSl) ON ‘THE P:\Tl§i\"l' (print or type)

Pt,i-1:\Sl_:‘_t\’O‘l'l3: Untcss an ossi on is identified Mlow‘ no axeggiiee data m‘lt_ appear on the patci_iL If an ussimec is identified below. the document has been filed for
rccurdntton as set {unit in 3? Cl? 3.! l. Ctnnpletioii of this iorm is NOT it Sub$llllllL' for Filing an asigttment.

ti-\)‘ l\‘Ah-liE Oi-‘ :\'SSlUi\‘l-Zli ti!) Rl2SlDE.\’Cl-1: (Cl'l'Y and ST1\Ti3 OR COUNTRY)
Smicroeleccronics, Inc. Carrollton. Texas

l‘lct:se check the appropriate assignee e2.1t:;;ory or categories (will not be printed on the patent) : D lndividuzzl @ Corporation or other prit-at: group entity 0 Government 

 

ta. ‘lite following fceis) are submittccl: db. Payrncnt of Fci:(s): (Please first reapply any previously paid issue lee shown above)

3 limit: Fcc D A check is enclosed. I
3:‘ Puhlieqtioii Fee tNo stnnll ctttity dis:-ount pqrmiitml) D i*aym:nt by credit card. Form l"l'O-2ll3S is attached.

53 ““"’“"°°"°"“” " °’°""‘“ ~------ 1 - E§3§i,§’§§?§i%1‘fo“6’§.”,§s§“i¥€§$iii§§’u%.”%?;"T§5‘i‘3i§‘§’ ’““§:Z’.;£“i¥.."§.{‘°2§flf§:§§.§‘l§i?3ifs§"P:§miit
5. Change in Entity Status (' from stat-.:s indicated zbwc)

U :i. Applicant claims SMAl.l. l£h.'l'l'lY stalls. Sec 37 CPR 1.27. D it. .-xpplicziiitis no longer claiming SMALL E;\”l‘lTY status. Sc: 37 CFR l.27(g)(2).
i\‘O’l‘l£: lite issue Fee and l’ublicaI_ion l-‘-.1-_ (if required) will not be accepted l‘ru_m anyone other than the applicaiit; ti registered attorney or agent: or the ‘assignee or other party ininterest as shown by the records ol the Unztetl Suites i’¢l'Cl)l and 'l‘rotiem:ztt Onset. ' 

]\u[h;}n'gcdSigr,n1uf;- Patrick C.R. Holmes 1);“: '0 7

   Registration No. _____‘L6__g_:_5_§0
  ‘l')potl or printed mime N

This collcction of inlbnnigtiqn is rcqt.:in"d by 37 CPR’! .31 l. The infunn.-iiion is ujred to obtain or rt-mitt a bcncfzt bx the public which is to file (and by the USPTO to process)an application. Contidt-ntinlity_is governed by 35 U.S.C. l22_utid 37 CFR l.l4. _ts collection is estimated to take I- minutes to cmnplclc, including gziihu.-ring, prqnnng. and

rzi.-bnmting the cumplctcgl application form to the LiSP’l‘O. Time will ding upon the individual t.-asc. Any continents on the amount of timc you n: uirw to eonzplt-to
this than tutdlor st: gestmns for l'L‘l3lXi?l!‘.§é this bard:-ti. should be sent to S ief lntormation Oificcr. US. Patent and Tmdernark OlTcc, U.S. l)cpart.-ncnt o Cummcrtc. l’.O.
“(IDS l4dSg. ,ri:;._’\3/§r};r|r3a(;.’23l3-I )0. DO NOT SEND l-‘EIZS OR CO.\ll’l.l:'TEl) FORMS TO THIS .«\l)DRESS. SEND TO: Conimissinner l'nr Pzttcnts. R0. Box I450.A axon .-i. trginiti .. '.— S .
Under the Papcrtvorli Reduction At! of 1995. no pcrsoxs are required to respond in ii collection of infamxition untcss it displays a wlid OMB control nu.-ntxr.

  

 

l"l‘0l.-.‘-l5 um. usnm Approval for (‘.56 mmugii 03:3 V2010. OMB 065I-O03] u.s. Patent and Trademark omcc; u.s. Di-IPI\R'l'.\li5t\"T OF COM.\1i£RCl;‘
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UNITED STATES PATENT AND TRADEMARK OFFICE
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

P.O. Box 1450
Alexandria, V' 'nia 22313-1450
www.uspto.go

 
NOTICE OF ALLOWANCE AND FEE(S) DUE

STMICROELECTRONICS, INC. NGUYEN’ HAU H

smIoN2s46
1310 ELECTRONICS DRIVE 2628
CARROLLTON’ TX 75006 DATE MAILED: 04/06/2009

APPLICATION NO. FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKET NO. CONFIRMATION NO.

11/956,165 12/13/2007 Jefferson Eugene Owen 96—S—012C3 6996

TITLE OF INVENTION: ELECTRONIC SYSTEM AND METHOD FOR DISPLAY USING A DECODER AND ARBITE1§5i@§’fi5EETlVELY ALLOW
ACCESS TO A SHARED MEMORY

APPLN. TYPE SMALL ENTITY ISSUE FEE DUE PUBLICATION FEE DUE PREV. PAID ISSUE FEE TOTAL FEE(S) DUE DATE DUE

NO $300 $0$1510 $1810 07/06/2009nonprovisional

THE APPLICATION IDENTIFIED ABOVE HAS BEEN EXAMINED AND IS ALLOWED FOR ISSUANCE AS A PATENT.

PROSECUTION E THE MERITS E CLOSED. THIS NOTICE OF ALLOWANCE IS NOT A GRANT OF PATENT RIGHTS.
THIS APPLICATION IS SUBJECT TO WITHDRAWAL FROM ISSUE AT THE INITIATIVE OF THE OFFICE OR UPON
PETITION BY THE APPLICANT. SEE 37 CFR 1.313 AND MPEP 1308.

THE ISSUE FEE AND PUBLICATION FEE (IF REQUIRED) MUST BE PAID WITHIN THREE MONTHS FROM THE
MAILING DATE OF THIS NOTICE OR THIS APPLICATION SHALL BE REGARDED AS ABANDONED. THIS

STATUTORY PERIOD CANNOT E EXTENDED. SEE 35 U.S.C. 151. THE ISSUE FEE DUE INDICATED ABOVE DOES
NOT REFLECT A CREDIT FOR ANY PREVIOUSLY PAID ISSUE FEE IN THIS APPLICATION. IF AN ISSUE FEE HAS

PREVIOUSLY BEEN PAID IN THIS APPLICATION (AS SHOWN ABOVE), THE RETURN OF PART B OF THIS FORM
WILL BE CONSIDERED A REQUEST TO REAPPLY THE PREVIOUSLY PAID ISSUE FEE TOWARD THE ISSUE FEE NOW
DUE.

HOW TO REPLY TO THIS NOTICE:

I. Review the SMALL ENTITY status shown above.

If the SMALL ENTITY is shown as YES, verify your current If the SMALL ENTITY is shown as NO:
SMALL ENTITY status:

A. If the status is the same, pay the TOTAL FEE(S) DUE shown A. Pay TOTAL FEE(S) DUE shown above, or
above.

B. If the status above is to be removed, check box 5b on Part B - B. If applicant claimed SMALL ENTITY status before, or is now
Fee(s) Transmittal and pay the PUBLICATION FEE (if required) claiming SMALL ENTITY status, check box 5a on Part B - Fee(s)
and twice the amount of the ISSUE FEE shown above, or Transmittal and pay the PUBLICATION FEE (if required) and 1/2

the ISSUE FEE shown above.

II. PART B - FEE(S) TRANSMITTAL, or its equivalent, must be completed and returned to the United States Patent and Trademark Office
(USPTO) with your ISSUE FEE and PUBLICATION FEE (if required). If you are charging the fee(s) to your deposit account, section "4b"
of Part B - Fee(s) Transmittal should be completed and an extra copy of the form should be submitted. If an equivalent of Part B is filed, a
request to reapply a previously paid issue fee must be clearly made, and delays in processing may occur due to the difficulty in recognizing
the paper as an equivalent of Part B.

III. All communications regarding this application must give the application number. Please direct all communications prior to issuance to
Mail Stop ISSUE FEE unless advised to the contrary.

IMPORTANT REMINDER: Utility patents issuing on applications filed on or after Dec. 12, 1980 may require payment of
maintenance fees. It is patentee's responsibility to ensure timely payment of maintenance fees when due.

Page 1 of 3

PTOL—85 (Rev.%&g§pplr(ged:fIr1%e8th5rough 08/31/2010.



Page 13 of 285

PART B - FEE(S) TRANSMITTAL

Complete and send this form, together with applicable fee(s), to: Mail Mail Stop ISSUE FEE
Commissioner for Patents
P.O. Box 1450

Alexandria, Virginia 22313-1450
or1 (571)-273-2885

INSTRUCTIONS: This form should be used for transmitting the ISSUE FEE and PUBLICATION FEE (if required). Blocks 1 through 5 should be completed where

appropriate. All further correspondence including the Patent, advance orders and notification of maintenance fees will be mailed to the current correspondence address asin icated unless corrected below or directed otherwise in Block 1, by (a) specifying a new correspondence address; and/or (b) indicating a separate "FEE ADDRESS" formaintenance fee notifications.

CURRENT CoRRESpoNDENCE ADDRESS (N015;UsgB1oCklforanychanggofaddrgss) Note: A certificate of mailin can only be used for domestic mailings of the
Fee(s) Transmittal. This certi icate cannot be used for any other accompanying

Eapers. Each additional paper, such as an assignment or formal drawing, mustave its own certificate of mailing or transmission.

30423 7590 04/06/2009 C F fM I Terti icate o ai ing or ransmission

I hereby cerltify that thisfll13ee(fsf) Transmittal isf being deiposited lwith the UriitedStates Posta Service wi su icient postage or irst c ass mai in an enve ope
MAIL STATION 2346 addressed to the Mail Stop ISSUE FEE address above, or being facsimile
1310 ELECTRONICS DRIVE transmitted to the USPTO (571) 273-2885, on the date indicated below.

CARROLLTON, TX 75006 (Depositofs name)

 (Signature)

(Date)

11/956,165 12/13/2007 Jefferson Eugene Owen 96-S-012C3 6996

TITLE OF INVENTION: ELECTRONIC SYSTEM AND METHOD FOR DISPLAY USING A DECODER AND ARBITEl§5l(@§’fi5ECTlVELY ALLOW
ACCESS TO A SHARED MEMORY

APPLN. TYPE SMALL ENTITY ISSUE FEE DUE PUBLICATION FEE DUE PREV. PAID ISSUE FEE TOTAL FEE(S) DUE DATE DUE

NO $0nonprovisional $1510 $300 $1810 07/06/2009

NGUYEN, HAU H 2628 345—541000

1. Change of correspondence address or indication of "Fee Address" (37
CFR 1.363).

3 Chan e of correspondence address (or Change of Correspondence
Address orm PTO/SB/ 122) attached.

3 "Fee Address" indication (or "Fee Address" Indication form
PTO/SB/47; Rev 03-02 or more recent) attached. Use of a Customer
Vumber is required.

2. For printing on the patent front page, list
(1) the names of up to 3 registered patent attorneys
or agents OR, alternatively,

(2) the name of a single firm (having as a member a 2
registered attorney or agent) and the names of up to
2 registered patent attorneys or agents. If no name is 3
listed, no name will be printed. 

3. ASSIGNEE NAME AND RESIDENCE DATA TO BE PRINTED ON THE PATENT (print or type)

PLEASE NOTE: Unless an assignee is identified below, no assignee data will appear on the patent. If an assignee is identified below, the document has been filed for
recordation as set forth in 37 CFR 3.11. Completion of this form is NOT a substitute for filing an assignment.

(A) NAME OF ASSIGNEE (B) RESIDENCE: (CITY and STATE OR COUNTRY)

Please check the appropriate assignee category or categories (will not be printed on the patent) : '3 Individual '3 Corporation or other private group entity '3 Government

4a. The following fee(s) are submitted: 4b. Payment of Fee(s): (Please first reapply any previously paid issue fee shown above)
3 Issue Fee 3 A check is enclosed.

3 Publication Fee (No small entity discount permitted) 3 Payment by credit card. Form PTO-2038 is attached.

3 Advance Order — # of Copies 3 The Director is hereby authorized to charge the required fee(s), any deficiency, or credit any
overpayment, to Deposit Account Number (enclose an extra copy of this form).

5. Change in Entity Status (from status indicated above)

3 a. Applicant claims SMALL ENTITY status. See 37 CFR 1.27. J b. Applicant is no longer claiming SMALL ENTITY status. See 37 CFR 1.27(g)(2).
NOTE: The Issue Fee and Publication Fee (if required) will not be accepted from anyone other than the applicant; a registered attorney or agent; or the assignee or other party in
interest as shown by the records of the United States Patent and Trademark Office.

Authorized Signature Date

Typed or printed name Registration No.

This collection of information is required by 37 CFR 1.311. The information is re uired to obtain or retain a benefit by the public which is to file (and by the USPTO to process)
an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.14. T is collection is estimated to take 12 minutes to complete, including gathering, preparing, and
submitting the completed application form to the USPTO. Time will v de endin upon the individual case. Any comments on the amount of time you require to complete
this form and/or suggestions for reducing this burden, should be sent to e C ief In ormation Officer, U.S. Patent and Trademark Office, U.S. Department of Commerce, P.O.
Box 1450, Alexandria, Virginia 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, P.O. Box 1450,
Alexandria, Virginia 22313- 1450.
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OMB control number.

Pa e 13 of285
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Page 14 of 285

UNITED STATES PATENT AND TRADEMARK OFFICE
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

P.O. Box 1450
Alexandria, Virginia 22313-1450
www.uspto.goV

APPLICATION NO. FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKET NO. CONFIRMATION NO.

 
11/956,165 12/13/2007 Jefferson Eugene Owen 96—S—012C3 6996: I I .

7590 04/06/2009 XWER

STMICROELECTRONICS, INC. NGUYEN’ HAU H

smIoN2s46
1310 ELECTRONICS DRIVE 2628
CARROLLTON’ TX 75006 DATE MAILED: 04/06/2009

Determination of Patent Term Adjustment under 35 U.S.C. 154 (b)

(application filed on or after May 29, 2000)

The Patent Term Adjustment to date is 0 day(s). If the issue fee is paid on the date that is three months after the

mailing date of this notice and the patent issues on the Tuesday before the date that is 28 weeks (six and a half

months) after the mailing date of this notice, the Patent Term Adjustment will be 0 day(s).

If a Continued Prosecution Application (CPA) was filed in the aboVe—identified application, the filing date that

determines Patent Term Adjustment is the filing date of the most recent CPA.

Applicant will be able to obtain more detailed information by accessing the Patent Application Information Retrieval

(PAIR) WEB site (http://pair.uspto.goV).

Any questions regarding the Patent Term Extension or Adjustment determination should be directed to the Office of

Patent Legal Administration at (571)-272-7702. Questions relating to issue and publication fee payments should be

directed to the Customer Service Center of the Office of Patent Publication at 1—(888)—786—0101 or

(571)-272-4200.

Page 3 of 3
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Application No. App|icant(s)

11/956,165 OWEN ET AL.

HAU H. NGUYEN 2628

-- The MAILING DA TE of this communication appears on the cover sheet with the correspondence address--
All claims being allowable, PROSECUTION ON THE MERITS IS (OR REMAINS) CLOSED in this application. If not included
herewith (or previously mailed), a Notice of Allowance (PTOL—85) or other appropriate communication will be mailed in due course. THIS
NOTICE OF ALLOWABILITY IS NOT A GRANT OF PATENT RIGHTS. This application is subject to withdrawal from issue at the initiative
of the Office or upon petition by the applicant. See 37 CFR 1.313 and MPEP 1308.

1. IXI This communication is responsive to 03/02/2009.

2. IX] The allowed claim(s) is/are 1 2 4 6-18 and 20.
 

3. El Acknowledgment is made ofa claim forforeign priority under 35 U.S.C. § 119(a)-(d) or (f).

a) I:I All b) I:I Some* c) I:I None of the:

1. I:I Certified copies of the priority documents have been received.

2. I:I Certified copies of the priority documents have been received in Application No.j

3. El Copies of the certified copies of the priority documents have been received in this national stage application from the

International Bureau (PCT Rule 17.2(a)).

* Certified copies not received:

Applicant has THREE MONTHS FROM THE “MAILING DATE” of this communication to file a reply complying with the requirements
noted below. Failure to timely comply will result in ABANDONMENT of this application.
THIS THREE-MONTH PERIOD IS NOT EXTENDABLE.

4. D A SUBSTITUTE OATH OR DECLARATION must be submitted. Note the attached EXAMINER’S AMENDMENT or NOTICE OF
INFORMAL PATENT APPLICATION (PTO—152) which gives reason(s) why the oath or declaration is deficient.

5. I] CORRECTED DRAWINGS (as “replacement sheets”) must be submitted.

(a) I:I including changes required by the Notice of Draftsperson’s Patent Drawing Review ( PTO—948) attached

1) I:I hereto or 2) I:I to Paper No./Mail Date

(b) I:I including changes required by the attached Examiner’s Amendment / Comment or in the Office action of

Paper No./Mail Date

Identifying indicia such as the application number (see 37 CFR 1.84(c)) should be written on the drawings in the front (not the back) of
each sheet. Replacement sheet(s) should be labeled as such in the header according to 37 CFR 1.121(d).

6. I:I DEPOSIT OF and/or INFORMATION about the deposit of BIOLOGICAL MATERIAL must be submitted. Note the
attached Examiner’s comment regarding REQUIREMENT FOR THE DEPOSIT OF BIOLOGICAL MATERIAL.

 

Attachment(s)

1. I:I Notice of References Cited (PTO—892) 5. I:I Notice of Informal Patent Application

2. I:I Notice of Draftperson's Patent Drawing Review (PTO—948) 6. I:I Interview Summary (PTO—413),
Paper No./Mail Date .

3. IX Information Disclosure Statements (PTO/SB/O8), 7. El Examiner's Amendment/Comment
Paper No./Mail Date 4/29/2008

4. I:I Examiner's Comment Regarding Requirement for Deposit 8. E Examiner's Statement of Reasons for Allowance
of Biological Material

9. I:I Other .

/Hau H Nguyenl

Primary Examiner, Art Unit 2628

U.S. Patent and Trademark Office

PTOL-37 (Rev. 08-06) Notice of Allowability Part of Paper No./Mail Date 20090313-A
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Application/Control Number: 11/956,165 Page 2

Art Unit: 2628

Terminal Disclaimer

1. The terminal disclaimer filed on 2/20/2009 disclaiming the terminal portion of any patent

granted on this application which would extend beyond the expiration date of U.S. Patent No.

7,321,368 has been reviewed and is accepted. The terminal disclaimer has been recorded.

Information Disclosure Statement

The information disclosure statement (ID S) submitted on 4/29/2008 was partially

considered by the examiner because some of the references (NPL) do not have a date; therefore,

all references are considered except where lined through.

Allowable Subject Matter

2. Claims 1, 2, 4, 6-18 and 20 are allowed.

Reasonsfor Allowance

3. The following is an examiner’s statement of reasons for allowance:

The prior art taken singly or in combination does not teach or suggest, an electronic

system, among other things, comprising

an arbiter circuit coupled to both the microprocessor system and the Video decoder for

controlling access to the main memory by the Video decoder and the microprocessor.

Conclusion

4. Any comments considered necessary by applicant must be submitted no later than the

payment of the issue fee and, to avoid processing delays, should preferably accompany the issue

Page 16 of 285
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Application/Control Number: 11/956,165 Page 3

Art Unit: 2628

fee. Such submissions should be clearly labeled “Comments on Statement of Reasons for

Allowance.”

5. Any inquiry concerning this communication or earlier communications from the

examiner should be directed to Hau H. Nguyen whose telephone number is: 571-272-7787. The

examiner can normally be reached on MON-FRI from 8:30-5:30.

If attempts to reach the examiner by telephone are unsuccessful, the examiner's

supervisor, Kee Tung can be reached on (571) 272-7794.

The fax number for the organization where this application or proceeding is assigned is

571-273-8300.

Information regarding the status of an application may be obtained from the Patent

Application Information Retrieval (PAIR) system. Status information for published applications

may be obtained from either Private PAIR or Public PAIR. Status information for unpublished

applications is available through Private PAIR only. For more information about the PAIR

system, see http://pair-direct.uspto.gov. Should you have questions on access to the Private PAIR

system contact the Electronic Business Center (EBC) at 866-2 17-9197 (toll-free).

/Hau H Nguyen/

Primary Examiner, Art Unit 2628

Page 17 of 285
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Page 1 of 1

UNITED STATES PATENT AND TRADEMARK OFFICE
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

PO. Box 1450
Alexandria, V' 'nia 22313-1450
www.uspto.go

 
BIB DATA SHEET

CONFIRMATION No. 6996

SERIAL NUMBER FILINgIA9l_I‘E 371(c) GROUP ART UNIT ATTORN'\|lEg DOCKET
11/956.165 12/13/2007 96-S-012C3

RULE (850063.553C3)

APPLICANTS

Jefferson Eugene Owen, Freemont, CA;

Raul Zegers Diaz, Palo Alto, CA;
Osvaldo Colavin, Tucker, GA;

*1: ~k~k~k~k~k~k~k~k*~k~k~k**~k~k~k**~k~k***~k

This application IS a CON 0110/174,918 06/19/2002 PAT 7,321,368
which IS a CON 0109/539,729 03/30/2000 PAT 6,427,194

which IS a CON 0108/702,910 08/26/1996 PAT 6,058,459

** *************************

** IF REQUIRED, FOREIGN FILING LICENSE GRANTED **

Foreign Priority claimed 3 Yes BN0 STATE on SHEETS TOTAL INDEPENDENT

35 USC 119(a—d) conditions met :I Yes BNO D Met afterAllowance
Verified and /HAU H NG JYEN/ H.N.

Acknowledged Examiner's Signature Initials 6 5

ADDRESS

STMICROELECTRONICS, INC.
MAIL STATION 2346

1310 ELECTRONICS DRIVE

CARROLLTON, TX 75006
UNITED STATES

TITLE

ELECTRONIC SYSTEM AND METHOD FOR DISPLAY USING A DECODER AND ARBITER TO

SELECTIVELY ALLOW ACCESS TO A SHARED MEMORY

FILING FEE FEES: Authority has been given in Paper
RECEIVED No. to charge/credit DEPOSIT ACCOUNT

for following:

BIB (Rev. 05/07).
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Application/Control No. App|icant(s)IPatent Under Reexamination

Issue Classification 11956165 OWEN ET AL

Examiner Art Unit
HAU H NGUYEN 2628

ORIGINAL INTERNATIONAL CLASSIFICATION

SUBCLASS NON-CLAIMEDi-3.’ 3 ITI U

541 15/167 (2006.0)

5/39 (2006.0)

CROSS REFERENCE(S) 5 / 36 (2006.0’l .01)

SUBCLASS (ONE SUBCLASS PER BLOCK)
4U‘! N U‘! 07 _\ U‘! \I

UIIIIIIIIIIIIIEHI
Claims renumbered in the same order as presented by applicant CPA X T.D. R.1.47

Final Original Final Original Final Original Final Original

(Assistant Examiner)
/HAU H NGUYENI

Primary Examiner.Art Unit 2628 03/13/2009 O.G. Print C|aim(s) O.G. Print Figure

Final Original Final Original Final Original

Total Claims Allowed:

_\

LOC0\IO3U‘l-J>b7I\)
_\ O

_\ _\

_\ N

_\ O7

_\ -J>

_\ U‘!

_\ O3

17

(Primary Examiner) (Date) 1 2

U.S. Patent and Trademark Office Part of Paper No. 20090313-A
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Receipt date: 04/29/2008 11956165 ~ GAE}: 2628
Sheetioffi

U.S. DEPARTMENT OF COMMERCE ATTY. DOCKET NO. APPLICATION NO.

PATENTAND TRADEMARK OFFICE 96—S—012C3(850063.553C3) 11/956,165
APPLICANTS

INFORMATION DISCLOSURE STATEMENT Jefferson Eugene Owen et a1.
(Use several sheets if necessary) FILING DATE

December 13, 2007

GROUP ART UNIT

262 1

U.S. PATENT DOCUMENTS

1§i%%i%?R‘?i’%E

ammMMIIIIIMIMflI
owmflMflIIIIflMflMIIII
WMHMMIIIIHMIEIHII
omm&MflIIIIflMflMIIII
ommMmMflIIIflMImIflIII
1mmMMMMIIIflMIEIflIII
1m%flMIIIII&IMIflII
mmM%MIIIIHM-EIHII
ww%fiMMIII-EIMIHIII
1wmE@MIIIIflMflMIIII
um%MMMIIII&IMIflII
05/28/962
ow%&MflIIIIflMflMflIII
1m%flMMIIIIflMflMIIII
1m%&MIIIIIMIMHflII|
um%MflMIIII&IMIflII
omwMMflIII-EIMIHIII
ommMIIIIIIflEflMMIII
04/22/972

5,682,484 10/28/972
mmm mw%@MMIII-EIMIHIII

, wEMMIMMflM@MMIIflfiI%flflII
IMIMHMEIMMMMMMIIIIMMHMIIII

P EEMMIMMMMMIIIIIMMHMIIII
EXAMINER I/Ha” Nguyen] DATE CONSIDERED
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conformance gd not considered. Include co 0 of this form with next communication to a Iicant s .
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Receipt date: 04/29/2008 11956165 ~ GAU: 2628
Sheet 2 ofQ

APPLICATION NO.

1 1/956, 165

U.S. DEPARTMENT OF COMMERCE ATTY. DOCKET NO.

PATENT AND TRADEMARK OFFICE 96_S_0
APPLICANTS

INFORMATION DISCLOSURE STATEMENT Jefferson Eugene Owen et a1.
(Use several sheets if necessary) FILING DATE

December 13, 2007

GROUP ART UNIT

262 1

U.S. PATENT DOCUMENTS

*EXAMINER NAMEINITIAL

/HN/’

FILING DATE

DOCUMENT NUMBER IF APPROPRIATE
DATE CLASS SUBCLASS

5,793,384

5,797,028

5,809,245

5,809,538

5,812,789

5,815,167

5,960,464

5,835,082

5,912,676

5,923,665

5,936,616

6,058,459

6,297,832

6,330,644

08/11/98

08/18/98

09/15/98

09/15/98

09/22/98

09/29/98

09/28/99

11/10/98

06/15/99

07/13/99

08/10/99
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U.S. DEPARTMENT OF COMMERCE ATTY. DOCKET NO. APPLICATION NO.

PATENTAND TRADEMARK OFFICE 96-S-012C3 (850063.553C3) 11/956,165
APPLICANTS

INFORMATION DISCLOSURE STATEMENT Jefferson Eugene Owen et a1.
(Use several sheets if necessaly) FILING DATE GROUP ART UNIT

December 13, 2007 2621

OTHER PRIOR ART (Including Author, Title, Date, Pertinent Pages, Etc.)

Katsuyuki Yamazaki et al., “ATM Networking and Video-Coding Techniques for QOS Control

in B-ISDN,” IEEE Transactions on Circuits and Systemsfor Video Technology, June 1993, Vol.

3, No.3, pages 175-181.

Masahiko Yoshimoto et al., “ULSI Realization of MPEG2 Realtime Video Encoder and

Decoder — An Overview,” IEICE Trans. Electron, May 23, 1995, Vol. E78-C, No. 12, pages

1668-168 1 .

Saif S. Zahir and Hussein Alnuweiri, “VBR MPEG-2 Encoded Video Over Broadband

Network,” Proceedings ofSPIE, November 3-5, 1997, Vol. 3231, pages 372-381.

Hui Zhang and Edward W. Kightly, “Red-VBR: A New Approach to Support Delay-Sensitive

VBR Video in Packet-Switched Networks,” Network and Operating System Supportfor Digital

Audio and Wdeo, Aril 19-21, 1995, aes 258-272.

Subramaniam Ganesan, “A Dual-DSP Microprocessor System for Real-Time Digital

Correlation,” Microrocessors and Micros stems, Se tember 1991, Vol. 15, No. 7, 0;

The Motorola MCD212 Video Decoder and System Controller (“MCD212”)(as described in the

Advance Information manual, published in the U.S. August 1995 , at MOT-S 723153-723240)

Apple Macintosh Quadra 840AV when executing the “Fusionrecorder 1.0” application as

described in the 1993 Developer Note entitled “Macintosh Quadra 840AV and Macintosh

Centris 660AV Com uters

C-Cube CL450 MPEG Video Decoder (“CL450”) as described in the “CL450 MPEG Decoder

User’s Manual,” C-Cube Micros stems, Militas, CA 1992 MOT-S 721789-721874

S. Undy et al., “A low-cost graphics and multimedia workstation chip set,” IEEE Micro,

Vol. 14, No.2, Aril 1994, Paes 10-22.

Bhed, H. and P. Srinivasan, “A High-Perforrnance Cross-Platforrn MPEG Decoder,” Digital

Video Compression on Personal Computers.‘ Algorithms and Technologies, SPIE

' 7-8, 1994, Vo1.2187, o . 241-248

EXAMINER /Ha” Nguygm DATE CONSIDERED
* EXAMHVERC Initial if reference considered, whether or not criteria is in conformance with MPEP 609. Draw line through citation if not in

conformance gd not considered. Include co 0 of this form with next communication to a licant S .
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Receipt date: 04/29/2008 11956165 ~ GAE}: 2628
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U.S. DEPARTMENT OF COMMERCE ATTY. DOCKET NO. APPLICATION NO.

PATENTAND TRADEMARK OFFICE 96-S-012C3 (850063.553C3) 11/956,165
APPLICANTS

INFORMATION DISCLOSURE STATEMENT Jefferson Eugene Owen et a1.
(Use several sheets if necessaly) FILING DATE GROUP ART UNIT

December 13, 2007 2621

OTHER PRIOR ART (Including Author, Title, Date, Pertinent Pages, Etc.)

Bursky D., “Highly Integrated Controller Eases MPEG-2 Adoption,” Electronic Design,

Vol. 43, No. 17, a .141-142, Auust 21,1995.

Butler, B. and T. Mace, “The Great Leap Forward,” PC Magazine, pp. 241-244, 246, 248,

250, 253-254, 256, 260-261, 264, 266-268, 273-275, 278, October 11, 1994.

Doquilo, J. “Symmetric Multiprocessing Servers: Scaling the Performance Wall,”

In oworld, o . 82-85, 88-92, March 27, 1995.

Galbi, D. et al., “An MPEG-1 Audio/Video Decoder with Run-Length Compressed

Antialiased Video Overlays,” IEEE International Solid State Circuits Conference, pp. 286-

287, 381, 1995.

>O

>U

>

Maturi, G., “Single Chip MPEG Audio Decoder, “IEEE Transactions on Consumer

Electronics, Vol. 38, No. 3, o . 348-356, Auust 1992.

Video Electronics Standards Association, “VESA Unified Memory Architecture Hardware

S ecifications Pro osal,” Version: 1.0 o o . 1-38, October 31, 1995.

>—<

>I-4

BIOS Extensions VUMA-SBE Pro osal , Version 1.0 o . 1-26, November 1, 1995.

EXAMINER , , DATE CONSIDERED I
/Hat: Nguyen./' 03/31/2009

* EXAMHVERC Initial if reference considered, whether or not criteria is in conformance with MPEP 609. Draw line through citation if not in
conformance gd not considered. Include copy of this form with next communication to applicant(s).
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App|icationIContro| No. App|icant(s)IPatent Under
Reexamination

Seafch N01-‘GS 11956165 OWEN ET AL.

Examiner Art Unit

HAU H NGUYEN 2628     
SEARCHED

Class Subclass Date Examiner 

345 541, 531, 542, 547, 555, 501, 519, 545 3/13/09 HN
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Search Notes Examiner

EAST Search US-PGPUB; USPAT; FPRS; EPO; JPO; |BM_TDB text 3/13/09 HN
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App|icationIContro| No. App|icant(s)IPatent Under
Reexamination

Index 01' Claims 11956165 OWEN ET AL.
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RESPONSE UNDER 37 CFR 1.116

EXPEDITED PROCEDURE - EXAMINING GROUP 2620

PATENT

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicants : Jefferson Eugene Owen et al.

Application No. : 11/956, l 65

Filed : December 13, 2007

For : ELECTRONIC SYSTEM AND METHOD FOR DISPLAY USING

A DECODER AND ARBITER TO SELECTIVELY ALLOW

ACCESS TO A SHARED MEMORY

Examiner : Hau H. Nguyen

Art Unit : 2628

Docket No. : 96-S-0l2C3 (850063.553C3)

Date : March 2, 2009

Mail Stop AF
Commissioner for Patents

P.O. Box 1450

Alexandria, VA 223 l 3- l 450

RESPONSE UNDER 37 CFR l.ll6

Commissioner for Patents:

In response to the Office Action dated December 30, 2008, please enter the

following response.
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App|icationlContro| No. App|icant(s)lPatent under
Reexamination

 
  

  
 

Application Number

Document Code - DISQ Internal Document — DO NOT MAIL

TERMINAL

DISCLAIMER IXI APPROVED |:I DISAPPROVED

This patent is subject
Date Filed : 10/01/08 to a Terminal

Disclaimer

 
 

 

11/956,165 OWEN ET AL.

ApprovedlDisapproved by:

Felicia D. Roberts

7,321,368 (reconsidered due to the PA filed 3/2/09)

U.S. Patent and Trademark Office
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RESPONSE UNDER 37 CFR 1.116

EXPEDITED PROCEDURE - EXAMINING GROUP 2620

PATENT

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicants : Jefferson Eugene Owen et al.

Application No. : 11/956, l 65

Filed : December 13, 2007

For : ELECTRONIC SYSTEM AND METHOD FOR DISPLAY USING

A DECODER AND ARBITER TO SELECTIVELY ALLOW

ACCESS TO A SHARED MEMORY

Examiner : Hau H. Nguyen

Art Unit : 2628

Docket No. : 96-S-0l2C3 (850063.553C3)

Date : March 2, 2009

Mail Stop AF
Commissioner for Patents

P.O. Box 1450

Alexandria, VA 223 l 3- l 450

RESPONSE UNDER 37 CFR l.ll6

Commissioner for Patents:

In response to the Office Action dated December 30, 2008, please enter the

following response.
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Application No. 11/956,165
Reply to Office Action dated December 30, 2008

REMARKS

In the Office Action mailed December 30, 2008, the Examiner noted that a timely

filed terminal disclaimer may be used to overcome the non-statutory double patenting rejection.

Applicants had previously submitted such a terminal disclaimer, however the Examiner noted

that the power of attorney was one of the older types which was in use some years ago and

named more than ten practitioners in the power of attorney. Accordingly, applicants were

referred to MPEP Sections 402 and 403 to correct the problem. Applicants’ attorney has

reviewed Sections 402 and 403 and in particular the first part of Section 402 which refers to 37

CFR l.32(c)(3) and Section 403.01. Sub-part (3) of 37 CFR 1.32(c) indicates that a separate

paper should be included which states which of the practitioners named in the power of attorney

to be recognized by the Office as being of record in the application to which the power is

directed. Further, MPEP 403.01 authorized an attorney appointed by an associate power of

attorney to file such a request for associate powers dated before June 25, 2004. Accordingly,

such a paper is included herewith.

The attached paper makes clear that only three persons are to be recognized as

being of record in the application. Among those which are recognized in the application is

David V. Carlson, who signed the terminal disclaimer dated October 1, 2008. Accordingly, it is

believed that that terminal disclaimer dated October 1, 2008 can now be validly entered in the

present application.
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Application No. 11/956,165
Reply to Office Action dated December 30, 2008

It the Examiner believes that this approach is not correct, she is invited to call

applicants’ attorney at the number listed below to provide specific instructions as to the preferred

course of action. Having reviewed MPEP Sections 402 and 403, it is believed that the present

submission should be acceptable to satisfy the Examiner’s request, and for this reason issuance

of the patent to allowance is respectfully requested.

Respectfully submitted,

SEED Intellectual Property Law Group PLLC

/David V. Carlson/

David V. Carlson

Registration No. 31,153

DVC :lch

701 Fifth Avenue, Suite 5400

Seattle, Washington 98104

Phone: (206) 622-4900

Fax: (206) 682-6031

130620271.DOC
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PATENT

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicants : Jefferson Eugene Owen et al.

Application No. : 1 1/956,165

Filed : December 13, 2007

For : ELECTRONIC SYSTEM AND METHOD FOR DISPLAY USING

A DECODER AND ARBITER TO SELECTIVELY ALLOW

ACCESS TO A SHARED MEMORY

Examiner : Hau H. Nguyen

Art Unit : 2628

Docket No. : 96—S—012C3 (850063.553C3)

Date : March 2, 2009

Mail Stop AF
Commissioner for Patents

P.O. Box 1450

Alexandria, VA 22313-1450

STATEMENT OF ATTORNEYS TO BE RECOGNIZED

UNDER 37 CFR l.321c1§3 1

Commissioner for Patents:

In accordance with 37 CFR 1.32(c)(3) and MPEP 403.01, applicants hereby state

that the attorneys to be recognized by the Office as being of record in the application are the

following individuals:

David V. Carlson — Reg. No. 31,153

Lisa K. Jorgenson — Reg. No. 34,845

E. Russell Tarleton — Reg. No. 31,800

The above statement is made based on the power of attorney provided to Lisa K.

Jorgenson in August of 1996 and her subsequent appointment of an associate power of attorney

on April 12, 1999 which includes all of the individuals listed above.
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A copy of the power of attorney and appointment of the associate power is

provided as set forth in MPEP 402. A copy of the associate power of attorney and the authority

to file this request is set forth in MPEP 403.01, which has been followed.

Respectfully submitted,

SEED Intellectual Property Law Group PLLC

/David V. Carlson!

David V. Carlson

Registration No. 31,153

Enclosure:

Copy of Declaration and Power of Attorney

701 Fifth Avenue, Suite 5400

Seattle, Washington 98104

Phone: (206) 622-4900

Fax: (206) 682-6031
13o5ns_1.ooc
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-to prosecute this application and to transact all » business in the U.S.

. - - ed

ms «rm 15 :‘;::';........
continuation application l‘ - SECS _.
13. 2007; attorney d°<='<°‘ - - - ' .

DECLARATION FOR PATENT APPLICATION

As a" below named inventor, I hereby declare that:

My residence, post office address, and citizenship are as stated below next to my name,
I believe I am the original, first, and sole inve
an original,-first, and joint inventor (if plural n
which is claimed and for which a patent is

ntor (if only one name is listed below) or
amesare listed below) of the subject matter

sought on the invention entitled

Video andlor Audio Decompression andlor Compression
Device that Shares a Memory

the specification of which is attached hereto.

I hereby state that l have reviewed and ufiderstand the contents of the above-identifiegi
specification, including the claims, as -amended by any amendment referred to above‘.

,- , under Section 1001 of "litle

such willful false statements may jeopardize the
validity of the application or any patent issued thereon.

I hereby appoint Lisa K. Jorgenson, Reg; No. 34,845 and Irena Lager, Reg. No.-39,260
Patent and a_Trademark Office in connection therewith. '

Please send all correspondence to:

Lisa K. Jorgenson
‘Reg. No. 34,845

SGS-Thomson Microelectronics. Inc;
1310 Electronics Drive

Carrollton, TX 75006

(214) 466-7414
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Inventors Signature:

Full Name of Hrst Jo: tor Jefferson Eugene Owen
Date of Signature: ‘Ht,
Residence and Po ress:

44177 Bowers Court

Freemont. CA 94539

Citizenship: United States of America

_ Inventor's Signature:

Full Name of Second Joint Inventor: Raul Zegers Diaz
Date of Signature: R

Residence and Post Office Address:
983 Escondido Village
Stanford. CA 94305

R ‘Citizenship: United States "of America

Inventor's Signature:

-Full Name of Third Joint Inventor: Osvaldo Coiavin
Date of Signature:

Residence. and Post Offioe Address:
2820 Livsey'C0urt

Tucker. Georgia 30084

Citizenship: France
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Inventor’:-. Signature: a

Full Name of First Joint Inventor: ‘Jefferson Eugene Owen
Date of Signature:

Residence and Post Office Address:
44177 Bowers Court

Freemont, CA 94539

Citizenship: United States 0

 
 

Inventor's Signature:

Full Name of Seoon Joi nv tor: a. ers Diaz
Date of Signature: -29

Residence and Post ffice ddress:

98B—E~eeondide~V1tlage- 232? -2'5“/%zz7/xAi<30’J'-5,..
Citizenship: United States of America

Inventor's Signature: .
Full Name of Third Joint Inventor: Osvaldo Coiavin
Date of Signature:
Residence and Post Office Address:

2820 Livsey Court

Tucker, Georgia 30084

 

Citiienship: France
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Inventors Signature:
Full Name of First Joint!
Date of Signature:I  

Residence and Post Office Address:
44177 Bowers Court-
Freemont. CA 94539

Citizenship: United States cif America

Inventor's Signature:

Fuii Name of Second Joint inventor: Raul Zegers Diaz
Date of Signature:

Residence and Post Office Address:
98B Escondido Village
Stanford, CA 94305

T Citizenship: United States of America

 
2820 Livsey Court
Tucker, Georgia 30t_}84

Citizenship: France
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Thi' " “A copy is intended for the attached

13, 'z.ud7; attorney docket no. 850063.553C3.I ,

IN THE UNITE I STATES PATENT AND _, omcr;
Applicants Jefferson E. Owen et a1,

Application No. 03/702,910

‘Filed . : August 26, I996

' For - : VIDEO AND/OR DECOMPRESSION AND/OR
COMPRESSION DEVICE THAT SHARES A MEMORY

Examiner Glenn Gossage

Art Unit : 2751

Docket No 96~S-12 (850063 .553)

Date : April 12, 1999
Assistant Cornrnissioner for Parents
Washington, DC 20231

APPO OF ASSOCIATE POWER OF ATTOQEX
Sir: ' I ' - "

I, Lisa K. Iorgenson, attorney of record in the above-identified application,
- ' appoint as associate attorneys David V. Carlson, Reg. No. 31,153; Michael I. Donohue,

Regiistration No. 35,859, Kevin S. Ross, Reg. No- 42,116; Dale C. Barr, Reg. No. 40,498;
Kevin S. Costanza-, Reg. No. 37,801, Brian L. Johnson.-, Reg. No. 40,033, Paid F. Rusyn, Reg.

I. ' No. 42,118, Dennis M. de Guzman, Reg. No. 41,702; E. Russel1'Tarletor1, Reg. No. 31,800,
Llohn M, Wechkin, Reg. No- 42,215; Robert D; McCutcheon, Reg. No. 33,717; and‘

' Theodore E. Galanthay, Reg; No. 24,122.

_ It is ‘requested that correspondence ‘continue -to be addressed to LisaK.

Jorgenson at: ' I '

Lisa K. Jorg_ens_on, Esq.

STMicro.elect:ror_1ics, Inc.

1310 Electronics Drive
Carrollton, Texas 75006-5039

Respectfully submitted, .

STI\/Iicroelectronics, Inc;

 Lisa K. Jorge-nsori
' _ Registration No. 34,845

LK.I:BLJ:jab1

1310 Electronics Dtive

. Cartoliton, Texas 75006-5039

(972) .466-7414

Fax: (972) 466—7044—5039

' u:\11aaI.\jab[\850063.553-Assocpoa
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Electronic Acknowledgement Receipt

4889561

Application Number: 11956165

International Application Number:

Confirmation Number:

ELECTRONIC SYSTEM AND METHOD FOR DISPLAY USING A DECODER AND

1-me °f "“'e"t'°"’ ARBITER TO SELECTIVELY ALLOW ACCESS TO A SHARED MEMORY

First Named Inventor/Applicant Name: Jefferson Eugene Owen

Customer Number: 30423

David V. Carlson/Laura Hernandez

Filer Authorized By: David V. Carlson

Attorney Docket Number: 96—S-012C3 (850063.553C3)

Receipt Date: 02—MAR—2009

Filing Date: 13-DEC—2007

Time Stamp: 19:51 :30

Application Type: Utility under 35 USC111(a)

Payment information:

Submitted with Payment

File Listing:

Document Document Description File Size(Bytes)/ Multi Pages
Number Message Digest Part /.zip (if appl.)

553C3_RESP_.pdf 616ba8ee9b875f62d70bcd4f20035069d6a
7cb81
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Multipart Description/PDF files in .zip description

Applicant Arguments/Remarks Made in an Amendment
Information:

129527

Miscellaneous Incoming Letter 553C3_STMT_OF_A'|'|'YS.pdf
60307de7820b36f60f5c0fc784c976ac662l

6ce0

Information:

This Acknowledgement Receipt evidences receipt on the noted date by the USPTO ofthe indicated documents,

characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111

lfa new application is being filed and the application includes the necessary components for a filing date (see 37 CFR

1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this

Acknowledgement Receipt will establish the filing date of the application.

National Stage of an International Application under 35 U.S.C. 371

lfa timely submission to enter the national stage of an international application is compliant with the conditions of 35

U.S.C. 371 and other applicable requirements a Form PCT/DO/E0/903 indicating acceptance of the application as a

national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.

New International Application Filed with the USPTO as a Receiving Office

lfa new international application is being filed and the international application includes the necessary components for

an international filing date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number

and ofthe International Filing Date (Form PCT/R0/105) will be issued in due course, subject to prescriptions concerning

national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of

the application.
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App|icationlContro| No. App|icant(s)lPatent under
Reexamination

 
  

  
 

Application Number

Document Code - DISQ Internal Document — DO NOT MAIL

TERMINAL

DISCLAIMER |:I APPROVED IXI DISAPPROVED

This patent is subject
Date Filed : 10/01/08 to a Terminal

Disclaimer

 
 

 

11/956,165 OWEN ET AL.

ApprovedlDisapproved by:

Felicia D. Roberts

7,321,368

(more than 10 practitioners listed on the POA —see rule 37 CFR 1.32(c)(3))

U.S. Patent and Trademark Office
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UNITED STATES PATENT AND TRADEMARK OFFICE
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

P.O. Box 1450
Alexandria, Vi 'nia 22313-1450
www.uspto.go

 
CONF {MATION NO.APPLICATION NO. F ING DATE FIRST NAMED INVENTOR ATTORNEY DOCKET NO.

11/956,165 12/13/2007 Jefferson Eugene Owen 96—S—012C3 6996
(850063.553C3)

30423 7590 12/30/2008

STMICROELECTRONICS, INC.
MAIL STATION 2346 NGUYEN, HAU H
1310 ELECTRONICS DRIVE

CARROLLTON, TX 75006 PAPER NUMBER
2628

MAIL DATE DELIVERY MODE

12/3 0/2008 PAPER

Please find below and/or attached an Office communication concerning this application or proceeding.

The time period for reply, if any, is set in the attached communication.
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Application No. App|icant(s)

11/956,165 OWEN ET AL.

Office Action Summary Examine, A,, Unit

HAU H. NGUYEN 2628 -
-- The MAILING DA TE of this communication appears on the cover sheet with the correspondence address --

Period for Reply

A SHORTENED STATUTORY PERIOD FOR REPLY IS SET TO EXPIRE Q MONTH(S) OR THIRTY (30) DAYS,
WHICHEVER IS LONGER, FROM THE MAILING DATE OF THIS COMMUNICATION.
- Extensions of time may be available under the provisions of 37 CFR 1.136(a). In no event, however, may a reply be timely filed

after SIX (6) MONTHS from the mailing date of this communication.
- If NO period for reply is specified above, the maximum statutory period will apply and will expire SIX (6) MONTHS from the mailing date of this communication.
- Failure to reply within the set or extended period for reply will, by statute, cause the application to become ABANDONED (35 U.S.C. § 133).

Any reply received by the Office later than three months after the mailing date of this communication, even if timely filed, may reduce any
earned patent term adjustment. See 37 CFR 1.704(b).

Status

1)IXI Responsive to communication(s) filed on 01 October 2008.

2a)IXI This action is FINAL. 2b)I:I This action is non-final.

3)I:I Since this application is in condition for allowance except for formal matters, prosecution as to the merits is

closed in accordance with the practice under Ex parte Quayle, 1935 C.D. 11, 453 O.G. 213.

Disposition of Claims

4)IXI C|aim(s) 1 2 4 6-18 and 20 is/are pending in the application.

4a) Of the above c|aim(s) is/are withdrawn from consideration.

5)I:I C|aim(s)j is/are allowed.

6)IXI C|aim(s) 1 2 4 6-18 and 20 is/are rejected.

7)I:I C|aim(s)j is/are objected to.

8)I:I C|aim(s)jare subject to restriction and/or election requirement.

Application Papers

9)I:I The specification is objected to by the Examiner.

10)I:I The drawing(s) filed on is/are: a)I:I accepted or b)I:I objected to by the Examiner.

Applicant may not request that any objection to the drawing(s) be held in abeyance. See 37 CFR 1.85(a).

Replacement drawing sheet(s) including the correction is required if the drawing(s) is objected to. See 37 CFR 1.121(d).

11)I:I The oath or declaration is objected to by the Examiner. Note the attached Office Action or form PTO-152.

Priority under 35 U.S.C. § 119

12)I:I Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f).

a)I:I All b)I:I Some * c)I:I None of:

1.I:I Certified copies of the priority documents have been received.

2.I:I Certified copies of the priority documents have been received in Application No.

3.I:I Copies of the certified copies of the priority documents have been received in this National Stage

application from the International Bureau (PCT Rule 17.2(a)).

* See the attached detailed Office action for a list of the certified copies not received.

Attach ment(s)

1) D Notice of References Cited (PTO-892) 4) D Interview Summary (PTO-413)

2) D Notice of Draftsperson's Patent Drawing Review (PTO-948) Paper N0(S)/IVI3” DataE
3) IXI Information Disclosure Statement(s) (PTO/SB/08) 5) I:I Noiice Oi informal Paieiii Appiicaiion

Paper No(s)/Mail Date 4/29/2008. 6) D Other: .
U.S. Patent and Trademark Office
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DETAILED ACTION

Double Patenting

1. The nonstatutory double patenting rejection is based on a judicially created doctrine

grounded in public policy (a policy reflected in the statute) so as to prevent the unjustified or

improper timewise extension of the "right to exclude" granted by a patent and to prevent possible

harassment by multiple assignees. See In re Goodman, 11 F.3d 1046, 29 USPQ2d 2010 (Fed.

Cir. 1993); In re Longi, 759 F.2d 887, 225 USPQ 645 (Fed. Cir. 1985); In re Van Ornum, 686

F.2d 937, 214 USPQ 761 (CCPA 1982); In re Vogel, 422 F.2d 438, 164 USPQ 619 (CCPA

1970); and, In re Thorington, 418 F.2d 528, 163 USPQ 644 (CCPA 1969).

A timely filed terminal disclaimer in compliance with 37 CFR 1.321(c) may be used to

overcome an actual or provisional rejection based on a nonstatutory double patenting ground

provided the conflicting application or patent is shown to be commonly owned with this

application. See 37 CFR 1.130(b).

Effective January 1, 1994, a registered attorney or agent of record may sign a terminal

disclaimer. A terminal disclaimer signed by the assignee must fully comply with 37 CFR

3.73(b).

2. Claims 1-2, 4, 6-18, and 20 are rejected under the judicially created doctrine of

obviousness-type double patenting as being unpatentable over claims 1-7, 13-25 of U.S. Patent

No. 7,321,368. Although the conflicting claims are not identical, they are not patentably distinct

from each other because all the features of claims 1-2, 4, 6-18, and 20 of the instant application

are contained in claims 1-7, 13-25 of U.S. Patent No. 7,321,368. For at least this reason, claims

1-2, 4, 6-18, and 20 would have been obvious by claims 1-7, 13-25 in U.S. Patent No. 7,321,368.
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Application/Control Number: 1 l/956,165

Art Unit: 2628

Please see the table below.

Page 3

Instant A lication 11/956165

1.An electronic system comprising:

a bus coupleable to a main memory having stored

therein data corresponding to video images to be

decoded and also decoded data corresponding to

video images that have previously been decoded;

a video decoder coupled to the bus for receiving

encoded video_compressed images and for

outputting data for displaying the decoded video

images on a display device, the decoder configured

to receive_receiving data from the main memory

corresponding to at least one previously decoded

video image and to a current video image to be

decoded and outputting decoded video data

corresponding to a current video image to be

displayed, the current video image to be displayed

adapted to_be stored in the main memory;

a microprocessor system configured to be_coupled

to the main memory, the microprocessor system for

storing non—image data in and retrieving non—image

data from the main memory; and

an arbiter circuit coupled to both the

microprocessor system and the video decoder for

controlling the access to said main memory by the

video decoder and the microprocessor.

U.S. Patent No. 7,321,368

1. An electronic system comprising:

a main memory having stored therein data

corresponding to images to be decoded and also

decoded data corresponding to images that have

previously been decoded; a bus coupled to the
memory;

a decoder coupled to the bus for receiving

compressed images and for outputting data for

displaying the decoded images on a display

device, the decoder receiving data from the main

memory corresponding to at least one previously

decoded image and to a current image to be

decoded and outputting decoded data

corresponding to a current image to be displayed,

the current image being stored in the main
memory;

a microprocessor system coupled to the main

memory, the microprocessor system storing non-

image data in and retrieving data from the main

memory; and

an arbiter circuit coupled to both the

microprocessor system and the decoder for

controlling the access to said main memory by the

decoder and the microprocessor.

Note: although Applicant has filed a terminal disclaimer to the cited patent above, the Power of

Attorney is invalid because more than ten practitioners in the Power of Attorney. Applicant is

referred to MPEP sections 402 and 403 to correct the problem.
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Art Unit: 2628

Conclusion

3. Applicant's amendment necessitated the new ground(s) of rejection presented in this

Office action. Accordingly, THIS ACTION IS MADE FINAL. See MPEP § 706.07(a).

Applicant is reminded of the extension of time policy as set forth in 37 CFR 1.136(a).

A shortened statutory period for reply to this final action is set to expire THREE

MONTHS from the mailing date of this action. In the event a first reply is filed within TWO

MONTHS of the mailing date of this final action and the advisory action is not mailed until after

the end of the THREE-MONTH shortened statutory period, then the shortened statutory period

will expire on the date the advisory action is mailed, and any extension fee pursuant to 37

CFR 1.136(a) will be calculated from the mailing date of the advisory action. In no event,

however, will the statutory period for reply expire later than SIX MONTHS from the date of this

final action.

4. Any inquiry concerning this communication or earlier communications from the

examiner should be directed to Hau H. Nguyen whose telephone number is: 571-272-7787. The

examiner can normally be reached on MON-FRI from 8:30-5:30.

If attempts to reach the examiner by telephone are unsuccessful, the examiner’s

supervisor, Kee Tung can be reached on (571) 272-7794.

The fax number for the organization where this application or proceeding is assigned is

571-273-8300.

Information regarding the status of an application may be obtained from the Patent

Application Information Retrieval (PAIR) system. Status information for published applications

may be obtained from either Private PAIR or Public PAIR. Status information for unpublished
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Application/Control Number: 11/956,165 Page 5

Art Unit: 2628

applications is available through Private PAIR only. For more information about the PAIR

system, see http://pair-direct.uspto.gov. Should you have questions on access to the Private PAIR

system contact the Electronic Business Center (EBC) at 866-217-9197 (toll-free).

/Hau H Nguyen/

Primary Examiner, Art Unit 2628
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U.S. DEPARTMENT OF COMMERCE ATTY. DOCKET NO.

PATENT AND TRADEMARK OFFICE 96_S_0
APPLICANTS

INFORMATION DISCLOSURE STATEMENT Jefferson Eugene Owen et a1.
(Use several sheets if necessary) FILING DATE

December 13, 2007

GROUP ART UNIT

262 1

U.S. PATENT DOCUMENTS

*EXAMINER NAMEINITIAL
FILING DATE

DOCUMENT NUMBER IF APPROPRIATE
DATE CLASS SUBCLASS

I

5,793,384

5,797,028

5,809,245

5,809,538

5,812,789

5,815,167

5,960,464

5,835,082

5,912,676

5,923,665

5,936,616

6,058,459

6,297,832

6,330,644

08/1 1/98

08/18/98

09/15/98

09/15/98

09/22/98

09/29/98

09/28/99

11/10/98

06/15/99

07/13/99

08/10/99

05/02/00

10/02/01

12/1 1/01

Okitsu 345 535

Gulick et al. 395 800.32

Zenda 345 204

Pollman et al. 711 l5l

Diaz et al. 709 247

Muthal 345 541

Lam 711 202

Perego 345 202

345 52

370 477

Torborg, Jr. et al. 345 202

Owen et al. 711 151

345 540

711 147

B

C

 mO
F

G

H

I Malladi et al.

J Sun et al.

K

L

i

>>>>>>>>>>>>>HIIIIIIIIIIIIEI
M Mizuyabu et al.

Yamashita et al.

FOREIGN PATENT DOCUMENTS
TRANSLATION
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DOCUMENT

NUMBER

6-030442

DATE COUNTRY
0

02/04/94

06/24/94

12/24/94

,100,700 01/17/95

AO JP (with English abstract)® 
AP 6-l78274 JP (with English abstract)

6-348238 JP (with English abstract and machine translation

CA

09/20/95 EP

01/19/96

6/20567 07/04/96 WIPO

/Hau Nguyenf DATE CONSIDERED 12./22/2008

AQ 
AR

As 673 l7l

 AT 8-018953 JP (with English abstract and machine translation©l\)
AU
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DOCUMENT
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C 0827110
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03/27/02 EP
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E 10-1081 17 JP (with English abstract)
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0772159
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AI DE (with English abstract)

I
I

I
I
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OTHER PRIOR ART (Including Author, Title, Date, Pertinent Pages, Etc.)

U.S. District Court, Eastern District of Texas Live (Sherman), Civil Docket For Case

#: 4:03-cv-00276-LED, STMicroelectronics, Inc., Plaintiff V. Motorola, Inc., and Freescale

Semiconductor, Inc., Defendants, Counterclaim Plaintiffs V. STMicroelectronics N.V., and

STMicroelectronics, Inc., Counterclaim Defendants, date filed 18 Jul 2003, 47 o;

Bryan Ackland, “The Role of VLSI in Multimedia,” IEEE Journal ofSolid—State Circuits,

Aril 1994, Vol. 29, No. 4, .

Joel F. Adam and David L. Tennenhouse, “The Vidboard: A Video Capture and Processing

Peripheral for a Distributed Multimedia System,” ACMMultimedia, August 1-6, 1993, Vol.

5, No.2, aes 113-120.

Matthew Adiletta, et al., “Architecture of a Flexible Real-Time Video Encoder/Decoder:

The DECchip 21230,” Multimedia Hardware Architectures 1997, February 12-13, 1997,

Vol. 3021, aes 136-148.

T. Araki, et al., “Video DSP Architecture for MPEG2 CODEC,” ICASSP—94 S2A UVN,

Speech Processing 2, Audio, Underwater Acoustics, VLSI & Neural Networks, April 19-22,

1994, Vol. 2, aes 417-420.

Doug Bailey, et al., “Programmable Vision Processor/Controller for Flexible Implementation of

Current and Future Ima e Comression Standards,” IEEE Micro, October 1992,
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AA Yin Bao and Adarshpal S. Sethi, “OCP_A: An Efficient QOS Control Scheme for Real

Time Multimedia Communications,” IEEE Global Telecommunications Conference,

Conference Record, November 3-8, 1997, Vol. 2 of 3,

Mark Baugher, “The OS/2 Resource Reservation System,” Multimedia Computing and

Networkin 1995, Februa 1995, Vol. 2417, aes 167-176.

Allen J. Baum et al., “A Multimedia Chipset for Consumer Audio-Visual Applications,”

IEEE Transactions on Consumer Electronics, Au;

Vasudev Bhaskaran et al., “Multimedia Architectures: From Desktop Systems to Portable

Appliances,” Multimedia Hardware Architectures I99 7, February 12-13, 1997, Vol. 3021,

aes 14-25.

Philip Bonannon et al., “The Architecture of the Dali Main-Memory Storage Manager,”

Multimedia Tools andA 1 lications, 1997, Vol. 4, es 115-151.

U3
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>O

>U

:>rm

>>-rt

V. Michael Bove, Jr., “The Impact ofNew Multimedia Representations on Hardware and

Software Systems,” Multimedia Hardware Architectures I99 7, February 12-13, 1997, Vol.

3021, aes 34-39.

Apurva Brahmbatt, “A VLSI Architecture for Real Time Code Book Generator and Encode

of a Vector Quantizer,” International Conference on Image Processing, IEEE Signal

Processin Societ , Vol. 2, Se tember 16-19, 1996, es 991-994.

Dave Bursky, “Codec Compresses Images in Real Time: Real-Time Motion Video or Still

>C)

2

Images Can be Compressed with Single-Chip Multistandard Core,” Electronic Design,

October 3, 1993.

Dave Bursky, “Performing Over 8 BOPS, A Two Chip Set Can Compress or Expand Video

in Real Time Image Processing Chip Set Handles Full Motion Video,” Electronic Design,

Hm-mi-——-——
Navin Chaddha et al., “A Real-Time Scalable Color Quantizer Trainer/Encoder,” The

Twent)/—Eighth Asilomar Conference on Signals, Systems & Computers, October 30-

November 2, 1994, .

Shih-Fu Chang et al., “Columbia’s VoD and Multimedia Research Testbed with

Heterogeneous Network Support,” Multimedia Tools and Applications, 1997, Vol. 5, pages

171-184.
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Raymond M.K. Cheng and Donald W. Gillies, “Disk Management for a Hard Real-Time

File S stem,”Multimedia S stems, Vol. 4, No. 2, 1996,

Leonardo Chiariglione, “MPEG: A Technological Basis for Multimedia Applications,”

Multimedia, Srin 1995, Vol. 2, No. 1.

AA

>>>>U0U:
Telecommunications Con erence, November 1995, Vol. 1 of 3, aes 592-596.

Francoise Colaitis, “Opening Up Multimedia Object Exchange with MHEG,” Multimedia,

Summer 1994, Vol. 2, No. 2.

Geoff Coulson et al., “The Design of a QOS-Controlled ATM-Based Communications

System in Chorus,” IEEE Journal on Selected Areas in Communications, May 1995, Vol.

>>-rt

Rabin Deka, “A Comprehensive Study of Digital Signal Processing Devices,”

Micro rocessors and Micros stems, Ma 1995, Vol. 19, No. 4, es 209-221.

Erwan Demairy et al., “On the Correctness of Multimedia Applications,” The I 1”’

>E

Euromicro Conference on Real-Time Systems, IEEE Computer Society, June 9-11, 1999,

>

C.H. Van Dusen et al., “From Concept to an Implementation,” International Broadcasting

Convention, Se tember 12-16, 1996.

Santanu Dutta et al., “VLSI Issues in Memory-System Design for Video Signal Processors,”

IEEE1995, aes 498-503.

Fandrianto, Jan and Tim Williams, "A Programmable Solution for Standard Video
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Compression," in IEEE Computer Society Press, Thirty-Seventh IEEE Computer Society

International Conference, San Francisco, CA, Februa 24-28, 1992, o . 47-50.
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Data Com ression Con erence, March 29-31, 1994, es 215-224.

James L. Green, “Capturing Digital Video Using DVI, Multimedia and the i750 video
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Klaus Gruger et al., “MPEG-1 Low-Cost Encoder Solution,” Europe Series, Advanced

Image and Video Communications and Storage Technologies, March 20-23, 1995, Vol.
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Fouad Guediri and Pavani Chilamakuri, “An Affordable Solution to Real-Time Video

Compression,” Technical Conference, Session I 0 Imaging & HDTV, March 8, 1995, pages
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Karl Guttag et al., “A Single-Chip Multiprocessor for Multimedia: The MVP,” IEEE
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E
Y. Hoffner and M.F. Smith, “Communication between two microprocessors through
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IT. Russell Hsing, “The Challenge of VLSI Technology to Low-Bit Rate Video,” pages 164-
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For : ELECTRONIC SYSTEM AND METHOD FOR DISPLAY USING
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Examiner : Hau H. Nguyen
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Mail Stop Amendment
Commissioner for Patents

P.O. Box 1450

Alexandria, VA 22313-1450

AMENDMENT

Commissioner for Patents:

In response to the Office Action dated May 1, 2008, please extend the period of

time for response two (2) months, to expire on October 1, 2008. Enclosed are a Petition for an

Extension of Time and the requisite fee. Please amend the application as follows:

Amendments to the Claims are reflected in the listing of claims which begins on

page 2 of this paper.

Remarks begin on page 6 of this paper.
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Amendments to the Claims:

This listing of claims will replace all prior versions, and listings, of claims in the

application:

Listing of Claims:

1. (Currently Amended) An electronic system comprising:

a bus coupleable  to a main memory having stored therein data

corresponding to video images to be decoded and also decoded data corresponding to video

images that have previously been decoded;

a video decoder coupled to the bus for receiving encoded video eompressed

images and for outputting data for displaying the decoded video images on a display device, the

decoder configured to receive  data from the main memory corresponding to at least

one previously decoded video image and to a current video image to be decoded and outputting

decoded video data corresponding to a current video image to be displayed, the current video

image to be displayed adapted to be being—stored in the main memory;

a microprocessor system configured to be coupled to the main memory, the

microprocessor system @ storing non-image data in and retrieving non-image data from the

main memory; and

an arbiter circuit coupled to both the microprocessor system and the video

decoder for controlling the access to said main memory by the video decoder and the

microprocessor.

2. (Currently Amended) An electronic system according to claim 1, wherein

the video decoder directly supplies a display adapter with an image under decoding which is not

used to decode a subsequent image.

3. (Canceled)
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4. (Currently Amended) An electronic system according to claim 1, wherein

the video decoder is integrated into a computer motherboard.

5. (Canceled)

6. (Currently Amended) An electronic system comprising:

a fast bus  coupleable a main memory having stored therein data

corresponding to video images to be decoded, decoded data corresponding to video images that

have previously been decoded, and non-image data that contains information other than video

image information and does not contain any video image information;

a plurality of bus interfaces coupled to the fast bus;

a video decoder configured to be coupled to the main memory via a first bus

interface and adapted to receive compressed video images and output a data stream of decoded

video images adapted to be displayed on a display device, the video decoder configured to

receive receiving data from the main memory corresponding to at least one previously decoded

and to a current video image to be decoded and outputting decoded data corresponding to a

current video image to be displayed, the current image adapted to be being—stored in the main

memory;

a central processing circuit configured to be coupled to the main memory via a

second bus interface, the central processing circuit storing non-image data in and retrieving non-

image data from the main memory; and

an arbiter circuit coupled to the video decoder and to the second bus interface of

the central processing circuit for controlling access to the bus via the respective bus interfaces of

data to and from the first bus interface of the central processing circuit and the video decoder.

7. (Currently Amended) An electronic circuit for use with a bus coupled to a

system memory and a device, comprising:

a video decoder coupled to the bus for receiving  encoded video

images and for outputting video data for displaying the video decoded images on a display
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device, the video decoder configured to receive data from the system memory corresponding to

at least one previously decoded image and to a current image to be decoded and configured to

output decoded data corresponding to a current image to be displayed, the current image being

stored in system memory; and

a memory arbiter coupled to both the device and the video decoder configure to

control access to the system memory by the video decoder and the device.

8. (Original) An electronic circuit according to claim 7, wherein the decoder

directly supplies a display device with an image under decoding which is not used to decode a

subsequent image.

9. (Original) An electronic circuit according to claim 7, wherein the device

is a microprocessor system.

10. (Original) An electronic circuit according to claim 7, wherein the decoder

and arbiter circuit are integrated into a computer motherboard.

11. (Original) An electronic circuit according to claim 7, wherein the decoder

and arbiter are integrated into a single chip.

12. (Currently Amended) An electronic circuit according to claim 7, wherein

the  encoded images are encoded in the MPEG standard.

13. (Currently Amended) An electronic circuit for use with a memory,

comprising:

a bus  coupleable to the memory;

a decoder coupled to the bus for receiving  encoded video images and

for outputting data for displaying the decoded video images on a display device, the decoder

configured to receive  data from the memory corresponding to at least one previously
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decoded image and to a current image to be decoded and outputting decoded data corresponding

to a current image to be displayed, the current image being output for storing stored—in the

memory;

a central processing unit coupled to the bus for accessing memory; and

an arbiter coupled to the decoder and to the central processing unit for controlling

access to the bus.

14. (Original) An electronic circuit according to claim 13, wherein the

decoder directly supplies a display device with an image under decoding which is not used to

decode a subsequent image.

15. (Original) An electronic circuit according to claim 13, wherein the bus,

decoder, central processing unit, and arbiter are integrated into a computer motherboard.

16. (Original) An electronic circuit according to claim 13 wherein the bus,

decoder, central processing unit, and arbiter are integrated into a single chip.

17. (Original) An electronic circuit according to claim 13, wherein the

compressed images are encoded in the MPEG standard.

18. (Currently Amended) An electronic circuit according to claim 13,

wherein the central processing unit is configured for storinges non-image data in and retrieves

data from the memory.

19. (Canceled)

20. (Original) The circuit according to claim 7 further including an

independent signal path, separate from the bus, by which the arbiter is coupled to the device and

the video decoder.
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REMARKS

This reply is response to a rejection mailed on May 5, 2008.

The sole basis for the rejection was a double patenting rejection under 35 U.S.C.

101 for double patenting to the same invention in View of U.S. Patent 7,321,368 (the ‘368

patent). This was a statutory type double patenting rejection.

Applicant traverses the double patenting rejection. Applicant believes that the

claims as filed a clearly different in scope and content from the present claims. In order to more

clearly confirm this difference, applicant has amended some of the claims by amendment

submitted herewith.

Applicant cancels herewith claims 3, 5, and 19.

One of the main differences between the claims of the present application and

many claims of the ‘368 patent is that the current claims do not contain a main memory as an

element of the claim. Looking at claim 1 of the ‘368 patent, the first claimed feature is “a main

memory having stored therein. . . .” The present claims do not and did not claim this feature.

Turning to claim 1, it contains the feature of “a bus coupleable to a main memory

having stored therein data corresponding to video images. . . .” It does not contain the feature of
9,

“a main memory having stored therein . . . . Other language in the claim also makes clear that

while the system is configured to work with a memory, the memory is not an actual component

of the claim itself. Claim 1 has been amended to clarify this distinction at various places. For

example, claim 1 as now written states: “the decoder configured to receive data from the main

memory . . . . a microprocessor system configured to be coupled to the main memory, . . .”

There are other differences in the claim, as will be apparent from reading the

claims as amended herein.

The claim makes clear that the main memory is not a claim element. Since the

claimed components and features are different, and the claims of the issued 7,321,368 patent

contains features not found in the claims of the present application and the claims of the present

application contain limitations and features not found in the ‘368 patent, a statutory double

patenting rejection is not proper and should be withdrawn.
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Applicant accepts that the claims of the present application are similar in many

respects to those of the issued ‘368 patent. A terminal disclaimer is enclosed to address these

concerns. Thus, while an obviousness type double patenting rejection may be proper, and to

overcome such, a terminal disclaimer is provided, the claims are of different scope and contain

different elements, and the statutory double patenting rejection should be withdrawn.

The remaining claims of the present application are different from the issued

claims of the ‘368 patent on similar grounds. For example, claim 6, which is similar in some

respects to issued claim 7 of the ‘368 patent, does not contain a main memory as an element. It

also contains different language such as: “a fast bus coupleable a main memory having stored

therein data corresponding to video images to be decoded, . . .

a video decoder configured to be coupled to the main memory via a first bus

interface . . . .”

Claim 7 contains the language that it is: “for use with a bus coupled to a system

memory. . . . the video decoder configured to receive data from the system memory

corresponding to at least one previously decoded image and to a current image. . . .”

Other claims contain similar distinctions, making clear that the main memory

itself is not a claimed element.

The Director is authorized to charge any additional fees due by way of this

Amendment, or credit any overpayment, to our Deposit Account No. 19-1090.
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All of the claims remaining in the application are now clearly allowable.

Favorable consideration and a Notice of Allowance are earnestly solicited.

Respectfully submitted,

SEED Intellectual Property Law Group PLLC

/David V. Carlson/

David V. Carlson

Registration No. 31,153

DVC:lcs

701 Fifth Avenue, Suite 5400

Seattle, Washington 98104

Phone: (206) 622-4900

Fax: (206) 682-6031

116333071.DOC
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Utility under 35 USC111(a) Filing Fees
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First Named Inventor/Applicant Name:

Payment information:

Payment Type Deposit Account
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RAM confirmation Number 8296

Deposit Account 191090
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File Listing:
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This Acknowledgement Receipt evidences receipt on the noted date by the USPTO ofthe indicated documents,

characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111

lfa new application is being filed and the application includes the necessary components for a filing date (see 37 CFR

1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this

Acknowledgement Receipt will establish the filing date of the application.

National Stage of an International Application under 35 U.S.C. 371

lfa timely submission to enter the national stage of an international application is compliant with the conditions of 35

U.S.C. 371 and other applicable requirements a Form PCT/DO/E0/903 indicating acceptance of the application as a

national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.

New International Application Filed with the USPTO as a Receiving Office

lfa new international application is being filed and the international application includes the necessary components for

an international filing date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number

and ofthe International Filing Date (Form PCT/R0/105) will be issued in due course, subject to prescriptions concerning

national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of

the application.
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PATENT

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicants : Jefferson Eugene Owen et al.

Application No. : 11/956,165

Filed : December 13, 2007

For : ELECTRONIC SYSTEM AND METHOD FOR DISPLAY USING

A DECODER AND ARBITER TO SELECTIVELY ALLOW

ACCESS TO A SHARED MEMORY

Examiner : Hau H. Nguyen

Art Unit : 2628

Docket No. : 96-S-012C3 (850063.553C3)

Date : October 1, 2008

Commissioner for Patents

P.O. Box 1450

Alexandria, VA 22313-1450

FEE DEFICIENCY AUTHORIZATION FORM

Commissioner for Patents:

Applicants hereby authorize the Director to charge any deficiencies in fees due by

way of the enclosed papers only under 37 CFR 1.16 and 1.17 to Deposit Account No. 19-1090.

Respectfully submitted,

SEED Intellectual Property Law Group PLLC

/David V. Carlson/

David V. Carlson

Registration No. 31,153

701 Fifth Avenue, Suite 5400

Seattle, Washington 98104

Phone: (206) 622-4900

Fax: (206) 682-6031

124707971.DOC
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Docket Number

PETITION FOR EXTENSION OF TIME UNDER 37 CFR1.136(a) g6_3_012C3

FY 2008 (850063.553C3)
Fees - ursuant to the Consolidated A roriations Act, 2005 H.R. 4818 .

Application Number 11/956,165 Filed December 13, 2007

For ELECTRONIC SYSTEM AND METHOD FOR DISPLAY USING A DECODER AND ARBITER TO
SELECTIVELY ALLOW ACCESS TO A SHARED MEMORY

Art Unit Examiner
2628 Hau H. Nu en

This is a request under the provisions of 37 CFR 1.136(a) to extend the period forfiling a

reply in the above identified application.

The requested extension and fee are as follows (check time period desired and enter the appropriate
fee below):

1 Small Entity Fee

One month (37 CFR 1.17(a)(1)) $120 $60 33

Two months (37 CFR 1.17(a)(2)) $460 $230 $@

Three months (37 CFR 1.17(a)(3)) $1050 $525 33

Four months (37 CFR 1.17(a)(4)) $1640 $820 $

Five months (37 CFR 1.17(a)(5)) $2230 $1115

D Applicant claims small entity status. See 37 CFR 1.27.

D A check in the amount of the fee is enclosed.

D Payment by credit card. Form PTO—2038 is attached.

D The Director has already been authorized to charge fees in this
application to a Deposit Account.

The Director is hereby authorized to charge the above fees, or credit any overpayment,
to Deposit Account Number 19-1090.

WARNING: Information on this form may become public. Credit card information should not be
included on this form. Provide credit card information and authorization on PTO-2038.

I am the D applicant/inventor.

D assignee of record of the entire interest. See 37 CFR 3.71
Statement under 37 CFR 3.73(b) is enclosed (Form PTO/SB/96).

attorney or agent of record. Registration No. 31 ,153

D attorney or agent under 37 CFR 1.34.
Registration number if acting under 37 CFR 1.34.

/David V. Car|son/ October 1, 2008

Signature Date

David V. Carlson 205-522-4900

Typed or printed name Telephone Number

NOTE: Signatures of all the inventors or assignees of record of the entire interest or their representative(s) are required.
Submit multiple forms if more than one signature is required.

SEND TO: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450. A I 5 . O
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TERMINAL DISCLAIMER TO OBVIATE A DOUBLE PATENTING
REJECTION OVER A "PRlOR" PATENT '

In re Application of: Jefferson Eugene Owen

Application No.: 11/956,165

Filed: December 13, 2007

For: ELECTRONIC SYSTEM AND METHOD FOR DISPLAY USING A DECODER AND ARBITER TO SELECTIVELY
ALLOW ACCESS TO A SHARED MEMORY

The owner*, STMicroe|ectronics Inc. of@ percent interest in the instant application hereby disclaims, except
as provided below, the terminal part of the statutory term of any patent granted on the instant application which would
extend beyond the expiration date of the full statutory term of prior patent No. 7 321 368 as the term of said prior patent
is defined in 35 U.S.C. 154 and 173, and as the term of said prior patent is presently shortened by any terminal
disclaimer. The owner hereby agrees that any patent so granted on the instant application shall be enforceable only for
and during such period that it and the prior patent are commonly owned. This agreement runs with any patent granted
on the instant application and is binding upon the grantee, its successors or assigns.

In making the above disclaimer, the owner does not disclaim the terminal part of the term of any patent
granted on the instant application that would extend to the expiration date of the full statutory term as defined in 35
U.S.C. 154 and 173 of the prior patent, “as the term of said prior patent is presently shortened by any terminal
disclaimer,“ in the event that said prior patent later:

expires for failure to pay a maintenance fee;
is held unenforceable;
is found invalid by a court of competentjurisdiction;
is statutorily disclaimed in whole or terminally disclaimed under 37 CFR 1.321;
has all claims canceled by a reexamination certificate;
is reissued; or
is in any manner terminated prior to the expiration of its full statutory term as presently shortened by any

terminal disclaimer.

Check either box 1 or 2 below, if appropriate.

1.|:| For submissions on behalf of a business/organization (e.g., corporation, partnership, university, government
agency, etc.), the undersigned is empowered to act on behalf of the business/organization.

I hereby declare that all statements made herein of my own knowledge are true and that all statements made on
information and belief are believed to be true; and further that these statements were made with the knowledge that
willful false statements and the like so made are punishable by fine or imprisonment, or both, under Section 1001 of Title
18 of the United States Code and that such willful false statements may jeopardize the validity of the application or any
patent issued thereon.

2. E The undersigned is an attorney or agent of record. Registration No. 31 153
:2

/David V. Car|son/ October 1, 2008

Signature Date

David V. Carlson

Typed or printed name

I206} 622-4900
Telephone Number

E Terminal disclaimer fee under 37 CFR 1.20(d) included.
WARNING: Information on this form may become public. Credit card information should not

be included on this form. Provide credit card information and authorization on PTO-2038.

*Statement under 37 CFR 3.73(b) is required if terminal disclaimer is signed by the assignee (owner).
Form PTO/SB/96 may be used for making this statement. See MPEP § 324.

SEND TO: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450. 1247259_1.DOC
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PTO/SB/06 (O7-O6)
Approved for use through 1/31/2007. OMB 0651-0032

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paervvork Reduction Act of 1995, no ersons are reuired to resond to a collection of information unless it disla s a valid OMB control number.

PATENT APPLICATION FEE DETERMINATION RECORD APP"°a“°“ °' D°°keI Number F"I“9 Date
substitute for Form pTo-375 11/956,165 12/13/2007 I: To be Mailed

APPLICATION AS FILED — PART I OTHER THAN

(Column 1) (Column 2) sIvIAI_I_ ENTITY |:| OR SMALL ENTITY

FEE ($)0 NUMBER FILED NUMBER EXTRA RATE (39)

D B/*3“? FEE N/A N/A N/A37CFR1.16a, b,or c

El SEARCH FEE
37 CFR 1.16 k, i,or m

|:| EXAMINATION FEE N/A N/A(37 CFR ’I.’I6( ), (p), or (q))

TOTAL CLAIMS , _
37 CFR 1.16i m'”“S 20‘

INDEPENDENT CLAIMS , _
37 CFR1.16 h ”"”“S3‘

If the Specification and drawings exceed 100
h t f th I‘ t' ' f d

DAPPLICATIONSIZEFEE is$‘§5%‘E$‘?Z2‘?E;is§§I?%Iifi;§’?o?':§cfie "9
(37 CFR 116(5)) additional 50 Sheets or fraction thereof. See

35 U.S.C. 41 a 1 G and 37 CFR 1.16 S.

I:I MULTIPLE DEPENDENT CLAIM PRESENT (37 CFR1.16(j))
* If the difference in column 1 is less than zero, enter“0“ in column 2.

APPLICATION AS AMENDED — PART II

OTHER THAN

(Column 1) (Column 2) (Column 3) SMALL ENTITY SMALL ENTITY
CLAIMS HIGHEST
REMAINING NUMBER PRESENT ADDITIONAL

10/01/2008 AFTER PREVIOUSLY RATE“) FEE ($)AMENDMENT PAID FOR

I?é?'“’°”‘ Minus ** 20I d d -

Minus

I:I Application Size Fee (37 CFR 1.16(s))

ADDITIONAL

RATE ($) FEE W

X $ = $50:

X $ = $21 0:

D FIRST PRESENTATION OF MULTIPLE DEPENDENT CLAIM (37 CFR ’I.’I6(j))

I-
Z
UJ
E
D
Z
UJ
2
<1:

(Column 1)
CLAIMS HIGHEST

REMAINING NUMBER PRESENT ADDITIONAL ADDITIONAL

AFTER PREVIOUSLY EXTRA RATE ($) FEE ($) RATE ($) FEE ($)AMENDMENT PAID FOR

Total (37 CFR ,, - H
2 Minus2

37 CFR 1.16 h

D Application Size Fee (37 CFR 1.16(s))

X 69 X$ =

X$ =

OR 2

Minus

D FIRST PRESENTATION OF MULTIPLE DEPENDENT CLAIM (37 CFR ’I.’I6(j))

AMENDMENT
TOTAL

OR ADD‘L
FEE

:*If the entry in column 1 is less than the entry‘in column 2, write “0“ in column 3. “ “ Legal Instrument Examiner:
If the Highest Number Previously Paid For IN THIS SPACE is less than 20, enter 20 . /BONNIE PHOEN|X/

*** If the “Highest Number Previously Paid For“ IN THIS SPACE is less than 3, enter
The “Highest Number Previously Paid For“ (Total or Independent) is the highest number found in the appropriate box in column 1.

This collection of information is required by 37 CFR 1.16. The information is required to obtain or retain a benefit by the public which is to file (and by the USPTO to
process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.14. This collection is estimated to take 12 minutes to complete, including gathering,
preparing, and submitting the completed application form to the USPTO. Time will vary depending upon the individual case. Any comments on the amount of time you
require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and Trademark Office, U.S.
Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS
ADDRESS. SEND TO: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450.

If you need assistance in completing the form, call 1-800-PTO-9199 and select option 2.
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United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

P.O. Box 1450
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www.uspto.go

 
CONF {MATION NO.APPLICATION NO. F ING DATE FIRST NAMED INVENTOR ATTORNEY DOCKET NO.

11/956,165 12/13/2007 Jefferson Eugene Owen 96—S—012C3 6996

30423 7590 05/01/2008

STMICROELECTRONICS,INC.
MAIL STATION 2346 NGUYEN, HAU H
13 10 ELECTRONICS DRIVE

CARROLLTON, TX 75006 PAPER NUMBER
2628

MAIL DATE DELIVERY MODE

05/01/2008 PAPER

Please find below and/or attached an Office communication concerning this application or proceeding.

The time period for reply, if any, is set in the attached communication.
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Application No. App|icant(s)

11/956,165 OWEN ET AL.

Office Action Summary Examine, A,, Unit

HAU H. NGUYEN 2628 -
-- The MAILING DA TE of this communication appears on the cover sheet with the correspondence address --

Period for Reply

A SHORTENED STATUTORY PERIOD FOR REPLY IS SET TO EXPIRE Q MONTH(S) OR THIRTY (30) DAYS,
WHICHEVER IS LONGER, FROM THE MAILING DATE OF THIS COMMUNICATION.
- Extensions of time may be available under the provisions of 37 CFR 1.136(a). In no event, however, may a reply be timely filed

after SIX (6) MONTHS from the mailing date of this communication.
- If NO period for reply is specified above, the maximum statutory period will apply and will expire SIX (6) MONTHS from the mailing date of this communication.
- Failure to reply within the set or extended period for reply will, by statute, cause the application to become ABANDONED (35 U.S.C. § 133).

Any reply received by the Office later than three months after the mailing date of this communication, even if timely filed, may reduce any
earned patent term adjustment. See 37 CFR 1.704(b).

Status

1)IXI Responsive to communication(s) filed on 13 December 2007.

2a)I:I This action is FINAL. 2b)IXI This action is non-final.

3)I:I Since this application is in condition for allowance except for formal matters, prosecution as to the merits is

closed in accordance with the practice under Ex parte Quayle, 1935 C.D. 11, 453 O.G. 213.

Disposition of Claims

4)IXI C|aim(s) 1) is/are pending in the application.

4a) Of the above c|aim(s) is/are withdrawn from consideration.

5)I:I C|aim(s) is/are allowed.

6)IXI C|aim(s) 1) is/are rejected.

7)I:I C|aim(s)j is/are objected to.

8)I:I C|aim(s)jare subject to restriction and/or election requirement.

Application Papers

9)I:I The specification is objected to by the Examiner.

10)IZ The drawing(s) filed on 13 December 2007 is/are: a)IXI accepted or b)I:I objected to by the Examiner.

Applicant may not request that any objection to the drawing(s) be held in abeyance. See 37 CFR 1.85(a).

Replacement drawing sheet(s) including the correction is required if the drawing(s) is objected to. See 37 CFR 1.121(d).

11)I:I The oath or declaration is objected to by the Examiner. Note the attached Office Action or form PTO-152.

Priority under 35 U.S.C. § 119

12)I:I Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f).

a)I:I All b)I:I Some * c)I:I None of:

Certified copies of the priority documents have been received.

Certified copies of the priority documents have been received in Application No.

Copies of the certified copies of the priority documents have been received in this National Stage

application from the International Bureau (PCT Rule 17.2(a)).

* See the attached detailed Office action for a list of the certified copies not received.

Attach ment(s)

1) D Notice of References Cited (PTO-892) 4) D Interview Summary (PTO-413)

2) D Notice of Draftsperson's Patent Drawing Review (PTO-948) Paper N0(S)/IVI3” DataE
3) |:| Information Disclosure Statement(s) (PTO/SB/08) 5) I:I Noiice Oi informal Paieiii Appiicaiion

Paper No(s)/Mail Date . 6) D Other: .
U.S. Patent and Trademark Office

PTOL-326 Bey. 08-0age 85 of 285
Office Action Summary Part of Paper No./Mail Date 20080425
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Application/Control Number: 11/956,165 Page 2

Art Unit: 2628

DETAILED ACTION

Double Patenting

1. A rejection based on double patenting of the "same invention" type finds its support in

the language of 35 U.S.C. 101 which states that "whoever invents or discovers any new and

useful process may obtain a patent therefor ..." (Emphasis added). Thus, the term "same

invention," in this context, means an invention drawn to identical subject matter. See Miller v.

Eagle Mfg. Co., 151 U.S. 186 (1894); In re Ockert, 245 F.2d 467, 114 USPQ 330 (CCPA 1957);

and In re Vogel, 422 F.2d 438, 164 USPQ 619 (CCPA 1970).

2. A statutory type (35 U.S.C. 101) double patenting rejection can be overcome by

canceling or amending the conflicting claims so they are no longer coextensive in scope. The

filing of a terminal disclaimer cannot overcome a double patenting rejection based upon 35

U.S.C. 101.

3. Claims 1-20 are rejected under 35 U.S.C. 101 as claiming the same invention as that of

claims 1-7, 13-25 of prior U.S. Patent No. 7,321,368. This is a double patenting rejection.

Conclusion

4. Any inquiry concerning this communication or earlier communications from the

examiner should be directed to Hau H. Nguyen whose telephone number is: 571-272-7787. The

examiner can normally be reached on MON-FRI from 8:30-5:30.

If attempts to reach the examiner by telephone are unsuccessful, the examiner’s

supervisor, Kee Tung can be reached on (571) 272-7794.
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The fax number for the organization where this application or proceeding is assigned is

571-273-8300.

Information regarding the status of an application may be obtained from the Patent

Application Information Retrieval (PAIR) system. Status information for published applications

may be obtained from either Private PAIR or Public PAIR. Status information for unpublished

applications is available through Private PAIR only. For more information about the PAIR

system, see http://pair-direct.uspto.gov. Should you have questions on access to the Private PAIR

system contact the Electronic Business Center (EBC) at 866-217-9197 (toll-free).

/Hau H. Nguyen/

Examiner, Art Unit 2628
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PATENT
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Applicants : Jefferson Eugene Owen et al.

Application No. : 11/956,165
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For : ELECTRONIC SYSTEM AND METHOD FOR DISPLAY USING

A DECODER AND ARBITER TO SELECTIVELY ALLOW

ACCESS TO A SHARED MEMORY

Art Unit : 2621

Docket No. : 96-S-012C3 (850063.553C3)

Date : April 29, 2008

Commissioner for Patents

P.O. Box 1450

Alexandria, VA 22313-1450

INFORMATION DISCLOSURE STATEMENT TRANSMITTAL

Commissioner for Patents:

In accordance with 37 CFR 1.56 and 1.97 through 1.98, applicants wish to make

known to the Patent and Trademark Office the references set forth on the attached Information

Disclosure Statement. This application relies, under 35 U.S.C. § 120, on the earlier filing date of

prior U.S. Patent No. 7,321,368, issued January 22, 2008; which is a continuation of U.S. Patent

No. 6,427,194, issued July 30, 2002; which is a continuation of U.S. Patent No. 6,058,459,

issued May 2, 2000.

The present application contains some text and drawings in common with U.S.

Patent Application No. 08/702,911, filed August 26, 1996, and issued September 22, 1998 as

U.S. Patent No. 5,812,789, entitled: "VIDEO AND/OR AUDIO DECOMPRESSION AND/OR

COMPRESSION DEVICE THAT SHARES A MEMORY INTERFACE" by Raul Z. Diaz and

Jefferson E. Owen, which had the same effective filing date and ownership as the present

application, and to that extent is related to the present application, which is incorporated herein

by reference. All the references, expect one, that are listed on the attached Information
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Disclosure Statement were submitted to and/or cited by the Patent and Trademark Office in just

this prior application, which issued as U.S. Patent No. 7,321,368 and, therefore, are not required

to be provided in this application; a copy of that one new reference is provided, EP 0 639 032 A2

to Didier et al.

If the Examiner wishes, copies of any and all cited art will be provided upon

request.

Applicant’s attorney is aware of a law suit involving a patent in the same general

subject matter, namely, a law suit involving U.S. Patent 5,182,789. This patent is not in the

continuation chain of the present application, but was filed on the same date and shares some of

the technical disclosure. The undersigned attorney has obtained from the public records a

docket sheet printout of the litigation, which is included on the attached Information Disclosure

Statement. It is the first item listed on the second page of the 1449 under the section titled

“Other Prior Art,” which is shown as item AK on page 3 of 13.

If the Examiner wishes to have any documents from these court papers, he is

requested to let the attorney signing below know and it will be ordered from the court records to

be able to be provided it to the Examiner.

Applicant’s attorney believes that providing the court’s docket sheet to Examiner

and offering to obtain any requested documents fulfills the duty of disclosure under 37 C.F.R.

1.56 and MPEP 2001.6(c). If the Examiner believes more is needed to complete this duty, he is

requested to let the attorney know.

As to any reference supplied, applicants do not admit that it is “prior art” under 35

U.S.C. §§ 102 or 103, and specifically reserve the right to traverse or antedate any such

reference, as by a showing under 37 CFR 1.131 or other method. Although the aforesaid

references are made known to the Patent and Trademark Office in compliance with applicants’

duty to disclose all information they are aware of which is believed relevant to the examination

of the above-identified application, applicants believe that their invention is patentable.

Please acknowledge receipt of this Information Disclosure Statement and kindly

make the cited references of record in the above-identified application.
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Applicants believe this Information Disclosure Statement has been timely filed,

however, the Director is authorized to charge any fee due by way of this Information Disclosure

Statement to our Deposit Account No. 19-1090.

Respectfully submitted,

SEED Intellectual Property Law Group PLLC

/David V. Carlson/

David V. Carlson

Registration No. 31,153

DVC:lcs

Enclosures:

Information Disclosure Statement

Cited Reference (1)

701 Fifth Avenue, Suite 5400

Seattle, Washington 98104

Phone: (206) 622-4900

Fax: (206) 682-6031
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@ Structure and method for a multistandard video encoder/decoder.

@ A structure and a format for providing a video signal encoder under the MPEG standard are provided. in one
embodiment, the video signal interface is provided with a decimator for providing input filtering for the incoming

signals. In one embodiment, the central processing unit (CPU) and multiple coprocessors implements DCT and

lDCT and other signal processing functions, generating variable length codes, and provides motion estimation
and memory management. The instruction set of the central processing unit provides numerous features in

support for such features as alpha filtering, eliminating redundancies in video signals derived from motion
pictures and scene analysis. ln one embodiment, a matcher evaluates 16 absolute differences to evaluate a

"patch" of eight motion vectors at a time.
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Background of the lnvention

1. Field of the lnvention

The present invention relates to integrated circuit designs; and, in particular, the present invention

relates to integrated circuit designs for image processing.

2. Discussion of the Related Art

The Motion Picture Experts Group (MPEG) is an international committee charged with providing a

standard (hereinbelow "MPEG standard") for achieving compatibility between image compression and

decompression equipment. This standard specifies both the coded digital representation of video signal for

the storage media, and the method for decoding. The representation supports normal speed playback, as
well as other playback modes of color motion pictures, and reproduction of still pictures. The MPEG
standard covers the common 525- and 625-line television, personal computer and workstation display

formats. The MPEG standard is intended for equipment supporting continuous transfer rate of up to 1.5

Mbits per second, such as compact disks, digital audio tapes, or magnetic hard disks. The MPEG standard
is intended to support picture frames of approximately 288 X 352 pixels each at a rate between 24H2 and

30Hz. A publication by MPEG entitled "Coding for Moving Pictures and Associated Audio for digital storage
medium at 1.5Mbit/s," included herein as Appendix A, provides in draft form the proposed MPEG standard,

which is hereby incorporated by reference in its entirety to provide detailed information about the MPEG
standard.

Under the MPEG standard, the picture is divided into a matrix of "Macroblock slices" (MBS), each MBS

containing a number of picture areas (called "macroblocks") each covering an area of 16 X 16 pixels. Each
of these picture areas is further represented by one or more 8 X 8 matrices which elements are the spatial

luminance and chrominance values. ln one representation (4:2:2) of the macroblock, a luminance value (Y

type) is provided for every pixel in the 16 X 16-pixel picture area (i.e. in four 8 X 8 "Y" matrices), and

chrominance values of the U and V (i.e., blue and red chrominance) types, each covering the same 16 X 16
picture area, are respectively provided in two 8 X 8 "U" and two 8 X 8 "V" matrices. That is, each 8 X 8 U

or V matrix has a lower resolution than its luminance counterpart and covers an area of 8 X 16 pixels. In

another representation (4:2:0), a luminance value is provided for every pixel in the 16 X 16 pixels picture

area, and one 8 X 8 matrix for each of the U and V types is provided to represent the chrominance values

of the 16 X 16-pixel picture area. A group of four contiguous pixels in a 2 X 2 configuration is called a

"quad pixel"; hence, the macroblock can also be thought of as comprising 64 quad pixels in an 8 X 8

configuration.
The MPEG standard adopts a model of compression and decompression based on lossy compression

of both interframe and intraframe information. To compress interframe information, each frame is encoded

in one of the following formats: "intra", "predicted", or "interpolated". lntra encoded frames are least
frequently provided, the predicted frames are provided more frequently than the intra frames, and all the

remaining frames are interpolated frames. ln a prediction frame ("P-picture"), only the incremental changes

in pixel values from the last l- picture or P-picture are coded. ln an interpolation frame ("B- picture"), the

pixel values are encoded with respect to both an earlier frame and a later frame. By encoding frames

incrementally, using predicted and interpolated frames, the redundancy between frames can be eliminated,

resulting in a high efficiency in data storage. Under the MPEG, the motion of an object moving from one
screen position to another screen position can be represented by motion vectors. A motion vector provides

a shorthand for encoding a spatial translation of a group of pixels, typically a macroblock.
The next steps in compression under the MPEG standard provide lossy compression of intraframe

information. In the first step, a 2-dimensional discrete cosine transform (DCT) is performed on each of the 8
X 8 pixel matrices to map the spatial luminance or chrominance values into the frequency domain.

Next, a process called "quantization" weights each element of the 8 X 8 transformed matrix, consisting

of 1 "DC" value and sixty-three "AC" values, according to whether the pixel matrix is of the chrominance or
the luminance type, and the frequency represented by each element of the transformed matrix. In an I-

picture, the quantization weights are intended to reduce to zero many high frequency components to which

the human eye is not sensitive. in P- and B- pictures, which contain mostly higher frequency components,

the weights are not related to visual perception. Having created many zero elements in the 8 X 8
transformed matrix, each matrix can be represented without further information loss as an ordered list

consisting of the "DC" value, and alternating pairs of a non-zero "AC" value and a length of zero elements
following the non-zero value. The values on the list are ordered such that the elements of the matrix are
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presented as if the matrix is read in a zig_zag manner (i.e., the elements of a matrix A are read in the
order A00, A01, A10, A02, A11, A20 etc.). This representation is space efficient because zero elements are

not represented individually.

Finally, an entropy encoding scheme is used to further compress, using variable-length codes, the

representations of the DC coefficient and the AC value-run length pairs. Under the entropy encoding
scheme, the more frequently occurring symbols are represented by shorter codes. Further efficiency in

storage is thereby achieved.
The steps involved in compression under the MPEG standard are computationally intensive. For such a

compression scheme to be practical and widely accepted, however, a high speed processor at an

economical cost is desired. Such processor is preferably provided in an integrated circuit.

Other standards for image processing exist. These standards include JPEG ("Joint Photographic Expert

Group") and CCITT H.261 (also known as "P x 64"). These standards are available from the respective
committees, which are international bodies well-known to those skilled in the art.

Summary of the lnvention

ln accordance with the present invention, a structure and a method for encoding digitized video signals

are provided. In one embodiment, the video signals are stored in an external memory system, and the

present embodiment provides (a) two video ports each configurable to become either an input port or an

output port for video signals; (b) a host bus interface circuit for interfacing with an external host computer;

(c) a scratch-pad memory for storing a portion of the video image; (d) a processor for arithmetic and logic

operations, which computes discrete cosine transforms and quantization on the video signals to obtain

coefficients for compression under a lossy compression algorithm; (e) a motion estimation unit for matching

objects in motion between frames of images of the video signals, and outputting motion vectors represent-

ing the motion of objects between frames; and (f) a variable-length coding unit for applying an entropy

coding scheme on the quantized coefficients and motion vectors.

ln one embodiment, a global bus is provided to be accessed by video ports, the host bus interface, the

scratch-pad memory, the processor, the motion estimation unit, and the variable-length coding unit. The

global bus provides data transfer among the functional units. In addition, in that embodiment, a processor

bus having a higher bandwidth than the global bus is provided to allow higher band-width data transfer

among the processor, the scratch-pad memory, and the variable-length coding units. A memory controller
controls data transfers to and from the external memory while at the same time provides arbitration the uses

of the global bus and the processor bus.
Multiple copies of the structure of the present invention can be provided to form a multiprocessor of

video signals. Under such configuration, one of the video ports in each structure would be used to receive

the incoming video signal, and the other video port would be used for communication between the structure

and one or more of its neighboring structures.
In accordance with another aspect of the present invention, one of the two video port in one

embodiment comprises a decimation filter for reducing the resolution of incoming video signals. In one

embodiment, one of the video ports include an interpolator for restoring the reduced resolution video into a

higher resolution upon video signal output.

In accordance with another aspect of the present invention, a memory with a novel address mechanism

is provided to sort video signals arriving at the structure of the present invention in pixel interleaved order

into several regions of the memory, such that the data in the several regions of this memory can be read in

block interleaved order, which is used in subsequent signal processing steps used under various video

processing standards, including MPEG.
In accordance with another aspect of the present invention, a synchronizer circuit synchronizes the

system clock of one embodiment with an external video clock to which the incoming video signals are

synchronized. The synchronization circuit provides for accurate detection of an edge transition in the

external clock within a time period which is comparable with a flip-flop's metastable period, without requiring
an extension of the system clock period.

In one embodiment of the present invention, a "corner turn" memory is provided. In this corner-turn

memory, a selected region is mapped to two set of addresses. Using an address in the first set of

addresses, a row of memory cells are accessed. Using an address in the second set of addresses, a
column of memory cells are accessed. The corner-turn memory is particularly useful for DCT and lDCT
operations where each macroblock of pixels are accessed in two passes, one pass in column order, and the

other pass in row order.
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in accordance with another aspect of the present invention, a scratch pad memory having a width four

times the data path of the processor is provided. in addition, two set of buffer registers, each set including

registers of the width of the data path, are provided as buffers between the processor and the scratch pad

memory. The buffer registers operates at the clock rate of the processor, while the scratch pad memory can
operate at a lower clock rate. In this manner, the bandwidths of the processor and the scratch pad memory

are matched without the use of expensive memory circuitry. Each set of buffer registers are either loaded

from, or stored into, the scratch pad as a one register having the width of the scratch pad memory, but
accessed by the processor individually as registers having the width of the data path. in one set of the

buffer registers, each register is provided with two addresses. Using one address, the four data words (each

having the width of the data path) are stored into the register in the order presented. Using the other

address, prior to storing into the buffer register, a transpose is performed on the four halfwords of the higher

order two data words. A similar transpose is performed on the four halfwords of the lower order two data

words. The latter mode, together with the corner turn memory allows pixels of a macroblock to be read
from, or stored into, the scratch pad memory either in row order or in column order.

ln accordance with another aspect of the present invention, the pixels of a macroblock are stored in one

of two arrangements in the external dynamic random access memory. Under one arrangement, called the

"scan-line" mode, four horizontally adjacent pixels are accessed at a time. Under the other arrangement,

which is suitable for fetching reference pixels in motion estimation, pixels are fetched in tiles (4 by 4 pixels)

in column order. A novel address generation scheme is provided to access either the memory for scan-line

elements or for quad pels. Since most filtering involves quad pels (2 X 2 pixels), the quad pel mode
arrangement is efficient in access time and storage, and avoids rearrangement and complex address

decoding.
In accordance with another aspect of the present invention, the operand input terminals of the arithmetic

and logic unit in the process is provided a set of "byte multiplexors" for rearranging the four 9-bit bytes in
each operand in any order. Because each 9-bit byte can be used to store the value of a pixel, so that the

arithmetic and logic unit can operate on the pixels in a quad pel stored in a 36-bit operand simultaneously,

the byte multiplexor allows rearranging the relative positions of the pixels within the 36-bit operands,

numerous filtering operations can be achieved by simply setting the correct pixel configuration. In one

embodiment, in accordance with the present invention, filters for performing pixel offsets, decimations, in

either horizontal or vertical directions, or both are provided using the byte multiplexor. In addition, the

present invention provides higher compression ratios, using novel functions for (a) activities analysis, used

in applying adaptive control of quantization, and (b) scene analysis, used in reduction of interframe
redundancy.

in accordance with another aspect of the present invention, a fast detector of a zero result in an adder

is provided. The fast zero detector includes a number of "zero generator" circuits and a number of zero

propagator circuits. The fast detector signals the presence of a zero result within, as a function of the length

of the adder's operands, logarithm time, rather than linear time.
in accordance with another aspect of the present invention, the present invention provides a structure

and a method for a non-linear "alpha" filter. Under this non-linear filter, thresholds T1 and T2 are set by the

two parameters m and n. if the absolute difference between the two input values of the non-linear filter are

less than T1 or greater than T2, a fixed relative weight are accorded the input values, otherwise a relative

weight proportional to the absolute difference is accorded the input values. This non-linear filter finds

numerous application in signal processing. ln one embodiment, the non-linear filter is used in deinterlacing
and temporal noise reduction applications.

In accordance with another aspect of the present invention, a structure for performing motion estimation

is provided, including: (a) a memory for storing said macroblocks of a current frame and macroblocks of a

reference frame; (b) a filter receiving a first group of pixels from the memory for resampling; and (c) a

matcher receiving the resampled first group of pixels and a second group of pixels from a current

macroblock, for evaluation of a number of motion vectors. The matcher provides a score representing the

difference between the second group of pixels and the first group of pixels for each of the motion vectors
evaluated. in this embodiment, the best score over a macroblock is selected as the motion vector for the

macroblock. In one embodiment, the matcher evaluates 8 motion vectors at a time using a 2 X 8 "slice" of
current pixels and a 4 X 12 pixel reference area.

in accordance with another aspect of the present invention, a structure is provided for encoding by

motion vectors a current frame of video data, using a reference frame of video data. The structure includes

a memory circuit for storing (a) adjacent current macroblocks from a row j of current macroblocks,

designated C,-,,,, C,-,,,+1, C,-,,,+,._1 in the order along one direction of the row of macroblocks; and (b)
adjacent reference macroblocks from a first column i of reference macroblocks, designated Rq,i,Rq+1,i,
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Rq+m_1,, and a second column C,-+14, C,,+1,,,+1,___, C,-+1,p+,,+1. The adjacent reference macroblocks are
reference macroblocks within the range of the motion vectors, with each of said current macroblocks being

substantially equidistance from the Rqj and Rq+,,,_1,; reference macroblocks. The structure of the present
invention evaluates each of the adjacent current macroblocks against each of the adjacent reference

macroblocks under the motion vectors, so as to select a motion vector representing the best match

between each of said current macroblock and a corresponding one of said reference macroblocks. When

evaluation of the current macroblock against the set of reference frame macroblock in the memory circuit is

completed, the current macroblock C”, is remove from the memory circuit and replaced by a current

macroblock C,-,p+,,,said current macroblock C,-,,,+,, being the current macroblock adjacent said macroblock

Cj’p+n—1- At the same time, the column of adjacent reference macroblocks REM, Rq+1’|, Rq+rn--1,] are
removed from the memory circuit and replaced by the next column of adjacent reference macroblocks

Rq,,+,,Rq+,,,+,, Rq+rn—]li+]- In this manner, each current macroblock, while in memory, is evaluated
against the largest number of reference macroblocks which can be held in the memory circuit, thereby

minimizing the number of time current and reference macroblocks have to be loaded into memory. Of
course, for purely convenience reasons, the terms "rows" and "columns" are used to describe the

relationship between current and reference macroblocks. It is understood that a column of current

macroblocks can be evaluated against a row of reference macroblock, within the scope of the present
invention.

ln accordance with the present invention, the control structure for controlling evaluation of motion

vectors is provided by a counter which includes first and second fields representing respectively the current

macroblock and the reference macroblock being evaluated. Under the controlling scheme of one embodi-
ment, each of the first and second fields are individually counted, such that when the first field reaches a

maximum, a carry is generated to increment the count in the second field. The number of counts in the first
and second fields are respectively , the number of current and reference macroblocks. In this manner, each

current macroblock is evaluated completely with the reference macroblocks in the memory circuit.

ln accordance with another aspect of the present invention, an adaptive thresholding circuit is provided

in the zero-packing circuit prior to entropy encoding of the DCT coefficients into variable length code. ln this

adaptive threshold circuit, a current DCT coefficient is set to zero, if the immediately preceding and the

immediately following DCT coefficients are both zero, and the current DCT coefficient is less than a
programmable threshold. This thresholding circuit allows even higher compression ratio by extending a zero

runlength.
The present invention is better understood upon consideration of the detailed description below and the

accompanying drawings.

Brief Description of the Drawings

Figure 1a is a block diagram of an embodiment of the present invention provided in an MPEG encoder
chip 100.

Figure 1b shows a multi-chip configuration in which two copies of chip 100, chips 100a and 100b, are
used.

Figure 1c is a map of chip 100's address space.

Figure 2 is a block diagram of video port 107 of chip 100 shown in Figure 1.

Figure 3a shows a synchronization circuit 300 for synchronizing video data arrival at port 107 with an
external video source, which provides video at 13.5 Mhz under 16-bit mode, and 27 Mhz under 8-bit mode.

Figure 3b shows the times at which the samples of video clock signal Vclk indicated in Figure 3a are
obtained.

Figure 4a is a timing diagram of video port 107 for latching video data provided at 13.5Mhz on video
bus 190a under 16-bit mode.

Figure 4b is a timing diagram of video port 107 for latching video data provided at 27 Mhz on video bus
190a under 8-bit mode.

Figure 5a shows the sequence in which 4:2:2 video data arrives at port 107.

Figure 5b is a block diagram of decimator 204 of video port 107.

Figure 5c is a tables showing, at each phase of the CIF decimation, the data output Rom of register 201,
the operand inputs A,,, and B,,, of 14-bit adder 504, the carry-in input Gin, and the data output Dec of
decimator 204.

Figure 5d is a tables showing, at each phase of the CCR 601 decimation, the data output Rom of

register 201, the operand inputs A,,, and B," of 14-bit adder 504, the carry-in input C,,,, and the data output
Dec of decimator 204.
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Figure 6a is a block diagram of interpolator 206.

Figure 6b is an address map of video FIFO 205, showing the partition of video FIFO 205 into Y region
651, U region 652 and V region 653, and the storage locations of data in a data stream 654 received from
decimator 204.

Figure 6c illustrates the generation of addresses for accessing video FIFO 205 from the contents of
address counter 207, during YUV separation, or during video output.

Figure 6d illustrates the sequence in which stored and interpolated luminance and chrominance pixels
are output under interpolation mode.

Figure 6e shows two block interleaved groups 630 and 631 in video FIFO 205.

Figure 7a is an overview of data flow between memory blocks relating to CPU 150.

Figure 7b illustrates in further detail the data flow between P memory 702, QMEM 701, registers R0-
R23, and scratch memory 159.

Figure 7c shows the mappings of registers P4-P7 into the four physical registers corresponding to

registers P0-P3.

Figure 7d shows the mappings between direct and alias addresses of the higher 64 36-bit locations in
SMEM 159.

Figure 8a is a block diagram of memory controller 104, in accordance with the present invention.

Figure 8b show a bit assignment diagram for the channel memory entries of channel 1.

Figure 80 show a bit assignment diagram for the channel memory entries of channels 0, and 3-7.

Figure 8d shows a bit assignment diagram for the channel memory entry of channel 2.

Figure 9a shows chip 100 interfaced with an external 4-bank memory system 103 in a configuration
900.

Figure 9b is a timing diagram for an interleaved access under "reference" mode of the memory system

of configuration 900.

Figure 9c is a timing diagram for an interleaved access under "scan-line" mode of the memory system

of configuration 900.

Figures 10a and 10b shows pixel arrangements 1000a and 1000b, which are respectively provided to

support scan-line mode operation and reference frame fetching during motion estimation.

Figure 10c shows the logical addresses for scan-line mode access.

Figure 10d shows the logical addresses for reference frame fetching.

Figure 10e shows a reference frame fetch in which the reference frame crosses a memory page
boundary.

Figures 11a and 11b are timing diagrams showing respectively data transfers between external memory

103 and SMEM 159 via QG register 810.

Figure 12 illustrates the pipeline stages of CPU 150.
Figure 13a shows a 32-bit zero-lookahead circuit 1300, comprising 32 generator circuits 1301 and

propagator circuits.
Figure 13b shows the logic circuits for generator circuit 1301 and propagator circuit 1302.

Figures 14a and 14b show schematically the byte multiplexors 1451 and 1452 of ALU 156.

Figure 15a is a block diagram of arithmetic unit 750.

Figure 15b is a schematic diagram of MAC 158.

Figure 15c(i) illustrates an example of "alpha filtering" in the mixing filter for combining chroma during a

deinterlacing operation.

Figure 15c(ii) is a block diagram of a circuit 1550 for computing the value of alpha.

Figure 15c(iii) shows the values of alpha obtainable from the various values of parameters m and n.

Figures 15d(i)-15d(iv) illustrates instructions using the byte multiplexors of arithmetic unit 750, using one
mode selected from each of the HOFF, VOFF, HSHRINK and VSHRINK instructions, respectively.

Figure 15e shows the pixels involved in computing activities of quad pels A and B as input to a STAT1
or STAT2 instruction.

Figure 15f shows a macroblock of luminance data for which a measure of activity is computed using
repeated calls to a STAT1 or a STAT2 instruction.

Figures 16a and 16b are respectively a block diagram and a data and control flow diagram of motion
estimator 111.

Figure 16c is a block diagram of window memory 705, showing odd and even banks 705a and 705b.

Figure 16d shows how, in the present invention, vertical half-tiles of a macroblock are stored in odd and
even memory banks of window memory 750.

Figure 17 illustrates a 2-stage motion estimation algorithm which can be executed by motion estimator
111.
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Figures 18a and 18b show, with respect to reference macroblocks, a decimated current macroblock and

the range of a motion vector having an origin at the upper right corner of the current macroblock for the first

stage of a B frame motion estimation and a P frame motion estimation respectively.

Figure 18c shows, with respect to reference macroblocks, a full resolution current macroblock and the

range of a motion vector having an origin at the upper right corner of the current macroblock for the second

stage of motion estimation in both P-frame and B-frame motion estimations.

Figure 18d shows the respectively locations of current and reference macroblocks in the first stage of a
B frame motion estimation.

Figure 18e shows the respective locations of current and reference macroblocks in the first stage of a P
frame motion estimation.

Figure 18f shows both a 4 X 4 tile current macroblock 1840 and a 5 X 5 tile reference region 1841 in

the second stage of motion estimation.

Figure 18g shows the fields of a state counter 1890 having programmable fields for control of motion
estimation.

Figure 18h shows the four possibilities by which a patch of motion vectors crosses a reference frame
boundary.

Figure 18i shows the twelve possible ways the reference frame boundary can intersect the reference

and current macroblocks in window memory 705 under the first stage motion estimation for B-frames.

Figure 18] shows, for each of the 12 cases shown in Figure 18h, the lNlT and WRAP values for each of
the fields in state counter 1890.

Figure 18k shows the twenty possible ways the reference frame boundary can intersect the current and
reference macroblocks in window memory 705.

Figure 18l shows, for each of the twenty cases shown in Figure 18k, the corresponding lNlT and WRAP
values for each of the fields of state counter 1890.

Figures 18m-1 and 18m-2 show the clipping of motion estimation with respect to the reference frame

boundary for either the second stage of a 2-stage motion estimation, or the third stage of a 3-stage motion
estimation.

Figure 18n provides the lNlT and WRAP values for state counter 1890 corresponding to the reference

frame boundary clipping shown in Figures 18m-1 and 18m-2.

Figure 19a illustrates the algorithm used in matcher 1606 for evaluate eight motion vectors over eight
cycles.

Figure 19b shows the locations of the "patch" of eight motion vector evaluated for each slice of current
pixels.

Figure 19c shows the structure of matcher 1608.

Figure 19d shows the pipeline in the motion estimator 111 formed by the registers in subpel filter 1606.

Figures 20a and 20b together form a block diagram of VLC 109.

Detailed Description of the Preferred Embodiments

1 . Overview

Figure 1a is a block diagram of an embodiment of the present invention provided in an en-

coder/decoder integrated circuit 100 ("chip 100'‘). in this embodiment, chip 100 encodes or decodes bit

stream compatible with MPEG, JPEG and CClTT H.64. As shown in Figure 1a, chip 100 communicates
through host bus interface 102 with a host computer (not shown) over 32-bit host bus 101. Host bus
interface 102 implements the IEEE 1196 NuBus standard. In addition, chip 100 communicates with an

external memory 103 (not shown) over 32-bit memory bus 105. Chip 100's access to external memory 103
is controlled by a memory controller 104, which includes dynamic random access memory (DRAM)

controller 104a and direct memory access (DMA) controller 106. Chip 100 has two independent 16-bit

bidirectional video ports 107 and 108 receiving and sending data on video busses 190a and 190b
respectively. Video ports 107 and 108 are substantially identical, except that port 107 is provided with a

decimation filter, and port 108 is provided with an interpolator. Both the decimator and the interpolator

circuits of ports 107 and 108 are described in further detail below.

The functional units of chip 100 communicate over an internal global bus 120, these units include the

central processing unit (CPU) 150, the variable-length code coder (VLC) 109, variable-length code decoder

(VLD) 110, and motion estimator 111. Central processing unit 150 includes the processor status word

register 151, which stores the state of CPU 150, instruction memory ("l mem") 152, instruction register 153,
register file ("RMEM") 154, which includes 31 general purpose registers R1-R31, byte multiplexor 155,



Page 126 of 285

10

15

20

25

30

35

40

45

50

55

Page 126 of 285

EP 0 639 032 A2

arithmetic logic unit ("ALU") 156, memory controller 104, multiplier-accumulator (MAC) 158, and scratch

memory ("SMEM") 159, which includes address generation unit 160. Memory controller 104 provides
access to external memory 103, including direct memory access (DMA) modes.

Global bus 120 is accessed by SMEM 159, motion estimator 111, VLC 109 and VLD 110, memory
controller 104, instruction memory 152, host interface 102 and bidirectional video ports 107 and 108. A

processor bus 180 is used for data transfer between SMEM 159, VLC 109 and VLD 110, and CPU 150.

During video operations, the host computer initializes chip 100 by loading the configuration registers in
the functional units of chip 100, and maintains the bit streams sending to or receiving from video ports 107
and 108.

Chip 100 has an memory address space of 16 megabytes. A map of chip 100's address space is
provided in Figure 10. As shown in Figure 1c, chip 100 is assigned a base address. The memory space

between the base address and the location (base address + 7FFFFF‘) is reserved for an external dynamic
random access memory (DRAM). The memory space between location (base address + 800000) to

location (base address + 9FFFFF) is reserved for registers addressable over global bus 120. The memory
space between location (base address + A00000) and location (base address + BFFFFF) is reserved for

registers addressable over a processor bus or write-back bus ("W bus") 180a. A scratch or cache memory,
i.e. memory 159, is allocated the memory space between location (base address + C00000) and location
(base address + FFFFFF).

A multi-chip system can be built using multiple copies of chip 100. Figure 1b shows a two-chip

configuration 170, in which two copies of chip 100, chips 100a and 100b are provided. Up to 16 copies of
chip 100 can be provided in a multi-chip system. In such a system, video port 108 of each chip is

connected to a reference video bus, such as bus 171, which is provided for passing both video data and

non-video data between chips. Each chip receives video input at port 107. In Figure 1b, the video input port
107 of each chip receives input data from external video bus 172. Each chip is provided a separate 16-

megabyte address space which is not overlapping with other chips in the multi-chip configuration.

2 Video Ports 107 and 108

Video ports 107 and 108 can each be configured for input or output functions. When configured as an

input port, video port 107 has a decimator for reducing the resolution of incoming video data. When

configured as an output port, video port 108 has an interpolator to output data at a higher resolution than

chip 100's internal representation. Figure 2 is a block diagram of video port 107. Video port 107 can operate

in either a 16-bit mode or an 8-bit mode. When the video port is configured as an input port, video data is

read from video bus 109a into 16 X 8 register file 201, which is used as a first-in-first-out (FlFO) memory
under the control of read counter 202 and write counter 203. Under 8-bit input mode, read counter 202

receives an external signal V_active, which indicates the arrival of video data. Decimation filter or
decimator 204, which receives video data from register file 201, can be programmed to allow the data

received to pass through without modification, to perform CCR 601 filtering, or ClF decimation. in video port
108, where decimator 204 is absent, only YCbC, separation is performed.

The results from decimator 204 are provided to a 32 X 4-byte video FlFO (VFlFO) 205. The contents of

video FlFO 205 are transferred by DMA, under the control of memory controller 104, to external memory

103. Because various downstream processing functions, e.g. DCT, IDCT operations or motion estimation,
operate on chrominance and luminance data separately, chrominance and luminance data are separately

stored in external memory 103 and moved into and out of video FlFO 205 blocks of the same chrominance

or luminance type. Typically, the blocks of chrominance and luminance data covering the same screen area
are retrieved from external memory 103 in an interleaved manner ("block interleaved" order). By contrast,

input and output of video data on video busses 109a and 109b are provided sample by sample, interleaving

chrominance and luminance types ("pixel interleaved" order). To facilitate the sorting of data from pixel

interleaved order to block interleaved order ("YUV separation"), during data input, and in the other direction

during data output, a special address generation mechanism is provided. This address generation mecha-

nism, which is discussed in further detail below, stores the pixel interleaved data arriving at video port 107

or 108 into video FIFO 205 in block interleaved order. During output, the address generation mechanism
reads block interleaved order data from video FlFO 205 in pixel interleaved order for output.

Address counters 207 and 208 are provided to generate the addresses necessary for reading and

writing data streaming into or out of video FlFO 205. Address counter 207 is a 9-bit byte counter, and
address counter 208 is a 7-bit word counter. In this embodiment, two extra bits are provided in each of

‘ Addresses in this descriptions are provided in hexadecimal, unless otherwise stated.
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counters 207 and 208, to allow video FIFO 205 to overflow without losing synchronization with the external
video data stream, in the event that a DMA transfer to and from external memory 103 cannot take place in
time.

When the video port is configured for video output, video data is retrieved from external memory 103

and provided to interpolator 206, which can be programmed to allow the data to pass through without
modification or to provide a (1,1) interpolation. The output data of interpolator 206 is provided as output of

chip 100 on video bus 109a.

a. The Synchronizer

Chip 100 operates under an internal clock ("system clock") of chip 100 at a rate of 60 Mhz. However,

incoming video data are synchronized with an external clock ("video clock"). Under 8-bit mode, video data
arrive at video port 107 at 27 Mhz. Under 16-bit mode, video data arrive at video port 107 at 13.5 Mhz. The

system and video clocks are asynchronous with respect to each other. Consequently, for the video data to

be properly received, a synchronization circuit 300, which is shown in Figure 3a, is provided to synchronize

the video data arriving at video port 107.

Figure 4a shows a timing diagram of video port 107 under 16-bit input mode. As shown in Figure 4a,

16-bit video data arrives at port 107 synchronous with an external video clock signal Vclk 404a, i.e. the

video clock, at 13.5 Mhz. Internally, the synchronization circuit generates a write signal 401, which is

derived from detecting the transitions of video clock 404a, to latch the 16-bit video data into register file 201

as two 8-bit data. Figure 4a shows the data stream 403a representing the 8-bit data stream. in Figure 4a,
16-bit video data are ready at video port 107 at times to and t2, and 8-bit video data are latched at times to,
T1, T2, and T3.

Figure 4b shows a timing diagram of video port 107 operating under 8-bit input mode. Under the 8-bit

input mode, the write signal 401, which is derived from detecting the transitions of video clcok 404b, latches

at into register file 201 each 8-bit data word of video data stream 403a at times to, t1, t2, and t3.
Since the external video clock is asynchronous to the internal system clock, valid data can be latched

only within a window of time after a rising edge of the video clock. Thus, valid data are latched only when

the rising edges of the video clock are properly detected. in the prior art, such rising edges are detected by

sampling the video clock using a flip-flop. However, if the rising edge of the video clock occurs at a time so

close to the sampling point that it violates the set-up or the hold time of the flip-flop, the flip-flop can enter a

metastable state for an indefinite period of time. During this period of metastability, another sampling by the

flip-flop on the input video clock signal cannot take place without risking the loss of data. in chip 100, where
the usual time for the output data of a flip-flop to settle is approximately 3 nanoseconds, this metastable

period can exceed 12 nanoseconds.

Under the 8-bit input mode, a rising edge in the external video clock occurs every 37 nanoseconds. To

detect this rising edge, the sampling frequency is required to be at least twice the frequency of the video
clock Vclk, which translates to a period of no more than 18.4 nanoseconds. As mentioned above, if a rising

edge occurs too closely in time to a sampling point, the sampling flip-flop enters into a metastable state.
Because a metastable flip-flop may require in excess of 12 nanoseconds to resolve, i.e. more than half of

the available time between arrivals of the clock edges of the video clock, the detections of rising edges in

the video clock signal occur in an unpredictable manner. In certain circumstances, some rising edges would
be missed. (in the 16-bit mode, however, because the input data arrives approximately every 74

nanoseconds, there is ample time for the metastable flip-flop to resolve before the arrival of the next rising

edge of the video clock).

To ensure that a rising edge of the external video clock is always caught, the external video clock is

sampled at both the rising edges and the falling edges of the system clock. By contrast, the video data at

video port 107 or 108 are only sampled at the rising edges of the system clock. A synchronization circuit

300, shown in Figure 3a, is provided to detect the edges on the video clock.

As shown in Figure 3a, the video clock (Vclk) is provided to the data inputs of two 2-bit shift registers

301 and 302. Shift register 301 comprises D flip-flops 301a and 301b, and shift register 302 comprises D
flip-flop 302a and 302b. shift registers 301 and 302 are clocked by the rising and the falling edges of

system clock SClk, respectively. in addition, the output data of shift register 301 is provided to a data input

terminal of D flip-flop 305, which is also clocked by the falling edge of system clock Sclk. Preferably, D flip-
flop 301a is skewed to have a rapid response to a rising edge at its data input terminal. Likewise, D flip-flop

302a is skewed to have a rapid response to a falling edge at its data input terminal. Such response skewing
can be achieved by many techniques known in the art, such as the use of ratio logic and the use of a high

gain in the master stage of a master-slave flip-flop.

10
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NAND gates 310-313 are provided in an AND-OR configuration. NAND gates 310 and 311 each detect
a rising edge transition, and NAND gate 312 detects a falling edge transition. An edge transition detected in

any of NAND gates 310-312 results in a logic '1' in NAND gate 313. NAND gate 312 is used in the 16-bit

mode to detect a falling edge of the video clock. This falling edge is used in the 16-bit mode to confirm

latching of the second 8-bit data of the 16-bit data word on video port 107.

The operation of synchronization circuit 300 can be described with the aid of the timing diagram shown

in Figure 3b and the time annotations indicated on the signal lines of Figure 3a. Figure 3b shows the states

of system clock signal (Sclk) at times 1:1 to t4. The time annotation on each signal line in Figure 3a
indicates, at time t4, the sample of the video clock held by the signal line. For example, since the sample of

the video clock at time t1 propagates to the output terminal of D flip-flop 301b after two rising edges of the

system clock, the output terminal of D flip-flop 301b at time t4 is annotated "tl " to indicate the value of D

flip-flop 301b's output data. Similarly, at time t4, which is immediately after a falling edge of the system
clock, the output datum of D flip-flop 305 is also labelled "t1 since it holds the sample of the video clock
at time t1 .

At time t4, therefore, NAND gate 310 compares an inverted sample of the video clock at time t1 with a

sample of the video clock at time t2. If a rising edge transition occurs between times t1 and t2, a zero is

generated at the output terminal of NAND gate 310. NAND gate 310, therefore, detects a rising edge

arriving after the sampling edge of the system clock. At the same time, NAND gate 311 compares an
inverted sample of the video clock at time t2 with a sample of the video clock at time ts. Specifically, if a

rising edge occurs between times t2 and ta, a zero is generated at the output terminal of NAND gate 311.

Thus, NAND gate 311 detects a rising edge of the video clock arriving before the sampling edge of the
system clock.

The output datum of NAND gate 313 is latched into register 314 at time B. The value in register 314

indicates whether a rising edge of Vclk is detected between times t1 and t3. This value is reliable because,

even if D flip-flop 301a enters into a metastable state as a result of a rising edge of video clock signal Vclk

arriving close to time t3, the metastable state would have been resolved by time ts.

in video port 107, NAND gate 312 is provided to detect a falling edge of the video clock under the 16-
bit mode of operation.

b. The Decimator

Video port 107 processes video signals of resolutions between CCR 601 (i.e. 4:2:2, 720 X 480) and

QClF (176 X 144). ln one application, CCR 601 video signals are decimated by decimator 204 to ClF (352 X

288) resolution. Figure 5a shows the sequence in which CCR 601 Y (luminance), Cl, and C, (chrominance)
data arrive at port 107.

Decimation is performed by passing the input video through digital filters. in CCR 601 filtering, the
chrominance data are not filtered, but the digital filter for luminance data provides as filtered pixels, each
denoted Y’, according to the equation:

_ _ 2 (Y_1+Y1) +6 Yo
Y ,,-—————8———-

where Yo is the luminance data at the center tap, and Y—1 and Y1 are luminance data of the pixels on either

side of pixel Yo.

In this digital filter, after providing as output the filtered luminance pixel Y*o, the center tap moves to
input luminance sample Y1.

For ClF decimation, the digital filter for luminance samples has the equation,

_ 16Yo+9(Y_1+Y1) -(Y3+Y_3)
°"F‘_3"2:’?_

9

where Y—3, Y—2, Y—1, Y0, Y1, Y2, Y3 are consecutive input luminance data (Y—2 and Y2 are multiplied with a

zero coefficient in this embodiment).

11
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Unlike the CCR 601 filtering, the center tap moves to Y2, so that the total number of filtered output
samples is half the total number of input luminance samples to achieve a 50% decimation. Under ClF

decimation, C, and Cb type chrominance data are also filtered and decimated. The decimation equations
are:

Cr Cr_ Cb +Cb_

CI.o= 0; 1;C.b.°= 02 1

where Cro and Cr—i, and Cbo and Cb—1 are consecutive samples of the C, and Cb types. The Cb and C,

filters then operate on the samples Cr, and Crg, Cbi, and Cbz respectively. Consequently, under CIF

decimation, the number of filtered output samples in each of the Cb and C, chrominance types is half the

number of the corresponding chrominance type input pixels.

Figure 5b is a block diagram of decimator 204. As shown in Figure 5b, Deoimator 204 comprises phase
decoder 501, multiplexors 502 and 503, a 14-bit adder 504, latch 505 and limiter 506. Phase decoder 501 is

a state machine for keeping track of input data into decimator 204, so as to properly sequence the input

samples for digital filtering. Figure 5c is a table showing, at each phase of ClF decimation, the data output

R0“, of register 201, the operand inputs A,,, and B,,,, and the carry-in input C,,, of adder 504, and the data

output Dec of decimator 204 after limiting at limiter 506. Similarly, Figure 5d is a table showing, at each

phase of the CCIR 601 decimation, the data output Rob, of register 201, the operand inputs A5,, and B,,,, and

the carry-in input C5,, of adder 504, and the data output Dec of decimator 204 after limiting at limiter 506.
During a decimation operation, a data sample is retrieved from register file 201. The bits of this data

sample are shifted left an appropriate number of bit positions, or inverted, to scale the data sample by a

factor of 4, 8, 16 or -1, before being provided as input data to multiplexor 502. When scaling by 16 is

required, 15 is added to the input datum to multiplexor 502 to compensate precision loss due to an integer
division performed in limiter 506. Multiplexor 502 also receives as an input datum the latched 14-bit result

of adder 504 right-shifted by three bits. Under the control of phase decoder 501, multiplexor 502 selects
one of its input data as an input datum to adder 504, at adder 504's A,,, inputterminal. Multiplexor 503

selects the data sample (left-shifted by four bits) from register 201, a constant zero, or the latched result of
14-bit adder 504. The output datum of multiplexor 503 is provided as data input to 14-bit adder 504, at the

B,,, input terminal.

The output datum of 14-bit adder 504 is latched at the system clock rate (60 Mhz) into register 505.

Limiter 506 right-shifts the output datum of register 505 by 5 bits, so as to limit the output datum to a value
between 0 and 255. The output datum of limiter 506 is provided as the data output of decimator 204.

As mentioned above, video port 108 can alternatively be configured as an output port. When configured
as an output port, port 108 provides, at the user's option, a (1, 1) interpolation between every two
consecutive samples of same type chrominance or luminance data.

Figure 6a shows interpolator 206 of chip 100. As shown in Figure 6a, during video output mode, an

address generator 601, which includes address counters 207 and 208, is provided to read from video FlFO

205 samples of video data. Consecutive samples of video data of the same type are latched into 8-bit

registers 602 and 603. Data contained in register 602 and 603 are provided as input operands to adder 604.

Each result of adder 604 is divided by 2, i.e. right-shifted by one bit, and latched into register 605. in this

embodiment, registers 602 and 603 are clocked at 60 Mhz, and register 605 is clocked at 30 Mhz.

When video bus 109a is configured as an input bus, video FlFO 205 receives from decimator 204 the
decimated video data, which is then transferred to external memory 103. Alternatively, when video bus 109a

is configured as an output bus, video data are received from external memory 103 and provided in a proper
sequence to interpolator 206 for output to video bus 109a. The operation of the video FlFO in video port
107 is similar to that of video FlFO 205.

When YUV separation is performed during input mode, or when interpolation is performed during output

mode, video FlFO 205 is divided into four groups of locations ("block interleaved groups"). Each block
interleaved group comprises a 16-byte "Y-region", an 8-byte "U-region", and an 8-byte "V-region". Data
transfers between video FlFO 205 and external memory 103 occur as DMA accesses under memory

controller 104's control. Address counters 207 and 208 generate the addresses required to access video
FlFO 205.

Figure 6b is an address map 650 of a block interleaved group in video FlFO 205, showing the block
interleaved group partitioned into Y-region 651, U-region 652 and V-region 653. A data stream 654 arriving

from decimator 204 is shown at the top of address map 650. Shown in each of the regions are the locations
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of data from data stream 654.

Address map 650 also represents the data storage location for performing interpolation, when video port

107 is configured as an output port. As shown in Figure 6b, the Y-region 651 is offset from the U-region 652

by sixteen bytes, and the U-region 652 is further offset from the V-region 653 by eight bytes. in addition,

adjacent groups of block interleaved locations are offset by 32 bytes.

Address counter 207 generates the addresses of video FIFO 205 for YUV separation during input mode,

and the addresses for interpolation during output mode. Figure 6c illustrates address generation by address

counter 207 for accessing video FIFO 205. As shown in Figure 6c, address counter 207 comprises a 11-bit

counter 620 counting at 60 Mhz. Embedded fields in counter 620 include a 9-bit value C[8:0], and bits "p"
and "ex". The positions of these bits in counter 620 are shown in Figure 6c. The "p" bit, which is the least

significant bit of counter 620, represents the two phases of an interpolation operation. These two phases of

an interpolation operation correspond to operand loadings into registers 602 and 603 (Figure 6a) during the
(1, 1) interpolation.

During interpolation, every other luminance sample, every other red type ohrominace sample (C,), and

every other blue chrominance sample (Cb) are interpolated. Figure 6d shows, under interpolation mode, the
sequence in which stored and interpolated luminance and chrominace samples are output.

Bit C[0] of binary counter 620 counts at 30 Mhz. Since video data samples are received or output at

video ports 107 and 108 in pixel interleaved order at 30 MHz, bit C[0] of binary counter 620 indicates

whether a luminance sample or a chrominance sample is received or output. Since bit C[1] counts at half

the rate of bit C[0], for chrominance samples, bit C[1] indicates whether a Cb or a C, type chrominance
sample is output.

Bits C[8:0] are used to construct the byte address B[8:0] (register 625) for accessing video FlFO 205.

Bits B[6:5] indicate which of the four block interleaved groups in video FlFO 205 is addressed. Thus, bits B-

[825] form a "group address". lncrementer 621 receives bits C[8:2] and, during interpolation, increments the

number represented by these bits. Bits C[8:2] is incremented whenever the following expression evaluates
to a logical true value:

(EX /\ D) /\ (C[0] V Clll)

where A is the logical operator "and" and V is the logical operator "or". Bit "ex" of binary counter 620

indicates an interpolation output. Thus. according to this expression, incrementer 621 increments C[8:2] at
one of the two phases of the interpolation operation, every other luminance output, or every other blue or

red chrominance output. in this embodiment, when the output sample is not an interpolated output sample,

incrementer 621 is disabled. Consequently, both registers 602 and 603 (Figure 6a) obtain their values from
the same byte address. in effect, the same sample is fetched twice, so that each non—interpolated sample is

really obtained by performing a 1-1 interpolating using two identical values.

The data output of incrementer 621 is referenced as D[6:0]. As shown in Figure 6c, the group address

B[6:5] is provided by bits D[4:3]. Since a toggle of bit B[4] indicates a jump of 16 byte addresses, bit B[4]
can be used to switch, within a block interleaved group, between the luminance and the chrominance

regions. Accordingly, bit B[4] adopts the value of negated bit C[0]. in addition, since a toggle of bit B[3]
indicates a jump of eight byte addresses, bit B[3] can be used to switch, when a chrominance sample is

fetched, between the U and V regions of a block interleaved group. Thus, as shown in Figure 6c, bit B[3]
has the value of bit C[1].

The unregistered value 624 contains a value E[4:0] formed by the ordered combination of bit C[1], bits
D[2:0] and the bit which value is provided by the expression

((C[1] /\p) Mex ),

where M is the "exclusive-or" operator. Bits E[4:1] provides the byte address bits B[3:0] during output of a
chrominance sample, and bits E[3:0] provides byte address bits B[3:0] during output of a luminance
sample. Bit E[0] ensures the correct byte address is output when an "odd" interpolated luminance sample

is output. (U +V refer to chrominance pixel types Cb + C, respectively.)

Figure 6e shows two adjacent block interleaved groups 630 and 631. Group 630 comprises Y-region
630a, U-region 630b and V-region 6300 and group 631 comprises Y-region 631a, U-region 631b and V-

region 631C. in Figure 6e, the labels 1-31 in group 630 represent the positions, in pixel interleaved order, of

the pixels stored at the indicated locations of video FlFO 205. Likewise, the labels 32-63 in group 631
represent the positions, in pixel interleaved order, of the pixels stored at the indicated locations. The control
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structure of Figure 6c ensures that the proper group addresses are generated when the output sequence

crosses over from output samples obtained or interpolated from pixels in group 630 to samples obtained or

interpolated from pixels in group 631.

3. The Memory structure

internally, chip 100 has six major blocks of memory circuits relating to CPU 150. These memory

circuits, which are shown in Figure 7a, include instruction memory 152, register file 154, Q memory 701
("QMEM"), SMEM 159, address memory ("AMEM") 706, and P memory 702 ("PMEM"). ln addition, a FIFO

memory ("VLC FlFO") 703 (not shown) is provided for use by VLC 109 and VLD 110 during the coding and
decoding of variable-length codes. A "zig-zag" memory 704 ("Z mem", not shown) is provided for

accessing DCT coefficients in either zigzag or binary order. Finally, a window memory 705 ("WMEM", not
shown) is provided in motion estimator 111 for storing the current and reference blocks used in motion
estimation.

in Figure 7a, an arithmetic unit 750 represents both ALU 156 and MAC 158 (Figure 1). instructions for
arithmetic unit 750 are fetched from instruction memory 152. instruction memory 152 is implemented in

chip 100 as two banks of 512 X 32 bit single port SRAMS. Each bank of instruction memory 152 is
accessed during alternate cycles of the 60 Mhz system clock. instruction memory 152 is loaded from global
bus 120.

The two 36-bit input operands and the 36-bit result of arithmetic unit 750 are read and written into the

32 general purpose registers R0-R31 of register file 154. The input operands are provided to arithmetic unit
750 over 36-bit input busses 751a and 751b. The result of arithmetic unit 750 are provided by 36-bit output

bus 752. (In this embodiment, register R0 is a pseudo-register used to provide the constant zero).

QMEM 701, which is organized as eight 36-bit registers Q0-Q7, shares the same addresses as registers
R24-R31. To distinguish between an access to one of registers R24-R31 and an access to one of the

registers in QMEM 701, reference is made to a 2-bit configuration field "PQEn" (P-Q memories enable) in

CPU 150's configuration register. in this embodiment, registers R0-R23 are implemented by 3-port SRAMs.
Each of registers R0-R23 is clocked at the system clock rate of 60 MHz, and provides two read-ports, for

data output onto busses 751a and 751b, and one write port, for receiving data from bus 752. Registers R24-
R31 are accessed for read and write operations only when the "PQEN" field is set to '00‘. The access time

for each of registers R0-R23 is 8 nanoseconds. The write ports of registers R0-R31 are latched in the

second half period of the 60 Mhz clock, to allow data propagation in the limiting and clamping circuits of
arithmetic unit 750.

SMEM 159, which is organized as a 256 X 144-bit memory, serves as a high speed cache between

external memory 103 and the register file 154. SMEM 159 is implemented by single—port SRAM with an
access time under two periods of the 60 Mhz system clock (i.e. 33 nanoseconds).

To provide higher performance, special register files QMEM 701 and PMEM 702 are provided as high
speed paths between arithmetic unit 750 and SMEM 159. Output data of SMEM 159 are transferred to

QMEM 701 over the 144-bit wide processor bus 180b). input data to be written into SMEM 159 are written
into PMEM 702 individually as four 36-bit words. When all four 36-bit words of PMEM 702 contain data to

be written into SMEM 159, a single write into SMEM 159 of a 144-bit word is performed. SMEM 159 can

also be directly written from a 36-bit data bus in "W bus" 180a, bypassing PMEM 702. W bus 180a
comprises a 36-bit data bus and a 6-bit address bus. Busses 180a and 180b form the processor bus 180

shown in Figure 1.

in this embodiment, QMEM 701 is implemented by 3-port 8 X 36 SRAMS, allowing (i) write access on
bus 108b as two quad-word (i.e. 144-bit) registers, and (ii) read access on either bus 751a or 751b as eight

36-bit registers. The access time for QMEM 701 is 16 nanoseconds. PMEM 702 allows write access from

both W bus 180a and QGMEM 810 (see below). QGMEM 810 is an interface between global bus 120 and
processor bus 180a. PMEM 702 is read by SMEM 159 on an 144-bit bus 708 (not shown).

Figure 7b illustrates in further detail the interrelationships between QMEM 701, PMEM 702, SMEM 159
and registers R0-R31. As shown in Figure 7b, PMEM 702 receives either 32-bit data on global bus 120, or

36-bit data on W bus 180a. Write decoder 731 maps the write requests on W-bus 180a or global bus 120a

into one of the eight 36-bit registers P0-P7. Physically, PMEM 702 is implemented by only four actual 36-

bit registers. Each of the registers P0-P3 is mapped into one of the four actual registers. The halfwords of

each of registers P4-P7 map into two of the four actual registers. Figure 7c shows the correspondence

between registers P4-P7 and registers P0-P3, which are each mapped into the four actual registers. As

shown in Figure 7c, the higher and lower order halfwords (i.e. bits [31:16] and bits [15:0], respectively) of

register P4 are mapped respectively into the lower order halfwords (i.e. bits [15:0]) of register P1 and P0.
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The higher and lower order halfwords (i.e. bits [31:16] and bits [15:0], respectively) of register P5 are

mapped respectively into the higher order halfwords of registers P1 and P0. The higher and lower order

halfwords of register P6 are mapped respectively into the lower order halfwords of registers P3 and P2. The

higher and lower order halfwords of register P7 are mapped respectively into the higher order halfwords of

registers P3 and P2. in this manner, an instruction storing a quad pel (4 by 16-bits) into registers P4 and

P5, or registers P6 and P7 would also have transposed the quad pel prior to storing the quad pel into

SMEM 159. In conjunction with the "quarter turn" memory (described below), registers P4—P7 provides a
means for writing a macroblock of pixels in column or row order and reading the macroblock back in the

corresponding row or column order.

PMEM 702 is read only by the StoreP instruction, and stores over bus 708 the four actual registers as a

144-bit word into SMEM 159. The 144-bit word stored into SMEM 159 is formed by concatenating the

contents of the four actual registers, in the order of corresponding registers P0-P3.
Thirty-two 36-bit locations in SMEM 159 are each provided two addresses. These addresses occupy

the greatest 64 (36-bit word) addresses of SMEM 159's address space. The first set of addresses ("direct
addresses"), at hexadecimal 3c0-3df), are mapped in the same manner as the remaining lower 36-bit
locations of SMEM 159. The second set of addresses ("alias addresses"), at hexadecimal 3e0-3ff, are

aliased to the direct addresses. The mappings between the direct and the alias addresses are shown in

Figure 7d. The aliases are assigned in such a way that, if a macroblock is written in row order into these

addresses, using the second set of addresses and using registers P4—P7 of PMEM 702, and read back in

sequential order using the first (direct) address, the macroblock is read back in column and row transposed
order. Since the present embodiment performs 2-dimensional DCT or an lDCT operation on a macroblock

in two passes, one pass being performed in row order and the other pass being performed in column order,

these transpose operations provide a highly efficient mechanism of low overhead to perform the 2-
dimensional DCT or lDCT operation.

As shown in Figure 7b, SMEM 159 can also be written directly from W bus 180a, thereby bypassing
PMEM 702. Multiplexers 737a-737d selects as input data to SMEM 159 between the data on bus 708 and

W bus 180a. Drivers 738 are provided for writing data into SMEM 159. Decoder 733 decodes read and
write requests for access to SMEM 159.

An address memory ("AMEM") 706, which is implemented as an 8 X 10 bit SRAM, stores up to eight
memory pointers for indirect or indexed access of SMEM 159 at 36-bit locations. An incrementer 707 is

provided to facilitate indexed mode access of SMEM 159.

Zigzag memory 704 and window memory 705 are described below in conjunction with VLC 109 and
motion estimator 111.

4. Memory Controller 104

Chip 100 accesses external memory 103, which is implemented by dynamic random access memory

(DRAM). Controller 104 supports one, two or four banks of memory, and up to a total of eight megabytes of
DRAM.

Memory controller 104 manages the accesses to both external memory 103 and the internal registers.

in addition, memory controller 104 also (a) arbitrates requests for the use of global bus 120 and W bus

180a; (b) controls all transfers between external memory 103 and the functional units of chip 100, and (c)

controls transfers between QG registers ("QGMEM") 810 and SMEM 159. Figure 8 is a block diagram of

memory controller 104. QGMEM 810 is a 128-bit register which is used for block transfer between 144-bit

SMEM 159 and 32-bit global bus 120. Thus, for each transfer between QGMEM 810 and SMEM 159, four

transfers between global bus 120 and QGMEM 801 would take place. A guard-bit mechanism, discussed

below, is applied when transferring data between QGMEM 810 and SMEM 159.
As shown in Figure 8a, an arbitration circuit 801 receives requests from functional units of chip 100 for

data transfer between external memory 103 and the requesting functional units. Data from external memory

103 are received into input buffer 811, which drives the received data onto global bus 120. The requesting

functional units receive the requested data either over global bus 120, or over processor bus (i.e. W bus)
180a in the manner described below. Data to be written into external memory 103 are transferred from the

functional units over either w bus 180a or global bus 120. Such data are received into a data buffer 812 and
driven on to memory data bus 105a.

W bus 180a comprises a 36-bit data bus 180a-1 and a 6-bit address bus 180a-2. The address and data

busses 180a-1 and 180a-2 are pipelined so that the address on address bus 180a-2 is associated with the

data on data bus 180a-2 in the next cycle. The most significant bit of address bus 180a-2 indicates whether

the operation reads from a register of a functional unit or writes to a register of a functional unit. The
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remaining bits on address bus 180a-2 identify the source or destination register. Additional control signals

on W bus 180a are: (a) isW_bsy (a signal indicating valid data in the isWrite Register 804), (b) Wr_isW (a

signal enabling a transfer of the content of data bus 180a—1 into isWrite Register 804), (c) req_W5_stall (a

signal requesting W bus 108a 5 cycles ahead), and (d) Ch1_busy (a signal to indicate that channel 1,
which is RMEM 154, is busy).

in memory controller 104, a channel memory 802 and an address generation unit 805 control DMA
transfers between functional units of chip 100 and external memory 103. in the present embodiment,

channel memory has eight 32-bit registers or entries, corresponding to 8 assigned channels for DMA

operations. To initiate a DMA access to external memory 103 or an internal control register, the requesting

device generates an interrupt to have CPU 150 write, over W bus 180a, a request into the channel memory
entry assigned to the requesting device. The portion of external memory 103 accessed by DMA can be

either local (i.e. in the address space of the present chip) or remote (i.e. in the address space of another

chip).

in the present embodiment, channel 0 is reserved for preforming refresh operations of external memory

103. Channel 1 allows single-datum transfer between external memory 103 and RMEM 154. Channel 2 is
reserved for transfers between host interface 102 and either external memory 103 or internal control

registers. Figures 8b and 8d provide the bit assignment diagrams for channel memory entries of channels 1

and 2 respectively. Channels 3-7 are respectively assigned to data transfers between either external

memory 103, or internal control registers, and (a) video bus 107, (b) video bus 108, (c) VLC FIFO 703 of

VLC 109 and VLD 110, (d) SMEM 159, and (e) instruction memory 152. Figure 8c provides the bit
assignment diagrams of the channel memory entries of channels 0 and 3-7.

For all channel entries, bit 0 indicates whether the requested DMA access is a read access or a write

access. in the channel memory entry of channel 1 (Figure 8b), bits 31:24 are used to specify ID of a
"remote" chip, when the address space of the remote chip is accessed. if access to the address space of a

remote chip is requested, bit 1 is also set. in the channel memory entry of channel 1, bit 23 indicates

whether the DMA access is to external memory 103 or to a control register of either global bus 120 or W

bus 180a. When the access is to a control register of W bus 180a, bit 21 is also set. For channels 0, 3-7,

bits 31:23 provide a count indicating the number of 32-bit words to transfer. For channels 3 and 4 (video
buses 107 and 108), the count is a multiple of 16. For channel 6 (SMEM 159), the count is a multiple of 4.

Referring back to Figure 8a, external DRAM controller 813 maps the addresses generated by address

generation unit 805 into addresses in external memory 103. DRAM controller 813 provides conventional

DRAM control signals to external memory 103. The output signals of DRAM controller 813 are provided on
memory address bus 105b.

in this embodiment, a word in external memory 103 or on host bus 101 is 32-bit long. However, in most

internal registers, and on W bus 180a, a data word is 36-bit long. To save the four bits not transferred to

external memory 103, or host bus 101, a guard-bit register stores the data bits 35:32 that are driven onto

global bus 120. For data received from a 32-bit data source, the "lnbit" field of the guard bit register
supplies the missing four bits.

A priority interrupt encoding module 807 receives interrupt requests from functional units and generates

interrupt vectors according to a priority scheme for CPU 150 to service. An interrupt is generated whenever
a channel in channel memory 802 is empty and the channel's interrupt enable bit (stored in an interrupt

control register) is set. In this embodiment, the interrupt vector is 4-bit wide to allow encoding of 16 levels
of interrupt.

Transactions on global bus 120 are controlled by a state machine 804. Global bus 120, which is 32-bit

wide, is multiplexed for address and data. Two single-bit signals GDATA and GVALID indicate respectively
whether data or address is placed on global bus 120, and whether valid data or address is currently on

global bus 120. Additional single-bit control signals on global bus 120 are lBreq (video input port requests
access to external memory), OBreq (video output requests access to external memory), VCreq (VLC
requests access to external memory), VDreq (VLD requests access to external memory), lBdmd (Video

input is demanding access to external memory), and OBdmd (video output is demanding access to external
memory).

During a valid address cycle, memory controller 104 drives an address onto global bus 120. In such an

address, bit 6 (i.e. the seventh bit from the least significant end) of the 32-bit word is an "read or write" bit,

and indicates whether the bus access reads from or write to global bus 120. The six bits to the right of the

"read or write" bit constitute an address. By driving an address of a functional unit on to global bus 120,
memory controller 104 selects the functional unit for the access. Once a functional unit is selected, the

selection remains until a new address is driven by memory controller 104 on to the global bus. While

selected, the functional unit drives output data or reads input data, according to the nature of the access,
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until either the GVALID signal is deasserted, or the GDATA signal is negated. The negated GDATA signal
signifies a new address cycle in the next system clock period.

An arbitration scheme allows arbitration circuit 801 to provide fairness between non-real time channels,

such as SMEM 159, and real-time channels, such as video ports 107 and 108, or VLC 109. In general, a
channel memory request from a functional unit is pending when (a) a valid entry of the functional unit is

written in channel memory 802, (a) the mask bit (see below) of the functional unit in an enable register for

the request is clear, and (c) the functional unit's request signal is asserted. For channels 3 and 7 (i.e.

SMEM 159 and instruction memory 152), a request signal is not provided, and a valid entry in channel
memory 802 suffices.

in this embodiment, the real-time channels have priority over non-real time channels. Arbitration is

necessary when more than one request is pending, and occurs after memory controller 104 is idle or has

just finishes servicing the last request. In this embodiment, each non-real time channel, other than RMEM,
is provided with a mask bit which is set upon a completion of request, if another non-real time request is

pending. All of the non-real time mask bits are cleared when no non-real time request is outstanding. Real
time channels are not provided with mask bits. Thus, a real time channel request can always proceed,

unless preempted by a higher priority request. DRAM refresh is the highest priority real time channel.
An exception to the rule that priority of a real time channel over a non-real time channel occurs when

the mask bit for RMEM operation is clear and an RMEM operation (i.e. load or store operation) becomes

pending. Under this exception, memory controller 104 allows an ongoing request to be interrupted in favor

of the RMEM operation. If a second RMEM operation becomes pending prior to the completion of the first
RMEM operation, the second RMEM operation is also allowed to proceed ahead of the interrupted request.

Up to three such preemptive RMEM operations are allowed to proceed ahead of an interrupted request.

Thereafter, memory controller 104 sets the mask bit for an RMEM operation, and the interrupted request is

allowed to resume and proceed to completion.

lsWrite register 804 and isRead register 805 are registers provided to support store and load operations

of internal registers (i.e. registers in RMEM 154) to and from external memory 103. During a load operation,
CPU 150 writes over W bus 180a a request info channel 1 of channel memory 802. When memory

controller 104 begins to service the requested load operation, memory controller 104 asserts the

"req_W5_stall" signal to reserve five cycles ahead a slot for the use of W bus 180a. When the requested
data is received from DRAM, the data is driven on to global bus 120. At the same time, channel memory

802 asserts the signal Rd_isR signal, which latches into isRead register 805 the data on global bus 120. in
the following cycle, the content of the isRead register 805 is driven onto the W bus 180a and latched into
the specified destination in RMEM 154 to complete the load operation.

in a store operation, data from RMEM 154 is driven onto W bus 180a, which is latched by lsWrite

register 804. in the following cycle, CPU 150 writes a channel request into channel 1 in channel memory

802 over W bus 180a. Memory controller 104 asserts signal isW_Bsy to indicate valid data in isWrite
register 804 and to prevent CPU 150 from overwriting isWrite register 804. When memory controller 104 is

ready to service the store request, the isW_Bsy signal is deasserted and the content of isWrite register
804 is driven onto global bus 120 in the following cycle. The data is latched into output buffer 812 for

storing into external memory 103 over memory data bus 105a.

The present embodiment supports up to a total of 8 megabytes of external DRAM. Figure 9a shows a

configuration 900 in which external memory 103 is a 4-bank memory interfaced to chip 100. To support this

configuration, chip 100 provides two "row address strobe" (RAS) signals 908 and 909, and two column

address strobe (CAS) signals 906 and 907. RAS signals 908 and 909, CAS signals 906 and 907 are also

respectively known as RAS_1 and RAS_0, and CAS_1 and CAS_0 signals.
Memory bus 105 comprises a 32-bit data bus 105a and an 11-bit address bus 105b. To support scan-

line mode accesses, discussed below, two output terminals are provided in chip 100 for word address bit 1

(i.e. byte address 3, or A3). Thus, address bus 105b is effectively 10-bit wide. As shown in Figure 9a, four

banks 901-904 of DRAM are configured such that bank 901 receives address strobe signals RASO and

CASO, bank 902 receives address strobe signals RAS_0 and CAS_1, bank 903 receives address strobe

signals RAS_1 and CAS_1, bank 904 receives address strobe signals RAS_1 and CAS_0.
External memory 103 supports both interleaved and non-interleaved modes. In non-interleaved mode,

only two banks of memory are accessed, using both RAS signals and one (CAS_0) CAS signal. Thus, in
non-interleaved mode, banks 902 and 903 are not accessed. Under one mode of interleaved DRAM access,

banks 0 and 2, both receiving the signal CAS_0, form an "even" memory bank, while banks 1 and 3, both

receiving the signal CAS_1, form the "odd" memory bank. in the present embodiment, address bit 2,

which is used to generate the signals CAS_0 and CAS_1, distinguishes between the odd and even banks.
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lnterleaved access to external memory 103 is desirable because of the efficiency inherent in overlap-

ping memory cycles of the interleaved memory banks. However, the manner in which data is accessed

determines whether such efficiency can be achieved. Generally speaking, with respect to the location of
pixels on a video image, chip 100 fetches video data in two different orders: "scan—line" mode, or
"reference mode". Under scan—line mode, the access pattern follows a line by line access of the pixels of a

display. Under reference mode, pixels are accessed column by column. To support scan—line mode, each

bank of memory is divided into two half—banks, each ha|f—bank receiving independently the signal on one of
chip 100's two terminals for word address bit 1. ln scan—line mode, under certain conditions described

below, these two terminals may carry different logic levels to result in a different word address being
access in each half-bank.

Figure 9b is a timing diagram showing interleaved accesses to data in the odd and even banks of

Figure 9a. in Figure 9b, two page mode read operations and two page mode write operations are performed

in each of the odd and even banks. The protocol shown in Figure 9b is for reference mode access, and is
not suitable for use under scan—line mode. This is because, under interleaved reference mode, the same

column address is used to access both the even and odd banks. Consequently, as shown in Figure 9a, chip
100 generates a single address, which is latched by address latch 905, for both the odd and even banks.

However, under interleaved scan—line mode, separate column addresses are generated for the even and
odd banks.

ln configuration 900, signal CAS_1 turns off address latch 905 to keep the column address stable for
the odd memory bank. In Figure 9b, the bus name "Address" represents the signals on memory address

bus 105b. The designation "RAr" "CAr12" and "CAr34" represents respectively (a) a row address, (b) a
column address for data R1 and R2 and (c) a column address for data R3 and R4. The arrivals of the data

signals at the even and odd banks are illustrated by the signals "DATAO" and "DATA1" respectively.

in the example illustrated by Figure 9b, the same column address is used to access data words R1 and
R2 and a different column address is used to access data words R3 and R4. Column address CAr12 is

latched two cycles apart into the even and odd banks at times t1 and t2, respectively. Likewise, column

address CAR34 is latched into even and odd memory banks at times t3 and t4 respectively. The address of

the destination, and data words R1, R2, R3 and R4 are driven onto global bus 120 (the signals represented

by "GDATA") at consecutive cycles in Figure 9b.

Figure 9b also shows an interleaved write access, using the same column address "CAw23" (i.e. the
column address for data W2 and W3), which is latched at times lie and t7 (i.e. separated by two clock

cycles), into the even and odd banks of configuration 900. Again, the protocol in Figure 9b is used under
reference mode, but is not suitable for scan—line mode access.

Figure 9c is a timing diagram showing interleaved access of the memory system in configuration 900

under scan—line mode, where the column address for consecutive data words are different. In Figure 9c, the
column addresses for data words R1—R4, represented by "CAr1", "CAr2", "CAr3" and "CAr4", are
separately provided at least 4 clock cycles apart. Data words R1 and R3 are stored in the odd memory

bank, and data words R2 and R4 are stored in the even memory bank. Both column address strobe signals

CAS_0 and CAS_1 are asserted once every six clock cycles. The time period between assertions of the

signals CAS_0 and CAS_1 is four clock cycles.
Memory controller 104 generates addresses for accesses to external memory 103. To efficiently

support both the fetching of reference frames, during motion estimation, and the scan—line mode operation,

during video data input and output, two pixel arrangements are used to stored video data in external

memory 103. The first arrangement, which supports scan—line mode operation is shown in Figure 10a. The

second arrangement, which supports reference frame fetching during motion estimation, is shown in Figure
10b.

Figure 10a shows an arrangement 1000a which supports scan—line mode operation. In the present

embodiment, each access to external memory 103 fetches a 32-bit word comprising four pixels. ln external

memory 103, a 32-bit data word is used to store four pixels arranged in a "quad pel", i.e. the four pixels are

arranged in a 2 X 2 pixel configuration on the screen. Under scan—line mode, however, the pixels desired
are four adjacent pixels on the same scan line. Thus, under scan—line mode, the four pixels fetched are

taken from two data words in external memory 103.

ln Figure 10a, the pixels, each represented by a symbol Pxy, are labelled according to the positions

they appear on a display screen, i.e. 'Pxy' is the label given to the pixel at row x and column y. Under the
label Pxy of each pixel is a hexadecimal number which represents the byte address (offset from a base

address) of the pixel as it is stored in external memory 103. For example, the quad pel comprising pixels
P00, P01, P10, and P11 is stored at word address 0 (hexadecimal), which includes the byte addresses 0-3.

As a matter of convention, in the following detailed description, the term "quad pel Pxy" is understood to
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mean the quad pel in which the upper left pixel is labelled Pxy.

Figure 10a also illustrates a collective term for a number of pixels called a "tile". A "tile" comprises four

quad pels arranged in a 2 X 2 configuration. For example, the square area defined by quad pels P00, P02,

P20 and P22 is a tile. As a matter of convention, in the following detailed description, the term "tile Pxy" is
understood to mean the tile in which the quad pel at its upper left hand corner is quad pel Pxy. As

mentioned above, under scan—line mode access, four horizontally adjacent pixels are accessed at a time.

Again, as a matter of convention, in the following discussion, the term "scan line Pxy" is understood to
mean the group of four horizontally adjacent pixels which left most pixel is Pxy.

ln arrangement 1000a, each tile is stored in four consecutive words of external memory 103. For

example, tile P00 are stored consecutive memory words which addresses 0, 4, 8 and C (big Endian format).
in addition, within each word is stored a quad pel. in the present embodiment, the odd memory bank has

addresses which bit 2 has bit value '1' and the even memory bank has addresses which bit 2 has bit value

'0'. Thus, for example, both quad pels P00 and P02 are stored in the even bank, and quad pels P20 and
P22 are stored in the odd bank.

in arrangement 1000a, the order in which the upper and the lower halves of a quad pel is stored is
determined by bit 3 of the memory address. By convention, the upper half of a quad pel refers to the two

pixels of the quad pel occupying the "higher" screen positions. For example, since bit 3 of the word
address (=0) of quad pel P00 has bit value '0', the upper halfword stores the lower half of quad pel P00

(i.e. pixels P10 and P11), and the lower halfword stores the upper half of quad pel P00 (i.e. pixels P00 and

P01). As used here, the upper halfword refers to the half of the data word having the greater byte
addresses. However, since bit 3 of the byte address (=8) of quad pel P02 has the bit value '1', the upper

halfword (i.e. addresses A and B) stores the upper half of the quad pel P02 (i.e. pixels P02 and P03), while

the lower half of quad pel P02 (i.e. P12 and P13) is stored in the lower halfword (addresses 8 and 9). As

explained below, this alternative pattern of swapping the upper and lower halves of the quad pel every other
memory word supports the scan—line access mode.

in addition, to support scan—line mode, the upper and lower halves of the memory word are indepen-

dently addressed. Specifically, under scan—line mode, bit 3 in the column address provided to access each

half of the memory word is different. This is accomplished by providing a different value on two word

address bit 1 output terminals (i.e. A3) of chip 100. For example, when fetching the scan line P00, the upper

halfword retrieves from address 8 (i.e. bit 3 of byte address 0 toggled) pixels P02 and P03, and the lower

halfword retrieves from word address 0 pixels P00 and P01. in arrangement 1000a, both halfwords in each
4-pixel scan line fetch are retrieved from the same even or odd memory bank.

Memory controller 104 provides the address translation necessary to translate the address from CPU

150 ("logical address" or "LA") to the address actually provided to each halfword in each memory bank

("physical address" or "PA"). Since byte address bits PA[1:0] are not involved in addressing in external
memory 103, which receives only word addresses, mapping between logical addresses and physical

addresses in these bits are provided by byte swapping in memory controller 104.

Specifically, under arrangement 1000a, when a quad pel is fetched for a non—scan line access, only one
address bit is translated to ensure the upper and lower halves of the quad pel are swapped when the logical

byte address bit LA[3] is '1'. The mapping memory controller 104 generates maps the logical address to

the the physical address according to the following equations:

where PA[1] is bit 1 of the physical byte address, and LA[3] and LA[1] are the bits 3 and 1 of the logical
byte address. The M operator is the "exclusive-OR" operator. in this instance, the physcical address
provided to both halfwords of the memory bank addressed are the same.

The logical addresses of the pixels under scan—line mode are shown in Figure 10c. The logic circuit in

memory controller 104 generates the physical address according to the following equations:
Thus, under scan—line mode, memory controller 104 (a) accesses (i) in an even scan line (i.e. scan line

Pny, where n is even), the left half of the scan line in the
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PA[0] =LA[0]
PA[1]=LA[2]MLA[1]
PA[2] =LA[3]
PA[3]=LA[1]
PA[9:4] =LA[9.4]

lower halfword, and the right half of the scan line in an upper halfword; (ii) in an odd scan line (i.e. scan line

Pny, where nis odd), the left half of the scan line in the upper halfword and the right half of the scan line in

the lower halfword; (b) switches, every two scan lines, between accessing the odd memory bank to

accessing the even memory bank; (c) accesses, for the right half of a scan line, a halfword which physical

byte address is offset by 8 from the physical byte address of the halfword containing the left half of the
scan line (i.e. different values for the two address bits A3 of chip 100).

Arrangement 1000b shown in Figure 10b supports reference fetch accesses. The logical addresses for

a reference frame are shown in Figure 10d. Under this arrangement, a tile is fetched by fetching the four

quad pels in the order of top-left, top-right, bottom-left and bottom-right. ln fetching a reference macroblock,

tiles are fetched column by column and, within a column, from top to bottom. For example, in Figure 10b,
tile P00 is fetched in the order of quad pels P00, P02, P20 and P22. The reference frame is fetched by

fetching tiles P00, P40, P80, PCO, P04, P44, P84, PC4 etc. To take advantage of the efficiencies of
memory interleaving and page mode accesses, arrangement 1000b is arranged such that the top-left quad

pel and the bottom-left quad pel are located in the even memory bank, and the top-right and bottom-right
quad pels are located in the odd memory bank.

To minimize delay due to page crossings during a reference frame fetch, memory controller fetches all

the files of the reference frame in the upper DRAM page before fetching the tiles in the lower DRAM page.

Figure 10e illustrates a reference frame fetch which crosses a memory page boundary.

Figure 10e shows four tiles 1050a-1050d of a reference frame. in each quad pel of each tile, the
hexadecimal numbers at the four corners of the quad pel are physical byte addresses at which the four

pixels of the quad pel are stored. For example, the four pixels of quad pel 1 of tile 1050d are stored at

physical byte addresses 7E, 7F, 7C and 7D. In Figure 10e, the DRAM page boundary is between the upper
half-tile and the lower half-tile in each of the tiles 1050c and 1050d shown in Figure 10e. If a reference fetch

starts at address 28, the page boundary is encountered after fetching the quad pel 1 of tile 1050c, which is

located at physical byte address 3C. At that point, detecting the page boundary, memory controller 104
generates address 68 rather than x0 to fetch the remaining quad pels of the tiles in the upper DRAM page,

rather than crossing over to the lower DRAM page. According to arrangement 1000b of Figure 10b, in a
reference frame access, address 68 is in the same memory bank as address 38 and in the opposite

memory bank of address 3C. Consequently, in making the jump from address 3G to address 68, interleaved
access is not interrupted.

As mentioned above, data transfers between SMEM 159 and external memory 103 take place through

QGMEM 810 and global bus 120. Figures 11a and 11b are timing diagrams showing respectively the data
transfers from external memory 103 to SMEM 159, and from SMEM 159 to external memory 103. As

mentioned above, the data bus portion of global bus 120 is 32-bit, and the interface between QGMEM 810

and SMEM 159 is 128-bit. A 2-bit signal bus Qptr is provided to indicate which of the four 32-bit words

("QG registers") in QGMEM 810 is the source or destination of the 32-bit data on global bus 120. A 1-bit

signal "req_smem_stall" indicates two cycles ahead an impending access by QGMEM 810 to SMEM 159,
to prevent CPU 150 from accessing SMEM 159 while the QGMEM access is performed.

As shown in Figure 11a, at cycles 1 and 2, a request for DMA data transfer is written into channel

memory entry 6 to signal a data transfer from external memory 103 to the SMEM 159. As each 32-bit word
is received on memory data bus 105a, memory controller 104 drives the data word onto global bus 120. For

example, datum D0 is driven onto global bus 120 during cycles 5 and 6. in this example, the first 32-bit

datum is scheduled to be written to the first of four QG registers of QGMEM 810. The destination in

QGMEM 810 for datum D0 is indicated in cycles 3 and 4 in the 2-bit Qptr signal bus. The asserted "qgreq"

signal enables data on global bus 120 to be written into QGMEM 810. Thus, datum D0 is written into

QGMEM 810 during cycles 5 and 6. Datum D1 is likewise written into QG register 810 during cycles 7 and

8. A transfer between QGMEM 810 and SMEM 159 is signalled two cycles ahead by asserting

"q_smem_stall", which is usually asserted in an external memory to SREM 159 transfer when QGMEM
810 holds three valid data not already written into SMEM 159, and the fourth datum is currently on global

bus 120, e.g. in cycle 14. During cycle 15, all four QG registers of QGMEM 810 are written into SMEM 159.
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Figure 11b shows a transfer between SMEM 159 to external memory 103. During cycles 1 and 2, a

transfer request is written into channel memory entry 6 to signal a block memory transfer from SMEM 159

to external memory 103. in this example, the four QG registers of QGMEM 810 have been previously

loaded from SMEM 159. The 2-bit QGptr signal selects which of the four QG registers of QGMEM 810 is

active. While qgreq is asserted, the data in the 32-bit register of QGMEM 810 corresponding to the value of
QGptr are driven onto global bus 120. in this example, data D0 and D1 are driven onto global bus 120

during cycles 5, 6, 7 and 8. A data transfer between QGMEM 810 and SMEM 159 is signalled three cycles

ahead by asserting the signal "q_smem_stall", which is usually asserted in an SREM 159 to external
memory transfer when QGMEM 810 holds only one datum not already written onto global bus 120, and one

datum is currently on global bus 120, e.g. in cycle 11. During cycle 15, the four QG registers of QGMEM

810 are loaded with a 32-bit portion from a 144-bit word of SMEM 159.

To support reference fetch, the 2-bit Qptr signal bus does not always cycle through 0-3 to access all

four 32-bit registers of QGMEM 810. Each of the four 32-bit registers of QGMEM 810 provides a "dirty bit"

to indicate whether the 32-bit word is valid data. One example in which not all QG registers of QGMEM 810
contain valid data is found in a reference fetch where a page boundary is encountered. Under such

condition, as mentioned above, the quad pels in the current page of memory is fetched prior any quad pel

in a different page of memory is accessed. For example, referring to Figure 10e, instead of fetching the
quad pel at addresses x0-x3 after the quad pel at addresses 3G to 3F are fetched, memory controller 140

next fetches the quad pel at 68 to 6B. In QGMEM 810, the dirty bits associated with the lower two 32-bit

words (i.e. the 0G registers containing the values of memory words at addresses 38-3B and 3C-3F) are set.
When data words at addresses x0-x3 and x4-x7 are fetched, the dirty bits for the remaining two 32-bit

words of QG register 810 are set.

CPU 150

As mentioned above, CPU 150 includes instruction memory 152, RMEM 154, byte multiplexor 155, ALU

156, MAC 158, and SMEM 159, which includes AMEM 160. CPU 150 is a pipelined processor. Figure 12

illustrates the pipeline stages of CPU 150. As shown in Figure 12, an instruction is fetched during stage
1201 from instruction cache 152. The instruction fetch during stage 1201 is completed during stage 1202.

Further, during stage 1202, the instruction decode logic determines if a branch instruction is included as a
minor instruction. If a branch instruction is included as a minor instruction, evaluation of the branch

instruction is performed. During stage 1203, depending on the nature of the instruction, instruction decode,

operand fetch from RMEM 154 and address generation for SMEM 159 can occur.
The decoded instruction to ALU 156 is executed during stage 1204, and the results written into RMEM

154 or PMEM 702 during stage 1205, unless the instruction requires use of multiplier 158. Multiplier 158 is

a four-stage pipeline multiplier. A multiply instruction, such as required in DCT or IDCT operations, is
performed in MAC 158 in 4 pipelined stages 1204-1207. The result of a multiplication in MAC 158 is written
back at stage 1208.

During stage 1204, if the instruction requires data transfer between SMEM 159 and global bus 120, or

requires data transfer between SMEM 159 and processor bus 180a, such data transfer is initiated during

stage 1204. Data transfer between processor bus 180a and SMEM 159 are completed during stage 1205.

ALU 156 performs 32-bit, 18-bit and 9-bit arithmetic operations and 32-bit logic operations. Since the
data path of ALU 156 is 36-bit wide, each 36-bit datum comprises either four 9-bit bytes, two 18-bit

halfwords or a 36-bit word (including four guard bits, as explained above). A 36-bit word in CPU 150 can
represent the following "extended precision" bytes or halfwords:

Byte[0] = x[35,31:24];

Byte[1] = x[34,23:16];

Byte[2] = x[33,15:8];

Byte[3] = x[32,7:0];
ha|fword[0] = x[35:34,31:16];

ha|fword[1] = x[33:32,15:0].

Since external memory 103 is 32-bit wide, load and stores from external memory 103 yields only 32-bit
words, 16-bit halfwords and 8-bit bytes.

Each instruction of CPU 150 can contain, in addition to a major instruction, a minor instruction and a

condition test. Operands of a major instruction can be specified by a 5-bit immediate value in the

instruction, a 14-bit immediate value in the instruction, or references to registers in RMEM 154. A minor
instruction can be (a) a load or store instruction to SMEM 159, (b) increments or decrement instruction to

AMEM 706, (c) a major instruction modifier (also known as a "post—ALU" instruction), e.g. the "divide—by-
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two" d2s instruction for dividing the result of an ALU operation by 2, or (d) a branch instruction. A condition

test can be specified, if the major instruction's destination register is R0, or the destination register matches

the second source register.

in this embodiment, a branch immediate instruction specifies a 9-bit jump target, which includes a 1-bit

page change flag. The 1-bit page change flag indicates whether or not the jump is within the same bank of

instruction memory 152. In this embodiment, IMEM 152 has four 256-word pages. A branch immediate

instruction, other than a branch instruction in page 0, can have a jump target within its own page, or in page
zero. However, a branch immediate instruction in page 0 can have a jump target within page 0 and page 1.

Jump targets outside of the designated pages can be accomplished by an indirect branch instruction.

Figure 15a is a block diagram of arithmetic unit 750, including the three M-, W- and Z-bypass

mechanisms 1402, 1401 and 1402. These bypass mechanisms allow the results of a previous instructions to

be made available to a subsequent instruction without first being written back into the register files. As

shown in Figure 15a, multiplexors 1543 and 1544 each select one of four data sources into the X and Y
input terminals of ALU 156. The four data sources are the output data on the M-, W-, and Z-bypasses and

the output of byte multiplexors 1541 and 1542. Multiplexor 1543 receives from byte multiplexor 1541 a 36-

bit word comprising four 9-bit bytes designated bytes A0, A1, A2 and A3. Similarly, Multiplexor 1544
receives from byte multiplexor 1542 a 36-bit word comprising four 9-bit bytes B0, B1, B2 and B4. ALU 156

is an arithmetic logic unit capable of addition, subtraction and logical operations. The output data of ALU
156 can be provided to circuit 1410 for post-ALU operations. The output data from post-ALU operation

circuit 1410 can be provided to MAC 158 for further computation involving a multiplication.
Figure 14a and 14b shows schematically the byte multiplexors 1541 and 1542 which multiplex source

operends each fetched from QMEM 701 or RMEM 154. In Figures 14a and 14b, registers 1470 and 1471

reprsent two 36-bit source arguments each from RMEM 154 or QMEM 701 specified as source registers of
an ALU instruction. The designations '0', '1', '2' and '3' shown in Figures 14a and 14b in each of registers
1470 and 1471 represent respectively the 9-bit bytes 0-3. In the applications of interest, bytes 0-3

represent, respectively, the upper-left, the upper-right, the lower-left and the lowr-right pixels of a quad pel.
Each byte multiplexor 1451 and 1452 provide a 36-bit datum output, which includes four 9-bit bytes

extracted from the the two 36-bit input data to the byte multiplexor. Figure 14a shows the four output bytes

A0, A1, A2 and A3 of byte multiplexor 1451, and Figure 14b shows the four output bytes B0, B1, B2 and B3
of byte multiplexor 1452.

ln byte multipexer 1452, each output byte is selected from one of the corresponding bytes of the

source registers or zero. That is, for byte Bi, byte multiplexer 1452 selects either byte iof register 1470 or

byte i of register 1471 or zero. ln byte multiplexer 1451, in addition to selecting corresponding bytes from
registers 1470 and 1471, each output byte can be selected from two additional configurations, designated

"h" and "v" in Figure 14a. Configuration "h" is designed, when registers 1470 and 1471 contain horizontally
adjacent quad pels, to extract the quad pel formed by the right half of the quad pel in register 1470 and the

left half of the quad pel in register 1471. Similarly, configuration "v" is designed, when two vertically
adjacent quad pels are contained in registers 1470 and 1471, to extract the lower half of the quad pel in

register 1470 and the upper half of the quad pel in register 1471. Such byte swapping allows various
operations on quad pels to be performed efficiently. in the present embodiment, the following major

instructions uses the byte multiplexors 1541 and 1542 to rearrange operands for ALU 156:

DMULH - performs a dequantization multiplication (halfword multiplies) after unpacking

the higher order two bytes of each source operand into two halfwords. (major
instruction)

DMULL - performs a dequantization multiplication (halfword multiplies) after unpacking
the lower order two bytes of each source operand into two halfwords.

HOFF, VOFF - extracts a shifted quad pel from two horizontally or vertically adjacent quad
pels; four shift positions: 0, 0.5, 1.0 and 1.5 are available.

performs horizontal and vertical 2:1 decimation of quad pel (i.e. half resolu-

tion), using adjacent quad pels.
packs the four halfwords of two 36-bit words into the four bytes of a 36-bit
word.

STAT1, STAT2 - activity statistics instructions (see below)

Further, minor instructions OFFX, OFFY, SHX, SHY, and STAT each set the byte multiplexors 1541 and

1542 to the configuration used by the HOFF, VOFF, HSHRINK, VSHRINK, and STAT1 or STAT2
instructions respectively. in addition, two minor instructions UNPACKH and UNPACKL each set the byte

multiplexors for unpacking bytes into halfwords used by the DMULH and DMULL instructions.

HSHRINK, VSHRINK -

PACK -
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Figure 15d(i) illustrates the operations of the byte multiplexors 1541 and 1542, using one mode of the

HOFF instruction. in Figure 15d(i), the input adjacent quad pels A and C are represented by circles. The
quad pels A and C are fetched and presented to the byte multiplexors 1541 and 1542. Under this mode of

instruction HOFF, all four byte positions of multiplexer 1541 are set to the "h" configuration, and multiplexor
1543 selects the output data of multiplexer 1541 for the X operand input terminals of ALU 156. From the

above discussion, it is known that quad pel B is obtained by byte multiplexors 1541 selecting left and right
halves of the input quad pels A and C, respectively. The filtered output for this mode of the HOFF

instruction is obtained by summing quad pel A with quad pel B. Thus, byte multiplexor 1541 provides at the

X operand input terminals of ALU 156 quad pel B, which is given by:
B[byte0] = A[byte1]

B[byte1] = C[byte0]
B[byte2] = A[byte3]

B[byte3] = C[byte2].
For the Y operand input terminals of ALU 156, all four byte positions of byte multiplexor 1542 are set to

select quad pel A. The result of ALU 156 is a quad pel Z, given by summing quad pels A and B in four 9-
bit additions:

Z[byte0] = A[byte0] + B[byte0];

Z[byte1] = A[byte1] + B[byte1];

Z[byte2] = A[byte2] + B[byte2];

Z[byte3] = A[byte3] + B[byte3];

After modification using a divide by two post—ALU operation, quad pel Z represents a quad pel located 1.5

pixels to the right of the input pixel C. Other modes of the HOFF instruction can be specified by setting two

bits in ALU 156's configuration registers. The other modes of the HOFF instruction allow extraction quad

pels located 0, 0.5, and 1.0 pixel positions from input pixel C, by providing, respectively, (i) quad pel C to
the X input terminals of ALU 156 and four zero bytes in the Y input terminals of ALU 156; (ii) quad pel B

(configuration "h") at the X input terminals of ALU 156, and quad pel C at the Y input terminals of ALU 156;
and (iii) quad pel B (configuration "h") at the X input terminals of ALU 156, and four zero bytes at the Y
input terminals of ALU 156.

An analogous example is illustrated in Figure 15d(ii) by the VOFF instruction. Under the VOFF
instruction, the filtered quad pel Z is the sum of quad pels A and B, quad pel B being derived from input

quad pel A and C using the byte multiplexor 1541 in the "v" configuration for all byte positions. in this
instance, quad pel Z represents a quad pel located 1.5 pixels above quad pel C.

Applications for byte multiplexors 1541 and 1542 of ALU 156 are further illustrated in Figure 15d(iii) and
15d (iv) by one mode in each of the HSHRINK and VSHRINK instructions, respectively. As shown in the

specified mode of the HSHRINK instruction of Figure 15d(iii), the HSHRINK instruction provides decimation
in the horizontal direction by averaging horizontally adjacent pixels of the input quad pels A and B.

Similarly, as shown in the specified mode of the VSHRINK instruction shown in Figure 15d(iv), the

VSHRINK instruction provides decimation in the vertical direction by averaging vertically adjacent pixels of
the input quad pels A and B. To achieve HSHRINK function in one instruction cycle, the quad pels A and B
are presented to byte multiplexors 1541 and 1542. All four byte positions of byte multiplexor 1541 are set to

the "h" configuration and multiplexor 1543 selects the output datum (i.e. quad pel "C") of byte multiplexor

1541 as X input operand to ALU 156. Quad pel C is derived from quad pels A and B according to:
C[byte 0] = A[byte 1]

C[byte 1] = B[byte 0]

C[byte 2] = A[byte 3]

C[byte 3] = B[byte 2].

Quad pel C is indicated in Figure 15d by the pixels marked For the Y input operand of ALU 156,
byte multiplexor 1542 selects a quad pel D, which is indicated in Figure 15d(iii) by the pixels marked

Quad pel D is achieved by setting byte positions 0 and 2 of multiplexor 1542 to select from quad pel A and

byte positions 0 and 1 to select from quad pel B. Quad pel D is given by:
D[byte 0] = A[byte 0]

D[byte 1] = B[byte 1]

D[byte 2] = A[byte 2]

D[byte 3] = B[byte 3].

The decimated output is a quad pel Z, which is the result of summing Quad pels C and D in four 9-bit
additions, in conjunction with a post—ALU divide by 2 operation. Quad pel Z represents a 2:1 decimation of
quad pels A and B.

The operation of VSHRlNK instruction is similar to the operation of the HSHFHNK instruction.
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A schmatic diagram of MAC 158 is shown in Figure 15b. MAC 158 is designed to efficiently implement

various functions, including a weighted average ("alpha filter"). As shown in Figure 15b, MAC 158 receives
two 36-bit input data, which are respectively labeled "X "and "Z". input datum Z is taken from the output

datum of ALU 156, which can be used to compute the sum or difference of two values. A multiplexer 1502

outputs a datum 1522, being one of the following values: the input datum Z, a factor alpha, or the sign of

input datum Z (represented by 1 and -1, for datum Z being greater or equal to zero and less than zero,
respectively). Another multiplexor 1501 selects as output datum 1521 either the input datum X or the input
datum Z. Data 1521 and 1522 are provided to multiplier 1503 as input data. The output datum 1523 of the

multiplier 1503 can be summed in adder 1506 with a datum 1524, which is the output datum of multiplexor

1504. Datum 1524 is one of the following: the output datum of accumulator 1505, a rounding factor for a

quantization or dequantization multiplication step, or datum X. The output datum 1525 of adder 1506 is

stored in accumulator 1505, if the instruction is a MAC instruction, or provided as a 36-bit output datum W,
after shifted (i.e. scaled) and limited by scale and limit circuit 1508.

Multiplier 1503 comprises a 24-bit X 18-bit multiplier, an 18-bit X 18-bit multiplier and two 9-bit by 9-bit

multipliers. Each of these multipliers can be implemented by conventional Booth multipliers. Thus, in the

present embodiment, multiplier 1503 can provide one of the following groups of multiplication: (i) a 24-bit X
18-bit ("word mode"); (ii) two 18-bit X 18-bit multiplications ("halfword mode"), and (iii) four 9-bit X 9-bit

multiplications ("byte mode"). Corresponding word, halfword and byte mode additions are also provided in
adder 1506.

The efficiency of MAC 158 is illustrated by an example of alpha filtering in a mixing filter which is used
in combining two fields in a deinterlacing operation. Figure 15c(i) shows a filter coefficient "alpha" as a

function of an absolute difference between input values A and B. As applied to the deinterlacing operation,

A and B denote the values of corresponding pixels (luma or chroma) in the odd and even fields of an

image. in this filter, the deinterlaced image has a combined pixel value obtained by (i) equally weighting the

values of A and B, when the difference between A and B does not exceed a first threshold T1; (ii) according

value B a variable weight between 0.5 and 1.0, when the difference between A and B is between the first

threshold T1 and a second threshold T2; and (iii) selecting value B when the difference between A and B is

greater than the second threshold T2. Physically, averaging corresponding pixels using equal weights is
appropriate only if an object formed by these pixels is relatively stationary between the fields (i.e. as

provided by a small difference x-y). If an object moves rapidly between the fields, the corresponding pixels

would have a large difference. Thus, when a large difference is seen, a larger weight should be accorded to

the more recent image.

in the mixing filter illustrated in the Figure 15c(i), the difference x-y between corresponding chromas (x,
y) in the odd and even fields are computed to determine the value a of alpha (scaled by 256 to allow

integer multiplication). The value a of alpha is provided by specifying two parameters m and n. Specifically,

a = Iimit(127,2*m*: x-y: + 16*(n +1),255)

Figure 15c(ii) shows a circuit 1550 for computing the value a of alpha in this embodiment. in circuit

1550, circiut 1551 computes the 8-bit (unsigned) absolute difference of an 9-bit difference A-B (correspond-

ing to the difference x-y). A shifter circuit 1552 shifts to the left the absolute difference of a number of bit

positions specified by a 2-bit value. This shifting operation is equivalent to multiplying the absolute
difference obtained in circuit 1551 by the aforementioned parameter in. The allowable values of m are 2, 4,
8, and 16. The shifted absolute difference is then added in circuit 1553 to one of seven values of the

aforementioned parameter n selected by a 3-bit value. The allowable values of n are 16, 32, 48, 64, 80, 96,

116, 128. These values of n can be achieved by incrementing the 3-bit value by 1 and left shifting by 4 bit

positions. In this embodiment, only the most significant 8 bits of the sum are retained. A limiter circuit 1554
limits the output value of alpha to between 128 and 256. The output of limiter 1554 is inverted to obtain an

approximate value of negative alpha, which is provided to output bus 1522 (Figure 15b), when selected by
multiplexer 1502.

The values of alpha corresponding to various values of m and n are shown in Figure 15c(iii).
This value a and the difference x-y are provided to multiplier 1503 as input data 1522 and 1521

respectively. Multiplier 1503 is programmed to right shift by 8 bits (divide by 256) to scale of the value a of

alpha. The value x is provided as input datum X to MAC 158 and passed through multiplexor 1504 to adder
1506 as input 1524 to be summed with the output datum 1523 of multiplier 1503.

Thus, the equation:

w = x— a(x—y) = ay + (1—a)x
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which is the basic alpha-filtering equation, is achieved in one MAC latency period. Further, since the 36-bit
input data x and y may be a quad pel, alpha filtering of four pixels can be performed simultaneously under
byte mode operations.

Since the value of a is limited to between 0.5 and 1, the thresholds T1 and T2 are given by the
following equations:

64—8(n+1)

Iu(n,m)= m

128—8(n+1)
m

 
T2(n,m) =

Another example of alpha filtering is an adaptive temporal noise filter which blends a pixel of a previous

frame with the corresponding pixel of the current frame. One implementation of the temporal noise filter is
provided by the equation:

Yi+1 = 33/t "” (1'3)Xt+1 = Xt+1"‘3(Yi' XH1)

where Xm, YH1, and Y, are respectively the input pixel value for time t+1, the filtered pixel value for time

t+1, and the filtered pixel value for time t. The alpha a in this equation can also be a non-linear alpha,

similar to the alpha a of the mixing filter discussed above. Thus, the temporal noise filter can be
implemented in the same manner as the mixed filter discussed above. Physically, the temporal noise filter

eliminates sudden jumps in the pixel values between frames. The temporal noise filter can be used in

decompression to reduce noise generated by the coding process. The temporal filter can also be used

during compression to reduce source noise.

The STAT1 and STAT2 instructions each provide a measure of the "activity" of adjacent pixels, using

both byte multiplexors 1541 and 1542, and MAC 158. Figure 15e shows, the pixels of two quad pels A and

B used in either a STAT1 or a STAT2 instruction. in Figure 15e, each pixel is represented by a square, and
a thick line joining two pixels represents a difference computed between the pixels. Byte multiplexors 1541

and 1542 are used to configure the X and Y input data to ALU 156, such that:
X[byte0] = A[byte1]; Y[byte0] = A[byte0];
X[byte1] = A[byte3]; Y[byte1] = A[byte1];

X[byte2] = B[byte0]; Y[byte2] = B[byte2];

X[byte3] = B[byte2]; Y[byte3] = B[byte3];

Thus, in a STAT1 instruction, a byte mode difference operation in ALU 156 computes simultaneously in
the four bytes of output datum Z the differences of the adjacent pixels in each of the quad pels A and B

shown in Figure 15e:
Z[byte0] = A[byte1] - A[byte0];

Z[byte1] = A[byte3] - A[byte1];

Z[byte2] = B[byte0] - B[byte2];

Z[byte3] = B[byte2] - B[byte3].

The datum Z is passed to MAC 158, which multiplies the appropriate sign to each byte of Z to obtain
the absolute value of the difference computed in ALU 156 between the adjacent pixels connected by the

lines of Figure 15e. Thus, four absolute differences between adjacent pixels are computed in a STAT1
instruction.

Alternatively, instead of the absolute difference computed in a STAT1 instruction, in a STAT2

instruction, multiplier 1503 squares each byte of the datum Z using byte mode multiplies, appropriately

setting multiplexors 1503 and 1501 to provide the Z datum at both terminals 1521 and 1522 of multiplier
1503. Thus, four square errors between adjacent pixels are computed under a STAT2 instruction.

in either STAT1 or STAT2 instructions, the absolute differences or the square errors computed are

accumulated in accumulator 1505. Consequently, multiple calls to STAT1 or STAT2 can be used to

compute the activities of an area of an image. Specifically, as shown in Figure 15f, in one embodiment of

25



Page 143 of 285

10

15

20

25

30

35

40

45

50

55

Page 143 of 285

EP 0 639 032 A2

the present invention, a measure of activity is computed by accumulating over a macroblock (16 X 16

pixels) of luminance data absolute differences or square errors, using repeated calls to either a STAT1 or

STAT2 instruction. The measure of activity is a metric for determining quantization step sizes. Hence,
adaptive control of quantization step sizes based on an activity measure can be implemented to increase

the compression ratio.

The choice of quantization constants affect the compression ratio, the quality of the resulting picture, as

well as the rate at which the encoder can process the incoming video signals. For intra-coded blocks (i.e. l-

Picture), the following activity statistics are computed: (a) the sum of the absolute values of the AC
coefficients of in each of the four 8 X 8 blocks of the macroblock, (b) the maximum AC coefficient of each

of the four 8 X 8 blocks of the macroblock, (c) the average of the four DC coefficients of the macroblock,

and (d) the variance of the four DC coefficients of the macroblock. For non-intra coded blocks, the activity
statistics computed are (a) as shown above, the sum of absolute differences between the luminance of

adjacent pixels (STAT2), (b) the difference between the greatest and the smallest luminance value of the

block, (c) the average of the four DC coefficients of the macroblock, and (d) the variance of the four DC
coefficients of the macroblock.

One choice for the energy function is the sum of the squares of the filtered pixel values. However, a
non-linearity is introduced by the sum of squares approach. Another choice for the energy function is a

counting function that counts the number of filtered pixels each having an absolute value above a preset

threshold. This latter energy function is linear.

For video signals originating from a telecin converterz, a large compression ratio can be realized by
eliminating redundancy inherent in such video signals. In such video signals, a high likelihood exists that

adjacent fields of such video signals are identical. To identify such redundancy, in this embodiment, a
vertical [1, -1] filter (the instruction FILM), which is implemented by byte multiplexors 1541 and 1542

aligning the corresponding pixels values in the vertical direction is provided. MAC 158 computes an
"energy" function of the filtered image. The pair of fields resulting in a low energy function is a candidate
for field elimination.

in the present embodiment, a fast zero-lookahead circuit 1300, shown in Figure 13a, is provided for
arithmetic unit 750. Zero-lookahead circuit detects a zero-result condition for an arithmetic operation, such

as an "add" operation involving two operands. Circuit 1300 comprises two types of circuits, labelled 1301
("generator circuit") and 1302 ("propagator circuit"), and schematic represented in Figure 13a by a square

and a rectangle respectively.

in circuit 1300, there are 32 generator circuits and 31 propagator circuits. As shown in Figure 13b, each

generator circuit comprises a NOR gate 1301a, an AND gate 1301b, and an exclusive—OR gate 1301c. Each
of logic gates 1301a—1301c receives as input 1-bit operands "a" and "b". The operands a and b of these

logic gates 1301a—1301c are corresponding bits from the input operands of a 2—operand operation in
arithmetic unit 750.

The generator circuit 1301 each generates three signals P‘, Z+ and Z—, corresponding respectively to

signals representing a "zero—propagator", a "small zero" and a "big zero".3These output signals P‘, Z+ and
Z—are combined in a propagator circuit 1302 shown in Figure 13b. As shown in Figure 13b, propagator

circuit 1302 provides signals P‘, Z+ and Z-. The signals from each propagator circuit of zero lookahead

circuit 1300 are combined with corresponding signals from another propagator circuit in a binary tree of

propagator circuits. As shown in Figure 13a, in the propagator circuit at the root of the binary tree of

propagator circuits, indicated by reference numeral 1304, the signals Z+ and Z- of propagator circuit are

input to an OR gate 1303 to generate the zero condition.
Compared to conventional zero-detection circuits, zero-lookahead circuit 1300 detects a zero result in a

very small number of gate delays.
The present embodiment provides support for DCT and IDCT computation by "butterfly" instructions.

The present embodiment implements the following equation:

2 A telecin converter converts frames of a motion picture, which is played at 24 frames per second, into video
signals, which are played at 30 frames a second and comprising in each frame odd and even fields. The
conversion is achieved by duplicating movie frames into odd and even fields of the video signal according to
the sequence 2:3:2:3.... However, since the video signals are often edited after the telecin conversion,
redundancy cannot be eliminated merely eliminating duplicated frames according to the sequence.

3 A ”zero-propagator” indicates a zero condition caused by a carry from the next lower order bit. A ”small zero”
indicates a zero condition cause by the sum of two zero operands. A ”big zero” indicates a zero condition
resulting from at least one non-zero operand.
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{p= (a+b) /C;
BFLY(a,b, c,p, d,m, t, sav) = c= ( (a-b) *cos (m) ‘C/di

acc=sav}

Quantization, during encoding, and dequantization, during decoding are also supported in ALU 150.

The Motion Estimator

Motion estimator unit 111 is a pipelined coprocessor for computing motion vectors during encoding.

Figure 16a is a block diagram of the motion estimator 111. At any given time, the macroblocks of pixels to

be coded are referred to as "current" macroblocks and the macroblocks of pixels relative to which the

current macroblocks are to be coded is known as the "reference frame". The reference frame encompasses

macroblocks which are within the range of allowable motion vectors and which are earlier or later in time
than the current macroblocks.

As shown in Figure 16a, overall control for motion estimator 111 is provided by motion estimator control

unit 1613. ln addition, subpel filter 1606 is controlled by subpel control logic 1607, register file 1610 is

controlled by register file control unit 1614, and matcher 1608 is controlled by matcher control unit 1609.

Read and write address generations for window memory 705, which is a 48 X 128-bit SRAM, are
independently provided by read address generator 1602 and write address generator 1601. A test address

generator 1604 is provided to for accessing window memory 705 for test purposes. Multiplexor 1603 is

provided to enable a test access. internally, as discussed in the following, window memory 705 is divided

into two banks with an addressing mechanism provided to allow efficient retrieval of pairs of quad pels from
a tile. in this embodiment, motion estimation is provided for both P- (predictive) frames and B-(bidirec-

tional) frames, completed by either a 2-stage or a 3-stage motion estimation process, each stage using a
different resolution. A subpel filter 1606, controlled by subpel filter control 1607, allows calculation of pixel

values at half-pixel locations.

In the implementation shown in Figure 16a, matcher 1608, which comprises 16 difference units,

computes a "partial score" for each of eight motion vector candidates. These partial scores for the motion
vectors evaluated are accumulated in the accumulators 1610. When these motion vectors are evaluated with

respect to all pixels in a macroblock, the least of these partial scores becomes the current completed score

for the macroblock. This current completed score is then compared to the best motion vector computed for

the current macroblock using other refrence frame macroblocks. if the current completed score is lower
than the best completed score of the previous best motion vector, the current completed score becomes

the best completed score and the current motion vector becomes the best motion vector. Interrupts to CPU

150 are generated by interrupt generator 1612 when matcher 1608 arrives at the current completed score
when the requested search area is fully searched.

Figure 16b is a data and control flow diagram of motion estimator 111. As shown in Figure 16b, current
macroblocks and macroblocks in the reference frame are fetched at the rate of 32 bits every 64 ns from

external memory 103 and into SMEM 159. ln turn, the current and reference macroblocks are fetched at the

rate of 128 bits every 32 ns into window memory 705. Every 16 ns, two 32-bit words, each containing four

pixels, are fetched from window memory 705 into the subpel filter and associated registers. The subpel
filter provides every 16 ns a quad pel and a 3 X 3 pixel reference area for evaluation of sixteen absolute

differences in matcher 1608. These absolute differences are used to evaluate the scores of the eight motion

vectors. The best score are temporarily stored in a minimization register within comparator 1611. Compara-

tor 1611 updates the best score in the minimization register, if necessary, every 16 ns. Control of the data
flow is provided by control unit 1613.

Window memory 705, which is shown in Figure 16c, comprises an even bank 705a and an odd bank

705b, each bank being a 48 X 64-bit SRAM with an input port receiving output data from SMEM 159 over
output busses 751a and 180b. The even and odd banks of window memory 705 output data onto 64-bit

output port 1541a or 1541b, respectively. Registers 1557a and 1557b each receive 64-bit data from the

respective one of even memory bank 705a and odd memory bank 705b. Registers 1557a and 1557b are

clocked at a 30 Mhz clock. Multiplexors 1558 select from the contents of registers 1557a and 1557b a 64-

bit word, as the output of window memory 705. Register 1559 receives this 64-bit word at a 60 Mhz clock
rate.

Each 64-bit word in window memory 705 represents a "vertical" half—tile (i.e. a 2 X 4 pixel area).

Window memory 705 stores both current macroblocks and reference macroblocks used in motion estima-

tion. As shown below, matcher 1608 evaluates motion vectors by matching a 2 X 8 pixel area of a current
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macroblock against a 4 X 12 pixel area of one or more reference macroblocks. in this embodiment, the 2 X
8 pixel area of a current macroblock are fetched as two vertically adjacent vertical half—tiles. Reference

macroblocks, however, are fetched as "horizontal" half—tiles (i.e. 4 X 2 pixel reference areas). To support

efficient fetching of 2 X 8 pixel areas of a marcoblock, vertically adjacent vertical half—tiles are stored in

alternate banks of window memory 705, so as to take advantage of 2-bank access. When fetching of a

horizontal half-tile of a reference macroblock, two vertical half—tiles are fetched. Thus, to take advantage of
memory interleaving, these vertical half—tiles are preferably stored in alternate memory banks. Figure 16d
shows an example of how the vertical half—tiles of a macroblock can be stored alternately in even ("E") and

odd ("O") memory banks 705a and 705b. The arrangement shown in Figure 16d allows a 2 X 8 pixel areas
of a current macroblock to be fetched by accessing alternatively odd memory bank 705b and even memory

bank 705a. In addition, to fetch an upper or lower horizontal half-tile, even memory bank 705a and odd

memory bank 705b are accessed together, and multiplexors 1558 are set to select, for output to register

1559 as a 64-bit output datum, a 32-bit halfword from register 1557a of even memroy bank 705a and a 32-

bit halfword from register 1557b.

The present embodiment can be programmed to implement a hierarchical motion estimation algorithm.

In this hierarchical motion estimation algorithm, the desired motion vector is estimated in a first stage using

a lower resolution and the estimation is refined in one or more subsequent stages using higher resolutions.

The present embodiment can be programmed to execute, for example, a 2-stage, a 3-stage, or other motion

estimation algorithms. Regardless of the motion estimation algorithm employed, motion vectors for either
the P (i.e. predictive) type or B (i.e. bidirectional) type frame can be computed.

A 2-stage motion estimation algorithm is illustrated in Figure 17. As shown in Figure 17, input video
data is received and, if necessary, resampled and deinterlaced in steps 1701 and 1702 horizontally,

vertically and temporally to a desired resolution, such as 352 X 240 X 60, or 352 X 240 X 30 (i.e. 352 pixels

horizontally, 240 pixels vertically, and either 60 or 30 frames per second). The input video data is stored as

current macroblocks in external memory 103 temporarily for motion estimation. in step 1703, the current

macroblocks are decimated to provide a lower resolution. For example, a 16 X 16 full resolution macroblock

can be decimated to a 8 X 8 macroblock covering the same spatial area of the image (quarter-resolution).

Only luminance data are used in motion estimations. in the first stage of the 2-stage motion estimation,
represented by step 1704, the low resolution current macroblock is compared to a correspondingly
decimated reference frame to obtain a first estimate of the motion vector. in the present embodiment, the

motion vector positions evaluated in this first stage can range, in full resolution units of pixels, (a) for P
frames, 1 46 horizontally and 1 22 vertically; and (b) for B frames, 1 30 horizontally and 1 14 vertically. This

approach is found to be suitable for P frames within three frames of each other.

The motion vector estimated in the first stage is then refined in step 1705 by searching over a (3/2,

3/2) area around the motion vector evaluated in Stage 1. The second stage motion vector is then passed to

VLC 109 for encoding in a variable—length code.
The reference frame macroblocks (P or B frames) are resampled in step 1706 to half-pel positions.

Half—pel positions are called for in the MPEG standard. Step 1707 combines, in a B frame, the forward and

backward reference macroblocks. The current macroblock is then subtracted from the corresponding pixels

in the resampled reference frame macroblocks in step 1708 to yield an error macroblock for DCT in step

1709. Quantizations of the DCT coefficients are achieved in step 1710. Since quantization in the present

embodiment is adaptive, the quantization step-sizes and constants are also stored alongside the motion

vector and the error macroblock in the variable—length code stream. The quantized coefficients are both

forwarded to VLC 109 f r variable-length code encoding, and also fed back to reconstruct referenc
macroblocks to be used in subsequent motion estimation. These reconstructed reference macroblocks are

reconstructed by dequantization (step 1712), inverse discrete cosine transform (step 1713), and added back
to the current macroblock.

Blocks can be encoded as intra, forward, backward or average. The decision to choose the encoding

mode is achieved by selecting the mode which yields the smallest mean square error, as computed by

summing the values of entries in the resulting the error macroblock. According to the relative preference for

the encoding mode, a different bias is added to each mean square error computed. For example, if average

is determined to be the preferred encoding mode for a given application, a larger bias is given the

corresponding mean square error. A particularly attractive encoding outcome is the zero-delta outcome. In a
zero-delta outcome, the motion vector for the current block is the same as the motion vector of the previous

block. A zero-delta outcome is attractive because it can be represented by a 2-bit differential motion vector.

To enhance the possibility of a zero-delta outcome in each encoding mode, in addition to the first bias

added to provide a preference for the encoding mode, a different second bias value is added to the mean

square error of the encoding mode. in general, the first and second bias for each encoding mode are
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determined empirically in each application.

Figures 18a shows a decimated macroblock and the reference frame macroblocks within the range of

the first stage motion vector under a B frame encoding mode. ln Figure 18a, a decimated macroblock (1/4

resolution) 1801 is shown within the range 1802 of a motion vector having an origin at the upper left corner

of macroblock 1801. Figure 18b shows a decimated macroblock and the reference frame macroblock within

the range of the first stage motion vector under a P frame encoding mode. In Figure 18b, the decimated

macroblock 1805 is shown within the range 1806 of a motion vector having an origin at the upper left corner
of macroblock 1805.

In the second stage of motion estimation, full resolution is used in both P frame and B frame encoding.

The range of the motion vector computed in the second stage of the two-stage motion estimation is 1.5

pels. Figure 18c shows a full resolution macroblock and the range 1811 of the motion vector of this second

stage of motion estimation of both the P and B frames. To achieve efficient use of window memory 705, in

a B frame motion estimation, a 4 X 1 region ("strip") of current macroblocks is evaluated with respect to a 2

X 3 macroblock region of the reference frame. The locations 1820 and 1821 of the current and the

reference regions, respectively, are shown in Figure 18d. To minimize the number of times data is loaded

from external memory 103, the evaluation of motion vectors covering the reference macroblocks and the
current macroblocks in window memory 705 are completed before a new strip of current macroblocks and

reference memory are loaded. ln the configuration shown in Figure 18d, a new current macroblock
(macroblock 1825) and a new slice (1 X 3) of reference macroblocks (i.e. the 1 X 3 macroblocks indicated

in dotted lines by reference numeral 1822) are brought in when evaluation of the leftmost current

macroblock (1820a) of 4 X 1 macroblock strip 1820 is complete. The loading of the new current macroblock
and the new reference frame macroblocks is referred to as a "context switch." At this context switch, the

leftmost current macroblock has completed its evaluation over the entire range of a motion vector, the

remaining current macroblocks, from left to right, have completed effectively 3/4, 1/2 and 1/4 of the

evaluation over the entire range of a motion vector.

ln a first stage P frame motion estimation, since the search range is larger than that of the

corresponding B frame motion estimation, a 2 X 4 reference macroblock region and a 6 X 1 strip of current

macroblocks form the context for the motion estimation. Figure 18e show a 6 X 1 strip 1830 of current

macroblocks and a 2 X 4 region 1831 of the reference macroblocks forming the context for a P frame

motion estimation. ln this embodiment, for a P frame estimation, only one-half of the 6 X 1 region of current

macroblocks, i.e. a 3 X 1 region of current macroblocks, is stored in window memory 705. Thus, in a P

frame estimation, the 2 X 4 region, e.g. region 1831, is first evaluated against the left half of the 6 X 1

region (e.g. region 1830), and then evaluated against the right half of the 6 X 1 region before a new current

macroblock and a new 1 X 4 reference frame region are brought into window memory 705.

For the second stage motion estimation, a 4 X 4 tile region (i.e. 16 X 16 pixels), forming a full resolution

current macroblock, and a 5 X 5 tile region of the reference macroblocks covering the range of the second

stage motion estimation are stored in window memory 705. The reference macroblocks are filtered in the
subpel filter 1606 to provide the pixel values at half—pel locations. Figure 18f shows both a 4 X 4 tile current

macroblock 1840 and a 5 X 5 tile reference region 1841.

As mentioned above, the present embodiment also performs 3-stage motion estimation. The first stage

for a P or a B frame motion estimation under a 3-stage motion estimation is identical to the first stage of a

B frame motion estimation under a 2-stage motion estimation. In the present embodiment, the range of the

motion vectors for a first stage motion estimation (both P and B frames) is, in full resolution, 1 124 in the
horizontal direction, and I 60 in the vertical direction.

The second stage of the 3-stage motion estimation, however, is performed using half-resolution current
and reference macroblocks. These half-resolution macroblocks are achieved by a 2:1 vertical decimation of

the full resolution macroblocks. In the present embodiment, the range of motion vectors for this second

stage motion estimation is I 6 in the horizontal direction and I 6 in the vertical direction. During the second

stage of motion estimation, a half-resolution current macroblock and a 2 X 2 region of half-resolution
macroblocks are stored in window memory 705.

The third stage of motion estimation in the 3-stage motion estimation is identical to the second stage of

a 2-stage motion estimation.

In the present embodiment, matcher 1608 matches a "slice" -- a 2 X 8 pixels configuration -- of current

pixels (luma) against a 3 X 11 pixel reference area to evaluate eight candidate motion vectors for the slice's

macroblock. The 3 X 11 pixel reference area is obtained by resampling a 4 X 12 pixel reference area

horizontally and vertically using subpel filter 1606. As explained below, the 2 X 8 slice is further broken

down into four 2 X 2 pixel areas, each of which is matched, in 2 phases, against two 3 X 3 pixel reference

areas within the 3 X 11 pixel reference area. The eight motion vectors evaluated is referred to as a "patch"
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of motion vectors. The patch of eight vectors comprises the motion vectors (0,0), (0,1), (0,2), (0,3), (1,0),

(1,1), (1,2) and (1,3). In this embodiment, eight bytes of data are fetched at a time from window memory

705 to register file 1610, which forms a pipeline for providing data to subpel filter 1606 and matcher 1608.

The control of motion estimation is provided by a state counter. Figure 18g shows the fields of the state

counter 1890 for motion estimation in this embodiment. As shown in Figure 18g, the fields of state counter

1890 are (a) 1-bit flag Fx indicating whether horizontal filtering of the reference pixels is required, (b) a 1-bit

flag Fy indicating whether vertical filtering of the reference pixels is required, (c) a 3-bit counter CURX
indicating which of the current macroblocks in the 4X1 or 6X1 strip of current marcoblocks is being

evaluated, (d) a 2-bit counter PatchX indicating the horizontal position of the patch of motion vectors being

evaluated, e) a 3-bit counter PatchY indicating the vertical position of the patch of motion vectors being

evaluated, (f) a 4-bit counter SLlCE indicating which one of the sixteen slices of a macroblock is being

evaluated, and (g) a 3-bit counter PEL indicating one of the eight phases of matcher 1608.

The fields FY, FX, CURX, PatchX, and PatchY are programmable. The fields FY and FX enables

filtering subpel filter 1606 in the indicated direction. Each of the counters CURX, PatchX, PatchY, SLICE,
and PEL counts from an initial value (lNlT) to a maximum value (WRAP) before "wrapping around" to the

lNlT value again. When a WRAP value is reached, a "carry" is generated to the next higher counter, i.e. the

next higher counter is incremented. For example, when PEL reaches its WRAP value, SLICE is incre-
mented. When CURX reaches its WRAP value, a new current macroblock and new reference macroblocks

are brought into window memory 705.

The range of motion vectors to be searched can be restricted by specifying four "search parameters"

Mx,,,i,,,My,,,i,,, Mxmax, and Mymax. In addition, the frame boundary, i.e. the boundary of the image defined by

the reference macroblocks, restricts the range of searchable motion vectors. Both the search parameters
and the frame boundary affect the lN|T and WRAP values of state counter 1890. In this embodiment, the

search parameters are user programmable to trade-off search area achievable to encoding performance.
In the present embodiment, when some but not all motion vectors are outside of the frame boundary,

the scores of the patch are still evaluated by matcher 1608. However, the scores of these invalid motion

vectors are not used by comparator 1611 to evaluate the best scores for the macroblock. Figure 18h shows

the four possible ways a patch can cross a reference frame boundary. In Figure 18h, the dark color pel or

subpel positions indicate the positions of valid motion vectors and the light color pel or subpel positions
indicate the positions of invalid motion vectors. If a patch lies entirely outside the reference frame, the patch

is not evaluated. The process of invalidating scores or skipping patches is referred to as "clipping." Figure
18i shows the twelve possible ways the reference frame boundary can intersect the reference and current

macroblocks in window memory 705 under the first stage motion estimation for B-frames. For example, in

Figure 18i, configuration 8 corresponds to the situation when the upper horizontal boundary of the reference

frame touches the top rows of pixels for macroblocks a and b, and the right boundary of the reference

frame is between reference frame macroblocks a and b. Figure 18] shows, for each of the 12 cases shown

in Figure 18i, the lNlT and WRAP values for each of the fields CURX, PatchX, and PatchY in state counter

1890. The valid values for fields SLICE and PEL are 0-3 and 0-7 respectively. Figure 18k shows the twenty
possible ways a reference frame boundary can intersect the current and reference macroblocks in window

memory 705 under the first stage of a P frame 2-stage motion estimation. Figure 18l shows, for each of the

twenty cases shown in Figure 18k, the corresponding lNlT and WRAP values for each of the fields of state

counter 1890. Likewise, Figures 18m-1 and 18m-2 show the clipping of motion vectors with respect to the

reference frame boundary for either the second stage of a 2-stage motion estimation, or the third stage of a

3-stage motion estimation. Figure 18n provides the lNlT and WRAP values for state counter 1890

corresponding to the reference frame boundary clipping shown in Figures 18m-1 and 18m-2.

The basic algorithm of matcher 1608 is illustrated by Figures 19a-19c. Matcher 1608 receives a 2 X 8

slice of current pixels and a 4 X 12 area of reference pixels over eight clock cycles. As illustrated by Figure
19b, the area of reference pixels are provided to matcher 1608 as half-tiles r0, r1, r2, r3, r4 and r5. Subpel

filter 1606 can be programmed to sub-sample the reference area using a two-tap 1-1 filter in either the

vertical or the horizontal direction, or both (i.e. the neighboring pixels are averaged vertically, as well as

horizontally). The resulting 3 X 11 pixel filtered reference area is provided as five 3 X 3 pixel overlapping

reference areas. As shown in Figure 19a, each 3 X 3 reference area is offset from each of its neighboring 3
X 3 reference area by a distance of two pixels. Alternatively, the 1-1 filter in either direction can be turned

off. When the 1-1 filter in either direction is turned off, the 3 X 11 pixel reference area is obtained by

discarding a pixel in the direction in which averaging is skipped.
ln matcher 1608, the 2 X 8 slice of current pixels is divided into four 2 X 2 pixel areas C1, C1’, C2 and

C2‘. Each of the four 2 X 2 areas of current pixels is scored against one or two of the five 3 X 3 reference
areas. For each 2 X 2 pixel current area and 3 X 3 pixel reference area matched, four motion vectors are

30



Page 148 of 285

10

15

20

25

30

35

40

45

50

55

Page 148 of 285

EP 0 639 032 A2

evaluated. These motion vectors are indicated in Figure 19b by the "X" markings in the 3 X 3 reference

area. These motion vectors have an origin in the 2 X 2 current area indicated by "X" marking.

Referring back to Figure 19a, in cycle 0, 2 X 2 pixel area 1901 is matched in matcher 1608 against 3 X
3 reference area 1921 to evaluate motion vectors (0,0), (1,0), (0,1) and (1,1). ln cycle 1, the 3 X 3 reference

area 1921 is replaced by reference area 1922 and the motion vectors (0,2), (1,2), (0,3) and (1,3) are

evaluated. In cycle 2 and subsequent even cycles 4 and 6, the 2 X 2 current pixel area is successively

replaced by 2 X 2 current pixel areas 1902, 1903 and 1904. In each of the even cycles, motion vectors

(0,0), (1,0), (0,1) and (1 ,1) are evaluated against 3 X 3 reference pixel areas 1922, 1923 and 1924. In cycle 3
and subsequent odd cycles 5 and 7, the 3 X 3 reference pixel area is successively replaced by 3 X 3

reference pixel areas 1922, 1923 and 1924. ln each of the odd cycles, the motion vectors (0,2), (1 ,2), (0,3)

and (1,3) are evaluated.

Matcher 1608 evaluates the four motion vectors in each cycle by computing sixteen absolute

differences. The computation of these sixteen absolute differences is illustrated in Figure 190. Matcher 1608
comprises four rows of four absolute difference circuits. To illustrate the motion vector evaluation process,

the 2 X 2 current pixels and the 3 X 3 reference pixels are labelled (0-3) and (0-5 and a-c) respectively. As

shown in Figure 19c, the four rows of matcher 1608 computes the four absolute differences between the
pixels in (a) current quad pel 0 and reference quad pel 0; (b) current quad pel 0 and reference quad pel 1;

(0) current quad pel 0 and reference quad pel 2; and (cl) current quad pel 0 and reference quad pel 3,

respectively. At the end of each cycle, the four absolute differences of each row are summed to provide the
"score" for a motion vector. The sums of absolute differences in the four rows of difference circuits in

matcher 1608 represent the scores of the motion vectors (0,0), (1,0), (0,1) and (1,1) during even cycles, and

the scores of the motion vectors (0,2), (1,2), (0,3) and (1,3) during odd cycles. The four evaluations of each
motion vector are summed over the macroblock to provide the final score for the motion vector. The motion
vector with the minimum score for the macroblock is selected as the motion vector for the macroblock.

As discussed above, 64 bits of pixel data are fetched from window memory 705. Pipeline registers in

subpel filter 1606 are used in motion estimator 111. The pipeline is shown in Figure 19d. ln Figure 19d, the

data flow through the input of motion estimator 111, register 1930, register 1931, register 1932, and register

1935 are shown on the right hand side as time sequences of half-pixel data. For example, as shown in

Figure 19d, the sequence in which the 2 X 8 slice of current pixels and the 4 X 12 reference frame pixels

arriving at the motion estimator unit 111 is r0, r1, r2, c1, c2, r3, r4 and r5. (The 2 X 2 pixel areas c1 and c1‘,

c2 and c2‘ are fetched together).
At every clock cycle, a 64-bit datum is fetched from window memory 705. Quad pel c1 is extracted

from half-tile c1 and provided to the register 1937. ln this embodiment, to provide the reference half—tiles r0

and r3 to matcher 1606 in time, reference areas r0 and r3 bypass register 1930 and join the pipeline at

register 1931. Reference area r0 of the next reference area used for evaluation of the next patch of motion

vectors is latched into register 1931 ahead of reference area r5 used for evaluation of the current patch of
motion vectors. Also, reference area r3 for evaluation of the current patch of motion vectors is latched into

register 1931 prior to quad pel C2. Thus, a reordering of the reference half—tiles is accomplished at register
1931.

The filtered reference areas r0-r5 pass through register 1932 for vertical filtering and pass through

register 1933 for horizontal filtering. Quad pel c1‘ and quad pel c2 are extracted from the output terminals of

register 1931 to be provided to register 1937 at the second and the fourth cycles of the evaluation of the

slice. Quad pel c2’ passes through register 1935 and 1936 to be provided to register 1937 at the fifth cycle
of the evaluation of the slice. Reference area r0 is reordered to follow the reference area r5 in the evaluation

of the previous patch. The reference areas r0-r5 are latched in order into registers 1933 and 1938 for
matcher 1606.

VLC 109 and VLD 110

VLC 109 encodes 8 X 8 blocks of quantized AC coefficients into variable length codes with zero-

runlength and non-zero AC level information. These variable length codes are packed into 16-bit halfwords
and written into VLC FIFO 703, which is a 32-bit wide 16-deep FIFO Memory. Once VLC FlFO 703 is 50%

full, an interrupt is generated to memory controller 104, which transfers these variable length codes from

VLC FlFO 703 under DMA mode. Each such DMA transfer transfers eight 32-bit words.

Figures 20a and 20b form a block diagram of VLC 109. As shown in Figure 20a, Zmem 704 receives
from processor bus 108a 36-bit words. Zmem 704, includes two FlFO memories, which are implemented as

a 16 X 36 bits dual port SRAM and a 64 X 9 bits dual port SRAM, for DCT and lDCT coefficients during
encoding and decoding respectively. The two ports of Zmem 704 are: (a) a 36-bit port, which receives data
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words from processor bus 108a during encoding, and (b) a 9-bit read port, which provides data to a zero-

packer circuit 2010 during encoding.

Zmem controller 2001 generates the read and write addresses ("zra" and "zwa") and the control

signals of Zmem 704. The Zmem write enable signal "zwen" is generated by Zmem controller 2001 when a

write address "zwa" is provided during a write access. Within Zmem controller 2001, a binary decoder and

a "zig—zag" order decoder are provided respectively for accessing the 36-bit port and the 9-bit port

respectively. During encoding, the binary decoder accesses the Zigzag memory 704 in binary order to
allow the 8 X 8 blocks of DCT coefficients to be received into Zmem 704 as a series of quad pels. For zero

packing operations during encoding, the zig—zag order decoder accesses Zig—zag memory 704 in zig—zag

order. The start of a 8 X 8 block is signalled by Zcontroller 2001 receiving the "zzrunen" signal and

completes when the "zzdone" signal is received. When VLC FlFO 703 is full, indicated by signal "ffull" or,

for any reason, the "haltn" signal is asserted by the host computer, the VLC pipeline is stalled by Zmem
controller 2001 asserting the control signal "zstall".

Zero packer circuit 2010 comprises programmable adaptive threshold circuit 2006 which sets an AC

coefficient to zero when (i) the AC coefficient is less than a user programmable threshold and (ii) the

immediately preceding and the immediately following AC coefficients are zero. When a negative or a

negative non-intra AC coefficient is received in zero packer circuit 2010, incrementer 2004 increments the
AC coefficient by 1. This increment step is provided to complete a previous quantization step. The AC

coefficients immediately preceding and immediate following the current AC coefficient received at adaptive

threshold circuit 2006 are held at registers 2005 and 2007. If the current AC coefficient is less than a

predetermined threshold stored in the VLC control register (not shown), and the preceding and following AC

coefficients are zero, the current AC coefficient is set to zero. By setting the current AC coefficient to zero

when the immediately preceding and the immediately following AC coefficients are zero, a longer zero run
is created, at the expense of one sub-threshold non-zero coefficient. in the present embodiment, this

adaptive threshold can be set to any value between 0-3. In addition, to preserve the values of lower

frequency AC coefficients, the user can also enable adaptive threshold filtering for AC coefficients beginning
at the 5th or the 14th AC coefficient of the 8 X 8 block.

Zero packer 2009 provides as output data a pair of values, representing the length of a run of zeroes,
and a non-zero AC coefficient. The output data of zero packer 2009 are provided to a read-only memory

(rom) address generator 2021 (Figure 20b), which generates addresses for looking up MPEG variable length

codes in rom 2022. In this embodiment, not all combinations of runlength-AC value are mapped into
variable length codes, the unmapped combinations are provided as 20-bit or 28-bit fixed length "escape"

values by fixed length code generator 2025. The present embodiment can generate non-MPEG fixed length

codes using non-MPEG code circuit 2024. Framing information in the variable length code stream are
provided by packing circuit 2025.

MPEG rom 2022 generates a 6-bit non-zero code and a 4-bit length code. The final variable length
code is provided by barrel shifter 2041, which zero—stuffs the 6-bit non-zero code according to the value of
the 4-bit length code. Barrel shifter control logic 2026 controls both barrel shifter 2041 and barrel shifter

2029, code generator 2025, non-MPEG code circuit 2024 and packing circuit 2026.

The variable length codes, whether from MPEG rom 2022, fixed length code generator 2025, non-

MPEG code circuit 2024 or packing circuit 2025, are shifted by barrel shifter 2029 into a 16-bit halfword,
until all bits in the halfword are used. The number of bits used in the halfword in Barrel shifter 2029 is

maintained by adder 2027. 16-bit outputs of barrel shifter 2029 are written into VLC FlFO 703 under the

control of FIFO controller 2035. VLC FIFO 703, which is implemented as a 16 X 32-bit FIFO, receives a bit

stream of 16-bit halfwords and is read by controller 104 over processor bus 108a as 32-bit words. FlFO

controller 2035 sends a DMA request to memory controller 104 by asserting signal VC_req when VLC
FIFO 703 2037 contains 8 or more 32-bit words. A stall condition (signal "ffull" asserted) for VLC 109 is
generated when address 'a' (hexadecimal) is exceeded. The stall condition prevents loss of data due to an
overflow of VLC FlFO 703.

Decoding by VLD 110 can be achieve by a decoder such as discussed in the MPEG decoder of the

aforementioned Copending Application.

Conclusion

The present embodiment provides a high performance video signal encoder/decoder on a single

integrated circuit. However, the principles, algorithms and architecture described above are applicable to
other implementations, such as a multi-chip implementation, or a system level implementation. Further,

although the present invention is illustrated by an implementation under the MPEG standard, the present
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invention may be used for encoding video signals under other video encoding standards.
The above detailed description is provided to illustrate the specific embodiment of the present invention

and is not intended to be limiting. Many variations and modifications are possible within the scope of the

present invention. The present invention is set forth in the following claims.

Claims

1. A structure for encoding digitized video signals representing a series of frames of images, said digitized

video signals being stored in an external memory system, said structure comprising:

a first and a second video ports, each video port being configurable to be either an input port or an

output port for video signals;

a host bus interface circuit for interfacing with an external host computer;

a scratch-pad memory for storing a portion of said series of frames of images;

a processor for arithmetic and logic operations, wherein said processor computing coefficients of a

discrete cosine transform of said portion of said series of frames of images, and for applying a
quantization step for said coefficients to obtained quantized coefficients under a lossy compression

algorithm;

a motion estimation unit for matching objects in motion between said frames of images, said

motion estimation unit providing as data output motion vectors representing said motion of said objects

in motion between said frames of images;

a variable-length coding unit for applying an entropy coding scheme on said quantized coefficients

and said motion vectors to represent said video signals;

a global bus accessible by said first and second video port, said host bus interface, said scratch-

pad memory, said processor, said motion estimation unit, and said variable-length coding unit, said

global bus providing data transfer among said first and second video port, said host bus interface, said

scratch-pad memory, said processor, said motion estimation unit, and said variable-length coding unit;

a processor bus having a higher bandwidth than said global bus for providing data transfer among

said processor, said scratch-pad memory, and said variable-length coding unit; and

a memory controller for (a) controlling data transfers between said external memory and said

structure, and (b) for controlling the uses of said global bus and said processor bus.

2. A structure as in Claim 1, wherein said processor comprises:

an instruction memory for storing instructions executable by said processor;

a register file including a predetermined number of registers for storing operands;

an arithmetic and logic unit for providing arithmetic and logic operations for operands in said

register file; and

a multiplication unit for performing multiplication operations among said operands and a result of
said arithmetic and logic operations.

3. A structure as in Claim 1, wherein said motion estimation unit comprises:

a window memory for storing a second portion of said series of frames of images, said second

portion being a subset of said portion of said series of frames of images stored in said scratch-pad

memory, said second portion of said series of frames of images including video data from a current
frame and video data from a reference frame; and

a matcher for matching said video data from said current frame and said video data from said
reference frame to evaluate a predetermined number of motion vectors.

4. A structure as in Claim 1, wherein said first video port comprises a decimation filter for reducing the
resolution of said video signals.

5. A system comprising a first and a second structures, each structure being a structure as recited in
Claim 1, wherein said first video port of said first structure and said first video port of said second

structure are connected to receive said video signals, and said second video port of said first structure
and said second video port of said second structure are connected to pass said video data between
said first structure and said second structure.

6. An interface for receiving digitized video signals, said digitized signals including samples of a
luminance component and first and second chrominance components provided to said interface in pixel
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interleaved order, said interface comprising:

a memory divided in groups of regions, each group of regions having a first region, a second

region and a third region for storing said samples of said luminance component and said first and
second chrominance components respectively;

a counter for maintaining a count of said digitized video signals, said counter being incremented as
each sample arrives at said interface; and

address generator for generating an address for storing in said memory each of said samples of
digitized video samples in accordance with said count, such that a sample of said luminance

component is stored in said first region, a sample of said first chrominance component is stored in said

second region and a sample of said second chrominance component is stored in said third region.

A synchronizer circuit for synchronizing a first and a second clock signals, comprising:

first means for detecting a transition, said first means detects a transition of said second clock

signal between a first and a second transitions of said first clock signal, said first and second transitions

of said first clock signal being successive transitions;

second means for detecting a transition, said second means detecting a transition of said second

clock signal between said second transition and a third transition of said first clock signal, said second

and third transitions of said first clock signal being successive transitions; and

means for outputting a detected transition of said first and second means at a fourth transition of

said first clock signal, said fourth transition being a transition of said first clock signal subsequent to

said third transition of said first clock signal.

A memory structure, comprising:

a plurality of memory cells organized as an s X s matrix of addressable units; and

means for generating any one of 2s addresses for accessing said addressable units, wherein s of

said 2s addresses access s rows of said matrix, and the remaining s addresses access s columns of
said matrix.

A central processing unit, comprising:

a data memory having a plurality of data words, each data word having a word width of nm bits,

where n and m are integers;

a first set of n registers for storing n data words, each data word having a width of m bits, said n

registers structured such that (i) for input purpose, said first set of n registers receives an mm bit data

word from said data memory simultaneously as a single n»<m—bit register, and (ii) for output purpose,

each of said n registers is addressed independently;

an arithmetic and logic unit receiving a plurality of m—bit operands from said first set of n registers

and providing as a result of an operation an m—bit result; and
a second set of n registers for storing n data words, each data word having a width of m bits, said

second set of n registers structured such that (i) for input purpose, each of said n registers is

addressed independently for receiving said m—bit result from an operation of said arithmetic unit; and

(ii) for output purpose, said second set of n registers output an nxm bit data word to said data memory

simultaneously as a single mm-bit register.

A memory controller for a processor having a plurality of functional units, comprising:

a first interface adapted for controlling access to an external memory system;

a second interface adapted for controlling a first internal bus, said first internal bus being m—bit

wide, m being an integer;

a third interface adapted for controlling a second internal bus, said second internal bus being mm-

bit wide, n being an integer;

an arbitration unit for receiving data transfer requests from said functional units and for granting use
of said first and second internal busses to a selected one of said functional units; and

a direct memory access unit for controlling, over said first, second and third interfaces, data

transfer among said selected functional unit, said first and second internal busses and said data
memory.

A method for accessing pixels of an image in scan—line order, comprising the steps of:

dividing said image into tiles, each tile being four adjacent quad pels in a 2 X 2 configuration, each

quad pel being four pixels in a 2 X 2 configuration;

34



Page 152 of 285

10

15

20

25

30

35

40

45

50

55

Page 152 of 285

12.

13.

14.

15.

16.

EP 0 639 032 A2

providing a memory including a plurality of data words, wherein each data word of said memory

being formed by two independently addressable halfwords, and each of said halfword having the

capacity of storing two pixels of a quad pel;

for each tile, storing said tile in said memory, such that (i) each data word in said memory contains

video data corresponding to a quad pel of said image, each pair of horizontally adjacent pixels of said

quad pel being stored in the same halfword; and

accessing said memory to retrieve a scan—line element of four pixels by providing first and second
addresses to access each of said independently addressable halfwords.

A method for storing pixel data for scan—line access, said scan—line access provided for retrieving a

"scan line" element, being tour pixels in a scan line of a video image, comprising the steps of:

providing a memory having odd and even memory banks, and in which each memory word of said
odd and even memory banks comprises independently addressable upper and lower halfwords;

storing (i) in an even scan line, the left half of a scan line element in a lower halfword, and the right
half of said scan line element in an upper halfword; and (ii) in an odd scan line, the left half of a scan

line element in an upper halfword and the right half of a scan line element in a lower halfword; and

switching, every two scan lines, between storing scan line elements in the odd memory bank to

storing scan line elements in the even memory bank.

A memory structure comprising:

a memory divided into a first half and a second half for providing a 2m-bit output datum, said 2m-

bit output datum being formed by concatenating a first datum and a second m-bit datum, said first m-

bit datum being provided from said first half of said memory by activating, in response to a first

address, one of a first set of word lines, and said second m-bit datum being provided from said second

half of said memory by activating, in response to a second address, one of a second set of word line;
and

an address generator for generating said first and second address, said first and second address

being constrained to be identical except for one bit.

A structure comprising:

an arithmetic and logic unit receiving first and second operands, each operand including a

predetermined number of data elements, said arithmetic logic unit performing simultaneously arithmetic

and logic operations between data elements of said first operand and data elements of said second

operand, each of said operation involving one data element of said first operand and a corresponding
data element of said second operand;

a first set of multiplexor for rearranging, prior to providing said first operand to said arithmetic and

logic unit, the order of said data elements in said first operand; and
a second set of multiplexor for rearranging, prior to providing said second operand to said

arithmetic and logic unit, the order of said data elements in said second operand.

A non-linear filter comprising:

means for setting a first threshold value T1;

means for setting a second threshold value T2;

means, receiving first and second operands x and y, for providing an absolute difference between x
and y;

means, receiving said absolute difference and said first and second threshold values, for providing

a weighting factor a equal to (i) when said when said absolute difference is less than T1, a

predetermined weight less than 1.0, (ii) when said absolute difference is between T1 and T2, a value

between said predetermined weight and 1.0, said value being proportional to the said absolute

difference, and (iii) when said absolute difference is greater than T2, 1.0; and

means for providing a filter output, said filter output having the value x + a(y-x).

A method for deinterlacing a digitized video signal, said video signal comprising pixels from a first field

and a second field of an image, said method comprising the steps of:

for each pixel x in said first field of said image: (i) identifying the corresponding pixel y in said

second field of said image;

(ii) computing an absolute difference between x and y;

(iii) determining a weight a equalling (a) 0.5, when said absolute difference is less than a first
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threshold value T1, (b) 1.0, when said absolute difference is greater than a second threshold value T2,
and (c) a value proportional to said absolute difference; and

(iv) providing as a pixel of a deinterlaced image a pixel 2 having the value x + a(y-x).

A method for providing a temporal noise filter for a video signal, said video signal comprising pixels of

successive frames of images displayable on a screen, said method comprising the steps of:

for position x in a screen, receiving a stream of pixel values xo, x1, x1, corresponding to values
of the pixel at said position x at time points 0, 1, T, wherein said time points correspond to arrivals

of said successive frames of images; and

providing as an initial filter output value of said temporal noise filter yo the value xo;

thereafter, for each time point t:

(i) computing an absolute difference between y1_1, being the filter output value of said temporal

noise filter at time point t-1, and x,, being the current value of pixel x at said time point t;

(ii) determining a weight a equalling (a) 0.5, when said absolute difference is less than a first

threshold value T1, (b) 1.0, when said absolute difference is greater than a second threshold value
T2, and (c) a value proportional to said absolute difference; and

(iii) providing as filter output value of temporal noise filter a value yt having the value x, + a(yt_1-
Xt-1)-

A method for scene analysis as a step in applying adaptive control technique in an image processing

method, said image including a plurality of macroblocks, each macroblock a plurality of quad pels,

being 2 X 2 configurations of pixels, said scene analysis method comprising the steps of:
for each quad pel in each macroblock:

(i) computing simultaneously first and second absolute differences, said first absolute difference

being an absolute difference between a first pixel within said quad pel and a second pixel within said

quad pel, said second absolute difference being an absolute difference between said second pixel
and a third pixel of said quad pel; and

(ii) accumulating said first and second absolute differences in first and second accumulated sums;
and

applying said adaptive control technique using said first and second accumulated sums as activity
parameters.

A method for eliminating redundant fields in an video signal to improve a data compression ratio, each

field comprises a plurality of quad pels, each quad pel being a configuration of 2 X 2 pixels, said

method comprising:
for each quad pel in a first field:

(i) computing a first, a second, a third and a fourth differences between pixels in said quad pel and
corresponding pixels of a corresponding quad pel in a second field; and

(ii) providing a count equal to the number of said first, second, third and fourth differences exceeding

in magnitude a predetermined threshold value;

accumulating said count over all quad pels in said first field; and

eliminating said second field when said accumulated count exceeds a second predetermined
threshold value.

A zero-lookahead circuit, comprising:

a plurality of zero generator circuits, each zero generator circuit receiving as input 1-bit signals a

and b, and providing as output signals P, Z+ and Z- representing, respectively, whether the values of

said signals a and b are not the same, the values of said signals a and b are equal to '1', and the

values of said signals a and b are equal to '0'; and

a plurality of zero propagator circuits, each of said propagator circuits receiving as input signals (i)

P1, Z+1, and Z—1, being a first of said P, Z and Z- signals, and (ii) P2, Z+2, and Z-2, being a second

set and of said P, 2+ and Z- signals, and providing as output signals a third set of P, Z and Z- signals

in accordance with the logic equations:

P = P1 and P2;

Z— = Z—1 and Z—2;

and Z+ = (Z+1 and P2) or (Z+2 and Z—1);
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Wham, said plurality of zero propagator circuits are connected in a tree configuration, having a leaf

level receiving inputs from said plurality of zero generator circuits; and

an OR gate connected to the zero propagator circuit at the root of said tree configuration of zero

propagating circuits, said OR gate receiving as input signals said Z+ and Z—signal providing output
signal Z, representing whether a zero is detected.

A structure for performing motion estimation in the compression of video data, said video data
comprising macroblocks of pixels in a current frame and macroblocks of pixels in a reference frame,

said structure comprising:

a memory for storing said macroblocks of said current frame and said macroblocks of said
reference frame;

a filter receiving a first group of pixels from said memory for resampling said first group of pixels,

said first group of pixels being pixels from said macroblocks of said reference frame; and

a matcher receiving said resampled first group of pixels and a second group of pixels, said

matcher matching said second group of pixels to said first group of pixels, for deriving a set of scores

each corresponding to one of a predetermined group of motion vectors, said second group of pixels

being pixels from a macroblock of a current frame and each of said scores being a measure of the

differences between said second group of pixels and said first group of pixels under a corresponding

motion vector within said predetermined group; and

means receiving said set of scores for selecting, among said predetermined group of motion
vectors, a motion vector for said macroblock of said current frame.

A method for performing motion estimation for a video signal, said video signal comprising a first group

of pixels from a current frame and a second group of pixels in a reference frame, said method

comprising:

resampling said first and second groups of pixels to obtain a third group of pixels and a fourth

group of pixels, said third and fourth groups of pixels being representations of said video signal at a
first reduced resolution;

performing a first reduced resolution motion estimation based on a said third and fourth groups of
pixels to obtain a first motion vector;

performing a second motion estimation using said first group of pixels, translated by said first

motion vector, and a subset of said second group of pixels to obtain an incremental motion vector, said

subset of said second group of pixels being pixels within a predetermined distance of the target
position of said first motion vector; and

providing as output a motion vector equalling the sum of said first motion vector and said
incremental motion vector.

A structure for encoding by motion vectors a current frame of video data using a reference frame of

video data, each of said current and reference frames being divided into rows and columns of

macroblocks, said macroblocks of said current frames being designated "current macroblocks" and

said macroblocks of said reference frame being designated "reference macroblocks", each marcoblock

representing an area of pixels in the corresponding frame, said structure comprising:

a memory circuit for storing (a) a plurality of adjacent current macroblocks from a row j of current

macroblocks, said plurality of said adjacent current macroblocks being designated C,-4,, C,-,,,+1,

C,-,p+,,-1 in the order along one direction of said row of macroblocks; and (b) a plurality of adjacent
reference macroblocks from a first column i of reference macroblocks, said plurality of reference

macroblocks being designated Rqj, Rq+1,i, Rq+m—1,i, said plurality of adjacent reference macroblocks
being reference macroblocks within the range of said motion vectors, each of said current macroblocks

being substantially equidistance from said R0,’; and Rq +m_1,i reference macroblocks;
means, evaluating each of said plurality of adjacent current macroblocks against each of said

plurality of adjacent reference macroblocks under said motion vectors, for selecting a motion vector

best representing the best match between each of said current macroblock and a corresponding one of
said reference macroblocks; and

means for replacing (a) the current macroblock C”, with a current macroblock C,-,,,+,,, said current

macroblock CJ-,,,+,, being the current macroblock adjacent said macroblock C,-,,,+,,_1 in said direction; and
(b) said first column of adjacent reference macroblocks Rqj, Rq+1j, R.,,+ m_1j with a second column of

adjacent reference macroblocks Rqj+1, Rq+1,i+1, Rq+rn—1,i+1, said second column being adjacent said
first column in said direction.
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An adaptive thresholding circuit receiving a first value, a second value and a third value, comprising:

first, second and third registers connected in a pipeline configuration, said first, second and third

registers holding respectively said first, second and third values; and

means for setting the content of said second register to zero when (i) said first and third values are
zero, and (ii) said second value is less than a predetermined threshold value.

A method for encoding digitized video signals representing a series of frames of images, said digitized
video signals being stored in an external memory system, said method comprising the steps of:

providing a first and a second video ports, each video port being configurable to be either an input

port or an output port for video signals;

using a host bus interface circuit to interface with an external host computer;

storing a portion of said series of frames of images in a scratch-pad memory;

providing a processor for arithmetic and logic operations, wherein said processor computing

coefficients of a discrete cosine transform of said portion of said series of frames of images, and for

applying a quantization step for said coefficients to obtained quantized coefficients under a lossy

compression algorithm;

matching objects in motion between said frames of images using a motion estimation unit, said

motion estimation unit providing as data output motion vectors representing said motion of said objects

in motion between said frames of images;

applying in a variable-length coding unit an entropy coding scheme on said quantized coefficients

and said motion vectors to represent said video signals;

providing a global bus accessible by said first and second video port, said host bus interface, said

scratch-pad memory, said processor, said motion estimation unit, and said variable-length coding unit,

said global bus providing data transfer among said first and second video port, said host bus interface,

said scratch-pad memory, said processor, said motion estimation unit, and said variable-length coding
unit;

providing a processor bus having a higher bandwidth than said global bus for providing data

transfer among said processor, said scratch-pad memory, and said variable-length coding unit; and

providing a memory controller for (a) controlling data transfers between said external memory and

said structure, and (b) for controlling the uses of said global bus and said processor bus.

A method for providing an interface for receiving digitized video signals, said digitized signals including
samples of a luminance component and first and second chrominance components provided to said

interface in pixel interleaved order, said method comprising the steps of:

dividing a memory into groups of regions, each group of regions having a first region, a second

region and a third region for storing said samples of said luminance component and said first and
second chrominance components respectively;

maintaining a count of said digitized video signals, said count being incremented as each sample
arrives at said interface; and

generating an address for storing in said memory each of said samples of digitized video samples

in accordance with said count, such that a sample of said luminance component is stored in said first

region, a sample of said first chrominance component is stored in said second region and a sample of

said second chrominance component is stored in said third region.

A method for synchronizing a first and a second clock signals, comprising:

a first step for detecting a transition of said second clock signal between a first and a second

transitions of said first clock signal, said first and second transitions of said first clock signal being
successive transitions;

a second step for detecting a transition of said second clock signal between said second transition

and a third transition of said first clock signal, said second and third transitions of said first clock signal

being successive transitions; and

the step of outputting a detected transition of said first and second steps at a fourth transition of

said first clock signal, said fourth transition being a transition of said first clock signal subsequent to

said third transition of said first clock signal.

A method for accessing matrix data in either column or row order, comprising the steps of:

providing a plurality of memory cells organized as an s X s matrix of addressable units; and

generating any one of 2s addresses for accessing said addressable units, wherein s of said 2s
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addresses access s rows of said matrix, and the remaining s addresses access s columns of said
matrix.

A method for providing a high performance central processing unit, comprising:

providing a data memory having a plurality of data words, each data word having a word width of

nm bits, where n and m are integers;

providing a first set of n registers for storing n data words, each data word having a width of m bits,
said n registers structured such that (i) for input purpose, said first set of n registers receives an nkm bit

data word from said data memory simultaneously as a single nkm—bit register, and (ii) for output

purpose, each of said n registers is addressed independently;

providing an arithmetic and logic unit receiving a plurality of m-bit operands from said first set of n

registers and providing as a result of an operation an m-bit result; and

providing a second set of n registers for storing n data words, each data word having a width of m

bits, said second set of n registers structured such that (i) for input purpose, each of said n registers is

addressed independently for receiving said m-bit result from an operation of said arithmetic unit; and

(ii) for output purpose, said second set of n registers output an mm bit data word to said data memory

simultaneously as a single mm-bitregister.

A method for providing a memory controller for a processor having a plurality of functional units,

comprising:

controlling, in a first interface, access to an external memory system;

controlling, in a second interface, a first internal bus, said first internal bus being m-bit wide, m

being an integer;

controlling, in a third interface, a second internal bus, said second internal bus being mm-bit wide,

n being an integer;

providing an arbitration unit for receiving data transfer requests from said functional units and for

granting use of said first and second internal busses to a selected one of said functional units; and

in a direct memory access unit, controlling data transfer among said selected functional unit, said
first and second internal busses and said data memory, over said first, second and third interfaces.

A method for organizing a memory structure for accessing image data, comprising the steps of:

providing a memory divided into a first half and a second half for providing a 2m-bit output datum,

said 2m-bit output datum being formed by concatenating a first datum and a second m-bit datum, said

first m-bit datum being provided from said first half of said memory by activating, in response to a first

address, one of a first set of word lines, and said second m-bit datum being provided from said second

half of said memory by activating, in response to a second address, one of a second set of word line;
and

generating said first and second address, said first and second address being constrained to be
identical except for one bit.

A method for flexible rearrangement of operands, comprising the steps of:

providing an arithmetic and logic unit receiving first and second operands, each operand including

a predetermined number of data elements, said arithmetic logic unit performing simultaneously

arithmetic and logic operations between data elements of said first operand and data elements of said

second operand, each of said operation involving one data element of said first operand and a

corresponding data element of said second operand;

rearranging in a first set of multiplexor, prior to providing said first operand to said arithmetic and

logic unit, the order of said data elements in said first operand; and

rearranging in a second set of multiplexor, prior to providing said second operand to said arithmetic

and logic unit, the order of said data elements in said second operand.

A method for providing a non-linear filter comprising, the steps of:

setting a first threshold value T1;

setting a second threshold value T2;

receiving first and second operands x and y to provide an absolute difference between x and y;

receiving said absolute difference and said first and second threshold values to provide a weighting

factor a equal to (i) when said when said absolute difference is less than T1, a predetermined weight
less than 1.0, (ii) when said absolute difference is between T1 and T2, a value between said
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predetermined weight and 1.0, said value being proportional to the said absolute difference, and (iii)

when said absolute difference is greater than T2, 1.0; and

providing a filter output having the value x + a(y-x).

A structure for deinterlacing a digitized video signal, said video signal comprising pixels from a first

field and a second field of an image, said structure comprising:

for each pixel x in said first field of said image: (i) a circuit for identifying the corresponding pixel y
in said second field of said image;

(ii) a circuit for computing an absolute difference between x and y;

(iii) a circuit for determining a weight a equalling (a) 0.5, when said absolute difference is less than

a first threshold value T1, (b) 1.0, when said absolute difference is greater than a second threshold

value T2, and (c) a value proportional to said absolute difference; and

(iv) a circuit for providing as a pixel of a deinterlaced image a pixel 2 having the value x + a(y-x).

A circuit for a temporal noise filter for a video signal, said video signal comprising pixels of successive

frames of images displayable on a screen, said circuit comprising:

a circuit for, for position x in a screen, receiving a stream of pixel values xo, X1, xT,

corresponding to values of the pixel at said position x at time points 0, 1, T, wherein said time points

correspond to arrivals of said successive frames of images; and

a circuit for providing as an initial filter output value of said temporal noise filter yo the value xo;
a circuit for, for each time point t:

(i) computing an absolute difference between y,-1, being the filter output value of said temporal

noise filter at time point t-1, and x,, being the current value of pixel x at said time point t;

(ii) determining a weight a equalling (a) 0.5, when said absolute difference is less than a first

threshold value T1, (b) 1.0, when said absolute difference is greater than a second threshold value
T2, and (c) a value proportional to said absolute difference; and

(iii) providing as filter output value of temporal noise filter a value y, having the value X, + a(yt_1-
Xt-1)-

A circuit for scene analysis used to apply adaptive control technique in an image processing method,

said image including a plurality of macroblocks, each macroblock a plurality of quad pels, being 2 X 2

configurations of pixels, said circuit for scene analysis comprises:
a circuit for, for each quad pel in each macroblock:

(i) computing simultaneously first and second absolute differences, said first absolute difference

being an absolute difference between a first pixel within said quad pel and a second pixel within said

quad pel, said second absolute difference being an absolute difference between said second pixel
and a third pixel of said quad pel; and

(ii) accumulating said first and second absolute differences in first and second accumulated sums;
and

means for applying said adaptive control technique using said first and second accumulated sums

as activity parameters.

A structure for eliminating redundant fields in an video signal to improve a data compression ratio, each

field comprises a plurality of quad pels, each quad pel being a configuration of 2 X 2 pixels, said

structure comprising:
means, for each quad pel in a first field, for:

(i) computing a first, a second, a third and a fourth differences between pixels in said quad pel and

corresponding pixels of a corresponding quad pel in a second field; and

(ii) providing a count equal to the number of said first, second, third and fourth differences exceeding

in magnitude a predetermined threshold value; means for accumulating said count over all quad pels
in said first field; and

means for eliminating said second field when said accumulated count exceeds a second
predetermined threshold value.

A method for zero-lookahead, comprising the steps of:

providing a plurality of zero generator circuits, each zero generator circuit receiving as input 1-bit

signals a and b, and providing as output signals P, Z+ and Z- representing, respectively, whether the

values of said signals a and b are not the same, the values of said signals a and b are equal to '1', and
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the values of said signals a and b are equal to '0'; and

providing a plurality of zero propagator circuits, each of said propagator circuits receiving as input

signals (i) P1, Z+1, and Z—1, being a first of said P, Z and Z— signals, and (ii) P2, Z+2, and Z-2, being a

second set and of said P, Z + and Z— signals, and providing as output signals a third set of P, Z and Z-

signals in accordance with the logic equations:

P = P1 and P2;
Z- = Z—, and Z-2;

and Z+ = (Z+1 and P2) or (Z+2 and Z—1,;

Wham", said plurality of zero propagator circuits are connected in a tree configuration, having a leaf

level receiving inputs from said plurality of zero generator circuits; and

providing an OR gate connected to the zero propagator circuit at the root of said tree configuration

of zero propagating circuits, said OR gate receiving as input signals said Z+ and Z-signal providing
output signal Z, representing whether a zero is detected.

A method for performing motion estimation in the compression of video data, said video data

comprising macroblocks of pixels in a current frame and macroblocks of pixels in a reference frame,

said method comprising teh steps of:

storing in a memory said macroblocks of said current frame and said macroblocks of said
reference frame;

receiving in a filter a first group of pixels from said memory for resampling said first group of

pixels, said first group of pixels being pixels from said macroblocks of said reference frame; and

receiving in a matcher said resampled first group of pixels and a second group of pixels, said

matcher matching said second group of pixels to said first group of pixels, for deriving a set of scores

each corresponding to one of a predetermined group of motion vectors, said second group of pixels

being pixels from a macroblock of a current frame and each of said scores being a measure of the

differences between said second group of pixels and said first group of pixels under a corresponding

motion vector within said predetermined group; and

selecting among said predetermined group of motion vectors, a motion vector for said macroblock
of said current frame.

A structure for performing motion estimation for a video signal, said video signal comprising a first

group of pixels from a current frame and a second group of pixels in a reference frame, said structure

comprising:

means for resampling said first and second groups of pixels to obtain a third group of pixels and a

fourth group of pixels, said third and fourth groups of pixels being representations of said video signal
at a first reduced resolution;

means for performing a first reduced resolution motion estimation based on a said third and fourth

groups of pixels to obtain a first motion vector;

means for performing a second motion estimation using said first group of pixels, translated by said

first motion vector, and a subset of said second group of pixels to obtain an incremental motion vector,

said subset of said second group of pixels being pixels within a predetermined distance of the target
position of said first motion vector; and

means for providing as output a motion vector equalling the sum of said first motion vector and
said incremental motion vector.

A method for encoding by motion vectors a current frame of video data using a reference frame of

video data, each of said current and reference frames being divided into rows and columns of

macroblocks, said macroblocks of said current frames being designated "current macroblocks" and

said macroblocks of said reference frame being designated "reference macroblocks", each marcoblock

representing an area of pixels in the corresponding frame, said method comprising the steps of:

storing in a memory circuit (a) a plurality of adjacent current macroblocks from a row j of current

macroblocks, said plurality of said adjacent current macroblocks being designated C,-4,, C,-,,,,+1,

C,-,,,,+,,-1 in the order along one direction of said row of macroblocks; and (b) a plurality of adjacent
reference macroblocks from a first column i of reference macroblocks, said plurality of reference

macroblocks being designated R,,,,,, R,,,+1,,, R,,,+m_,,,, said plurality of adjacent reference macroblocks
being reference macroblocks within the range of said motion vectors, each of said current macroblocks
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being substantially equidistance from said Flqj and Rq +m_1,i reference macroblocks;
evaluating each of said plurality of adjacent current macroblocks against each of said plurality of

adjacent reference macroblocks under said motion vectors to select a motion vector best representing

the best match between each of said current macroblock and a corresponding one of said reference
macroblocks; and

replacing (a) the current macroblock C”, with a current macroblock C,-,,,+,,, said current macroblock

Cj’p+n being the current macroblock adjacent said macroblock CJ-,,,+,,_1 in said direction; and (b) said
first column of adjacent reference macroblocks Rqj, Rqflj, Rq+m—1‘i with a second column of

adjacent reference macroblocks Rq’i+1, Rq+1’i+1, Rq+m—1’i+1, said second column being adjacent said
first column in said direction.

A method for adaptive thresholding using a first value, a second value and a third value, comprising the
steps of:

storing said first, second and third values in a first, a second and a third registers connected in a

pipeline configuration; and

setting the content of said second register to zero when (i) said first and third values are zero, and
(ii) said second value is less than a predetermined threshold value.

42



Page 160 of 285

EP 0 639 032 A2

mam588$

¢oH<2:mmzo:o2.......---awE22gsmbm.-----aw==:.uu<

¢

o.

 

  
mo_

mpmpmoxmo__o_    
 

D.<EQ(D

Page 160 of 285
43



Page 161 of 285

EP 0 639 032 A2

Page 161 of 285
44



Page 162 of 285

EP 0 639 032 A2

base + 0xc0 0000 (12 M)

base + 0xa0 oooo (10 M) 0

 

 base + 0x80 0000 (8 M) égtal
‘ a ressspace

8Mbytes

base address

Fl G. 1 C

Page 162 of 285
45



Page 163 of 285

EP 0 639 032 A2

203

W data V-DATA<7:O>

201 16X8 Reg-file 109a 202 Read counter EN “active

Decimatied filter 204

(CIF/S|F601) 
 

gBus<31:O>

R/W Read/Write By_te
120 Video_F|FO counter for V-hfo

32 x 32 205

l—'“"""l
Read/Write word

counter for V-fifo  
 
 

1 09a

V-DATA<7:0>

 
 

208 Interpolate filter

Page 163 of 285
46



Page 164 of 285Page 164 of 285

EP 0 639 032 A2

47

FIG.3A



Page 165 of 285

EP 0 639 032 A2

  

 
&\\V.\\\\‘ v‘f3E$“o

S ERNAL0 DATA

Page 165 of 285
48



Page 166 of 285

EP 0 639 032 A2

     

   

    

Signal
Name

Vclk

write-

pulse . . . . .

write , = 5 a , ; s ; a
address first address valid ; second address ; third address ; founh address I

E E E E E E E 40385
Vd t - .

ranefém =datavaid\\\\j\\\V%\\\\ =

' T'() I T11 ‘ Té ' T3

402

SW‘ _i_i'_i__F_L_F‘|_i_i_i"L_|-L__i_LL_
Name : : : : ' : : :

Vclk '

write-

pulse . . . . I r :

wrne : . 5 2 5 . 2 ii3address firstaddrssvalid; third address _ fourth address I
' ' : ' : ' : 403b'

raizfifiir Q
To T1 T2 T3

FIG. 4B

Page 166 of 285
49



Page 167 of 285

EP 0 639 032 A2

 

Page 167 of 285
50



Page 168 of 285

EP 0 639 032 A2

(To - VFIFO)

FIG. 5B

Page 168 of 285



Page 169 of 285

EP 0 639 032 A2

om.G_u_

Hmpumcficzom.Emi+8min5098u<._.<o<s_om_._o_omm:-—mmma+<N\—+ommma+oOmm?HSOomDH<._.<D<_>_3._
Ié!!!IEEQ

   Egg53gg

!8H!2%0-32.
52

Page 169 of 285



Page 170 of 285

EP 0 639 032 A2

om.0_u_

DM50000
<._.<D<s_om:oEm:+$5+omm:H500mmH<._.<D$23..

Page 170 of 285
53



Page 171 of 285

EP 0 639 032 A2

 
 
 

 
   

206

30 Mhz

Page 171 of 285

VIDEO FIFO 205

  IF register
> 8 bits reg

B
8 bits adder/2 595

to the output pads

 
  

FIG. 6A

54



Page 172 of 285

EP 0 639 032 A2

me:

 m;«Sm;NS:>o_>9ma9o>m>Em>m>5on
¢mo\.

Page 172 of 285
55



Page 173 of 285

EP 0 639 032 A2

620

flflflfl T
Kim. p

NA E '
(ex)(p)(c[0] C [01

INCREMENTER Cm mj

pm —:1 

 
 

 

Page 173 of 285
56



Page 174 of 285

EP 0 639 032 A2

Page 174 of 285
57



Page 175 of 285Page 175 of 285

EP 0 639 032 A2

58

630

631



Page 176 of 285

EP 0 639 032 A2

 

 
Instruction

Memory
512 x 32

Page 176 of 285

152

1 80a

FIG. 7A

59

/180b

S - Mem

248x144 159



Page 177 of 285

EP 0 639 032 A2

120 180a

732 gBU S[31 :0] W [35:0] 731

Read Write

Decode 3 E 12 Decode
(P0, P4) (P0, 97)

iii36
— W [3520]

’°8 -I-III 180

“‘

  

 
 

 

 
 
 

  

 
 

WENO..3 SMEM Write Drivers 738
733

240

734

Corner

Tum 16 CORNER TURN
Decode (16 X 144)

S[143:0]

12 _ .

E QMEM M 3 Wnte E
(12x36> De°°“e

Read (q0.q4.q12)

Decode M
M

W 24 wide
(qov (V) ([0, r24)

  RA[35:0] 75“, RB[35:0] 752¢1Rc[35;o]

FIG. 7B

Page 177 of 285
60



Page 178 of 285

EP 0 639 032 A2

Page 178 of 285



Page 179 of 285

EP 0 639 032 A2

 

  
on

oh.m.tEm58am5809.3.now58mmm.mmmom..8.8m.8mEm«Eo:a:mom58R5.95wt.92com.0825gmwe.09mum«umEm53V9.098m..08mum.m3V:.0:mom+8mom+8o©._.w©._gumdamha.95ofi.mEmummum2m.93oN__.mN._8m58Km5309wemomdonmmm.mmmV9.09mum.25£3.35V3535m58Km53V3.om_momwow8m58V9..09EmdomEqomm
Em

 
 

U._o>>8euu<.86E

 

  

_mE_O0D
OE

on_9_F:5:om..93V2.938..mEV2.2:o2.wo._3...oo._8..do.it59.um..92VS.9202wewe52om..3.«Q69

  
 

 

 cm.95Em.05emémemémEmémem«BanQmcm55Em5%comcomomm.mmmmmmmammom.98mmm«mmmamawnEm58E25mmm._cn.<wm__<
mmo_.mmo__mo_.omo_m_o_.m_o_~_o_.m_o_m_o_.v_o_m_oF.m_o___o..o_o_moo_.woo_noo_.ooo_moo_.¢oo_moo_.moo_roo_.ooo_mmm.maa~mm.ommmmm.vaamamdam_mE_oon_

Page 179 of 285
62



Page 180 of 285

EP 0 639 032 A2

 

    
 

_________________________ __ 804 159

: SMEM GBUS
810

120

f 104

804 3

, eaus E
; lntvec, CHMEM State Mac. 3

5 BE 3

3 N 10? 55 808 I
807 805 5

Priority
IRQS Interrupt Géflggtsign 805 I Data IEncodin 

DRAMController

 IState Mac.I

1o5b HAS,CAS
WE,MA! _ . _ . . _ . _ . . _ . _ _ . _ . _ _ . . . . _ . . . . . . . . . _ _ . _ . _ _ _ . _ _ . . . _ . . _ . _ . . _ . . _ . _ . . _ _ . _ . _ . . . . -I

 

Page 180 of 285
63



Page 181 of 285

EP 0 639 032 A2

 
31 24 23 22 21 2 1 0

/ / /local/remote bit

Chip ID number; Gbus/Dram set to 1 for local;
used for remote 1: Gbus/Wbus control 0 for remote

transfer only. register access - -

Indicate ID of O: DRAM access ?.'r§fitt'(§)n0(.3C:(;:}irC(j)l
remote_device whose OGDUS access ' ’ '
DRAM IS to be accessed. 1: Wbus access

Valid only if
Gbus/DRAM (bit 23)==1(Gbus)

31 23 22 2 1 0

TI
/ /local/remote bit

Count set to 1 for local.

Direction control

Fl G 8C 1:write, 0: read

31 24 23 22 21 2 1 0

chip ID number; Gbus/Dram \
specifies ID number 1: Gbus/Wbus control 0: Gbus access
of current chip. register access 1: Wbus access - -

o: DRAM access Valid only if ?"V‘fi'§’"09$2;2§"
bit23 = 1 ' ’ '

Page 181 of 285
64



Page 182 of 285

EP 0 639 032 A2

Page 182 of 285
65



Page 183 of 285

639 032 A2

"EEEHHEIIIEEI
"HHEEHEHIIEEH

"flflflfiflglflfifififl"flHEflfi@HI@%§fl

"HflHflE@IHE%E%"flflflflflflIIEé§&
"flHHflfl@II@fiEl
"HHHHHNIEEEEH

LlIILlIIE1|§Ill!J[E]EIl
"HEHHEMMIEEEH
"flflflflfiglflflfififl
"HEHHEHMIEEEH
"flflflfiflfilllfigg
"flflflflflflllllfifi

~flflflflflflIIIIEfl
"MHMMEHIIIIEH

gflflflflflflllllfll
»—cr>?.E

 
  FIG.9B
 

Page 183 of 285



Page 184 of 285

EP 0 639 032 A2

"flflflfirfiflllfifil

"flflflglfilflfifififl
"HHEEHHIIEEEH

~flHfl@HHHIIEEfl

~flflH@flHIHE§fi%"HflHHflflIIEE%&
"Hflfl@flfllIE§£fl
IIIIIII'§1IIlIll[E]II
"flflflfiflfilfllfififl
"flflflfiflfillfifififl

Eifiiiuifiifififigil
"flflflfiflfillfififig
"WE flflflfllfiggfi

2

  

 W G 1-
G T‘ G) _ _

Gs-—

Page 184 of 285



Page 185 of 285

EP 0 639 032 A2

 
one / 1000a
macro- P40 P41 P42 P43 P44 P45

block 10 11E 1A 1BE 50 51E

; PEO PE1;5 PE2 PE3g§ PE4 PES
5 34 350:: BE 3FO: 74 750.

' PFO PF1 E 5 PF2 PF3 E PF4 PF5 E
36 375.30 305.76 775

Page 185 of 285
68



Page 186 of 285

EP 0 639 032 A2

 
. P04 P05 5

- 40 41 E;

P14 P15 3
. 42 43 :

. P24 P25 :

4A 4B E5

P34 P35 5

one ................................. -.4_a_____49_-_.=
mam- P40 P41 P42 P43 P44 P45

block 10 11E 14 150 50 51E

5 PE0 PE1§- PE2 PE3 E PE4 PE5;
'3A 3BE: 3E 31=o§7A 7BE:
' PFO PP1E PF2 PF3 E5 PF4 PF5E
:--?*§3.... -.3.9-_f ._ 5.39_----:"°P_-_: 5_.7.§-_---.7.9_-__5

FIG. 10B

Page 186 of 285
69

/ 1000a



Page 187 of 285

EP 0 639 032 A2

 
- I P04 P05 i

40 41 E5

P14 P15 5
. 44 45 :

. : P24 P25 :

- E 48 49 of
‘ 5 P34 P35 5

u . . . . . . . . . . . . . . — u . . . . . . . . . . _ . . -. :-.4:@.----4.D.--E
macro- P40 P41 P42 P43 P44 P45

block 10 11E 12 13E 50 51E

'"PE'0'"P'E'1" ’"PE"2""P’E'3" "P'E4'"'P'E'5'E

Page 187 of 285
70



Page 188 of 285

EP 0 639 032 A2

 
' , ‘ P01 P03 5 ’ P04 P05 ;

3 E 4 50 5 . 40 41 E;
:5 P12 P13 ;- P14 P15 g
. I 5 7 . 42 43 :

: 3 P22 P23 : P24 P25 :
3 ~ C DO E : 43 49EE

‘ P32 P33 5 1 P34 P35 5

u . . . . _ . . . . . . . . . - I . - _ - . _ _ . . . . . . --' u-.4:A--..--4.B.--.:
macro- P40 P41 P42 H43 P44 P45

block 10 11 E 14 150 50 51

5 PEG PE1:5 PE2 PE3;E PE4 PE5;
38 39E:§ 3c 3005; 78 79E;
PFO PF1 : 5 PF2 PF3 : 5 PF4 PF5 :

. 3A 35 5; 3E 3F 5; 7A 75 1

FIG. 10D

Page 188 of 285
71



Page 189 of 285

EP 0 639 032 A2

.7.C.---.7P_97

 FIG. 10E

Page 189 of 285
72



Page 190 of 285

EP 0 639 032 A2

<:.©_n_

_>_m_>_mm___>>

50coomoomoo50coo
me;9:;

 
;>:<m__sm:EmEm:_§

 
J|3L:...3L|E|_:

22tem_:2N_:2mm~mmvmN.
Page 190 of 285

73



Page 191 of 285

EP 0 639 032 A2

m:.0_n_

smsaooE_smzmE2508omooN0050So2e:£m_:m_m_:2mmmomvm
§-<m__s.,...:EmEm:_§35¢Ewemamamam;_mm>>

_}:_u_:_:_:_u_:_m—

Page 191 of 285
74



Page 192 of 285

EP 0 639 032 A2

\.v_§2_§=2).83+\.m:2).BS#\.N:2).SN;»\.:_2>_%22_;>3:.82%
289$
\

33

\«muoomofimmm
82

\\cocem\N52$
mom;

\«28$53mmmsmm:__ma_¢

m_.._®_n_      

$__9Eoo<55

 

a<s_V§m_:EE.do<weE__%_2>_ 

§_m_>_@Sumo$3
J91S!9H SO

  

euoomoco_§Em:_

252$=5m$_€<
 

m§m_mmmmmoe_i-_m5cmocosem§ms__Vmcomo:o_§Em:_

;o:Sm

on

Page 192 of 285
75



Page 193 of 285

1301 III!V III!

Page 193 of 285

1302

EP 0 639 032 A2

76

1304

FIG.13A



Page 194 of 285

EP 0 639 032 A2

ab ab ab

J__,L 1303a

D: /1301
\

1301b 1301b

P‘ 2+ 2- P‘ 2+ 2-

 

Page 194 of 285
77



Page 195 of 285

EP 0 639 032 A2

FIG. 14A

Page 195 of 285
78



Page 196 of 285

EP 0 639 032 A2

CNT1 %

Page 196 of 285
79



Page 197 of 285

EP 0 639 032 A2

Multipierl
Accumulator

(MAC)
All buses are 36-bits wide except where noted

180a

FIG. 15A

Page 197 of 285
80



Page 198 of 285

EP 0 639 032 A2

Page 198 of 285



Page 199 of 285

EP 0 639 032 A2

 

3-7ns

FIG. 15C(ii)

Page 199 of 285
82



Page 200 of 285

EP 0 639 032 A2

n=112 n=112  

 

n=0 n=0

|A—B|=64 IA—B|=128 IA-B|=32 IA-B|=64

23

0t

OL=256

m=16

|A—B|=32 IA-B|=16

FIG. 15C(iii)

Page 200 of 285
83



Page 201 of 285

EP 0 639 032 A2

| . . . . . . . . L . . . . . . . 4. . . _ . . . . r . . . . . . --

, . . _ - . . . fi . . . . - . . . r — . . . - — - —' - — - - — — — —.

' — — - — . . — . L - . . . _ . — J- - . - - — — - r . . . . _ . --

HSHRINK

FIG. 15D(iii)

Page 201 of 285

. . . . . . . . _ . . . . _ . . . . . ,.-

L . . . . . . . . . . . . . . . -.l

| — r . . . - . — — . - . . . . - — — 1 -|

. - - - . . . . . . . . . . - - . . r-

L - - - - - - - - — - — - - - - .J

I . r . . . . . . . . . . . . . . . . 1 .-

VSHRINK

FIG. 15D(iv)



Page 202 of 285

EP 0 639 032 A2

I’//////////////
§x\\\\\\\\\\\\\ \\\\\\\\\\\\\\V/////////////A 

FIG. 15E

Page 202 of 285
85



Page 203 of 285

EP 0 639 032 A2

 

 

          
 

Q\ ~:\.I\ ...\...

\I .‘lIII|‘!!|NlII“'l||!|‘

4::I 1:; 1: 11.11:: 111

\\\\

xxxx\\\\\\'.xxxxxxx
\I

\\xI :::|II

:=:x\I|I|IN|l|iI||ll‘l!~IIIIII|Iill|||||||l|i||||||||
::::|IIlIIIN!!!!l

,
~II

~\ :\\\\\\\I‘I|~IIIIIII‘\ x\I

I‘ ...\.... .._.
~\In Ixxxx xxxx

x

p......sx\\\‘.\\\
\\3

0...... ...x\\\\-\\\I
II x

IlI:::III‘xxxxxxx‘

uIu

II‘ ~. ‘x x\\\-\\\\ ,..x.“.\ §\ \x

     
\\u .xxxxxxxxxx

:

.---.., u.. . an I
I § 1 ;I ' a
I $ 5 4g r I y , 5v I ’ 'Iliad: '...:;.. 5 a

-....u. nu... .n..., -...... ,I;

xxxxxxxI xxxx

..
\

xxxx
\ - r...E.“

\\\I\\ \\\\\\\\\xwxxxxxxx-‘\\\\\\\.‘IIII‘II‘IIII
II\

.x.x.xx.x...xx.I=I=I=
Iq\ n5

  
I\\\§\\xx.\\\\\\\~:::I‘||IN‘III::::II|l!‘|II::::|II|,x

tn s

‘x\\\\\\\\\\\\\I‘\\\\\\\~‘\II‘II~II'

I
a.

“
rattalll .u...., an...‘ 4......

II’ II? ' II‘I , I A ;
1 g I ' I
' ' ' 'II 'I a 1 F-..- ....... .-. -

atooalt ...’ ..;.c. ".1, ,
v 5' 0

.xxxxxxx

.x \I

xxxxxx I

\

\

xxx..-. a \

\'x

lI~

\ xuxssxxfixxxx  
 

xxxxxxxxxxxxxx'|xxxx
     ¢....‘........,z........‘ .IIII:IIIII

\IE I\
IvaI .. 1.

.---.... ..... ...... v.......
5 I 5 '.

II I ‘ v 4I ’ 4 4I ’ I II ‘ 1I ' ' I1 Iu... nun. on"... u...

..-...., ......., -....... ..-.--.,
1 , 5 , ; 5I , ' ; u I' r , I ' ,I ' f II , I , ; I
5 I 5 ’ ’ 5‘ 9:11:11 4 14:: (011411. llllll     

Page 203 of 285
ESES



Page 204 of 285

EP 0 639 032 A2

KEY TO

FIG. 16A

FIG. 16A(2) 
FIG. 16A

Page 204 of 285
87



Page 205 of 285

EP 0 639 032 A2

FIG. 16A(1)

DWMEMREQ<2:0> 1501

WRT ENABLE

DFATAO<31:O> DFATA1<310> DFATA2<31:O> DFATA3<31:O>

 

  GRESET

 SUBPEL

1&5 FILTER  
  

 

 

GBUS<31:0> MEControlRegister/PipeRegister
MATCHER I
CONTROL

 

 
 

SC<15:0> IMV<15:0> SC<15:0>
REGF“-E BS(:‘;C<)1l\j:F(3).:\RATORBADR<3Z0>

WE lfl BMV<15I0> 

 
Page 205 of 285

88



Page 206 of 285

EP 0 639 032 A2

FIG. 16A(2)

>/1612

ME

INTERHUPT ME WT
GENERATION ‘

  
Page 206 of 285

89



Page 207 of 285

EP 0 639 032 A2

 

 

 

 

 

103

321) @ 64ns

Scratch = 503“ Path

SRAM 154
256 X 128

ME control 1613 128b @ 32ns [4%]

I my13

Window

SRAM 705
48 tiles

5 (4 x 2) Bytes @ 16ns [96°/o]

Subpel Filter
& Registers 1606

3\\

16 @(32or128)x16ns

16“

FIG. 16B

 
4C

5 B.yt..s: x 2) 13x-

f

 

 

Page 207 of 285
90



Page 208 of 285

EP 0 639 032 A2

 
CONTROL

Page 208 of 285



Page 209 of 285

EP 0 639 032 A2

Page 209 of 285
92



Page 210 of 285

EP 0 639 032 A2

39:0mo_

m_~w

Kw.........

0_n_\\\\\\\\\\\‘ 

93

\\\\\\\\\\\\\\\\\\\\\\\\\\\\\:‘‘‘~‘*‘‘'

‘ --

Page 210 of 285



Page 211 of 285

EP 0 639 032 A2

 
." " ": range of half

I : pel motion
vectors

Page 211 of 285
94



Page 212 of 285

EP 0 639 032 A2

1821a

§§
 

 

__zf1822

  
 

1821b

 

  
  

 
  

  
  

  

\-'o'o'o‘«_o'¢'o'q V "

§%&§:W5
‘ V :&&;m

1821 1821

FIG. 18D

1831

V\\‘ 2x4 re -gron of reference MB§§,
V 6X1 st’ reference MBeeeeeee» Q 1 ' - dA/Asttttteitttttidfl i,,"wVm:,,, af;"{:,,'::‘°"‘

 §.\\V

§§

FIG. 18E

/1840 /1341

4X4 tiles of current

5X5 tiles of reference

FIG. 18F

Page 212 of 285
95



Page 213 of 285

EP 0 639 032 A2

om:..w_u_
co.3:_mS=m_8_cm>co8::macaw_mEo~_§_u2m=_m>mmemoxoo_a9omEEeso1

 

um§_§m9:8:28_8_cm>:o__oEB§_§_8_E>
u9m=_m>mEB:23§8>cozoe8co=_m8_mEo~_§_

82_.

omNm9329
Page 213 of 285

96



Page 214 of 285

EP 0 639 032 A2

PEL PEL

// SUBPEL // SUBPEL
@x@x @x@x

W21 xx xx xx xx
;""'@x@x'"": @x@x
- xx xx * % xx xx _

@x@x L %x%x 5
xx xx am xx xx

@x@x @x@x
xx xx xx xx

_. . . . . .. LEI-'T=O.5 . . . . ..= R|GHT=1

K

x®x®x§x® "')I"Il")I'3K"fil'!I””IK')I"""
K

x®x®x§‘x®SUBPEL SUBPELx®x®x®x® xxxxxxxx xxxxxxxx .x®.x®.:r¢.®x.®.... xxxxxxxx
’ SCORE FOR THIS POSITION ' SCORE FOR THIS POSITIO

/ IS IGNORED I fl//% IS EVALUATED N

FIG. 1 8H

Page214of285
97



Page 215 of 285Page 215 of 285

EP 0 639 032 A2

98

RIGHT

LEFT



Page 216 of 285Page 216 of 285

EP 0 639 032 A2

‘NNHEHEMHHHEMHEHEWHEHEMH
coaamcoaamcoaamcoaam

CD .

I-
I

L5
E

%
mcoaam coaam cocam

I-
m

X LIJ
1.4
0|-}_ _

D.

I-

U]

D.

§coa>mcoa>mcoa:Ncuo:N
3

>- Ei::l:I:::l“:“:N:‘:::Nil:
5!-I-
D.:%%E“ifiHH“:‘IE":‘i‘“:‘I

><

gcooam coaam «am

0.

(I

E

x I-m _

0)

<
(I

3EH
>-

gt:
“,3

m

2 v-Ncov N E
Q .

99

  
 

 
  

  
  

 
  
 
 
  

  ICEPEL
L

 

 

FIG.18J



Page 217 of 285

EP 0 639 032 A2

Em;

xm:._®_u_

Page 217 of 285
100



Page 218 of 285

EP 0 639 032 A2

I

I
I-
I

Q 1- 1- 1- 1-
E
D.

E53530) 53535) CUCUU) (')C'3C') (0535)
3

'2

E

I-
O 1- 1- 1- 1- 1- 1-
U3

D.

E LO V V’ V’ V C\I 0] CU G]
3

>

2:) 1-1-

: E (O (O (O (Q 1- 1- 1- *-
n_ —

D.

E (O C’) (V Ln (0 (V (0 (‘J Lo CO (‘I
3

1-

% 2 N N N N N
O —

3

ZHHEHEEHHHHEEEEEEEHHH
<
II

3
>

gt
mg

LU

Page 218 of 285

 

 

 
 

SLICEPEL

  
 

  
 

 

 
 

CAS

101

  
 

 

FIG.18L



Page 219 of 285

EP 0 639 032 A2

 

 
 

 

 
 

 
 
 
 

 

fiiifiiil
IIIIIIIIIII

IIIIIII
Ilfllll
flllfllll
IIIIII Ill
IIIIII III

2

frame boundary

4

flllfllll
IIIIII III
IIIIII III

flllflfllll
flllfllll

2==="'_£=:l

FEEEEEE
ifiiififiii
Iflllflll
IEIIIIIIII
IIIIIIIIIII

1

 
 
 

 

 

  

 

  

  
 

 
 
 
 

. . . A _ quad pel
'." ' ' "2" '.‘- - - ltrle

IIIIIIIIII
IIIIIIIIII

llflll
reference macroblock region of 5X5 tiles

 

FIG. 18M-1

Page 219 of 285
102



Page 220 of 285

EP 0 639 032 A2

 
 

--I--
I

flllflflll
flllflll
IIIIIIIIII
IIIIIIJII

5

 

  
   

 
 
 

 

 
IIIIIIIIIII

7 IIIIIIIIIII
flllflfllll

I
__'._

I
 
 

 
  

FIG. 18M-2

Page 220 of 285
103



Page 221 of 285Page 221 of 285

EP 0 639 032 A2

  
...J

':

E T‘ V"' 1"’ C

I-
O N N N -
CD

Q
<
(I

E

N N 085
El-I-
|—- -
:1

Q

§<*)CO¢")¢‘O¢")(')0'JC')
3

tr’: ,
DZ
0

<
IV-FF 1—1—1—1—

3

><I—
m— C

U)

Q

E?‘ T‘ 1""I*'I'*

3
>-

gt
03?.

UJ .

v—c\1c0 mcorx °

104

 
  
 

 

 

 

 
 CAS  

FIG.18N



Page 222 of 285

EP 0 639 032 A2

  
-P x 12 Reference

FIG. 19A

3 x 3 Reference

 

Page 222 of 285
105



Page 223 of 285

EP 0 639 032 A2

2 x 2 Current 3 x 3 Reference

ll e 000

Page 223 of 285
106



Page 224 of 285

EP 0 639 032 A2

 

Ema.mEomm_Ema9__>_:<

Nono.8.8NoNoBB:m_m_w_w_:
 

CO.

Essa:

 
 

/

ewe29Newsa:l me:

  
9

 
<V1‘‘‘«manswam:

104040!.7*>>C4040‘!r>by>I

 

 

 
Q2.O_u_

Page 224 of 285
107



Page 225 of 285

EP 0 639 032 A2

Zzrunen wdata

 

zout_fina|
2009

zzdone 108a
zwa 35

fsel S zra
ff II Z ntl Z 704
hgltn C “ 1 mm

2001 A Zwen 9 ZZOUt 2003
zstall vlc_irq 2002 5‘ zstall

_______________ __9 z_zo2t___[3‘3l2
I

I

I I

I 2005 9 I
I cu, m >0 zstall I

I 2006 I

I _ P I
I I

I 9 2003 9 adp_z0ut I
H zstall P‘ zstall I

I

I

I

I

I

 
Page 225 of 285

108



Page 226 of 285

[3:0]4.

Page 226 of 285

EP 0 639 032 A2

qrun qlevel

 

 

  

 q|eve|_d|
/2. 2022 / 2025

>2 >2

10 hcode

1 cpucode
_ . cpulen

hlen

2026

4 Shlen 1 shcode 2023 enbs 2030 sh|en[4]
_ shptr[4] _

2035

vcreq

1' shcode_d|

2029

109



Page 227 of 285

UNITED STATES PATENT AND TRADEMARK OFFICE UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Add1ESSICOMT\TTssTC’1\TiR FUR PATENTSPO Box I450

Alexandria, Vilgirljz 22313-1450www.uspto.gov

APPLICATION NUMBER FILING OR 371(0) DATE FIRST NAMED APPLICANT ATTY. DOCKET NO./TITLE

11/956,165 12/13/2007 Jefferson Eugene Owen 96—S—012CON1

 

CONFIRMATION NO. 6996

30423

STMICROELECTRONICS, INC.
MAIL STATION 2346

1310 ELECTRONICS DRIVE

CARROLLTON, TX75006

Title: ELECTRONIC SYSTEM AND METHOD FOR DISPLAY USING A DECODER AND ARBITER TO

SELECTIVELY ALLOW ACCESS TO A SHARED MEMORY

Publication No. US—2008—0088637—A1

Publication Date: 04/17/2008

NOTICE OF PUBLICATION OF APPLICATION

The above—identified application will be electronically published as a patent application publication

pursuant to 37 CFR 1.211, et seq. The patent application publication number and publication date
are set forth above.

The publication may be accessed through the USPTO's publically available Searchable Databases

via the Internet at www.uspto.gov. The direct link to access the publication is currently

http://www.uspto.gov/patft/.

The publication process established by the Office does not provide for mailing a copy of the

publication to applicant. A copy of the publication may be obtained from the Office upon payment

of the appropriate fee set forth in 37 CFR 1.19(a)(1). Orders for copies of patent application

publications are handled by the USPTO's Office of Public Records. The Office of Public Records

can be reached by telephone at (703) 308-9726 or (800) 972-6382, by facsimile at (703) 305-8759,

by mail addressed to the United States Patent and Trademark Office, Office of Public Records,
Alexandria, VA 22313-1450 or via the Internet.

In addition, information on the status of the application, including the mailing date of Office actions

and the dates of receipt of correspondence filed in the Office, may also be accessed via the

Internet through the Patent Electronic Business Center at www.uspto.gov using the public side of

the Patent Application Information and Retrieval (PAIR) system. The direct link to access this

status information is currently http://pair.uspto.gov/. Prior to publication, such status information is

confidential and may only be obtained by applicant using the private side of PAIR.

Further assistance in electronically accessing the publication, or about PAIR, is available by calling
the Patent Electronic Business Center at 1-866-217-9197.

Pre—Grant Publication Division, 703-605-4283

Page 227 of 285



Page 228 of 285

UNITED STATES PATENT AND TRADEMARK OFFICE UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Add1ESSICOMT\TTssTC’1\TiR FUR PATENTSPO Box I450

Alexandria, Vilgirljz 22313-1450www.uspto.gov

APPLICATION NUMBER FILING OR 371(0) DATE FIRST NAMED APPLICANT ATTY. DOCKET NO./TITLE

11/956,165 12/13/2007 Jefferson Eugene Owen 96—S—012CON1

 

CONFIRMATION NO. 6996

30423

STMICROELECTRONICS, INC.
MAIL STATION 2346

1310 ELECTRONICS DRIVE

CARROLLTON, TX75006

Title: ELECTRONIC SYSTEM AND METHOD FOR DISPLAY USING A DECODER AND ARBITER TO

SELECTIVELY ALLOW ACCESS TO A SHARED MEMORY

Publication No. US—2008—0088637—A1

Publication Date: 04/17/2008

NOTICE OF PUBLICATION OF APPLICATION

The above—identified application will be electronically published as a patent application publication

pursuant to 37 CFR 1.211, et seq. The patent application publication number and publication date
are set forth above.

The publication may be accessed through the USPTO's publically available Searchable Databases

via the Internet at www.uspto.gov. The direct link to access the publication is currently

http://www.uspto.gov/patft/.

The publication process established by the Office does not provide for mailing a copy of the

publication to applicant. A copy of the publication may be obtained from the Office upon payment

of the appropriate fee set forth in 37 CFR 1.19(a)(1). Orders for copies of patent application

publications are handled by the USPTO's Office of Public Records. The Office of Public Records

can be reached by telephone at (703) 308-9726 or (800) 972-6382, by facsimile at (703) 305-8759,

by mail addressed to the United States Patent and Trademark Office, Office of Public Records,
Alexandria, VA 22313-1450 or via the Internet.

In addition, information on the status of the application, including the mailing date of Office actions

and the dates of receipt of correspondence filed in the Office, may also be accessed via the

Internet through the Patent Electronic Business Center at www.uspto.gov using the public side of

the Patent Application Information and Retrieval (PAIR) system. The direct link to access this

status information is currently http://pair.uspto.gov/. Prior to publication, such status information is

confidential and may only be obtained by applicant using the private side of PAIR.

Further assistance in electronically accessing the publication, or about PAIR, is available by calling
the Patent Electronic Business Center at 1-866-217-9197.

Pre—Grant Publication Division, 703-605-4283
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UNITED STATES PATENT AND TRADEMARK OFFICE
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTSPO. Box 1450

Alexandria, Vilgiriia 22313-1450
Www.uspt0.gov

APPLICATION NUMBER FILING OR 371(0) DATE FIRST NAMED APPLICANT ATTY. DOCKET NO./TITLE

11/956,165 12/13/2007 Jefferson Eugene Owen 96-S—012CON1

 

CONFIRMATION NO. 6996

30423

STMICROELECTRONICS, INC.
MAIL STATION 2346

1310 ELECTRONICS DRIVE

CARROLLTON, TX75006

Date Mailed. 01/10/2008

NOTICE OF NEW OR REVISED PROJECTED PUBLICATION DATE

The above-identified application has a new or revised projected publication date. The current projected

publication date for this application is 04/17/2008. If this is a new projected publication date (there was no

previous projected publication date), the application has been cleared by Licensing & Review or a secrecy

order has been rescinded and the application is now in the publication queue.

If this is a revised projected publication date (one that is different from a previously communicated

projected publication date), the publication date has been revised due to processing delays in the USPTO

or the abandonment and subsequent revival of an application. The application is anticipated to be

published on a date that is more than six weeks different from the originally—projected publication date.

More detailed publication information is available through the private side of Patent Application Information

Retrieval (PAIR) System. The direct link to access PAIR is currently http://pair.uspto.gov. Further

assistance in electronically accessing the publication, or about PAIR, is available by calling the Patent
Electronic Business Center at 1-866-217-9197.

Questions relating to this Notice should be directed to the Office of Patent Publication at 1-888-786-0101.

PART 1 — ATTORNEY/APPLICANT COPY
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UNITED STATES PATENT AND TRADEMARK OFFICE UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTSP.O. Box 1450

A1exandria,Vi.rgLnia 22313-1450
WvWv.uspto.gov

APPLICATION FILING or GRP ART
NUMBER 371(c) DATE UNIT F FEE REC'D ATTY.DOCKET.NO TOT CLAIIVIS IND CLAIMS

 
11/956,165 12/13/2007 2621 1450 96—S—012C3 (850063.553C3) 20 5

CONFIRMATION NO. 6996

30423 FILING RECEIPT

STMICROELECTRONICS, INC.

MAIL STATION 2346 lllllllllIllIllmlllllllllllllllIllllllllllllllllIllllll
1310 ELECTRONICS DRIVE 4

CARROLLTON, TX 75006

Date Mailed: 12/27/2007

Receipt is acknowledged of this non-provisional patent application. The application will be taken up for examination

in due course. Applicant will be notified as to the results of the examination. Any correspondence concerning the

application must include the following identification information: the U.S. APPLICATION NUMBER, FILING DATE,

NAME OF APPLICANT, and TITLE OF INVENTION. Fees transmitted by check or draft are subject to collection.

Please verify the accuracy of the data presented on this receipt. If an error is noted on this Filing Receipt, please

write to the Office of Initial Patent Examination's Filing Receipt Corrections. Please provide a copy of this

Filing Receipt with the changes noted thereon. If you received a "Notice to File Missing Parts" for this

application, please submit any corrections to this Filing Receipt with your reply to the Notice. When the

USPTO processes the reply to the Notice, the USPTO will generate another Filing Receipt incorporating the

requested corrections

App|icant(s)

Jefferson Eugene Owen, Freemont, CA;

Raul Zegers Diaz, Palo Alto, CA;
Osvaldo Colavin, Tucker, GA;

Assignment For Published Patent Application
STMICROELECTRONICS, |NC., Carrollton, TX

Power of Attorney: The patent practitioners associated with Customer Number 30423

Domestic Priority data as claimed by applicant

This application is a CON of 10/174,918 06/19/2002

which is a CON of 09/539,729 03/30/2000 PAT 6,427,194

which is a CON of 08/702,910 08/26/1996 PAT 6,058,459

Foreign Applications

Projected Publication Date: To Be Determined — pending completion of Security Review

Non-Publication Request: No

Early Publication Request: No

page 1 of 3
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Title

ELECTRONIC SYSTEM AND METHOD FOR DISPLAY USING A DECODER AND ARBITER TO

SELECTIVELY ALLOW ACCESS TO A SHARED MEMORY

Preliminary Class

375

PROTECTING YOUR INVENTION OUTSIDE THE UNITED STATES

Since the rights granted by a U.S. patent extend only throughout the territory of the United States and have no

effect in a foreign country, an inventor who wishes patent protection in another country must apply for a patent

in a specific country or in regional patent offices. Applicants may wish to consider the filing of an international

application under the Patent Cooperation Treaty (PCT). An international (PCT) application generally has the same

effect as a regular national patent application in each PCT-member country. The PCT process simplifies the filing

of patent applications on the same invention in member countries, but does not result in a grant of "an international

patent" and does not eliminate the need of applicants to file additional documents and fees in countries where patent

protection is desired.

Almost every country has its own patent law, and a person desiring a patent in a particular country must make an

application for patent in that country in accordance with its particular laws. Since the laws of many countries differ

in various respects from the patent law of the United States, applicants are advised to seek guidance from specific

foreign countries to ensure that patent rights are not lost prematurely.

Applicants also are advised that in the case of inventions made in the United States, the Director of the USPTO must

issue a license before applicants can apply for a patent in a foreign country. The filing of a U.S. patent application

serves as a request for a foreign filing license. The application's filing receipt contains further information and

guidance as to the status of applicant's license for foreign filing.

Applicants may wish to consult the USPTO booklet, "General Information Concerning Patents" (specifically, the

section entitled "Treaties and Foreign Patents") for more information on timeframes and deadlines for filing foreign

patent applications. The guide is available either by contacting the USPTO Contact Center at 800-786-9199, or it

can be viewed on the USPTO website at http://www.uspto.gov/web/offices/pac/doc/general/index.html.

For information on preventing theft of your intellectual property (patents, trademarks and copyrights), you may wish

to consult the U.S. Government website, http://www.stopfakes.gov. Part of a Department of Commerce initiative,

this website includes seIf—heIp "too|kits" giving innovators guidance on how to protect intellectual property in specific

countries such as China, Korea and Mexico. For questions regarding patent enforcement issues, applicants may

call the U.S. Government hotline at 1-866-999-HALT (1—866-999-4158).

LICENSE FOR FOREIGN FILING UNDER

Title 35, United States Code, Section 184

Title 37, Code of Federal Regulations, 5.11 & 5.15

GRANTED

The applicant has been granted a license under 35 U.S.C. 184, if the phrase "|F REQUIRED, FOREIGN FILING

LICENSE GRANTED" followed by a date appears on this form. Such licenses are issued in all applications where

page 2 of 3
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the conditions for issuance of a license have been met, regardless of whether or not a license may be required as

set forth in 37 CFR 5.15. The scope and limitations of this license are set forth in 37 CFR 5.15(a) unless an earlier

license has been issued under 37 CFR 5.15(b). The license is subject to revocation upon written notification. The

date indicated is the effective date of the license, unless an earlier license of similar scope has been granted under
37 CFR 5.13 or 5.14.

This license is to be retained by the licensee and may be used at any time on or after the effective date thereof unless

it is revoked. This license is automatically transferred to any related applications(s) filed under 37 CFR 1.53(d). This
license is not retroactive.

The grant of a license does not in any way lessen the responsibility of a licensee for the security of the subject matter

as imposed by any Government contract or the provisions of existing laws relating to espionage and the national

security or the export of technical data. Licensees should apprise themselves of current regulations especially with

respect to certain countries, of other agencies, particularly the Office of Defense Trade Controls, Department of

State (with respect to Arms, Munitions and Implements of War (22 CFR 121-128)); the Bureau of Industry and

Security, Department of Commerce (15 CFR parts 730-774); the Office of Foreign AssetsControI, Department of

Treasury (31 CFR Parts 500+) and the Department of Energy.

NOT GRANTED

No license under 35 U.S.C. 184 has been granted at this time, if the phrase "IF REQUIRED, FOREIGN FILING

LICENSE GRANTED" DOES NOT appear on this form. Applicant may still petition for a license under 37 CFR 5.12,

if a license is desired before the expiration of 6 months from the filing date of the application. If 6 months has lapsed

from the filing date of this application and the licensee has not received any indication of a secrecy order under 35

U.S.C. 181, the licensee may foreign file the application pursuant to 37 CFR 5.15(b).
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This POA copy is intended for the attached
— continuation application being submitted on December

13, 2007; attorney docket no. 850063.553C3.

IN THE UNITE in STATES PATENT AND TRADEMAL ,. OFFICE
Applicants 2 Jefferson E. Owen et al.

Application No. : 03/702,910 " -

Filed  : August 26, 1996 I ‘-

For i : VIDEO AND/OR DECOMPRESSION AND/OR
COMPRESSION DEVICE THAT SHARES A MEMORY

Examiner : Glenn Gossage

Art Unit : 2751

Docket No. : 96-S-I2 (850063.553)

Date : April 12, 1999
Assistant Commissioner for Patents

Washington, DC 20231

APPOINTMENT OF ASSOCIATE POWER OF ATTOQEX

Sir:

- 1, Lisa K. Jorgenson, attorney of record in the above-identified application,

appoint as associate attorneys David V. Carlson, Reg. No. 31,153; Michael J. Donohue,
Registration No. 35,859, Kevin S. Ross, Reg. No. 42,116; Dale C. Barr, Reg. No. 40,498;

Kevin S. Costanza-, Reg. No. 37,801, Brian L. Johnson, Reg. No. 40,033, Paul F. Rusyn, Reg.
. * No. 42,118, Dennis M. de Guzman, Reg. No. 41,702; E. Russell Tarleton, Reg. No.- 31,800,_

John M, Wechkin-, Reg. No. 42,216; Robert D." 1V_I_cCutcheon, Reg. No. 38,717; and ‘
Theodore E. Galanthay, Reg; No. 24,122.

_ It is requested that correspondencelicontinue to be addressed to Lisa K.
Jorgenson at: ' I

' Lisa K. Jorgenson, Esq.
STMicro.electronics, Inc.

1310 Electronics Drive

Carrollton, Texas 75006-6039

Respectfitlly submitted,

STMicroelectronics, Inc;

 Lisa K. Jorge-nsoti
’ _ Registration No. 34,845

LK.I:BLJ:jabl

1310 Electronics Drive

. Carrollton, Texas 75006-5039

(972) 466-7414

Fax: (972) 466-7044-5039

u:\lloat\j:ib l\850063.553-Assocpoa
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PTOISBI14 (07-07)
Approved for use through 06/30/2010. OMB 0651-0032

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE

Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it contains a valid OMB control number.

_ _ Attorney Docket Number 96—S—O12C3(850063.553C3)
Application Data Sheet 37 CFR 1.76

Application Number

ELECTRONIC SYSTEM AND METHOD FOR DISPLAY USING A DECODER AND ARBITER TO
SELECTIVELY ALLOW ACCESS TO A SHARED MEMORY

Title of Invention

The application data sheet is part of the provisional or nonprovisional application for which it is being submitted. The following form contains the
bibliographic data arranged in a format specified by the United States Patent and Trademark Office as outlined in 37 CFR 1.76.
This document may be completed electronically and submitted to the Office in electronic format using the Electronic Filing System (EFS) or the
document may be printed and included in a paper filed application.

Secrecy Order 37 CFR 5.2

|:| Portions or all of the application associated with this Application Data Sheet may fall under a Secrecy Order pursuant to
37 CFR 5.2 (Paper filers only. Applications that fall under Secrecy Order may not be filed electronically.)

Applicant Information:

Applicant 1
Applicant Authority @|nventor | OLegal Representative under 35 U.S.C. 117 |OParty of Interest under 35 U.S.C. 118

 
Prefix Given Name Middle Name Family Name Suffix

Jefferson

Residence Information (Select One) @ US Residency Q Non US Residency O Active US Military Service

City Freemont StateIProvince CA Country of Residence i US 

Citizenship under 37 CFR 1.41(b) i US

Mailing Address of Applicant:

Address 1

Address 2 44177 Bowers Court

Applicant 2
Applicant Authority @|nventor OLegal Representative under 35 U.S.C. 117 C)Party of Interest under 35 U.S.C. 118

Prefix Middle Name Family Name suffix

Residence Information (Select One) @ US Residency O Non US Residency O Active US Military Service

Palo Alto StateIProvince Country of Residence i
S

 

Citizenship under 37 CFR 1.41(b) i

Mailing Address of Applicant:

 

  
Address 1

Address 2

Palo Alto State!Province

Postal Code US

750 Montrose Avenue

  
A Iicant 3

Applicant Authority @|nventor OLegal Representative under 35 U.S.C. 117 OParty of Interest under 35 U.S.C. 118

Prefix Middle Name Family Name Suffix —
Residence Information (Select One) @ US Residency 0 Non US Residency 0 Active US Military Service

City StateIProvince Countryof Residencei
EFS Web 2.2.1
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PTOISBI14 (07-07)
Approved for use through 06/30/2010. OMB 0651-0032

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it contains a valid OMB control number.

 

 

  
 

 Attorney Docket Number 96-8-O12C3(850063.553C3)
Application Data Sheet 37 CFR 1.76

Application Number

ELECTRONIC SYSTEM AND METHOD FOR DISPLAY USING A DECODER AND ARBITER TO
SELECTIVELY ALLOW ACCESS TO A SHARED MEMORY

Citizenship under 37 CFR 1.41(b) i FR

Mailing Address of Applicant:

Address 1 2820 Livsey Court

Address 2

Postal Code 30084 US
All Inventors Must Be Listed - Additional Inventor Information blocks may be

generated within this form by selecting the Add button.

Title of Invention

Add

Correspondence Information:

Enter either Customer Number or complete the Correspondence Information section below.

For further information see 37 CFR 1.33(a).

|:| An Address is being provided for the correspondence Information of this application.

 
  Customer Number

Email Address    davec.docketing@seedip.com

Application Information:
. . ELECTRONIC SYSTEM AND METHOD FOR DISPLAY USING A DECODER AND ARBITER TO

T't'° °f the '""°"t'°" SELECTIVELY ALLOW ACCESS TO A SHARED MEMORY

Attorney Docket Number 96—S—012C3 (850063.553C3) Small Entity Status Claimed |:|

Amman

Application Type Nonprovisional

Subject Matter Utility

Suggested Class (if any) Sub Class (if any)

Suggested Technology Center (if any)

Total Number of Drawing Sheets (if any) 3 Suggested Figure for Publication (if any)
Publication Information:

|:| Request Early Publication (Fee required at time of Request 37 CFR 1.219)

 

Request Not to Publish. I hereby request that the attached application not be published under 35 U.S.

D C. 122(b) and certify that the invention disclosed in the attached application has not and will not be the subject of
an application filed in another country, or under a multilateral international agreement, that requires publication at

eighteen months after filing.

Representative Information:

Representative information should be provided for all practitioners having a power of attorney in the application. Providing
this information in the Application Data Sheet does not constitute a power of attorney in the application (see 37 CFR 1.32).
Enter either Customer Number or complete the Representative Name section below. If both sections
are completed the Customer Number will be used for the Representative Information during processing.

. , 2; Customer Number 0 US Patent Practitioner 0 Limited Recognition (37 CFR 11.9)
 
EFS Web 2.2.1
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PTOISBI14 (07-07)
Approved for use through 06/30/2010. OMB 0651-0032

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it contains a valid OMB control number.

. . Aeemev eeeke Number
Application Data Sheet 37 CFR 1.76 _ _

Aeeieeeee Nemeer T Title of Invention ELECTRONIC SYSTEM AND METHOD FOR DISPLAY USING A DECODER AND ARBITER TOSELECTIVELY ALLOW ACCESS TO A SHARED MEMORY

Customer Number 30423

Domestic BenefitINational Stage Information:

This section allows for the applicant to either claim benefit under 35 U.S.C. 119(e), 120, 121, or 365(0) or indicate National Stage
entry from a PCT application. Providing this information in the application data sheet constitutes the specific reference required by
35 U.S.C. 119(e) or 120, and 37 CFR 1.78(a)(2) or CFR 1.78(a)(4), and need not otherwise be made part of the specification.

Prior Application Status
Application Number Filing Date (YYYY-MM-DD)

2002-06-19
Prior Application Status
Application . . Prior Application Filing Date ISSUE Date

Number Continuity Type (YYYY_M M_DD) Patent Number (YYYY_MM_DD)
10174918 Continuation of 09539729 2000-03-30 6427194 2002-07-30

Prior Application Status Patented

Application . . Prior Application Filing Date |SSUe Date
Number Continuity Type (YYYY_M M_DD) Patent Number (YYYY_MM_DD)

09539729 Continuation of 08702910 1996-08-26 6058459 2000-05-02

Additional Domestic Benefit/National Stage Data may be generated within this form
by selecting the Add button. M

Foreign Priority Information:

This section allows for the applicant to claim benefit of foreign priority and to identify any prior foreign application for which priority is
not claimed. Providing this information in the application data sheet constitutes the claim for priority as required by 35 U.S.C. 119(b)
and 37 CFR 1_55(a)_

. .
Application Number Country i Parent Filing Date (YYYY-MM-DD) Priority Claimed

0 Yes (Q No

Add

 
Additional Foreign Priority Data may be generated within this form by selecting the
Add button.

Assignee Information:

Providing this information in the application data sheet does not substitute for compliance with any requirement of part 3 of Title 37
of the CFR to have an assignment recorded in the Office.

Assignee 1
If the Assignee is an Organization check here.

Organization Name STMicroelectr0nics, Inc.

Page 236 of 285
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PTOISBI14 (07-07)
Approved for use through 06/30/2010. OMB 0651-0032

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it contains a valid OMB control number.

Attorney Docket Number 96-8-01203 (850063.553C3)

Application Number

ELECTRONIC SYSTEM AND METHOD FOR DISPLAY USING A DECODER AND ARBITER TO
SELECTIVELY ALLOW ACCESS TO A SHARED MEMORY

 
 
 

 Application Data Sheet 37 CFR 1.76

 

 
Title of Invention
 
 

Mailing Address Information:

Address 1 1310 Electronics Drive

Address 2

Email Address

Additional Assignee Data may be generated within this form by selecting the Add
button.

Add

Signature:

A signature of the applicant or representative is required in accordance with 37 CFR 1.33 and 10.18. Please see 37

CFR 1.4(d) for the form of the signature.

/David V. Carlsonl Date (YYYY-MM-DD) 2007-12-13

Re9is*ra*i°nNumber 31153

Signature

 First Name

This collection of information is required by 37 CFR 1.76. The information is required to obtain or retain a benefit by the public which
is to file (and by the USPTO to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.14. This
collection is estimated to take 23 minutes to complete, including gathering, preparing, and submitting the completed application data
sheet form to the USPTO. Time will vary depending upon the individual case. Any comments on the amount of time you require to
complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and
Trademark Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR
COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, P.0. Box 1450, Alexandria, VA 22313-1450.
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The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection with your submission of the attached form related to
a patent application or patent. Accordingly, pursuant to the requirements of the Act, please be advised that: (1) the general authority for the collection
of this information is 35 U.S.C. 2(b)(2); (2) furnishing of the information solicited is voluntary; and (3) the principal purpose for which the information is
used by the U.S. Patent and Trademark Office is to process and/or examine your submission related to a patent application or patent. If you do not
furnish the requested information, the U.S. Patent and Trademark Office may not be able to process and/or examine your submission, which may
result in termination of proceedings or abandonment of the application or expiration of the patent.

The information provided by you in this form will be subject to the following routine uses:

1.

Privacy Act Statement

The information on this form will be treated confidentially to the extent allowed under the Freedom of Information Act (5 U.S.C. 552)
and the Privacy Act (5 U.S.C. 552a). Records from this system of records may be disclosed to the Department of Justice to determine
whether the Freedom of Information Act requires disclosure of these records.

A record from this system of records may be disclosed, as a routine use, in the course of presenting evidence to a court, magistrate, or
administrative tribunal, including disclosures to opposing counsel in the course of settlement negotiations.

A record in this system of records may be disclosed, as a routine use, to a Member of Congress submitting a request involving an
individual, to whom the record pertains, when the individual has requested assistance from the Member with respect to the subject matter of
the record.

A record in this system of records may be disclosed, as a routine use, to a contractor of the Agency having need for the information in
order to perform a contract. Recipients of information shall be required to comply with the requirements of the Privacy Act of 1974, as
amended, pursuant to 5 U.S.C. 552a(m).

A record related to an International Application filed under the Patent Cooperation Treaty in this system of records may be disclosed,
as a routine use, to the International Bureau of the World Intellectual Property Organization, pursuant to the Patent Cooperation Treaty.

A record in this system of records may be disclosed, as a routine use, to another federal agency for purposes of National Security
review (35 U.S.C. 181) and for review pursuant to the Atomic Energy Act (42 U.S.C. 218(c)).

A record from this system of records may be disclosed, as a routine use, to the Administrator, General Services, or his/her designee,
during an inspection of records conducted by GSA as part of that agency's responsibility to recommend improvements in records
management practices and programs, under authority of 44 U.S.C. 2904 and 2906. Such disclosure shall be made in accordance with the
GSA regulations governing inspection of records for this purpose, and any other relevant (i.e., GSA or Commerce) directive. Such
disclosure shall not be used to make determinations about individuals.

A record from this system of records may be disclosed, as a routine use, to the public after either publication of the application pursuant
to 35 U.S.C. 122(b) or issuance ofa patent pursuant to 35 U.S.C. 151. Further, a record may be disclosed, subject to the limitations of 37
CFR 1.14, as a routine use, to the public if the record was filed in an application which became abandoned or in which the proceedings were
terminated and which application is referenced by either a published application, an application open to public inspections or an issued
patent.

A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local law enforcement agency, if the
USPTO becomes aware of a violation or potential violation of law or regulation.
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PATENT

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicants : Jefferson Eugene Owen et al.

For : ELECTRONIC SYSTEM AND METHOD FOR DISPLAY USING

A DECODER AND ARBITER TO SELECTIVELY ALLOW

ACCESS TO A SHARED MEMORY

Docket No. : 96-S-0l2C3 (850063.553C3)

Date : December 13, 2007

Commissioner for Patents

P.O. Box 1450

Alexandria, VA 22313-1450

FEE DEFICIENCY AUTHORIZATION FORM

Commissioner for Patents:

Applicants hereby authorize the Director to charge any deficiencies in fees due by

way of the enclosed papers only under 37 CFR 1.16 and 1.17 to Deposit Account No. 19-1090.

Respectfully submitted,

SEED Intellectual Property Law Group PLLC

/David V. Carlson/

David V. Carlson

Registration No. 31,153

701 Fifth Avenue, Suite 5400

Seattle, Washington 98104

Phone: (206) 622-4900

Fax: (206) 682-6031

l077869_l.DOC
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Electronic Patent Application Fee Transmittal

—

ELECTRONIC SYSTEM AND METHOD FOR DISPLAY USING A

Title Of Invention: DECODER AND ARBITER TO SELECTIVELY ALLOW ACCESS TO A
SHARED MEMORY

First Named Inventor/Applicant Name: Jefferson Eugene Owen

Attorney Docket Number: 96-S-O12C3 (850063.553C3)

Utility Filing Fees

Sub-Total in

USD($)

Miscellaneous-Filing:

Page 240 of 285

Description Fee Code Quantity
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Patent-Appeals-and-Interference:

Post-AlIowance-and-Post-Issuance:

Extension-of-Time:

Total in USD ($) 1450
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Electronic Acknowledgement Receipt

Application Number:

International Application Number:

Confirmation Number:

Title of Invention:

First Named Inventor/Applicant Name:
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ELECTRONIC SYSTEM AND METHOD FOR DISPLAY USING A DECODER AND

ARBITER TO SELECTIVELY ALLOW ACCESS TO A SHARED MEMORY

Cross-reference to Related Applications

This application is a continuation of U.S. Patent Application No.

10/174,918, filed June 19, 2002, and allowed November 29, 2007; which is a continuation

of U.S. Patent No. 6,427,194, issued July 30, 2002; which is a continuation of U.S. Patent

No. 6,058,459, issued May 2, 2000. All of the U.S. patents, U.S. patent application

publications, U.S. patent applications, foreign patents, foreign patent applications and non-

patent publications referred to in this specification and/or listed in the Application Data

Sheet, are incorporated herein by reference, in their entirety.

Cross-reference to Other Related Applications

The present application contains some text and drawings in common with

U.S. Patent Application No. 08/702,911, filed August 26, 1996, and issued September 22,

1998 as U.S. No. 5,812,789, entitled: "VIDEO AND/OR AUDIO

DECOMPRESSION AND/OR COMPRESSION DEVICE THAT SHARES A MEMORY

INTERFACE" by Raul Z. Diaz and Jefferson E. Owen, which had the same effective filing

Patent

date and ownership as the present application, and to that extent is related to the present

application, which is incorporated herein by reference.

Background

The present invention relates to the field of electronic systems having a

video and/or audio decompression and/or compression device, and is more specifically

directed to sharing a memory interface between a video and/or audio decompression and/or

compression device and another device contained in the electronic system.

The size of a digital representation of uncompressed video images is

dependent on the resolution and color depth of the image. A movie composed of a

sequence of such images, and the audio signals that go along with them, quickly become
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large enough so that, uncompressed, such a movie typically cannot fit entirely onto a

conventional recording medium such as a Compact Disc (CD). It is now also typically

prohibitively expensive to transmit such a movie uncompressed.

It is therefore advantageous to compress video and audio sequences before

they are transmitted or stored. A great deal of effort is being expended to develop systems

to compress these sequences. Several coding standards currently in use are based on the

discrete cosine transfer algorithm including MPEG-1, MPEG-2, H.261, and H.263. (MPEG

stands for "Motion Picture Expert Group", a committee of the International Organization

for Standardization, also known as the International Standards Organization, or ISO.) The

MPEG-1, MPEG-2, H.261, and H.263 standards are decompression protocols that describe

how an encoded bitstream is to be decoded. The encoding can be done in any manner, as

long as the resulting bitstream complies with the standard.

Video and/or audio compression devices (hereinafter "encoders") are used

to encode the video and/or audio sequence before it is transmitted or stored. The resulting

bitstream is decoded by a video and/or audio decompression device (hereinafter "decoder")

before the video and/or audio sequence is displayed. However, a bitstream can only be

decoded by a decoder if it complies with the standard used by the decoder. To be able to

decode the bitstream on a large number of systems, it is advantageous to encode the video

and/or audio sequences in compliance with a well accepted decompression standard. The

MPEG standards are currently well accepted standards for one-way communication.

H-26l, and H.263 are currently well accepted standards for video telephony.

Once decoded, the images can be displayed on an electronic system

dedicated to displaying video and audio, such as television or a Digital Video Disk (DVD)

player, or on electronic systems where image display is just one feature of the system, such

as a computer. A decoder needs to be added to these systems to allow them to display

compressed sequences, such as received images and associated audio, or ones taken from a

storage device. An encoder needs to be added to allow the system to compress video

and/or audio sequences, to be transmitted or stored. Both need to be added for two-way

communication such as video telephony.
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A typical decoder, such as an MPEG decoder 10 shown in Figure la,

contains video decoding circuit 12, audio decoding circuit 14, a microcontroller l6, and a

memory interface 18. The decoder can also contain other circuitry depending on the

electronic system in which the decoder is designed to operate. For example, when the

decoder is designed to operate in a typical television, it will also contain an on-screen

display (OSD) circuit.

Figure lb shows a better decoder architecture, used in the STi3520 and

STi3520A MPEG Audio/MPEG-2 Video Integrated Decoder manufactured by ST

Microelectronics, Inc., Carrollton, Texas. The decoder has a register interface 20 instead

of a microcontroller. The register interface 20 is coupled to an external microcontroller 24.

The use of a register interface 20 makes it possible to tailor the decoder l0 to the specific

hardware with which the decoder l0 interfaces, or to change its operation without having

to replace the decoder by just reprogramming the register interface. It also allows the user

to replace the microcontroller 24, to upgrade or tailor the microcontroller 24 to a specific

use, by just replacing the microcontroller and reprogramming the register interface 20,

without having to replace the decoder 10.

The memory interface 18 is coupled to a memory 22. A typical MPEG

decoder 10 requires 16 Mbits of memory to operate in the Main Profile at Main Level

mode (MP at ML). This typically means that the decoder requires a 2Mbyte memory.

Memory 22 is dedicated to the MPEG decoder 10 and increases the price of adding a

decoder 10 to the electronic system. In current technology, the cost of this additional

dedicated memory 22 can be a significant percentage of the cost of the decoder.

An encoder also requires a memory interface 18 and dedicated memory.

Adding the encoder to an electronic system again increases the price of the system by both

the price of the encoder and its dedicated memory.

Figure lc shows a conventional decoder inserted in a computer architecture.

A conventional computer generally includes a peripheral bus 170 to connect several

necessary or optional components, such as a hard disk, a screen, etc. These peripherals are
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connected to bus 170 via interfaces (e.g., a display adapter 120 for the screen) which are

provided directly on the computer's motherboard or on removable boards.

A Central Processing Unit (CPU) 152 communicates with bus 170 through

an interface circuit 146 enabling a main memory 168 of the computer to be shared between

CPU 152 and peripherals of bus 170 which might require it.

The decoder 10 is connected as a master peripheral to bus 170, that is, it

generates data transfers on this bus without involving CPU 152. The decoder receives

coded or compressed data CD from a source peripheral 122, such as a hard disk or a

compact disk read only memory (CD-ROM), and supplies decoded images to display

adapter 120. Recent display adapters make it possible to directly process the "YUV"

(luminance and chrominance) image data normally supplied by a decoder, while a display

adapter is normally designed to process "RGB" (red, green, blue) image information

supplied by CPU 152.

Display adapter 120 uses memory 12-1 for storing the image under display,

which comes from the CPU 152 or from the decoder 10. A conventional decoder 10 also

uses dedicated memory 22. This memory is typically divided into three image areas or

buffers M1 to M3 and a buffer CDB where the compressed data are stored before they are

processed. The three image buffers respectively contain an image under decoding and two

previously decoded images.

Figure 1d illustrates the use of buffers M1 to M3 in the decoding of a

sequence of images 10, P1, B2, B3, P4, B5, B6, P7. 1 stands for a so-called "intra" image,

whose compressed data directly corresponds to the image. P stands for a so-called

"predicted" image, the reconstruction of which uses pixel blocks (or macroblocks) of a

previously decoded image. Finally, B stands for a so-called "bidirectional" image, the

reconstruction of which uses macroblocks of two previously decoded images. The intra

and predicted images are likely to be used to reconstruct subsequent predicted and

bidirectional images, while the bidirectional images are not used again.

Images 10 and P1 are respectively stored in buffers M1 and M2 during their

decoding. The filling and the emptying of a buffer in Fig. 1d are indicated by oblique
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lines. The decoding of image Pl uses macroblocks of image I0. Image I0, stored in buffer

Ml, is displayed during the decoding of image B2, this image B2 being stored in buffer

M3. The decoding of image B2 uses macroblocks of images I0 and P1. Image B2 is

displayed immediately after image I0. As the locations of buffer M3 become empty, they

are filled by decoded information of image B3. The decoding of image B3 also uses

macroblocks of images I0 and P1. Once image B3 is decoded, it is displayed immediately,

while image P4 is decoded by using macroblocks of image Pl. Image P4 is written over

image I0 in buffer M1 since image I0 will no longer be used to decode subsequent images.

After image B3, image P1 is displayed while buffer M3 receives image B5 under decoding.

The decoding of image B5 uses macroblocks of images P1 and P4. Image P1 is kept in

buffer M2 until the decoding of image B6, which also uses macroblocks of images P1 and

P4, and so on.

Referring again to Figure 1c, when any component needs access to the main

memory 168 either to read from or write to the main memory 168, it generates a request

which is placed on the bus 170. When the request is a write, the data to be written is also

placed on the bus 170. The request is processed and the data is then either written to or

read from the main memory 168. When data is read from the main memory 168, the data is

now placed on the bus and goes to the component that requested the read.

There are typically many components in the computer systems that may

require access to the main memory 168, and they are typically all coupled to the same bus

170, or possibly to several buses if there are not enough connectors on one bus to

accommodate all of the peripherals. However, the addition of each bus is very expensive.

Each request is typically processed according to a priority system. The priority system is

typically based on the priority given to the device and the order in which the requests are

received. Typically, the priority system is set up so no device monopolizes the bus,

starving all of the other devices. Good practice suggest that no device on the bus require

more than approximately 50% of the bus's bandwidth.

The minimum bandwidth required for the decoder 10 can be calculated

based on the characteristics and desired operation of the decoder. These characteristics
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include the standard with which the bitstream is encoded to comply, whether the decoder is

to operate in real time, to what extent frames are dropped, and how the images are stored.

Additionally, the latency of the bus that couples the decoder to the memory should be

considered.

If the decoder does not operate in real time, the decoded movie would stop

periodically between images until the decoder can get access to the memory to process the

next image. The movie may stop and wait quite often between images.

To reduce the minimum required bandwidth and still operate in real time,

the decoder 10 may need to drop frames. If the decoder 10 regularly does not decode every

frame, then it may not need to stop between images. However, this produces very poor

continuity in the images. This is problematic with an image encoded to the MPEG-1 or

MPEG-2 standards, or any standard that uses temporal compression. In temporal

(interpicture) compression, some of the images are decoded based on previous images and

some based on previous and future images. Dropping an image on which the decoding of

other images is based is unacceptable, and will result in many poor or even completely

unrecognizable images.

The computer can also contain both a decoder and encoder to allow for

video telephony, as described above. In this case, not operating in real time would mean

that the length of time between the occurrence of an event such as speaking at one end of

the conversation until the event is displayed at the other end of the conversation--is

increased by the time both the encoder and then the decoder must wait to get access to the

bus and the main memory. Not being able to operate in real time means that there would

be gaps in the conversation until the equipment can catch up. This increases the time

needed to have a video conference, and makes the conference uncomfortable for the

participants.

One widely used solution to allow a component in a computer system to

operate in real time is to give the component its own dedicated memory. Thus, as shown in

Figure lc, the decoder 10 can be given its own dedicated memory 22, with a dedicated bus

26 to connect the decoder 10 to its memory 22. The dedicated memory 22 significantly
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increases the cost of adding a decoder 10 to the computer. A disadvantage of a computer

equipped with a conventional decoder is that it has a non-negligible amount of memory

which is unused most of the time.

Indeed, memory 22 of the decoder is only used when decoded images are

being viewed on the computer screen or need to be encoded, which amounts to only a

fraction of the time spent on a computer. This memory--inaccessible to the other

peripherals or to the CPU--has a size of 512 Kbytes in an MPEG-l decoder and Mbytes in

an MPEG-2 decoder. Further, this memory is oversized, since it is obtained by using

currently available memory components.

SummaLv_ of the Invention

The present application discloses an electronic system that contains a first

device and video and/or audio decompression and/or compression device capable of

operating in real time. Both the first device and the video and/or audio decompression

and/or compression device require access to a memory. The video and/or audio

decompression and/or compression device shares the memory with the first device. The

two devices are coupled to the memory through a fast bus having a bandwidth of at least

the minimum bandwidth needed for the video and/or audio decompression and/or

compression device to operate in real time.

In one preferred embodiment of the invention the two devices share an

arbiter. The arbiter and Direct Memory Access (DMA) engines of the video and/or audio

decompression and/or compression device and of the first device are configured to arbitrate

between the two devices when one of them is requesting access to the memory. This

allows both the video and/or audio decompression and/or compression device and the first

device to share the memory.

When the video and/or audio decompression and/or compression device

used in an electronic system, such as a computer, already containing a device that has a

memory the video and/or audio decompression and/or compression device can share that

memory, and the memory of the video and/or audio decompression and/or compression
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device can be eliminated. Eliminating the memory greatly reduces the cost of adding the

video and/or audio decompression and/or compression device to the electronic system.

The decoder memory is part of the main memory of the computer. The

computer should have a fast bus (such as a memory bus, a PCI -"Peripheral Component

Interconnect" - bus, a VLB -"VESA (Video Electronics Standards Association) Local

Bus", or an AGP - "Advanced Graphics Port" - bus, or any bus having a bandwidth

sufficient to allow the system to operate in real time) which will accept high image rates

between the decoder, the main memory and the display adapter.

According to an embodiment of the present invention, the decoder directly

supplies a display adapter of the screen with an image under decoding which is not used to

decode a subsequent image.

According to an embodiment of the present invention, the main memory

stores predicted images which are obtained from a single preceding image and also stores

intra images which are not obtained from a preceding image. The images directly supplied

to the display adapter are bidirectional images obtained from two preceding intra or

predicted images.

According to an embodiment of the present invention, the decoder is

disposed on the computer's motherboard.

An advantage of the present invention is the significant cost reduction due

to the fact that the video and/or audio decompression and/or compression device does not

need its own dedicated memory but can share a memory with another device and still

operate in real time.

A further advantage of the present invention is that the video and/or audio

decompression and/or compression device can share the memory with a device without

being integrated into this device, allowing the first device to be a standard device with

some adjustments made to its memory interface.

Other advantages and objects of the invention will be apparent to those of

ordinary skill in the art having reference to the following specification together with the

drawings.
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Brief Description of the Drawings

Figure la and lb are electrical diagrams, in block form, of prior art

decoders.

Figure lc is an electrical diagram, in block form, of a computer architecture

including a conventional decoder.

Figure ld, illustrates the use of image buffers in the processing of an image

sequence by a conventional MPEG decoder.

Figure 2 is an electrical diagram, in block form, of an electronic system

containing a device having a memory interface and an encoder and decoder.

Figure 3 is an electrical diagram, in block form, of a computer system

containing a core logic chipset designed for the CPU to share a memory interface with an

encoder and/or decoder according to one embodiment of the present invention.

Figure 4 is an electrical diagram, in block form, of a computer architecture

including an encoder and/or decoder according to another embodiment of the present

invention.

Figure 5 illustrates the use of image buffers in the processing of an image

sequence by an MPEG decoder according to the present invention.

Figure 6 is an electrical diagram, in block form, of an embodiment of an

MPEG decoder architecture according to the present invention.

Figure 7 is an electrical diagram, in block form, of a computer system

containing a graphics accelerator designed to share a memory interface with an encoder

and/or decoder.

Detailed Description of the Preferred Embodiment

Figure 2 shows an electronic system 40 containing a first device 42 having

access to a memory 50, and a decoder 44 and encoder 46, having access to the same

memory 50. First device 42 can be a processor, a core logic chipset, a graphics accelerator,

or any other device that requires access to the memory 50, and either contains or is coupled

to a memory interface. In the preferred embodiment of the invention, electronic system 40
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contains a first device 42, a decoder 44, an encoder 46, and a memory 50, although, either

the decoder 44 or encoder 46 can be used in the video and/or audio decompression and/or

compression device 80 without the other. For ease of reference, a video and/or audio

decompression and/or compression device 80 will hereinafter be referred to as

decoder/encoder 80. The decoder/encoder 80 may be a single device, or a cell in an

integrated circuit; or it may be two separate devices, or cells in an integrated circuit. In the

preferred embodiment of the invention, the first device 42, decoder/encoder 80, are on one

integrated circuit, however, they can be on separate integrated circuits in any combination.

The decoder 44 includes a video decoding circuit 12 and an audio decoding

circuit 14, both coupled to a register interface 20. The decoder 44 can be either a video and

audio decoder, just a video encoder, or just an audio decoder. If the decoder 44 is just a

video decoder, it does not contain the audio decoding circuitry 14. The audio decoding can

be performed by a separate audio coder-decoder (codec) coupled to the first device 42, or

through software. In the preferred embodiment of the invention, when the decoder/encoder

80 is in a system containing a processor and is coupled to the processor, the audio decoding

is performed in software. This frees up space on the die without causing significant delay

in the decoding. If the audio decoding is performed in software, the processor should

preferably operate at a speed to allow the audio decoding to be performed in real time

without starving other components of the system that may need to utilize the processor.

For example, current software to perform AC-3 audio decoding takes up approximately

40% of the bandwidth of a 133 MHz Pentium. The encoder 46 includes a video encoding

circuit 62 and an audio encoding circuit 64, both coupled to a register interface 20. The

encoder 46 can be either a video and audio encoder, just a video encoder, or just an audio

encoder. If the encoder 46 is just a video encoder, it does not contain the audio encoding

circuitry 64. The audio encoding can be performed by a separate audio codec coupled to

the first device 42, or through software. In the preferred embodiment of the invention,

when the decoder/encoder 80 is in a system containing a processor and is coupled to the

processor, the audio encoding is performed in software, presenting the same advantages of

freeing up space on the die without causing significant delay in the encoding, as in the case

10
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of decoding discussed above. The register interfaces 20 of the decoder 44 and encoder 46

are coupled to a processor.

The decoder 44 and encoder 46 are coupled to the Direct Memory Access

(DMA) engine 52. The decoder and encoder can be coupled to the same DMA engine as

shown in Figure 2, or each can have its own DMA engine, or share a DMA engine with

another device. When the decoder/encoder 80 are two separate devices or cells, decoder 44

and encoder 46 can still be coupled to one DMA engine 52. When the decoder/encoder is

one device or is one cell on an integrated circuit, the DMA engine 52 can be part of the

decoder/encoder 80, as shown in Figure 2. The DMA engine 52 is coupled to the arbiter

82 of the memory interface 76. The arbiter 82 is preferably monolithically integrated into

the memory interface 76 of the decoder or into the memory interface 72 of the first device.

However, the arbiter 82 can be a separate cell or device coupled to the memory interfaces

76, 72 of the decoder/encoder 80 and the first device 42. The arbiter 82 is also coupled to

the refresh logic 58 and the memory controller 56 of the device into which it is

monolithically integrated. The refresh logic 58, like the arbiter 82, can be monolithically

integrated into the memory interface 76 of the decoder, into the memory interface 72 of the

first device, or can be a separate cell or device coupled to the arbiter 82.

The first device 42 also contains a memory interface 72 and a DMA engine

60. The DMA engine 60 of the first device 42 is coupled to the memory interface 72 of the

first device 72.

Both memory interfaces 72 and 76 are coupled to a memory 50. The

memory controllers 56 are the control logic that generates the address the memory

interfaces 72, 76 access in the memory 50 and the timing of the burst cycles.

In current technology, memory 50 is typically a Dynamic Random Access

Memory (DRAM). However, other types of memory can be used. The refresh logic 58 is

needed to refresh the DRAM. However, as is known in the art, if a different memory is

used, the refresh logic 58 may not be needed and can be eliminated.

The decoder/encoder 80 is coupled to the memory 50 through devices,

typically a bus 70, that have a bandwidth greater than the bandwidth required for the

ll

Page 255 of 285



Page 256 of 285

l0

l5

20

25

decoder/encoder 80 to operate in real time. The minimum bandwidth required for the

decoder/encoder 80 can be calculated based on the characteristics and desired operation of

the decoder, including the standard with which the bitstream is encoded to comply,

whether the decoder/encoder 80 is to operate in real time, to what extent frames are

dropped, and which images are stored. Additionally, the latency of the bus 70 that couples

the decoder/encoder 80 to the memory 50 should be considered.

A goal is to have the decoder/encoder 80 operate in real time without

dropping so many frames that it becomes noticeable to the movie viewer. To operate in

real time the decoder/encoder 80 should decode and/or encode images fast enough so that

any delay in decoding and/or encoding cannot be detected by a human viewer. This means

that the decoder/encoder 80 has a required bandwidth that allows the decoder/encoder 80 to

operate fast enough to decode the entire image in the time between screen refreshes,

typically l/30 of a second, with the human viewer unable to detect any delay in the

decoding and/ or encoding. To operate in real time, the required bandwidth should be

lower than the bandwidth of the bus. In order not to starve the other components on the

bus, i.e., deny these components access to the memory for an amount of time that would

interfere with their operation, this required bandwidth should be less than the entire

bandwidth of the bus. Therefore, a fast bus 70 should be used. A fast bus 70 is any bus

whose bandwidth is equal to or greater than the required bandwidth. In current technology,

there are busses, including the Industry Standard Architecture (ISA) bus, whose bandwidth

is significantly below the bandwidth required for this.

In the preferred embodiment of the invention, the decoder/encoder 80 is

coupled to the memory 50 through a fast bus 70 that has a bandwidth of at least the

bandwidth required for the decoder/encoder 80 to operate in real time, a threshold

bandwidth. Preferably the fast bus 70 has a bandwidth of at least approximately twice the

bandwidth required for the decoder/encoder 80 to operate in real time. In the preferred

embodiment, the fast bus 70 is a memory bus, however, any bus having the required

bandwidth can be used.

l2
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The decoder/encoder 80 only requires access to the memory during

operation. Therefore, when there is no need to decode or encode, the first device 42 and

any other devices sharing the memory 50 have exclusive access to the memory and can use

the entire bandwidth of the fast bus 70.

In the preferred embodiment, even during decoding and encoding, the

decoder/encoder 80 does not always use the entire required bandwidth. Since the fast bus

70 has a bandwidth a little less than twice the size of the required bandwidth, the

decoder/encoder 80 uses at most 60% of the bandwidth of the fast bus 70.

The required bandwidth is determined based on the size and resolution of

the image and the type of frame (I, P, or B). In the preferred embodiment the

decoder/encoder typically will be using less than 40% of the bandwidth of the fast bus 70.

This frees up the remaining bandwidth to be used by the other devices with which the

decoder/encoder 80 is sharing the memory 50.

The decoder/encoder 80 can decode a bitstream formatted according to any

one or a combination of standards. In the preferred embodiment of the invention, the

decoder/encoder 80 is a multi-standard decoder/encoder capable of decoding and encoding

sequences formatted to comply with several well accepted standards. This allows the

decoder/encoder 80 to be able to decode a large number of video and/or audio sequences.

The choices of which standards the decoder/encoder 80 is capable of decoding bitstreams

formatted to, and of encoding sequences to comply with, are based on the desired cost,

efficiency, and application of the decoder/encoder 80.

In the preferred embodiment, these standards are capable of both

intrapicture compression and interpicture compression. In intrapicture compression the

redundancy within the image is eliminated. In interpicture compression the redundancy

between two images is eliminated, and only the difference information is transferred. This

requires the decoder/encoder 80 to have access to the previous or future image that

contains information needed to decode or encode the current image. These previous and/or

future images need to be stored and then used to decode the current image. This is one of

the reasons the decoder/encoder 80 requires access to the memory, and requires a large
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bandwidth. The MPEG-1 and MPEG-2 standards allow for decoding based on both

previous images and/or fiature images. Therefore, for a decoder/encoder 80 capable of

operating in real time to be able to comply with the MPEG-1 and MPEG-2 standards, it

should be able to access two images--a previous and a fiature image--fast enough to decode

the current image in the 1/30 of a second between screen refreshes.

An MPEG environment is asymmetrical; there are much fewer encoders

than decoders. The encoders are very difficult and expensive to manufacture, and the

decoders are comparatively easy and cheap. This encourages many more decoders than

encoders, with the encoders in centralized locations, and decoders available such that every

end user can have a decoder. Therefore, there are many receivers but few transmitters.

For video telephony and teleconferencing, each end user must be able to

both receive and transmit. H.261, and H.263 are currently well accepted standards for

video telephony. An encoder that can encode sequences to comply with the H.261 and

H.263 standards is less complicated, having a lower resolution and lower frame rate than

an encoder that complies with the MPEG-1 or MPEG-2 standards, possibly making the

quality of the decoded images somewhat lower than those from an encoder that complies

with the MPEG-1 or MPEG-2 standards. Since it should be inexpensive and operate in real

time, such an encoder is also less efficient than an encoder to encode sequences to comply

with the MPEG-1 or MPEG-2 standards, meaning that the compression factor--which is the

ratio between the source data rate and the encoded bitstream data rate--of such an encoder

is lower for a given image quality than the compression factor of an MPEG encoder.

However, because such an encoder is less complicated, it is much cheaper and faster than

an encoder capable of complying with the MPEG-1 and/or MPEG-2 standards. This makes

video telephony possible, since both a long delay in encoding the signal and a cost that is

prohibitively expensive for many users is unacceptable in video telephony.

In the preferred embodiment, the decoder/encoder 80 is capable of decoding

a bitstream formatted to comply with the MPEG-1, MPEG-2, H.261, and H.263 standards,

and encoding a sequence to produce a bitstream to comply with the H.261, and H.263

standards. This allows the decoder/encoder 80 to be able to be used for video telephony.

14

Page 258 of 285



Page 259 of 285

10

15

20

25

The encoding to comply with the H.261 and H.263 standards but not the MPEG-1 and

MPEG-2 standards balances the desire to reduce the cost of transmission and storage by

encoding to produce the highest compression factor and the desire to keep cost low enough

to be able to mass market the device.

Figure 3 shows one embodiment of a computer where the decoder/encoder

80 is sharing a main memory 168 with a core logic chipset 190. The core logic chipset 190

can be any core logic chipset known in the art. In the embodiment shown in Figure 3, the

core logic chipset 190 is a Peripheral Component Interconnect (PCI) core logic chipset

190, which contains a PCI core logic device 158, the processor interface 154, a memory

interface 72, and bus interface 156 for any system busses 170 to which it is coupled. The

core logic chipset 190 can also contain an Accelerated Graphics Port (AGP) 160 if a

graphics accelerator 200 is present in the computer, and an Enhanced Integrated Device

Electronics (EIDE) interface 186. The core logic chipset 190 is coupled to a processor

(Central Processing Unit or CPU) 152, peripherals such as a hard disk drive 164 and a

Digital Versatile Disk (DVD) CD-ROM 166, a bus such as a PCI bus 170, the arbiter 82,

and the main memory 168.

In this embodiment, the main memory 168 is the memory 50 to which the

memory interfaces 72 and 76 are coupled. The main memory 168 is coupled to the

memory interfaces 72 and 76 through a memory bus 167. In current technology the

memory bus 167, which corresponds to the fast bus 70 for coupling the core logic chipset

to the memory, is capable of having a bandwidth of approximately 400 Mbytes/s. This

bandwidth is at least twice the bandwidth required for an optimized decoder/encoder 80,

allowing the decoder/encoder 80 to operate in real time.

The core logic chipset 190 can also be coupled to cache memory 162 and a

graphics accelerator 200 if one is present in the computer. The PCI bus 170 is also coupled

to the graphics accelerator 200 and to other components, such as a Local-Area Network

(LAN) controller 172. The graphics accelerator 200 is coupled to a display 182 and a

frame buffer 184. The graphics accelerator can also be coupled to an audio codec 180 for

decoding and/or encoding audio signals.
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Figure 4 shows another embodiment of a computer where the

decoder/encoder 80 is sharing the main memory 168. In this embodiment, the main

memory 168 corresponds to the shared memory 50 of Figure 2. In Figure 4, the

decoder/encoder 80 according to the present invention is connected as a peripheral to a

conventional computer equipped with a fast peripheral bus l70, for example, a PCI bus,

although the bus can be VESA Local Bus (VLB), an Accelerated Graphics Port (AGP) bus,

or any bus having the required bandwidth. In this embodiment, the fast peripheral bus 170

corresponds to the fast bus 70. As shown, the decoder/encoder 80 does not have a

dedicated memory, but utilizes a region 22' of the main memory 168 of the computer.

Region 22' includes a Compressed Data Buffer (CDB), into which image

source 122 writes the compressed image data, and two image buffers Ml and M2

associated with intra or predicted images. As will be seen hereafter, a buffer associated

with bidirectional images is not required, these bidirectional images B being directly

supplied to display adapter 120 as they are being decoded.

Thus, in the system of Figure 4, compressed or coded data CD are

transferred from image source 122 to buffer CDB of memory 168. These same compressed

data are then transferred to the decoder/encoder 80 which, if they correspond to intra or

predicted images, retransmits them in decoded form to buffers Ml and M2 of memory l68.

In the case where the compressed data correspond to bidirectional images, the

decoder/encoder 80 decodes these data and directly supplies display adapter 120 with the

decoded data. The display adapter then supplies these data to a display device such as a

screen. The intra or predicted images stored in buffers Ml and M2 are transferred to

display adapter 120 at the appropriate time and are used in the decoding of subsequent

predicted or bidirectional images.

With a decoder/encoder 80 according to the invention, the rates on

peripheral bus 170 are particularly high, which is why a fast bus is needed. However, the

rate required is substantially decreased due to the bidirectional images not being stored in

main memory l68, but being directly sent to display adapter l20. According to the

invention, the bandwidth used on a PCI bus is approximately 20% with an MPEG-l
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decoder/encoder and approximately 80% with an MPEG-2 decoder/encoder. These

bandwidths correspond to worst case situations. The bandwidth in typical operation can be

lower.

Of course, the storage capacity of the main memory 168 available for other

uses is reduced during the operation of the decoder/encoder 80 because the

decoder/encoder 80 is using the memory region 22'. However, in this embodiment the size

of region 22' is decreased from the size of the dedicated memory 22 used in the prior art

(Figures la and lc) by one image buffer. The memory region 22' is also only occupied

while viewing video sequences. When the decoder/encoder is no longer used, memory

region 22' can be freed at once for the other tasks.

The modifications to be made on the computer to use a decoder/encoder

according to the invention primarily involve software changes and are within the

capabilities of those skilled in the art, who will find the necessary information in the

various standards relating to the computer. For the computer to be able to use its

peripherals, it conventionally executes background programs called peripheral drivers,

which translate specific addresses issued by the CPU or a master peripheral (such as the

decoder/encoder 80) into addresses adapted to the variable configuration of the computer.

For example, a peripheral driver associated with the decoder/encoder

according to the invention translates the fixed addresses issued by the decoder/encoder 80

to have access to its image memory into addresses corresponding to the physical location

of region 22', this region being likely to be variably assigned by the operating system

according to the occupancy of memory l68. Similarly, this peripheral driver answers

requests issued by image source 122 to supply compressed data by transferring these data

into buffer CDB of region 22'.

In an alternative embodiment the third image buffer M3 (Figure lc) remains

in the memory region 22' used for the decoder/encoder 80. A conventional

decoder/encoder should be able to be used in several applications, especially to supply

television images. In the case of television, the images are supplied in interlaced form, that

is, all the odd lines of an image are supplied prior to the even lines. An MPEG decoder
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generally reconstructs the images in progressive form, that is, it supplies the image lines

consecutively. The third image buffer M3 is then necessary to store the bidirectional

images in the order of arrival of the lines (in progressive form) and then reread this image

in interlaced form. The third image buffer M3 may also be needed if there is a delay

between when the images are decoded and when they can be viewed, requiring the images

to be stored.

Figure 5 illustrates the use of memory region 22' in the decoding according

to the invention of sequence 10, Pl, B2, B3, P4, B5, B6, P7. Image I0 is stored in buffer

Ml during its decoding. As the decoding and the storage in buffer M2 of image Pl begins,

image 10 is displayed. The macroblocks used to decode image P1 are fetched from buffer

M1. Images B2 and B3 are displayed as they are being decoded, the macroblocks used for

their decoding being fetched from buffers M1 and M2. Image P1 is displayed while image

P4 is being decoded and stored in buffer M1 in the place of image 10. Image P1 is kept in

buffer M2 until image B6 is decoded and displayed, and so on.

Figure 6 shows an architecture of an MPEG decoder according to the

invention. Like any conventional MPEG decoder, this decoder includes a Variable Length

Decoder (VLD) receiving compressed data from a First-In, First-Out (FIFO) memory 30.

The VLD is followed by a Run-Level Decoder (RLD), an inverse quantization circuit Q-1

and an inverse discrete cosine transform circuit DCT-l. The output of circuit DCT-l is

supplied to a first input of an adder 32, a second input of which receives macroblocks of a

previously decoded image via a filter 34 and a FIFO 35. The decoded image data are

supplied by the output of adder 32 and via a FIFO 37. FIFO 30 is supplied with

compressed data from bus 10 via an interface circuit PCI I/F 39.

A decoder according to the invention differs from a conventional decoder in

that the interface circuit 39 also connects FIFOs 35 and 37 to bus 170. A memory

controller 41 calculates and supplies through bus 170 the addresses corresponding to the

various exchanges required.

The management of the addresses of buffers M1 and M2 is similar to that

performed by the memory controller of a conventional decoder, since these addresses are,
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according to the invention, translated according to the physical location of these buffers in

memory 168 by a peripheral driver. Moreover, the memory controller of a

decoder/encoder 80 according to the preferred embodiment of the invention is substantially

simplified due to the absence of the third image buffer M3. The memory controller of a

conventional decoder has to manage this buffer in a specific way to avoid a bidirectional

image under decoding being written over a bidirectional image under display.

Figure 7 shows a computer where the decoder/encoder 80 is sharing a frame

buffer 184 with a graphics accelerator 200. The graphics accelerator 200 can be any

graphics accelerator known in the art. In the embodiment shown in Figure 7, the graphics

accelerator 200 contains a Two-Dimensional (2D) accelerator 204, a Three-Dimensional

(3D) accelerator 206, a Digital to Analog Converter (DAC) 202, a memory interface 72,

and bus interface 210 for any system busses 170 to which it is coupled. The graphics

accelerator 200 can also contain an audio compressor/decompressor 208, here an AC-3

decoder. The graphics accelerator 200 is coupled to a display 182, and a frame buffer 184.

In this embodiment, the frame buffer 184 is the memory 50 to which the

memory interfaces 72 and 76 are coupled. The frame buffer 184 is coupled to the memory

interfaces 72 and 76 through a memory bus 185. In this embodiment, memory bus 185

corresponds to the fast bus 70. In current technology the memory bus 185 for coupling a

graphics accelerator to a memory is capable of having a bandwidth of up to 400 Mbytes/s.

This bandwidth is more that twice the bandwidth required for an optimized

decoder/encoder 80. This allows the decoder/encoder 80 to operate in real time.

The graphics accelerator 200 can also be coupled to an audio codec 180 for

decoding and/or encoding audio signals. The PCI bus 170 is also coupled to a chipset 190,

and to other components, such as a LAN controller 172. In the present embodiment the

chipset is a PCI chipset, although it can be any conventional chipset. The chipset 190 is

coupled to a processor (CPU) 152, main memory 168, and a PCI bridge 192. The PCI

bridge bridges between the PCI bus 170 and the ISA bus 198. The ISA bus 198 is coupled

to peripherals, such as a modem 199 and to an EIDE interface 186, which is coupled to

other peripherals, such as a hard disk drive 164 and a DVD CD-ROM 166, although, if the
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peripherals are compatible to the PCI bus the EIDE interface 186 can be integrated into the

PCI chipset 190 and the peripherals 164 and 166 can be coupled directly to the PCI chipset,

eliminating the PCI bridge 192 and the ISA bus 198.

Referring to Figure 2, the operation of the arbiter 82 during a memory

request will now be described. During operation the decoder/encoder 80, the first device

42, and the refresh logic 58, if it is present, request access to the memory through the

arbiter 82. There may also be other devices that request access to the memory 50 through

this arbiter. The arbiter 82 determines which of the devices gets access to the memory 50.

The decoder/encoder gets access to the memory in the first time interval, and the first

device gets access to the memory in the second time interval. The Direct Memory Access

(DMA) engine 52 of the decoder/encoder 80 determines the priority of the decoder/encoder

80 for access to the memory 50 and of the burst length when the decoder/encoder 80 has

access to the memory. The DMA engine 60 of the first device determines its priority for

access to the memory 50 and the burst length when the first device 42 has access to the

memory.

The decoder/encoder 80 or one of the other devices generates a request to

access the memory 50. The request will be transferred to the arbiter 82. The state of the

arbiter 82 is determined. The arbiter typically has three states. The first state is idle when

there is no device accessing the memory and there are no requests to access the memory.

The second state is busy when there is a device accessing the memory and there is no other

request to access the memory. The third state is queue when there is a device accessing the

memory and there is another request to access the memory.

It is also determined if two requests are issued simultaneously. This can be

performed either before or after determining the state of the arbiter. Access to the memory

is determined according to the following chart.
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Arbiter state Simultaneous Action

requests

Idle Yes One of the requests gets access to the memory

based on the priority scheme, and the other

request is queued.

Busy Yes Both requests are queued in an order based on

the priority scheme.

Queue Yes Both requests are queued in an order based on

the priority scheme.

The device gets access to the memory.

ueue No The re uests are ueued in an order based onQ Q

the priority scheme.

The priority scheme can be any priority scheme that ensures that the

decoder/encoder 80 gets access to the memory 50 often enough and for enough of a burst

length to operate properly, yet not starve the other devices sharing the memory. The

5 priority of the first device, device priority, and the priority of the decoder/encoder 80,

decoder priority, are determined by the priority scheme. This can be accomplished in

several ways.

To operate in real time, the decoder/encoder 80 has to decode an entire

image in time to be able to display it the next time the screen is refreshed, which is

10 typically every 1/30 of a second. The decoder/encoder 80 should get access to the memory

to store and retrieve parts of this and/or of past and/or future images, depending on the

decoding standard being used, often enough and for long enough burst lengths to be able to

decode the entire image in the 1/30 of a second between screen refreshes.

There are many ways to do this. One way is to make the burst length of the

l5 first device and any other device like the screen refresh that shares the memory and

memory interface (hereinafter sharing device) have short burst lengths, and to make sure

that the same device is not the next device to get access to the memory when other devices

have been waiting for a long time. Another way is to preempt the sharing device if its
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burst length exceeds a burst length threshold and again to make sure that the same device is

not the next device to get access to the memory when other devices have been waiting for a

long time. Preferably, when the preemption is used the sharing device would be preempted

when its burst length exceeds 16 words. A third way is to limit the bandwidth available to

the sharing devices. This way the decoder/encoder 80 always has enough bandwidth to

operate in real time. Preferably the bandwidth of the sharing devices is limited only when

the decoder/encoder 80 is operating. In the preferred embodiment a memory queue such as

a FIFO in the decoder/encoder 80 generates an error signal when it falls below a data

threshold. The error is sent to the CPU 152 and the CPU 152 can either shut down the

system, drop an image frame or resume the decoding/encoding process.

There are also many ways to make sure that the same device is not the next

device to get access to the memory when other devices have been waiting for a long time.

This both ensures that the decoder/encoder 80 gets access to the memory 50 often enough,

yet does not starve the other devices sharing the memory. One way to do this is to disallow

back-to-back requests. Another is to have shifting priority, where a particular request starts

with a lower priority when first made, and the priority increases with the length of time the

request is in the queue, eventually reaching a priority above all of the other requests. In the

preferred embodiment, the decoder/encoder 80 has a one-clock cycle delay between

requests to allow a sharing device to generate a request between the decoder/encoder

requests.

In the preferred embodiment of the invention, the burst length of the

decoder/encoder is relatively short, approximately four to seventeen words. This allows

the graphics accelerator more frequent access to the memory to ensure that the display is

not disturbed by the sharing of the memory interface 48 and memory 50 when the

decoder/encoder shares a memory with the graphics accelerator 200.

An electronic system 40, shown in Figure 2, containing the first device 42

coupled to the memory 50, the decoder/encoder 80 coupled to the same memory 50, where

the decoder/encoder 80 shares the memory 50 with the first device 42 provides several

advantages. Referring to Figure 2 and Figure lb simultaneously, the decoder 44 and
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encoder 46 according to the preferred embodiment of the invention do not each need their

own dedicated memory 22 that was necessary in the prior art for the decoder/encoder to

operate in real time, resulting in significant reduction in the cost of the device. Allowing

the decoder/encoder 80 to share the memory 50 with a first device 42 and to allow the

decoder/encoder 80 to access the memory 50 through a fast bus 70 having a bandwidth of a

least the bandwidth threshold permits the decoder/encoder to operate in real time. This

reduces stops between images and the dropping of a significant number of frames to a point

where both are practically eliminated. This produces better images and eliminates any

discontinuities and delays present in the prior art.

Additionally, in the embodiment of the invention where the fast bus 70 is a

system bus to which the decoder/encoder 80 is already coupled, the number of pins of the

decoder/encoder 80 is considerably smaller than that of a conventional decoder. The

decoder/encoder according to the invention only requires the signals of the peripheral bus

170 (49 signals for the PCI bus), while a conventional decoder further includes an interface

with its dedicated memory 22, which is typically an external memory.

Thus, decoding in a computer can be performed according to the invention

by means of a low-cost (due to the small number of pins) single integrated circuit, without

the additional, costly, dedicated memory 22. This single integrated circuit can be directly

placed on the computer motherboard for a low additional cost. Of course, the

decoder/encoder according to the invention can be mounted, as is conventional, on an

extension board to be connected to a bus.

A further advantage of the present invention is that the video and/or audio

decompression and/or compression device can share memory with the first device without

being integrated into the first device. This allows the first device to be a standard device

with some adjustments made to its memory interface.

Further background on compression can be found in: International

Organization for Standards, Information Technology — Coding of Moving Pictures and

Associated Audio for Digital Storage Media at up to About 1.5 Mbits/S, Parts l-6,

International Standards; International StandardsOrganization for Organization,
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Information Technology — Generic Coding of Moving Pictures and Associated Audio

Information, Parts 1-4, International Organization for Standards; Datasheet "STi3500A"

Datasheet of SGS-THOMSON Microelectronics; STi3500A - Advanced Information for an

MPEG Audio/ MPEG-2 Video Integrated Decoder" (June 1995); Watkinson, John,

5 Compression in Video and Audio, Focal Press, 1995; Minoli, Daniel, Video Dialtone

Technology, McGraw-Hill, Inc., 1995. Further background on computer architecture can

be found in Anderson, Don and Tom Shanley, ISA System Architecture, 3rd ed., John

Swindle ed., MindShare Inc., Addison-Wesley Publishing Co., 1995. All of the above

references are incorporated herein by reference.

10 While the invention has been specifically, described with reference to

several preferred embodiments, it will be understood by those of ordinary skill in the prior

art having reference to the current specification and drawings that various modifications

may be made and various alternatives are possible therein without departing from the spirit

and scope of the invention. For example: Although the memory is described as DRAM,

15 other types of memories including read-only memories, Static Random Access Memories

(SRAMs), or FIFOs may be used without departing from the scope of the invention.

Any conventional decoder including a decoder complying to the MPEG-1,

MPEG-2, H.261, or H.261 standards, or any combination of them, or any other

conventional standard can be used as the decoder/encoder.
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CLAIMS

1. An electronic system comprising:

a bus couplable to a main memory having stored therein data corresponding

to images to be decoded and also decoded data corresponding to images that have

previously been decoded;

a decoder coupled to the bus for receiving compressed images and for

outputting data for displaying the decoded images on a display device, the decoder

receiving data from the main memory corresponding to at least one previously decoded

image and to a current image to be decoded and outputting decoded data corresponding to

a current image to be displayed, the current image being stored in the main memory;

a microprocessor system coupled to the main memory, the microprocessor

system storing non-image data in and retrieving data from the main memory; and

an arbiter circuit coupled to both the microprocessor system and the decoder

for controlling the access to said main memory by the decoder and the microprocessor.

2. An electronic system according to claim l, wherein the decoder

directly supplies a display adapter with an image under decoding which is not used to

decode a subsequent image.

3. An electronic system according to claim l, wherein the memory

stores intra images which are not obtained from a preceding image and predicted images

which are obtained from a single preceding image, the images directly supplied to the

display adapter being bidirectional images obtained from two preceding intra or predicted

images.
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4. An electronic system according to claim 1, wherein the decoder is

integrated into a computer motherboard.

5. A method of outputting data corresponding to an image to be

displayed, comprising:

storing within a main memory data corresponding to images to be decoded

and also data corresponding to images that have previously been decoded;

transferring from the memory to a decoder on a first bus, data corresponding

to an image to be decoded;

transferring from the main memory to a decoder data corresponding to

images that have been previously decoded;

decoding, within the decoder, the current image using data corresponding to

the current image and also using data corresponding to one or more previously decoded

images;

outputting to the main memory data corresponding to the current image

most recently decoded;

storing in the main memory decoded data corresponding to the most

recently decoded image;

processing data that does not contain image information within a

microprocessor;

storing the non-image data in said main memory by transferring the data

from the microprocessor on the first bus;

transferring the non-image data from the main memory to the

microprocessor on the first bus;

receiving signals in an arbitration circuit from the decoder and from the

microprocessor; and

arbitrating access to said main memory via the arbitration circuit between

the decoder and microprocessor.
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6. An electronic system comprising:

a fast bus couplable a main memory having stored therein data

corresponding to images to be decoded, decoded data corresponding to images that have

previously been decoded, and non-image data that contains information other than image

information and does not contain any image information;

a plurality of bus interfaces coupled to the fast bus;

a decoder coupled to the main memory via a first bus interface and adapted

to receive compressed images and output a data stream of decoded images adapted to be

displayed on a display device, the decoder receiving data from the main memory

corresponding to at least one previously decoded and to a current image to be decoded and

outputting decoded data corresponding to a current image to be displayed, the current

image being stored in the main memory;

a central processing circuit coupled to the main memory via a second bus

interface, the central processing circuit storing non-image data in and retrieving non-image

data from the main memory; and

an arbiter circuit coupled to the decoder and to the second bus interface of

the central processing circuit for controlling access to the bus via the respective bus

interfaces of data to and from the first bus interface of the central processing circuit and the

decoder.

7. An electronic circuit for use with a bus coupled to a system memory

and a device, comprising:

a video decoder coupled to the bus for receiving compressed video images

and for outputting video data for displaying the video decoded images on a display device,

the video decoder configured to receive data from the system memory corresponding to at

least one previously decoded image and to a current image to be decoded and configured to

output decoded data corresponding to a current image to be displayed, the current image

being stored in system memory; and
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a memory arbiter coupled to both the device and the video decoder

configure to control access to the system memory by the video decoder and the device.

8. An electronic circuit according to claim 7, wherein the decoder

directly supplies a display device with an image under decoding which is not used to

decode a subsequent image.

9. An electronic circuit according to claim 7, wherein the device is a

microprocessor system.

10. An electronic circuit according to claim 7, wherein the decoder and

arbiter circuit are integrated into a computer motherboard.

ll. An electronic circuit according to claim 7, wherein the decoder and

arbiter are integrated into a single chip.

12. An electronic circuit according to claim 7, wherein the compressed

images are encoded in the MPEG standard.

13. An electronic circuit for use with a memory, comprising:

a bus couplable to the memory;

a decoder coupled to the bus for receiving compressed images and for

outputting data for displaying the decoded images on a display device, the decoder

receiving data from the memory corresponding to at least one previously decoded image

and to a current image to be decoded and outputting decoded data corresponding to a

current image to be displayed, the current image being stored in the memory;

a central processing unit coupled to the bus for accessing memory; and

an arbiter coupled to the decoder and to the central processing unit for

controlling access to the bus.
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14. An electronic circuit according to claim 13, wherein the decoder

directly supplies a display device with an image under decoding which is not used to

decode a subsequent image.

l5. An electronic circuit according to claim l3, wherein the bus,

5 decoder, central processing unit, and arbiter are integrated into a computer motherboard.

16. An electronic circuit according to claim 13 wherein the bus, decoder,

central processing unit, and arbiter are integrated into a single chip.

17. An electronic circuit according to claim 13, wherein the compressed

images are encoded in the MPEG standard.

l0 l8. An electronic circuit according to claim l3, wherein the central

processing unit stores non-image data in and retrieves data from the memory.

l9. The method according to claim 5 wherein receiving signals in the

arbitration circuit is carried out by receiving signals on a separate signal path than the first

bus.

l5 20. The circuit according to claim 7 further including an independent

signal path, separate from the bus, by which the arbiter is coupled to the device and the

video decoder.
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ABSTRACT OF THE DISCLOSURE

An electronic system, an integrated circuit and a method for display are

5 disclosed. The electronic system contains a first device, a memory and a video/audio

compression/decompression device such as a decoder/encoder. The electronic system is

configured to allow the first device and the video/audio compression/decompression device

to share the memory. The electronic system may be included in a computer in which case

the memory is a main memory. Memory access is accomplished by one or more memory

10 interfaces, direct coupling of the memory to a bus, or direct coupling of the first device and

decoder/encoder to a bus. An arbiter selectively provides access for the first device and/or

the decoder/encoder to the memory. The arbiter may be monolithically integrated into a

memory interface. The decoder may be a video decoder configured to comply with the

MPEG-2 standard. The memory may store predicted images obtained from a preceding

15 image.
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This Declaration copy is intended for the attac b
continuation application b31ng855lg3‘2£“:§l3(E§‘3Decem er"' 13, 2007; attorney docket no. - -

DECLARATION FOR PATENT APPLICATION

As a‘ below named inventor, I hereby declare that:

My residence, post office address, and citizenship are as stated below next to my name,

I believe I am the original, first, and sole inventor (if only one name is listed below) or
an original, first, and joint inventor (if plural namesare listed below) of the subject matter
which is claimed and for which a patent is sought on the invention entitled

Video andlor Audio Decompression andlor Compression
Device that Shares a Memory

the specification of which is attached hereto.

I hereby state that l have reviewed and understand the contents of the above-identified
specification, including the claims, as amended by any amendment referred to above.

so made are punishable by fine or imprisonment,-or both, under Section 1001 of Title
'18 of the United States Code and that such willful false statements may jeopardize the
validity of the application or any patent issued thereon.

I hereby appoint Lisa K. Jorgenson, Reg. No. 34,845 and Irena Lager, Reg. No. 39,260
to prosecute this application and to transact all business in the U.S. Patent and
Trademark Office in connection therewith.

Please send all correspondence to:

Lisa K. Jorgenson
Reg. No. 34,845

SGS-Thomson Microelectronics, Inc.
1310 Electronics Drive

Carrollton, TX 75006

(214) 466-7414
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Full Name of First Joi ‘tor: Jefferson Eugene Owen
Date of Signature: .

Residence and Po 0 c ress:
44177 Bowers Court

Freemont, CA 94539

Citizenship: United States of America

Inventors Signature:

Full Name of Second Joint Inventoi". Raul Zegers Diaz
Date of Signature:

Residence and Post Office Address:

98B Escondido Village
Stanford, CA 94305

 

Citizenship: United States of America

Inventor's Signature: 

Full Name of Third Joint Inventor: Osvaldo Colavin
Date of Signature:

Residence and Post Oftice Address:
2820 Livsey Court

Tucker. Georgia 30084

 

Citizenship: France
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Citizenship: United States 0

Inventor's Signature:
Full Name of Seoon Joi nv tor: a_ Ze ers Diaz .

Date of Signature: .
Residence and Post ffic_e ddress: ‘Zjv ‘E./4&2‘?//€0,j._e

/0 (2 2?’/9%. CW ?§6’fl5’‘ /@ 

Citizenship: United States of America

Inventor's Signature:

Full Name of Third Joint Inventor: Osvaldo Coiavin
Date of Signature:
Residence and Post Office Address:

2820 Livsey Court
Tucker, Georgia 30084

Citizenship: France
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Citizenship: United States of America
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