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THE CONFERENCE AT A GLANCE
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(308) SPEAKERS: 7. General Aviation Avionics. and Test. (301)
C.D@nalSmnal BA.ZempoHch I30” 18.VLSIDe9gnandTesflng

Processing. (309) P.O. Brown 8. Fault Tolerant Avionics. (308)

I Z ' IA‘-A"€i”C‘-::3c'2‘a("e (B08) . 19. Data‘Linl< Systems
é 9 6 9. Signal Processing. (310) Applications. (309)
D 10. Crew Systems-Advanced 20. Merged Digital MapControl and Display Techniques. (310)

W / I Q. Technology. (309)
12:00-2:00 12:15-2:15 12:15-2:15

OPEN LUNCHEON LUNCHEON LUNCHEON
Dutch Treat in Exhibit Area Digital Avionics Award Speaker — Jack Jackson

(HaHC) (Hmic) ' (Hmic)

2:00-5:00 2:15-5:30 2:15-5:30 2:15-5:30

TUTORIALS TECHNICAL SESSIONS TECHNICAL SESSIONS TECHNICAL SESSIONS

D. Voice Interactive 1. Systems and Software- 11. Systems and Software- 21. Advanced Digital
Systems Applications Development Methods. Verification and Test Integrated Circuits. (307)
and Implementation. (307) Techniques. (307) 22. Airborne Separation

(307) 2. Commercial Transport 12. Rotorcraft Avionics. (301) Assurance. (308)

 E. ADA"‘ for Project

Managers. (308)

F. Overview of Artificial

Avionics. (301)

3. Advanced Avionic

Sensor Systems. (308)

23. The All Electric Airplane.

(309)

24. Standardized Modular

13. Data Bus-Concepts and
Practices. (308)

14. Crew Systems-Systems,
 

 
 
 
 

 
 

 

  
  

 
  

 

  
  

 
 

  

  

 
 
 
 

'”t°”i9e"°e: (309) 4. Crew Systems-Human Development and Avionics. (310)

Factors-ArtificiaI_ Integration. (309) 25. Digital propulsion
'”te"'9e”°e‘ (309) 15. Communication, Naviga- Control and Monitoring.

5. Digital Flight Controls. tion, and Identification (301)
(310) Terminals. (310)

EVENING EVENING EVENING

6:00-8:00 6:00-8:00

EXHIBITORS RECEPTION PANEL DISCUSSIONS CRAB FEAST

Hors d’Oeuvres A. National Airspace Relaxed Evening

Cash Bar System Plan" (307) Casual Attire

IHSBNIOH and
Its Implications. (309)

12:00-8:00 9:00-8:00 9:00-2:00

EXHIBITS OPEN EXHIBITS OPEN EXHIBITS OPEN

Ada is a registered trademark of the US. Government. Ada Joint Program Office
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Co.

AIAA-84-2660-CP

Applications of Voice Interactive Systems -

Military Flight Test and the Future . . . . . . . . . . . . 301
C.A. Moore and R.D. Moore, VERAC/nc., and

JC. Ruth, McDonnell Douglas Electronics
Co.

SESSION 11: SYSTEMS AND SOFTWARE

VERIFICATION AND TEST TECHNIQUES

Chairmen:

E.A. Delanty

The Boeing Co.
Seattle, WA

J.G. Weber

VERAC Inc.

San Diego, CA

AIAA-84-2669-CP

Verification Techniques for Improving Software

Quality Through Automated Requirements
Data Bases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 309

G. Lueders, Sperry Corp., Flight Systems Div.

AIAA-84-2667-CP

Automated Benchmark Generation Based

Upon a Specification Language . . . . . . . . . . . . . . 312
N. Rajan, S.E. Feteih, Stanford Univ., and J.
Saito, NASA Ames Research Center

AIAA-84-2665-CP

Automated Software Test System for The 737-

300 Flight Management Computer . . . . . . . . . . . 319

S.C. Runo, The Boeing Co.

AIAA-84-2664-CP

A Method for Testing a Digital Flight Control
System Without the Use of Ground Support
Equipment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 325

H.E. Hansen, McDonne//Aircraft C0.

AIAA-84-2666—CP

Real Time Data Processing for Avionics
Testing on the A-6E . . . . . . . . . . . . . . . . . . . . . . .. 332

PT. Richards and J. Lehmann, Grumman
Data Systems Corp.

AIAA-84-2670-CP (Alternate)

Safety of Flight and Qualification Testing for

Avionic Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . 339

W.J. Hall, Jr., General Dynamics Fort Worth
Div.

AIAA-84-2726-CP

Executable Assertions and Flight Software . . . . 346
A. Mahmood, D.M. Andrews and E.J.

McCluskey, Center for Reliable Computing,
Stanford Univ.

SESSION 12: Rotorcratt Avionics

Chairmen:

D.G. Denery
NASA Ames Research Center

Moffett Field, CA

G. Stech ,

Avionics Research and Development Activity
Fort Monmouth, NJ

AIAA-84-2672-CP

Integrated Avionics for Advanced Army
Rotorcratt . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 352

W.L. Eversole, W F. Kiczuk, J A Lambrecht,

R.L. Rivard, J.J. Williams, and R.E.

Bran stetter, Texas Instruments Inc.

AIAA-84-2673-CP

Evaluation of a Real-Time Predictive Guidance

Law for Landing VTOL Aircraft at Sea . . . . . . . . 359
C.H. Paulk Jr., NASA Ames Research Center,

and A.V. Phatak, Analytical Mechanics
Associates Inc.

AIAA-84-2674-CP

Digital Avionics and Flight Path Director

Functions of the HH-60 Helicopter . . . . . . . . . . . 372
F.G. Kilmer, R.L. Kilmer and B.A. Thalacker,

IBM Federal Systems Div.

AIAA-84-2676-CP

Application of Differential GPS to Civil

Helicopter Terminal Guidance . . . . . . . . . . . . . . . 379

RP. Denaro, TAU Corp.

AIAA-84-2621-CP

Pilot Command Interfaces for Discrete Control

of Automated Nap-of-the-Earth Flight . . . . . . . . 386
S.J. Mounttord, R. Penner and P. Bursch,

Honeywell SRC/MMS
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SESSION 13: DATA BUS CONCEPTS AND

PRACTICES

Chairmen:

RM. Hartman

McDonnell Douglas Astronautics Co.

Huntington Beach, CA

M.A. Geyer

Westinghouse Electric Corp.
Baltimore, MD

AIAA-84-2679-CP

Standard Computer Bus tor MIL-STD-1750A

Avionics Computer . . . . . . . . . . . . . . . . . . . . . . . . .

S. Levy and D. Penn, Israel Aircraft

Industries, and E. Loker, E/bit Computers
Ltd.

AIAA-84-2681-CP

A Wavelength Division Multiplexed (WDM)

Optical Data Bus for Future Military

Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
K.K. Chow and W.B. Leonard, Lockheed

Palo Alto Research Lab., and T.C. Yang,

Feng Chia Univ.

AIAA-84-2682-CP

Data Bus lntertace MIL-STD-1553B/ARINC
561

J. Spieth, ASD, US. Air Force

AIAA-84-2757-CP

Al Concepts in MUX BUS Control: Layered
Reservation Access . . . . . . . . . . . . . . . . . . . . . . . .

B.J. MacNamera, AR/NC Research

AIAA-84-2756-CP

High-Speed Bus Structures for

Multiprocessing . . . . . . . . . . . . . . . . . . . . . . . . . . .

Q.E. Dolecek, The Johns Hopkins Univ.

SESSION 14: CREW SYSTEMS: SYSTEMS

DEVELOPMENT AND TEST

Chairman:

W.D. Smith

Boeing Commercial Airplane Co.
Seattle, WA

AIAA-84-2686-CP

An Advanced Media Interface tor Control of

Modern TransportAircratt Navigational
Stlstems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

D.R. Jones, R.V. Parrish and L.H. Person,
NASA Langley Research Center, and J.L.
Old, Research Triangle institute

393

399

412

417

421

XIII

AIAA-84-2687-CP (Alternate)

A Simulator Application of a Hands-On

Throttle and Stick Concept to a Transport

Pilot/Autopilot lntertace . . . . . . . . . . . . . . . . . . .

A.M. Busquets, R.V. Parrish and T.W.

Hogge, NASA Langley Research Center

429

AIAA-84-2688-CP

Micro-Based Control and Display
Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

J.M. Fleising, G.D. Lizza and D.A. Sobota,

AFWAL/F/GR, Wright-Patterson AFB

435

AIAA-84-2689-CP

Certification of a Holographic Head-Up

Display for Low Visibility Landings . . . . . . . . . .
J.P. Desmond and DW. Ford, Flight

Dynamics Inc.

441

SESSION 15: COMMUNICATION,

NAVIGATION, AND IDENTIFICATION (CNI)
TERMINALS

Chairmen:

D.B. Cox, Jr. '1:

0.8. Draper Lab.

Cambridge, MA

F.W. Smead

/TTAvionics

Nutley, NJ

AIAA-84-2693-CP

Customizing ICNIA for Specific

Applications . . . . . . . . . . . . . . . . . . . . . . .. WITHDRAWN
F.W. Smead, /TTAvionics

AIAA-84-2691-CP

An Experimental Aeronautical Satellite Data
Link . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 454

S. Anderson, The M/TRE Corp.

AIAA-84-2698-CP (Alternate)

An Adaptive Airborne VLF Communications

Array Concept . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 462
S.R. Schmitt, Nava/Air Development
Center

SESSION 16: SYSTEMS AND SOFTWARE:
ADA”

Chairmen:

D.B. Mulcare

L0ckheed—Georgia Co.
Marietta, GA

T.V. McTigue
McDonnell Aircraft Co.

St. Louis, MO

AIAA-84-2701-CP

Directed Graph Methodology© . . . . . . . . . . . . . . . 467
E.M. Lanier and M.E. Hinkey, Westinghouse

Electric Corp.
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AIAA-84-2702-CP

Real Lite Considerations of ADA” Runtime

Organizations for Real-Time Applications . . . . . 472
J.M. Kamrad II, A/sys

AIAA-84-2703-CP

Using Ada” tor a Distributed, Fault-Tolerant

System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 477
JB. DeWolf, N M. Sodano and RS.

Whittredge, Char/es Stark Draper Lab. Inc.

SESSION 17: ON—BOARD MONITORING AND TEST

Chairmen:

L.M. Carrier Jr.

Rockweil lnternationai Corp.

Lakewood, CA

D. Pieratt

ASD/B/EE

Wright-Patterson AFB, OH

AIAA-84-2706-CP

Maintenance Assist Functions Embedded

‘Within the 737-300 Flight Management

System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 485
G.F. Ellis, The Boeing Co., and H.E. Hofferber,

Sperry Flight Systems

AIAA-84-2709-CP

Integrated On-Board Monitoring and Test
Concepts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

P.C. Jenkins and OJ. Orig, Rockwell

International Corporation

AIAA-84-2708-CP

Avionics Hardware Design for Testability . . . . . 498
B.L. Ferrell and S.L. Over, Generai Dynam/cs_
Fort Worth Div.

AIAA-84-2677-CP

Remote Maintenance Monitoring Using a

Digital Data Link . . . . . . . . . . . . . . . . . . . . . . . . . . . .

D. Dowling and R A. Lancaster, AH/NC

Research Corp.

AIAA—84-2705-CP

Crash Survivable Flight Data Recorder . . . . . . . 508

G.E. Davis, General Dynamics Fort Worth
Div.

492

503

SESSION 18: VLSI DESIGN AND TESTING

Chairman:

C.H. Huang

Lockheed Research and Development Div.
Pa/o Alto, CA

AIAA-84-2712-CP

Semi-Custom Devices and Design . . . . . . . . . . . 513
C-W- Stem. S//icon Compi/ers /nc.

XV

AIAA-84-2711-CP

Gate Array, Standard Cell, and Fully Custom:

Building Blocks for the Digital Avionics V

Designer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
H.L. Owen Ill and MT. Kopp, Georgia

Institute of Technology

517

AIAA-84-2713-CP

VLSI Design for Testability . . . . . . . . . . . . . . . . . . 523

E..J. Mccluskey, Center for Fte/iab/e

Computing, Stanford Univ.

SESSION 19: DATA LINK SYSTEMS APPLICATIONS

Chairmen:

D.G. Botha

AFWAL/AAA/

Wright—Patterson AFB, OH

D.G. Evans

PME/PMA

Washington, DC

AIAA-84-2716-CP

The Navy’s Tactical Data Network . . . . . . . . . . . . 531

W.J. Schoppe, Nava/Air Development Center

AIAA-84-2719-CP

Implications of JTIDS/TADIL J on Navy

Aircratt Weapons Systems . . . . . . . . . . . . . . . . . . . 539

R.W. Kuhn, McDonne//Aircraft Co

SESSION 20: MERGED DIGITAL MAP TECHNIQUES

Chairman:

J.W. Weber

Hughes Aircraft Co.

Los Ange/es, CA

AIAA-84-2724-CP

Data Compression Techniques Digital Map . . . 549
PL Poehler, DBA Systems Inc.

AIAA-84-2723-CP

A Terrain Data/Digital Map System for LHX . . . 557
G.O. Burnham, C. Benning and R.L. Rivard,
Texas Instruments Inc.

SESSION 21: ADVANCED DIGITAL INTEGRATED
CIRCUITS

Chairmen:

D.B. McBrayer

L TV Vought Missi/es and Advanced Programs
Dallas, TX

W.R. Hutchins

Sanders Associates

Nashua, NH

AIAA-84-2728-CP

MIL-STD-1553 Dual Redundant Remote

Terminal Superhybrid . . . . . . . . . . . . . . . . . . . . . .. 563
S.N. Friedman, /LC Data Device Corp
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AIAA-84-2730-CP

VLSI Chip Set for High-Performance Avionic

Computers. . . ._ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 569
S.J. Forde and M A Hilmantel, Sanders
Associates Inc.

SESSION 22: AIRBORNE SEPARATION
ASSURANCE

Chairmen:

F.S. Chandler

Sperry Dalmo Victor /nc.
Belmont, CA

J.J. Fee

Federal Aviation Administration

Washington, DC

AIAA-84-2734-CP

Evolution of the Collision Avoidance

System in the Cockpit . . . . . . . . . . . . . . . . . . . . . . . 573

W.L. Hyland, Federa/Aviation Administration

AIAA-84-2738-CP

Enhanced TCAS-ll Tracking Accuracy . . . . . . . 577

A.|. Sinsky and J.E. Reed, Allied Bendix

Aerospace, Bendix Communications Div.,
and J. Fee, Federa/Aviation Administration

AIAA-84-2737-CP

New Concepts in Collision Avoidance Logic . . 586

W.D. Love and A.D. Zeitlin, The M/TFRE Corp.

AIAA-84-2736-CP

Improved TCAS I for Pilot Warning
Indication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 593

J.D. Welch and W H Harman, M/.T. Lincoln
Lab,

AIAA-84-2735-CP

Secondary Surveillance Radar Mode S -

Potential Applications and Future

Requirements in Europe . . . . . . . . . . . . . . . . . . . . . 597

R.C.G. Jenyns and ME. Cox, European

Organization for the Safety of Air Navigation

SESSION 23: ALL ELECTRIC AIRCRAFT

Chairman:

C.R. Spitzer

NASA Langley Research Center
Hampton, VA

AIAA-84-2739—CP

Deja-Vu of All Electric/All Digital Aircraft . . . . . 606
M..J. Cronin, Lockheed-Ca/ifornia Corp.

AIAA-84-2740—CP

An Assessment of the 1990 Digital/Electric
Airplane . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 615

G5 T3998. Boeing Commerc/'a/ Airplane Co

AIAA-84-2742-CP

A Minimum Interruption AC Electric Power
Generating System for Avionics . . . . . . . . . . . . . . 619

BR. Mehl and GR. Pierce, Sundstrand
XVII

SESSION 24: STANDARDIZED MODULAR

AVIONICS

Chairmen:

R.K. Flicker

USAF

Wright-Patterson AFB, OH

J.A. Wyatt

Dept. of Defense (OUSDBE)
Falls Church, VA

AIAA-84-2745-CP

Common Modular Avionics: Partitioning and

Design Philosophy . . . . . . . . . . . . . . . . . . . . . . . . . 624

D.M. Scott and S.P Mulvaney, General

Dynamics Corp.

AIAA-84-2747-CP

Modular Standards for Emerging Avionics

Technologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 629

W.E. Radcliffe, AR/NC Research Corp., and

D.J. Boaz, Air Force Avionics Lab., Wright-
Patterson AFB

AIAA-84-2749-CE’

High Density Modular Avionics Packaging . . . . 634
F.J. Poradish, Texas Instruments lnc.

AIAA-84-2746-CP

Modular Avionics Packaging
Standardization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 641

M.L. Austin and J.K. McNicho|s, Naval
Avionics Center

AIAA-84-2748-CP

General Dynamics Convair Division Totally

Reconfigurable Embedded Computer . . . . . . . . 646
LG. Markert, J.L. Kusek, and P.A. Hedtke,

General Dynamics Convair Div

SESSION 25: DIGITAL PROPULSION CONTROL

AND MONITORING SYSTEMS

Chairmen:

J.C. Richards

General Electric Co.

Cincinnati, OH

P. Adams

AFWAL/POTC

Wright—Patterson AFB, OH

AIAA-84-2753-CP

Accuracies of Digital Engine Monitoring

Proven by Performance . . . . . . . . . . . . . . . . . . . . . 653

J. Bluish, A//led Bendix Aerospace, and J.

Balazic, Boeing Commercial Airplane Co.

AIAA-84-2754-CP

The F110 Engine Monitoring System . . . . . . . . . 661

M.J. Ashby and R.J.E. Dyson, General
Electric Co.
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MESSAGE FROM THE CHAIRMAN

IRVING R. REESE

Boeing Commercial
Airplane Co. 

Welcome to Baltimore and the AlAA/IEEE 6th Digital Avionics Systems Conference, other-

wise known asthe “6th DASC." lt has been only one short year since the 5th DASC in Seattle.

Yet, the 6th DASC will have even more technical sessions, panel discussions and exhibits

than ever before. This, I believe, is indicative of the exciting progress we are experiencing in

digital avionics.

Digital avionics are contributing to higher performance, new mission capabilities, improved
crew interface and greater reliability for both military and civil aircraft. Several of these

realized benefits were reported at the 5th DASC in Seattle last year. However, this is not a time

to rest on our laurels. Even greater challenges and opportunities lie ahead.

Randy Moore and the Technical Program Committee have prepared a full agenda of tutori-
als, technical sessions and expert panel discussions designed to educate, share informa-
tion and stimulate debate.

An outstanding array of technical exhibits will provide a rich opportunity to see, hear and

operate state—of—the—art equipment and components. You would need a large travel budget
to see even a fraction of this technology in its normal environment...so plan to spend a few

hours browsing and talking with exhibitors.

The technical and exhibits programs are complemented by social events where you can visit

with your colleagues in a relaxed atmosphere. A program of tours and information on local
activities will make the 6th DASC memorable for spouses, too.

On behalf of the conference committee, participants and the sponsoring societies —— wel-
come to the 6th DASC.

XX
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Westinghouse Electric Corp.
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DEPUTY EXECUTIVE VICE CHAIRMAN SECRETARY
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E Westinghouse Electric Corp. FAA
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Frank W. Smead Jean M. Eason

lTT Avionics General Dynamics, Fort Worth Div.

PUBLICITY CHAIRMAN EXHIBITS CHAIRMAN
Frank C. White Harold H. Fink
Aviation Consultant ARINC AEEC

DEPUTY PUBLICITY CHAIRMEN ARRANGEMENTS CHAIRMAN
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DIGITAL AVIONICS SYSTEMS CONFERENCES

THE HERITAGE

Technical Program I Registration Exhibits ‘ Tutorials.15

Papers I Sessions Paid in Other Firms Booths ’ Courses Registration

AIAA 1ST DIGITAL AVIONICS SYSTEMS CONFERENCE ‘
APRIL 2-4, 1975 BOSTON 53 I 9 ‘ 175 — — — — -

General Chairman: C. Eric Ellingson, Mitre I “
AIAA 2ND DIGITAL AVIONICS SYSTEMS CONFERENCE l

NOVEMBER 2-4, 1977 LOS ANGELES 78 15 228 — — — — —
General Chairman: William M. Pulford, Bendix ‘

IEEE/AIAA 3RD DIGITAL AVIONICS SYSTEMS CONFERENCE

NOVEMBER 6-8,1979 FT. WORTH 88 16 396 210 14 29 — —
General Chairman: Daniel S. Goldin, THW

AIAA/IEEE 4TH DIGITAL AVIONICS SYSTEMS CONFERENCE

NOVEMBER 16-19, 1981 St. LOUIS 117 23 494 650 37 56 6 150
General Chairman: John C. Ruth, General Dynamics

IEEE/AIAA 5TH DIGITAL AVIONICS SYSTEMS CONFERENCE I '
OCTOBER 31-NOVEMBER 3, 1983 SEATTLE 135 25 655 ‘ 825 33 61 6 285

General Chairman: Cary R. Spifzer, NASA

THE HISTORY

The Conference began in the fall of 1973 when dis-

cussions among key members of the AIAA Technical
Committee in Communications surfaced a need for a

conference to address emerging digital avionics tech-

nologies.

A proposal was generated and sent to the AIAA

headquarters staff to try an experiment by having a

conference called the Digital Avionics Systems Con-

ference, to be held in the Spring of 1975 in Boston,
Massachusetts.

There was a very strong interest by personnel from

Mitre, Draper Labs, Lincoln Labs and Bendix to pull

together the elements of this first conference. The

conference that year was very modest in the number

of presentations, speakers, and attendees. The pro-

ceedings were a very meager collection of papers and
the motivation of the conference was to provide for

very good presentations and open “birds of a feather”
discussion periods. The concensus of the people

attending was that this conference should become a

permanent structure within the AIAA. The AIAA Tech-
nical Activities Committee concurred and decided

that in 1977 a second conference should be held.

An innovative feature of the 1977 conferen ce, which

was then called the Second Digital Avionics Systems

Conference, was the addition of an exhibits program.

There were four exhibits displayed in the hallways of

the conference hotel. They were small but demon-

strated the value of an exhibits program to comple-

menting a very good technical program.
Another landmark decision was made to include the

IEEE as a silent junior partner in the 1977 confer-

ence. This partnership proved to be so successful

that following the second conference, a representa-

tive of the IEEE (AESS) met with the AIAA Technical
Committee on Communications and the conference

organizers to discuss the role of the IEEE in future
conferences. The final result of these meetings was a

signed memorandum of understanding between the

IEEE (AESS) and the AIAA Technical Committee on

Communications to jointly sponsor the Digital Avi-

onics Systems Conference in the future. Conferences

would continue to be every two years, however, the

overall conference responsibility, administrative, and

financial, would alternate between the two societies.

The Technical Program would always be the respon-

sibility of the Society which was not responsible for the
overall conference and, to help ensure continuity of

the conferencefunction, thetechnical program chair-

man of one conference would become the general
conference chairman next conference.

XXII
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The Third Digital Avionics Systems Conference
occurred in the fall of 1979 in Fort Worth, Texas, and
was the first of the IEEE run conferences with AIAA

pulling together the technical program. This was a

very interesting experiment and brought a new flavor

and mode of operation to the conference.
Another novel feature of the Third DASC was a full

commitment to an extensive large-scale exhibits pro-

gram highlighting larger contractor exhibits. There

were 15 exceptional exhibits, which provided an

excellent balance to the technical program. This suc-

cess put in motion the game plan for including the

exhibits program as an integral part of the conference

in the future. The exhibitors themselves, although

expressing concern at first that this was a loss leader

investment, were exceptionally delighted with the

quantity and quality of people attending their exhibits,
and 14 ofthe15expressed an immediate interest to be

included in the next conference. Over 600 people
attended the exhibits and shows, and the number of

technical sessions supported a full three-day pro-

gram with an evening panel session.

The Digital Avionics Systems Conference was now
in full stride. The fifth conference occurred in Seattle

and was highly successful. Over 600 people attended
the five parallel technical sessions and more than 60

exhibit booths were filled. The digital avionics com-
munity was waiting forthis meeting to occur and antic-
ipated it well. A decision was made at this time to hold

the 6th DASC one year later in Baltimore. This accel-

erated schedule took the DASC out of sync with the
C'°3e_'Y related computers in Aerospace Conference.
Westinghouse, FAA, and Bendix follow Boeing as the
industrial aerospace sponsors and everything points
I0 {in unbelievably successful 1984 Sixth Digital Avi-
°“‘C5 SYstems Conference.
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The Fourth Digital Avionics Systems Conference

was in 1981 in St. Louis, Missouri. McDonnell Douglas

acted as a local industrial sponsor. History had

already taught the conference committee some very

valuable lessons concerning the industrial support for

conferences. In addition to willing and energetic

volunteers, the presence of a large aerospace com-

pany to provide resources to support the conference

was invaluable. General Dynamics provided this influ-

ence in Fort Worth, and Boeing had already agreed to

support the conference in 1983 in Seattle. The confer-

ence had made its breakthrough. Over 1,000 people

attended the excellent exhibits provided by over 30

companies. There were almost 500 paid registered
attendees at the conference. As usual, another innova-

tive feature was attempted. Six 3-hour tutorials were

held on the day before the actual start of the confer-

ence. The tutorials presented information on relevant

digital avionics topics and proved to be very success-
ful.
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MESSAGE FROM THE TECHNICAL

PROGRAM CHAIRMAN

 
Randal K. Moore

General Dynamics, Fort Worth Div.
 0

Welcome to the 6th Digital Avionics Systems Conference. Please permit me a few paragraphs to outline for you
this year's technical program.

The tutorials will repeat some past favorites, sometimes with new instructors and different material. In addition,

there will be expanded coverage of Ada", as well as new topics in voice systems and artificial intelligence. Sylvia

Blair has done an excellent job of obtaining tutorials that will be both interesting and informative.

The plenary session on Tuesday morning will take a forward look at digital avionics from four different

perspectives. The plenary session theme “Digital Avionics Requirements for the 1990’s” would be just as

appropriate for the entire conference. The aircraft of the next decade will be built upon the lessons we learn today
and the technologies now emerging.

As in the past, we have attempted to strike a balance between defense, commercial, and general aviation

interests. This is reflected in the technical sessions, the plenary session, and particularly in the panel sessions.

Ken Chow and Stew Baily have organized two superb panel discussions in order to better address different areas

of current concern — VHSIC insertion for the defense community and the National Airspace Systems Plan for
commercial and general aviation.

lam confidentthat the twenty—five different technical sessions will provide many papers to capture your interest.

The session organizers, authors, and speakers have done a tremendous job. The papers cover technologies and
end—item applications, components and systems, software and hardware, fixed—wing airplanes and rotorcraft. Yet,

there is method to the diversity, and your selective attendance at the technical sessions will let you choose a view

of digital avionic systems as wide or as narrow as you might wish.

lam proud to have been associated with the many people who contributed their time and talents to the 6th DASC

technical program. I think you will agree that their contributions are reflected by the excellence of the result. Please

join me as I say “Thanks" for a job well done.

Randal K. Moore

Technical Program Chairman
6th DASC

XXIV
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TECHNICAL PROGRAM

COMMITTEE

TECHNICAL PROGRAM CHAIRMAN
Randal K. Moore

General Dynamics, Fort Worth Div.

DEPUTY

TECHNICAL PROGRAM CHAIRMEN

AIAA K.K. Chow
Lockheed R&D Div.

IEEE Stewart Baily
ARINC Research Corp.

TUTORIALS Sylvia H. Blair

General Dynamics, Fort Worth Div.

XXV
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TUTORIALS PROGRAM

The 6th DASC tutorials provide relevant and infor-

mative sessions on topics of concern to engineers

and managers. These six sessions cover many of the

latest developments in the avionics industry. The

INTRODUCTION TO DIGITAL

AVIONICS

Richard A. Maher

VERAC, Inc.

‘Mr. Maher IS currently Assistant Manager of the Avionics

Group at VERAC Inc. in San Diego CA. Hehas over 25 years

experience in development, evaluation, and the support of
missile and avionic systems employing extensive use of

advanced digital technologies. Forthe past 10 years atTRW,
he was responsible for the development of advanced avio-

nics concepts tor electronic warfare and integrated avio-
nics. Recent avionics program experience includes DAlS/ -
Pave Pillar, EW Area Reprogramming Capability (ARC),
|CNlA, INEWS, and several VHSIC technology insertion

applications.

Dr. John G. Weber

VERAC, Inc.

Dr. Weber IS manager of the Advanced Avionics Systems

Department at VERAC lnc. San Diego CA. He has over 20

years experience in the design, development, and testing of
digital systems. His design and development experience
has been principally associated with thefield of digital avio-
nics. He was the chief designer and program manager for

the Digital Avionics information System (DAlS) Program
where he made major contributions in developing a number
of current avionics standards. His testing experience has

involved data reduction and analysis for the Minuteman

ICBM program and the development of the integration facil-

ity for avionics support testing (IFAST) for the Air Force
Flight Test Center.

Course Description -

This course provides an overview and orientation to dig-

ital avionics systems architecture, hardware/software ele-
ments and support systems including: technology applica-
tion areas; software discipline; interface standardization

efforts; and developments in real time simulation support

systems. The course will begin with a historical summary of
digital avionics; describe on-going programs to demon-
strate systems architecture and interface standards; and
discuss future trends in avionics technology including

VHSIC processing, software, voice interactive systems, arti-
ficial intelligence, and reprogrammable support systems.

XXVI

 

 

material is introductory in nature to provide atounde
tion from which the student can evolve toward his ovi

specific a;p.plicatio;ns.

VOICE INTERACTIVE SYSTEMS

APPLICATIONS AND IMPLEMENTATION

Dr. Jolllm C. Ruth

McDonnell Douglas Electronics (

Dr. John C. Ruth is presently the Vice President

McDonnell Douglas Electronics Company, Marketing ar
New Business Development where he is responsible f
market and advanced program planning/development ar

sales. Prior to moving to MDEC, he worked at Gener

Dynamics,FortWorth Division where he was responsiblef
advanced avionics new business development plans ar

strategies. Dr. Ruth is retired from the Air Force where l
served in numerous management positions dealing wi

digital avionics including Director of the Digital Avionii
Information Systems (DAIS) Program Office of the Air FOH
Avionics Lab.

Carolyn A. Moore
VERAC, Inc.

Ms. Carolyn A. Moore is presently the task manager fort

Avionics Displays and Control Simulator at Verac Inc. She
responsible for the rapid prototyping system design simul
tor for the F-16 C/D Program. Prior to coming to Verac, s

wasthe senior design engineer for Phase land Phase ll AF
F-16 Voice Command Program at General Dynamics, F:
Worth Division. She also served on the F-16 program ast

Up-Front Controls Element Manager.

Course Description -

The concept of the “pilot as a manager" evolves as avl

nic systems become more and more sophisticated. The pi
will not only need to monitor and direct the various fur
tions, but will need to access data or ask a subsystem
relational data. This tutorial addresses three distinct areas

voice interactive systems, starting with the reasons for l
use of interactive voice recognition and synthesis as a v
ble tool in currentand advanced aircraft. Next, various typ

of voice applications will be discussed, including a bi
history of the AFTI/F-16 Phase I flight test effort anc
discussion on possible interactive voice applications
advanced aircraft. Finally, a detailed systems approach
how interactive voice systems can be implemented in CI
rent and future aircraft systems will be described.
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INTRODUCTION TO ADA”

‘ Richard E. Bolz
_ ' I4 Modern Programming Languages

Mr. Richard E. Bolz was an Associate Professor of Com-

puter Science for the Air Force Academy in Colorado
springs for ten years. He was the code developer of the
model course for the Department of Defense for Software

Engineering with Ada”. He has been teaching Ada” for the
lastfouryears andisamember of AdaTech and Ada”/Jovial
User's Group. Mr. Bolz has presented this tutorial on numer-
ous occasions including for Adatech and the Aerospace

Engineering Conference and Show with excellent results.

Course Description -

This course introduces Ada”, the Department of Defense's

new programming language. The purpose of the course is
not to teach the language in detail, but rather to provide a

flavor for the power and form of the language in the perspe-
tive of modern software methodologies. The session begins
with a brief history of the language, followed by detailed
examples of packages, exception handlers, generic units,
representation specification, and tasking.

DIGITAL SIGNAL PROCESSING

' '- Dr. Leonard Chin

L Naval Air Development Center

Dr. Chin has been with the Navy Department since 1967,
working on a wide range of systems research and develop-
ment projects including estimation, control, and digital sig-

nal processing of self-contained navigation systems for

submarine, surface ship, and aircraft. Project assignments

have included work on Global Positioning Systems (GPS)
and Joint Tactical Information Distribution System (JTIDS).

Course Description -

The main objective of this tutorial is to presentan overview
of digital signal processing (DSP) techniques and applica-
tions with emphasis on the understanding of fundamental

f°r:”C‘3Pls and practical utilizations. The building blocks
msftn évrhllch DSP techniques were developed will be reviewed
D,SP. IS is followed by a comprehensive survey of familiar

techniques. Next an overview of DSP applications will

' . E’€.p’eS€“ted, encompassing topics such as filtering, spec-
. ,I,3.I af‘3'YSiS. d9I€CTi0n. signal reconstruction, image pro-

§°,35'”9. 810. Finally for completeness, a brief report on
Ur: trends in DSP techniques and applications will be

ADA” FOR PROJECT MANAGERS

Anthony B. Gargaro

Computer Sciences Corp.

 
Mr. Anthony B. Gargaro is a lead scientist with Computer

Sciences Corporation (CSC) Defense Systems Division and
has been a principal contributor to the Ada” program since
1978. Mr. Gargaro has participated in activities in both the

implementation and use of the Ada” language for some
years. Currently, he is the vice chairperson of SIGAda and a

member of the KAPSE interface team from industry and
academia. He has presented this tutorial on many occa-
sions, including to Adatech national conferences.

Course Description -

This course will address what a project manager, who is

implementing a program using Ada”, needs to know about
the language and how to get the most out of Ada”. Emphasis
will be placed on software productivity and developing qual-
ity programs, including presentation, abstraction, encapsu-
lation, synthesis, instantiation, synchronization, and repres-
entation. Ada"‘ is such a powerful programming language
that without an adequate understanding, a project manager
could find the program managing the manager. With under-

standing, Ada"‘ can simplify the complexity of managing the
program and reduce the cost of implementing the application.

OVERVIEW OF ARTIFICIAL

INTELLIGENCE

Dr. William B. Gavarter
Research Scientist

 
Dr. Gavarter has spent several years developing an in-

depth overview of artificial intelligence (Al) and robotics. He
has just published a book entitled “lntelligent Machines”,

Prentiss Hall, covering this material. He was formerly the
manager of Automation Research at NASA Headquarters
and is now doing research and development on expert sys-

tems for NASA Ames Research Center. Dr. Gavarter is a past
chairman of the Washington D.C. Chapter of IEEE, Systems,
Man, and Cybernetics Society. He is published extensively
on Aland robotics.

Course Description -

Artificial intelligence is an emerging technology that has
recently attracted considerable publicity. Al is a discipline

devoted to developing and applying conceptual approaches
to intelligent behavior, or simply put, it's an approach to

developing smartcomputers. Many Al groups and organiza-
tions have been formed and applications are under devel-
opment. This tutorial will provide an overview of Artificial

Intelligence which will cover the foundation of Al, the tech-

niques utilized, the applications, the participants,and finally,
the state of the art and future trends.

p ,7 - . .. , , ,
I a it i_.;I$IF,rf,fI lrdcluiiark of the Us Government, Ada Joint Program office
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PLENARY SESSION

“DlGlTAL AVIONICS REQUIREMENTS FOR THE 1 990’S ...”

“... TECHNOLOGY INSERTION ROADMAP”

Bemnamd A. Zempolich

Naval Air Systems Command
Headquarters

Since joining the Naval Air Systems Command in 1963,
Mr. Zempolich has held positions of increasing responsibil-

ity in the areas of computer systems and related software.
-He is currently acting director of the avionics division at
NavAir and t-echnical manager for advanced developments

in computertechnology, hardware, software, integrated avi-
onic systems and artificial intelligence.

Mr. Zempolich has a bachelors degree in electrical engi-
neering from Catholic University of America. He graduated
with distinction from the industrial College of the Armed

Forces and currently teaches computer science at the Uni-
versity of Maryland.

Phillip 0. Brown
McDonnell-Douglas Corp.

Mr. Brown is Chief Program Engineer, Electronic Sys-
tems. He holds a BSEE, MSEE, and Professional Degree in

Electrical Engineering from the University of Missouri at
Rolla. As ASA ProjectManager, Mr. Brown also has cogniz-
ance of VHSIC insertion (Pave Sprinter) and related IRAD

effort. His previous areas of responsibility have been in the

avionics systems associated with advanced USAF and USN
aircraft; and with electronic attack and radiating sybsystem

technologies for advanced concepts. Mr. Brown had direct
responsibility for the F-15 avionics system performance

analyses, as well as the development of equations for the

integrated control of sensors, displays, and weapons in the
many modes required for weapon system effectiveness. Mr.
Brown is Chairman, Avionics Section of the Air Armament
Division of the American Defense Preparedness Associa-

tion, a member of the IEEE, Tau Beta Pi, Eta Kappa Nu, and

the Academy of Electrical Engineers at University of Mis-
souri at Rolla.

Todays advances toward smarter, faster, more modular
avionics are pushing the system integrator role into the

spotlight. Mr. Zempolich will discussthe integration of avion-
ics with consideration of technology, information fusion, and

advanced system architecture impacts. The talk will address

key issues such as faulttolerance and reconfiguration, inte-
gration of subsystems from an electronic/mechanical
viewpoint, and the utilization of VLSI components.

“... TOTAL WEAPON SYSTEM VIEW”

An Avionics System definition derived from Weapon Sys-
tem Mission Requirements and the subsequent develop-

ment of the Weapon System is of vital interest to the aircraft

prime inasmuchas the total Weapon System Performance
Responsibility resides with the prime.Thisinterestis brought
about by the strong effect the Avionics System has on the
performance, availability, combat effectiveness, and life
cycle cost associated with the Weapon System. Key to
countering the 1990's threat while remaining compatible
with the projected economics and human resources avail-
able will be the on-board digital Avionics Systems. This

presentation addresses the significance of the 1990 digital
avionics in the areas of: 1) Development — hardware/soft-

ware complexity,testability; 2) Production — new technology

integration, standardization; 3) Supportability ~ on-off air-
craft maintenance, reduced spares types; and 4) Affordabil-

ity - all of the previous areas.

XXVHI
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l(U\J\l.llIlr-O‘V"‘

R. Noel Longuemare

 
Sincejoining Westinghouse in 1952, Mr. Longuemare has

held positions in design engineering, line and project man-

agement, and has played a leading role in the development
of modern radar and avionics systems for airborne and land
mobile applications.

He was heavily involved in managing the introduction of

digital computers and digital signal processors into these

systems, and in formulating the systems architecture and
philosophyforthewestinghouse ModularRadar Series now
successfully implemented on several frontline Westing-
house programs.

His current management responsibilities include the

development of advanced sensors and avionic systems, as

well as key technology programs such as VHSIC and
advanced signal processing. He is also responsible for

managing the engineering department at the Westinghouse
Defense complex near BWI Airport. He holds 8 patents and

17 patent disclosures, and is active in numerous technical
and industrial societies in the avionics and military electron-
ics field.

Mr. Longuemare holds a BSEE from the University of
Texas at El Paso and an MSE from Johns Hopkins Univer-

sity. He has also completed the Stanford University execu-
tive program.

Eugene C. Machacek
Rockwell International

Westinghouse Electric Corp.

XXIX

) “... THE FUTURE OF DEFENSE AND SPACE SYSTEMS”

As we move into next generation Avionic Systems for the

Department of Defense and other Government Agencies we
see requirements for unattended systems, faster system
reaction times, lower life cycle costs, shorter concept—to-

deployment times, and fault reconfigurable systems for

greater operationalavailabillty. These requirements demand
new architectural approaches beyond those of todays dig-

ital Avionics Systems. New information flow concepts for
interconnecting computing and processing subsystems,
sensors, control and displays must "be developed. Studies

underway indicate the need for several levels of bussing,
some with bandwidths several orders of magnitude higher

than todays bussinlg speeds. To lower life cycle costs,
standard modules compatible with generic system func-
tions and partitioned to permitbuilt in faulttolerance through

rapid reconfigurable functions, will evolve. A major thrust
will be the development of survivable systems emphasizing
sensor fusion and integrated functions using a common
processing approach.
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77 71t*oléiTAL AVIONICS SYSTEMS AWARE

r managers in the 7-67 Flight Management Systems
e combined project Engineering and Staff Task Force

w 757/7'67 digital avionics

Spradlin, Sutcliffe, Peak and McDonald were the senio
Program organization. They were responsible for leading th
that directed the specification, design, development, test and certification of the he
subsystems.

Dick joined ‘Boeing in 1954. He has held staff posi— During his 27 years of s-ervice, Dick has worked on
tions on th-e SST, 707, 727,737. Heis currently Senior the following programs: B52, WS—324A, C5A, SST,
Staff manager responsible for the design, develop- 707/727/737, 747, 757 and 767. He was Senoir Pro-
ment and certification of Flight Management Systems ject engineer on the -FMS Systems, E/E Systems, and
for the 757 and 767 airplane. Flight Deck.9

Richard A. Peal

Chief Design Engineer - Avionic
Renton Richard E. Spradlin

Chief Design Engineer—Avionics/
Everett Division

 

Robert E. McDonald
Peter L. Sutclifte

Director—Engineering Researcf
Chief Design Engineer—FMS/
Avionics

  
During his 25 years at Boeing, Bob has worked 0!

the 747 Program as Chief of Test and Director Techni
cal lntegrity—New Airplane Program. in 1979 Bob wa
assigned as Chief Engineer responsible for develop
ment of a common Flight Management System for th
757 and 767.

Peter joined Boeing in 1974 as Manager of Ad-
vanced design. In 1980, he became Deputy Manager-
Systems Integration of 757/767 Flight Management
Systems and laterbecame Program Manager—757/767
Flight Management Systems.

757/767 Flight Dec:
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i  PANEL DISCUSSION
NATIONAL AIRSPACE SYSTEMS PLAN —

ITS IMPACT ON DIGITAL AVIONICS SYSTEMS REQUIREMENTS

The avionics of the 1990‘s will become more integrated in
terms of on—board architectures and with respect to the air

traffic managementenvironment. What impact will the initia-
tives undertaken by the FAA in the National Airspace Sys-

s/ tems Plan have upon avionics system requirements? What
will be the roles of the government, industry, operators, and
the internationalaviation organizationsinestablishingthese

requirements? To address these issues we have assembled

i a panel drawn from diverse interested organizations in the
' aviation community:

I MODERATOR

Stewart Baily
ARlNC Research Corp.

 
 

 
 
 
 
 
 

 
 
 
 
 

 
 
 
 

 

  

Stu Baily is Manager, Advanced Systems Program, ARINC
Research Corporation. He directs the company's advanced

programs in aviation, command and control, and electronic
warfare systems. Included in these programs are consulting
efforts on the microwave landing system, modular avionics
Standardization, and variety of telecommunications, data
link and voice radio system architectural investigations. Mr.
Baily is a Senior Member, IEEE and a Governor of the Aero-

space and Electronic Systems Society (AESS).

B.R. Climie

Aeronautical Radio, Inc.

'5. (ARINC)

Rick Climie nas been active in requirements definition and
Specification development for commercial avionicsfor over

:5 Y_9ars.AHe is a former chairman of the Airlines‘ Electrical
.1-I mfligtlgeering Committee (AEEC). He currently coordinates,

inch I alfof ARINC and its airline. ownership, the airlines‘
, ._ Wcal interests in system definition and standardization

fie national and international communities in many indus-
nd quasi-governmental groupsincluding ICAO and ITU.

'93 Past‘PreSident of the Aerospace and Electronic
ms Society (IEEE)

 

9

XXXI

Peter C. McHugh
Aircraft Owners and Pilots Assn.

(AOPA)
 
Pete McHugh is responsible for keeping AOPA abreast of

the developments in communications and navigation sys-
tems. He is a representative to RTCA and the future aircraft

navigations Systems committee of ICAO. Pete is also
responsible for AOPA inputs to NOS and FAA aeronautical

charts and publications. He was previously with the Aero-
nautical Systems Office, which performs Similar functions
for DCS, Operations, U.S. Army.

f Robert Dunn

1 Boeing Commercial Aircraft Co.

Bob Dunn is responsible for design aspects for all avio-

nics projects within Boeing Commercial Aircraft Company.
His organization is also responsible for technical interface
with BCAC suppliers, as well as for customer requirements.
Software standards and control also fall within Bob’s pur-

view. Priorto his current position, Bob was Chief Engineer —

Technology for the Boeing 747 aircraft program.

Martin T. Pozesky
Federal Aviation AdministrationIn

Marty Pozesky is responsible for “crad|e-to—grave" over-
sight of National Airspace System Plan projects. These
include a variety of air traffic control improvements, com-
munications system upgrades, ground-to-air surveillance
radar programs, and the microwave landing systems pro-

gram. Prior to his present position, Marty was Deputy Direc-

tor, Systems Research and Development Services, ARD-2.
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WEDNESDAY LUNCHEON

“to recognize outstanding achievement in technical manage-
mentand/orimplementation ofdigital avionicsin space or aero-

nautical systems to include system analysis, design, develop-
ment of application.”

Featured at the Wednesday luncheon is the presentation of the first Digital Avionics System Award, sponsored
by the AIAA Digital Avionics Technical Committee. Nineteen—eighty—tour marks the introduction of the award
which is to be presented every two years at the Digital Avionics Systems Conference. In addition to this
recognition, the award recipient also receives a medal and certificate of honor.

Selection of the recipient from the group of many worthy nominations involves assessment of each candidate's
achievement or contribution with particular emphasis given to the degree of success in its practical application.

This 1st Digital Avionics Systems Award is being presented to the Boeing Flight Management System Program
organization for their outstanding achievement on the 757/767 avionic system. The Boeing organization is
represented by Richard E. Spradlin, Peter L. Sutcliffe, Richard A. Peal and Robert E. McDonald.

The Flight Management System equipment represents a significant step forward in commercial avionics. The
equipment is now in service with both the 757 and 767 fleets.

XXXII
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 PANEL DISCUSSION
VHS|C INSERTION AND ITS IMPLICATIONS

VHSIC insertion is an ongoing DOD program to promote

the insertion of VHS|C technology into operational systems.

Very soon, VHS|C technology will be required for new DOD

programs and add-ons. The panelists will discuss the inten-
tions, mechanics. and experience of the VHS|C Insertion

program. Although reference may be made to published
. accounts of VHS|C in the open literature, VHS|C chips and

I brassboards will not be presented due to lTAR restrictions.
Conference attendees having experience with VHS|C inser-
tion or wanting to participate in the Insertion program are

encouraged to participate in the ensuing discussion.

l

'I MODERATOR

"l

‘l I...

Dr. K.K. Chow
Lockheed R&D Div.

 
 

 
 

 
 
 
 
 
 

 

 
 
 

  

Dr. Ken Chow has been working in the fields of electronic

and opto—e|ectronic devices and subsystems for twenty—five

years, the last eleven years in management positions. His
interests include communications, signal processing, and

advanced concepts. Currently, he is manager of the
Advanced Electronics Laboratory, Lockheed R&D Division;

among his duties are the management of custom VLSI
design and VHS|C Insertion.

LTC Nicholas J. Babiak
OUSDRE

LTC Babiak has been involved with high speed computing

technologies for the past twelve years. Currently he is the
VHSIC Deputy Director for Technology Insertion, Office of
the Secretary of Defense, Office for Research and Advanced

Technology, and is responsible for selecting and funding

ll/HSlC insertion programs. Previously, LTC Babiak was the
P’”’lC'Dal Advisorto HQ USAF for mission-critical computers.

# John G. Gregory_ Westinghouse Electric Corp.

" $:E'3E?0"Y has been in the computing field since the
_ I VV/?C days. For the past twenty years, he has

"fr" "‘a’Y digital Systems, computers, and software

M Presemly, he is manager of Digital Programs

]n_ghC_'“se3 amofig his duties is the management of
”$.e""0” Dtograms.

 

 

 

Richard A. Maher

VERAC, Inc.

Mr. Maher has twenty-five years of industrial experience

in system development, test and evaluation and logistics
support for DOD programs. His work at TRW during the last

twenty years was in missile guidance and avionics, all
requiring extensive use of advanced digital technology. For
the past few years, he has been involved in VHSIC Insertion
into EW and communication systems. He recently joined
VERAC as assistant manager of the Avionics Group.

Don Staake

Johns Hopkins University

Mr. Staake has been active in the requirements definition,

design, and development of radar systems, primarily for
missile guidance, for over thirty years. He is on the Special
Assignment staff of the Fleet Systems Department at
JHU/APL, and is also a member of the staff of VHSIC Work-

shop lecturers. Currently he is involved with planning for the
insertion of VHS|C into various Navy programs. Previously,

Mr. Staake was the Operational Systems Development

Branch Supervisor at JHU/APL, where he was responsible
for the development of fleet radars for the surface Navy.

Charles Caposell
ODASN

Mr. Caposell has been in the high technologyfield for over

fifteen years. Currently he has split responsibilities as both
the Assistant to the Deputy for Electronic 8. Physical Scien-
ces in the Office of the Secretary of the Navy, and as the

Technology Manager of the Avionics Division at NAVAIR. He
has been associated with the VHS|C program since its

inception and is currently responsible for all aspects of
VHS|C within the Navy directorate, especially technology
insertion programs.
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THURSDAY LUNCHEON SPEAKER

“The Price of Professionalism”

r

Jack Jackson

Leadership Development Institute Inc.

 
"Jack" Jackson is on the staff of Leadership Development Institute, |nc., in Fort Worth,

Texas, and is chairman of the board of Jack Jackson and Associates. Prior to his association
with LDI, Jack was an instructor with American Airlines for 23 years. During the last 1 3 years
of that time he was also a goodwill ambassador for the company and traveled and spoke
nationwide. He began his career as a member of the United States Air Force and upon
completion of his duty, moved into Civil Service. He later entered private industry, spending
several years with the Boeing Company prior to joining American Airlines’ Flight Academy.
Jack has become an institution with the DASC. His talks are always relevent, thought
provoking and highly entertaining.
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i MESSAGE FROM THE GOVERNOR

OF MARYLAND

Harry Hughes
Governor

 STATE OF MARYLAND.' M. ‘
P "F

EXECUTIVE DEPARTMENTANNAPOLIS. MARYLAND 2I404

ngnsu 2-<uo>-«:5
. rm. W

I welcome those attending the sixth DASC to one of

the most exciting cities in America —— Baltimore, Maryland.

I hope that during the conference you will have time to discover

a little of what it is like to live and work in Maryland. We

are proud of our State, and would enjoy the opportunity to

describe some of its personal and business advantages. I

sincerely hope the conference will prove to be successful in

every way.

Gov rnor’
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SESSION 1 SYSTEMS AND SOFTWARE -

DEVELOPMENT METHODS

Chairmen:

Gordon Henley
Intermetrics, Inc.

Paul E. Gartz

Boeing Commercial Airplane Co.

.'

Rug session examines time-proven and emerging system and software englneerlng techniques having
I _ H-4' mi p/rcat/on to military, commercial, and governmental sectors. Included are practical assessments of

“ _I’__ Silu/ts and lessons learned.7

BOEING

Ex. 1031, p. 39

billc
Sticky Note
None set by billc

billc
Sticky Note
MigrationNone set by billc

billc
Sticky Note
Unmarked set by billc



BOEING 
Ex. 1031, p. 40

BOEING

Ex. 1031, p. 40

billc
Sticky Note
None set by billc

billc
Sticky Note
MigrationNone set by billc

billc
Sticky Note
Unmarked set by billc



BOEING 
Ex. 1031, p. 41

William B.

DEVELOPING SAFE SOFTWARE FOR CRITICAL AIRBORNE APPLICATIONS
84-2598

Noble

Hughes Aircraft Co.

Abstract.—a.n..—'.n.n.—..u.—u--:---—
Research and development work over the

I past few years has yielded several prom-
ising approaches to integrating the tradi-
tional hardware design and analysis tech-
niques into the software development pro-
cess so that the safety and reliability of
complex software driven processes could be
assured. This paper addresses a number of
these areas, with emphasis on those tech-

niques which can be used to ensure the
safety of software driven embedded sys-
tems. This paper is concerned with design
and analysis techniques, and does not
address the area of control law validation
or statical simulation methods which can
be used to evaluate the fault-free perfor-
mance of a control system.

 

 
 
 
 

 

 

 
 
 
 
 
 
 

 
 
 
 
 

 
 

 
 
 
 
 

 
 

 
 

 
 
 

 

Introduction

Automatic systems are being used for
increasingly complex and critical applica-
tions. In the not too distant past, the
scope of control, or authority, of control
systems could be so limited that faults
were tolerable and the system was fail
soft. This started to change with the
development of full time flight control
systems which included critical phases
such as climb-out and landings. Ini-
tially, these systems were designed to be
fail passive, allowing the pilot to assume
control in the event of a malfunction.

However, the application of computers for
active load alleviation, stability enhan-
cement and fly-by-wire, and the increasing

requirement for automatic landing capabil-
ity in low visibility situations, now pla-
ces the system in a situation in which
manual recovery is no longer a feasible
alternative.

As these applications evolved, analytic
technlques were developed and perfected to
§ddress the reliability and safety issues
for Such Systems, while hardware advances

fiallowed the construction of inherently
LPFE reliable equipment and the practical
;'ylication of redundancy to ensure fault
qlenance. ‘However, the system design

_ d?m9"tatl0n. represented by the
-E ware and software, poses a common

_ 99% §m°"9St redundant channels which
.$_P Viate the intended fault tolerance.

 

gfipef 1% directed primarily at flight
__HiE3PDlications,.but the concepts

rugtt will be applicable to other'4 TQ"$ which are similar in size and

' i;E'£l'_l:3fllI;stitute of Aeronautics and
: -v 34. All rights reserved_

Ground Systems Group
Fullerton, California

repetition rate. In general, a flight
control program consists of an infinite
loop which, once entered, executes so long
as power is applied to the computer. This
loop must repeat at a specified interval
(called the cycle time) to implement the
control laws and logic. Typical cycle
times range from 15 to 50 milliseconds,
although values outside of this range are
not uncommon. The program itself may
range from a few thousand to thirty or
forty thousand instructions, about evenly
divided between mathematical operations
and boolean logic, and is usually stored
in non—alterable memory. The program is
embedded within the computer system, and
cannot be accessed or altered without

special equipment. The user (pilot) can
interact with the program through a con-
trol panel, but the operation of program
itself is usually a total mystery to the
pilot who is interested in controlling the
airframe, not in operating software.

The Concept of Safety

Safety is an interesting term because it
has two aspects: SAFETY, which is a phi-
losophical concept that relates to the
perceived risk that the system can impose
upon the mission for which the system is
intended, or the risk that can result to
passengers, operators, or the general pub-
lic from the operation of the system.
Safety (with lower case letters) is the
other aspect, and is what can be analyzed
and quantitatively evaluated. A system is
considered safe if it avoids unsafe states
or conditions. Unsafe conditions, or
hazards are specifically defined undesira-
ble occurrences (such as a control surface
hardover, or an engine overspeed). The
hazards represent a mapping between SAFETY
and safety which allows the precise
analysis of a rather imprecise concept.
However, the mapping, or hazard definition
is a manual effort which is based on the
skill of the analyst and prior experience
with similar systems, and is not guaran-
teed to be exhaustive. Thus it is per-
fectly possible to show that a system is
safe, eg., it meets all the specified
safety criteria, and still have the system
enter a state which, in the light of hind-
sight is clearly not SAFE.

Understanding the difference between
safety and SAFETY is critical to under-
standing the value and limitations of the
system safety discipline. Even though the
specified hazards which are analyzed may
not be exhaustive, it is clear that a sys-
tem which can be shown to avoid known
hazards is at least as safe as a system
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which has had no such analysis. Moreover,
in the realm of flight control, the nature
of the hazards are generally well known,
and thus the likelyhood of a previously
unknown hazard leading to a loss of SAFETY
is quite unlikely.

It is also important to recognize that
safety and correctness are related, but
not overlapping concepts. A system can be
in one of four states:

a safe and correct: this is the ideal
operating state of the system.

a safe and incorrect: a car which is

stopped with the brakes locked is
safe, but not of much use if the pur-
pose of the vehicle was transporta-
tion.

0 unsafe and correct: a particularly
nasty state that usually results from
the system designer misunderstanding
the environment or the safety

requirements. A control law that
does not complement a vehicle's aero-
dynamics can result in instability.
This can easily be unsafe, yet the
system is performing in the specifiedmanner.

3 unsafe and incorrect: a car in motion
with no brakes, or a control system
that fails hardover are both unsafe
and incorrect.

Clearly, the object of the system designer
is to create a system which remains in the
first state as much as possible and never
enters the second or fourth state.

Two other areas are related to safety:
reliability and availability. Reliability
is usually associated with failure rates
or mean time between failure (MTBF)

figures, and can best be thought of as the
amount of time between incorrect system

operations. with software, reliability
can be thought of as the time between the
discovery of errors. Software is con-
sidered reliable if it performs the speci-
fied functions when it is supposed to.
Availability is the probability that the
system will perform the intended function
when it is supposed to. Mathematically,
availability is MTBF/(MTBF+MDT) where MDT
or mean down time is the time between the
occurrence of a failure which incapacita-
tes the system, and the restoration of the
system to a functional state. It can also
be thought of as "up-time“ divided by
total time. Fly by wire systems must pro-
vide high availabilities (or very low pro-
bability of loss of function) due to the
safety implications of loss of control.

Hardware Approaches

The usual approach in hardware to
achieving high availability and overall
system reliability is to add redundancy,
on the presumption that failures are

 
independent, and thus the probability of
multiple channels having simultaneous
failures can be calculated based upon the

product of the individual channel failure
rates. The number of channels (the degree
of redundancy) influences the survivabil-
ity of the system, thus a system may be
fail safe, or fail operational. Simi-
larly, safety is generally achieved by
adding independent hardware to monitor the
relevant parameters and disconnect the
affected channels or limit the commands to
a suitable value.

The approaches described above all rely on
the independence of events. Because of
this, it is necessary to show, by analysis
that independent channels are in fact
independent. A "common mode“ analysis
performs this function by verifying that a
single failure will not propagate into
independent areas and thus cause multiple
channels to fail simultaneously. This

analysis looks for physical separation
between allegedly independent channels.
where the channels interconnect, the
interconnection is analyzed for suitable
buffering or interlocks which can ensure
that a failure will not propagate across
the interconnection.

A sequence of failures can still lead to
an unsafe condition if for example a moni-
tor were to fail, and that failure were
followed by a second failure which should
have been detected by the monitor (a power
supply monitor fails in the always good
condition, followed by a failure of the
power supply). Such sequences of failures
are analyzed with fault trees, which begin
with a specified hazard, and determine the
ways the system can cause the hazard. Each
of these ways is then decomposed until a
quantifiable condition is reached (such as
a component failure, or an equipment
failure). The tree is then evaluated, and
the result compared to the remotness
requirement for the hazard. If the goal
is not met, then the decomposition con-
tinues until it is, or until it becomes

apparent that the system design is defi-
cient and must be revised. Figure one
shows the top levels of a fault tree for a
typical fail-passive flight control system
with two independent channels, and one
servo to position the control surface.

The Software Problem

A classic concern among designers of
software driven multi-channel systems is
the generic error. A generic error is an
error of the design which is not uncovered
during testing,and which causes all of the
redundant channels to generate the same
incorrect command under some particular
set of conditions. Although this is

usually thought of as a software problem
since it is common for redundant channels
to share common software, it is really a

problem of design. Redundant channels
usually share a common design for the
hardware components, the processor is
usually the same, and the general struc-
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ture is usually the same. Thus a generic
error could_occur not only through an

5 error in that part of the design represen-
ted by software, but also through an error

1 in the processor microcode, or in the lay-
out of a particular integrated circuit. A
traditional failure modes and effects

analysis (FMEA) which examines the system
I level effect of failing each component in

the system, was intended to address this
area. FMEAS were not applicable for
software because the failure modes could
not be defined (eg. it can always come up
with another thing it can do wrong).

’ similarly, with the advent of complex
integrated circuits (for example the 80286
has over 300,000 transistors) the failure
mode model of each pin stuck at one or
zero no longer applies. Furthermore, MOS
devices tend to fail in pattern sensitive

ways rather than in the traditional "stuck
at" way. [1] so the applicability of FMEAs
to even the hardware portion of a proces-
sing system is now somewhat dubious.

 
 
 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

 
 
 
 
 
 
 
 
 

 
 
 

 

 
 

 
 

 

There are some notable properties of the
software portion of a design, however,
which can assist the task of evaluating
safety. First, of course, it does not
fail due to wear or stress like hardware,
rather “like a fine wine“ it improves with

age. Secondly, the software design is
precisely represented by the source code
(which is, conveniently, machine reada-
ble). This is in contrast to hardware
which is partially represented by a
schematic, partially by the operating
parameters and tolerances of the com-
ponents, and which is influenced by exter-
nal factors such as temperature and humi-
dity. The combination of an accurate
representation of the design, and machine
readability not only allow safety analysis
techniques to be extended to software, but
also hold forth the promise of automated
performance of the analysis. However,
given the potentially unbounded number of
paths through the software, the software

- designer, like the hardware designer, must
keep in mind the need to ultimately

analyze the code, and thus create a design
in which the number of paths which must be
examined is limited (for example, by

1 including a limit to prevent excursions
beyond a safe value, or other reasona-
bleness tests).

_There are three ways to reduce the number
fif errors uncovered by the end user of a

Q fifiece of software:
l" 0 Don't put the errors in in the first

_ place

I? .
*lkf Dfitect the errors through analysis or

: testing

'.-'1 ‘.I' -

'§~tt%'5§n3PProach involves specification,. ' r.. con t ' ' ‘

T‘ Elie. ingi3eE3§t$?"e§?§?2‘°”Eia?iEi§§
EH9 “Se of a strongly typed high

with single function modules, and struc-
tured design techniques. There is a vast
body of literature dealing with this area,
so it will not be further elaborated in

this paper. It is worth noting, however,
that the argument that real time software
must be coded in assembly language for
efficiency reasons is clearly obsolete now
that several commercial (and military)
programs have been completed without the
use of any assembly coding.

The second approach includes walkthroughs,
design metrics which indicate areas of
undue complexity, software safety
analysis, test techniques, and test
coverage analysis. walkthroughs are
applicable to flight control, and are
effective at uncovering a broad range of
errors. Unfortunately, under the pressure
of deadlines and budget, walkthroughs may
be improperly attended, or may be schedu-
led to occur for lengthy periods (many
weeks, when 2 hours at a time is a realis-
tic maximum for effectiveness). Design
metrics are intended to uncover areas in a

design which are likely to contain errors
based on the number and complexity of the
interfaces, the structure or other design
features. The turrent state of such

metrics, however, is still rather primi-
tive, with most metrics predicting errors
no better than very simple measurements
such as module length. In addition, many
metrics are designed for transaction
driven systems which deal with large
amounts of data, and are poorly suited for
evaluating control systems. Software
safety analysis is an extension of the
hardware safety analysis techniques which
is discussed further in the next section.
There is a large body of literature
dealing with software testing ([2] or [4]
are good introductions to this area).
Additionally, standards such as RTCA-D0-
178 emphasize exhaustive testing as the
main approach to ensuring an absence of
errors while providing little guidance as
to how much testing is enough. Techniques
such as error seeding and reliability
models with confidence levels (such as
MUSA) show promise in this area, but are
too immature for application to safety
critical systems yet.

Software fault tolerance falls into two

general areas, one related to the fail-
passive system design approach, and the
other related to fail-operational con-

cepts. The first involves the segregation
and isolation of the critical from the
noncritical so that a failure of a noncri-
tical function or routine does not

compromise critical functions. For exam-
ple, it is common for control systems to
contain a time critical foreground and a
non time critical background. The fore-
ground performs the real time control
functions, while the background performs
noncritical diagnostic and maintenance
functions. Providing rigid isolation
between background and foreground, suppor-
ted by a very simple error handler, would
allow foreground operations to continue
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despite the presence of a software error
which fails background. Applying this
concept to a control system requires only
that the hardware preclude write opera-
tions to foreground memory locations while
background is executing.

The second area of software fault
tolerance basically involves providing
redundant versions of the software for a
critical routine so that an error in one
version will not cause loss of the func-
tion. This concept is an extension of the
hardware redundancy philosophy, and like
the hardware approach requires that the
independent versions be actually indepen-
dent. This independence is not easy to
show, since the versions at some level
must share a common specification of the
required function. Raising the level of
the common specification requires that not
only must multiple coding and testing
efforts occur, but also multiple specifi-
cations be written. At this time it is a
matter of opinion as to whether the addi-
tional cost of coding multiple versions of
a routine might not be more fruitfully
spent in more throughly testing and
evaluating a single version of the pro-
gram. Backup software is sensible if it
is either trivial, or where there is a
mathematical risk in the primary design.
An example of the trivial case is provi-
ding a direct stick to actuator link on a
fly by wire system to provide some degree
of control if the main program which pro-
vides good flying qualities should fail.
An example of a design with a mathematical
risk might be an optimal control algorithm
which is required to invert a matrix which
cannot be proven to be nonsingular in all
cases. Such a design might include a
"satisfactory" but suboptimal control
algorithm for use when the matrix is found
to be singular.

Software Safety Analysis

There are two types of analysis specifi-
cally aimed at ensuring the safety of the
software design. One, called software
common mode analysis, ensures that
hardware failures do not propagate across
channel boundaries through software paths.
This type of analysis is directed at
multi-channel redundant systems in which
the channels exchange data. A failure in
the hardware could cause the data being
exchanged to assume any arbitrary value
(unless proven otherwise). The analyst
identifies each exchanged data item which
is writable by software (pure hardware
exchanges are covered under the hardware
analysis). Each item is then traced to
the receiving channel or channels, and
each module within that channel which
accesses or uses the data item is identi-
fied. Each identified module is then
examined to determine if any arbitrary
value of that data item could cause the
module to create an output which is
incorrect. This type of analysis has been
performed on safety critical software, and
it is capable of locating errors not found

 
by other means. Although not currently
implemented, a certain degree of automated
assistance in the searching and identifi-
cation area lS not difficult.

The second type of software safety
analysis examines the source code for any
paths which can lead to a specified out-
put. This analysis is called software
fault tree analysis, and is analogous to,
and supportive of, the hardware fault tree
analysis. The analyst begins at the
hardware/ software boundary with the way
or ways that software can cause the hazard
at the top of the particular fault tree
(see figure 1). Each of the modules which
can reference the relevant output varia-
bles is identified and the module analyzed
for the logic and data states which must
be present for the condition to occur.

CONTROL
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Figure 1: Sample Fault Tree Showing
Hardware and Software Elements
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This decomposition continues into succes-
sively deeper layers of the code until
either all possible paths are shown to be
impossible (through contradictions such as

A and not A or 1=2), or the specific paths
which will lead to the hazard are identi-
fied [3]. Although a good walkthrough
performs a similar function, since all
participants try to "break" the code, this
analytical method is more rote, and
requires a much lower skill level on the
part of the analyst.

Summary

The concepts of safety and reliability
are distinct and separable. Reliability
is achieved if a system performs the
intended functions when it is supposed to.
Safety is achieved if a system does not
perform certain specified erroneous
actions (even in the presence of a
failure). The two concepts are related,
because the greater the reliability of a
system, the less opportunity there will be
for erroneous actions, however, safety

encompasses errors of specification and
conceptualization which can lead to a sys-
tem which is operating in the manner it
was designed, but which causes a unsafe
condition through that operation (an exam-
ple is a flight management system which
conserves fuel successfully, but which
retards the throttles on descent beyond
the point at which efficient engine de-
icing occurs, thus leading to an in-flight
shut down of one or all engines). This

paper has suggested that safety be
addressed as a separately identified item
in the system level specification, and
that compliance with that item be shown
analytically. Two analytic techniques,

a fault trees, and common mode analysis,
-_ have been presented, and their application
' - to software systems explained. While the

application of these techniques will not
guarantee an absolutely safe system,

because the safety specification could be
incomplete, or there could be anomalies in

‘the hardware, these techniques can cer-
gggainly improve the safety aspects of the

.oftware which drives the system.
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84-2595 THE IVE OF STRl‘(‘TI'RED ME
()F LARGE. S()FTWARE-B

Dcrck J.

THODS IN THE DE\'BL()PMEI\'T
ASED A\'1()I\'l(TS [\YSTEI\1.\'

Hailey

Lear Hicglcr Inc. Instrument Division
Grand Rapi

A bst racl

.‘-Iructured methods. notably those developed by Yourdon Inc.
for representing the requirements and design of software-
based systems. have gained wide acceptance and considerable
success in business applications. These applications typically
do not have critical control or timing requirernents. and the
methods take advantage of this fact by rrnplnying a data-
triggered processor model /which dc-emphasises tliese kinds
of requirements. By contrast. large sofIu'ar¢-busetl at-ionics
systems require multi-inodc operation. direct interaction trill:
a rapidly changin.g physical em-ironrnent. and fast res-ponsc
times. The basic Yourdon methods hart: been successfully
extended to represent such requirements. while the rigor and
simplicity of the methods hatie been preserved. These er-
Icnded Incthods were applied to the det'clop7ne:nt of a coin-
mcrcial Flight lllanagement ('omputer b'ystcm and contri-
buted to significant reductions in development tinic and to
inzprorenzenls in the early aclziecenicnl of full system per-
formance compared to those for previous. similar systems.

The I\'ced for .\‘_tructu_rcd Mcthotls

As software based S_V:5tElIlS grew in sizc and complexity the
problcms in getting them to work bocamc incrcasingly diffi-
cult. Ovcrruns in cost. and schcdulc by factors of two. thrcc
or more over original estimates have been common. Scri-
ous problems have arisen in service which wcrc undetected
during development. When changes to the software were re-
quired further problems arose. as features unrelated to thc
oncs cliangcd wcrc inadvertently affcctcd. Strut turcd Pro-
graniniing has boon in usc for sonic time. and has greatly
irnprovcd thc quality ()1 thc iniplctncntation. but it bccamc
cvidcm that bctter nicthods for rcproscnting the software
design. and the system and software requirements wcrc also
nccdcd. As a result. a number of methods were developed for
incorporating a formal organization or structure into both
the design and the rcquircmcnts specifications of softwarc-
based systt-ins.

ltiiprcssive statistics have bccn gatlivrcd ()n the increasing
cost of fixing a problcm as the projcct progrcsscs. It is
many tiincs more cxpi-nsi\'e to fix after the system is deliv-
ered. for cxamplc. than at the dcsign stage. Accordingly. the
thrust of the structured methods a:- a whole is to "front cud
load" the projcct putting as much work as possible into
gctting the rcquircmcnts established before starting the de-
sign. and as much as 'p()Sf~il)l(' into thc dcsign before starting
thc code and thus taking advantagc of this trcnicndous
cost lcvcragc of finding problems carly. Thc methods make
this easier to do by providing a formalized way of represent-
ing requirements and design such that it is relatively obvious
whcn something is incorrect or incomplete. This samc for-
malism makcs changcs much easier later on. with less risk
of disrupting the systein operation.

Availablc methods were evaluated at the start of a major de-
~v<-lopment for a commercial Flight Management Computer

.\_vstcrii (FMCS) with the hope of finding ways to improvc
the performance of this and other projects. both commercial
and military. The Structured Analysis (SA) and Structure-(l
Design (SD) methods developed by Yourdon Inc. S('(‘1X1f’d to
liavv the most promise. but no methods at that time (early
1982) were found to be fully adcquatc for large. real-timc
s_\'st<~1i1s such as the FI\I(.7..\'. A decision was therefore made
to adopt the Yourdon 11l(‘tll()('l.’~ as a l.)asi:~.. but t.o cxte-nd
them as needed to meat the needs of such systems.

f\lc1nbcr,IEEl3

hl © American Institute of Aeronautics andCopyrig
onautics, Inc.. 1984. All rights reserved.Aslr

ds. Michigan

The Yoi_irdoI_i A j_eth_ods

All the methods investigated share thc goals of d(-monstra-
blc rigor and completeness and all achieve them to some do-
gree. but with these goals only. they tend to bc vcry similar
to high-order programming languages more suited to ma-
chine reading than to human reading. 501110 methods take
account of the fact that specifications are. in fact. read by
pcoplc and they thcreforc also include human undcrstan<l—
ability as a principal goal. The Yourdon mcthods fall into
this latter category and achieve the additional goal in part
by using a diagrammatic approach. This has the advantages
that the brain is much more powerful at processing pictures
than text (“a picture is worth a thousand words" ): thc mind
works best whcn working with 7:l:2 itcms (1). so the number
of ob_j¢-ct:- in a diagram is normally kept within this range:
we are bcttcr at iinproving on things than creating thcm.
and the mctliods make it casy to make a quick first cut at
an analysis. then concentrate on improving it.

The Yourdon nfothods have been widely and successfully ap-
plied to commercial business applications for sonic ycars and
this cxisting experience was anothcr factor making them at-
tractivc as a starting point for dcvclopmcnt of cxtcriclcd IIl(‘-
thods for real-time systems. This was especially true since
thc extended methods were to be uscd immcdiatcly on a
large. critical project.

The basic Yourdon methods are well documented (2)(3)(-1).
b11t_a“bric_f snniriiaryj of those features which arc important
in undcrstanding thc ncnsions to tho methods is includcd
licrc for rcfcrcncc

Structured .aIl'(l_l_."51\

SA is a method for specifying the requirements of a system.
and is notable for its simplicity. It consists of just tlircc on-
titics: data flow diagrams (DFDs). process specs. and a T(-
quircmtrnts dictionary (this terminology differs slightly from
that of Yourdon for reasons discussed later). Ofthcst-. DI-‘Ds
arc thc main tool. representing a diagrammatic modcl ofthc
systt-rri's functional re-quircmcnts.

Data Flow Diagrams in turn. consist of three components:
processes. data flows. and data stores. Figure 1 is a typi-
cal DFD. The processes. represented by circlcs. each have a
name which describes the action that process 13s to perform
to ptoducc its output data flows from its input data l’lu\\~.
(Proccsscs are often referred to as "btil>l)lc.s" and DFD~ as
"bubble diagrams" or "bubble charts"). Data flows. rcprc—
scnted by named vectors. show the flows of data l)(‘T\’\'('(‘]l
processes. In general. data flows rcprcscnt flows of infor-
mation. signals. or materials. or groups of such items. Data
flow namcs dcscribc the items or groups ofitcms in thc flows.
Data stores. shown as parallcl line pairs with an associated
namc. rcprcscnt data which is to be saved for some later
proccssing. Their names represent the data stored in them.

(Torit.e;x;_t Diagram. A systcni is dcscribcd by a sct of DFD5.
starting with a special one called a context diagram (Figure
'2) This consists of a single process reprcscnting thc wholc
system. all the data flows to and from thc systcin. and the
external entities with which the system is to communicate.
Thcsc external entities are called sources and sinlrs. or just
trrminators. and are reprt-scntcd by rt-ctanglcs. Thc namc
of the single process in the context diagram is a very general.
abstract statement ofthc total task tho system is to perform.
Similarly. the data How names at this level usually represerit
largo generic groups of items.
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Leveling The single process in the context diagram is de-
composed in the level 1 DFD into sub-processes. its data
flows appearing as inputs and outputs to the level 1 dia-
gram. Each process in the level 1 DFD is broken down into
sub-processes in a lecel J DFD. and so on. As the pro-
cesses are decomposed so the data flows are progressively
divided down from the large groups at the context level un-
til finally they are separated into individual items. This
progressive decomposition of the processes and data flows
ends whenever a process can be completely and unambigu-
ously described in a few lines of text. equations. or a simple
diagram or chart. etc. This description then becomes the
process spec for that process. and the process is called a
printitirr The whole decomposition procedure is called let'-
cling. The DFD which decomposes a given process is called
the child diagram of that parent process. and the analogy
is extended to grandparents. yramlchtldrcn. anceslor.s-. de-
srcn(l(I7'II.s. and so on. Since a child diagram is siniply a
iiiore detailed representation of its parent process. the two_
are given exactly the same tiame. Figure 3 shows four lev-
els of DFDs in one diagram. and makes it clear that the
set of diagrams could be shown as a single network of all
the priniitzves. The higher level diagrams are abstractions
of that network. merely collecting the primitive processes
together into ever larger groups.

Figure 3 Four Levels of Data Flow Diagrams.

Balanci_ng. It is understood that data flows entering and
leaving a DFD are in fact the inputs and outputs of the
parent process. Therefore. unlike traditional signal flow or
block diagrams. off-page connectors are not needed. Fur-
thermore. verification of this one-to-one correspondence be-

tween the inputs and outputs of parents and their children
is one of the primary consistency checks of the method and
is known as balancing.

Numbering Systern. The method incorporates a numbering
system which goes hand—iii-haiid with the leveling proce-
dure. Just as a parent/child pair are given the same name.

they arr also giveit the same number. The single process in
the ('()]'i1t'Xt diagram is Process 0. Processes in the level
diagram are numbered with single digit numbers (there at
normally no more than 9 processes in a DFD). Processes
in level 2 diagrams are numbered with two digit numbers.
of which the first is the number of the parent process. In
general. processes in a level n diagram are numbered with
17 digit numbers of which the first (11 — 1) are the same as
the number of tlie paretit process. This numbering system.
combined with an orderly arrangement of the diagrams in
the specification, make the method self-indexing. By sini-
ply looking at the process numbers in a DFD one knows the
level of that DFD and where to find its parent and children.

'_I_‘h>e DI-‘D Model. The set of DFDS representing the system
requirements is an ideali'/.ed. machine-like model. It is im-
plied that the processes are "data triggered". that is. when-
ever there is‘ suflicient data on the input data flows for the

process to perform its task it will automatically do so. It
is also implied that the task is performed instantaneously.
Thus. whenever there is suflicient information on the system

input terminals (context diagram inputs) the correspond-
ing system outputs will appcar immediately. This i<lea.li'/,ed
representation allows the requirenients statement to be im-
plementation independent. (liven tht SA specil'i(‘ati0ii. the
required system response times. and the charact.eristics of
the particular hardware to be used. the designer has all the
information needed to proceed. and changes in the two latter
items should not affect the former.:-

DFDs. then. represent the data processing requirements of
the system. The philosophy when preparing them is t.0 sup-
press statements about controlling the system, such as when
or under what conditions a process is to operate. In the
kinds of system for which the method was developed. these
considerations tend to be somewhat implementation depen-
dent. and also fairly straightforward ~a process might. be
activated. for example. whenever a customer comes to a
tellers window. or whenever the weekly payroll is due,

_Pr()('es.s \'_pe('s are the descriptions of how the outputs of the
primitive processes in the DFDs are to be generated frotn
their inputs. They are typically just a few lines long. and

are writteti in structured Ettglish together with equations.
diagrams. charts etc. as appropriate.

Ryqgiirgniegits Dictionary‘. This is simply an alphabetical listof all the data flow names in the DFDs. each with a defini-

tion interms of its component data flows. or, in the case of
an individual (primitive) signal. its physical properties. A

.;lp(’(‘l?ll tiotat.ioti is used to describe the data structure of theows.

Verification of the presence of a dictionary definition for
every data flow name in the DFDs. and for every compo-
nent data flow within each definition. is another priinarv
consistency check of the method. An important flaw often
discovered as part of this check is the presence of “circular"
definitioiis.

.\'tr1ic_tured Des_igi_i

SD is a_ method for representing the desigtt of a software
systeni indepeiidcnt of its impleznentation. For example. it
s‘li0_1ild be possible to use any prograiiiining language with
a given .\D.

Like SA. SD consists ofjust three entities: structurc charts.
module specs. and a design dz'ctt'on.ary. Again. the diagram-
Iiiatic tool --the structure chart— is the main tool of the me-
thod.

The basic SD method was much closer to meeting the needs
of real-time systems than was SA so only minor adaptations
were made to it which will not be discussed further here. A

very brief description of its main features follows. For more
detail see. for example. (3).

_Structure Charts (Figure 4) consist of modules. calling rec-
tors. data couples. and control couples. The method involves
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— procedures for maximizing the cohesion, or “black boxish"
.qualities of the modules. and minimizing the coupling. or
information flow, between them.

Mogglefipgcs are the specifications of the modules in the
' .structure charts. describing how their outputs are to be
 

 
 

 
 

 
 
 

 
 
 
 
 
 
 

 
 
 
 

 
 
 
 
 
 

 
 
 

 

 
 

: ‘generated from their inputs. and how they are t.o call their
I subordinate niodules. They are typically writ.teri in pseudo-

code.

Qesign l_)_ict_io1ia_r_v. This is an alphabetical list of all the data
‘d and control couples in the structure charts. each with its
5 ;_.,.pli_vsical detiiiition and its attributes. such as unit.s. range.‘ ' precision. etc.

.t -*'iw<'i'ri1 .\'e<:<1s of .RZ._e:§1_l:_'l1I_I1_e,&i.9;1ics_§.V§t:I_x3s
i- The basic SA method was developed for non-real-time sys-
of i:is_ as in banking and other commercial applications. and
A :- cause of the nature of such systems. the philosophy is to
ie to gcly defer control and timing considerations to the design

3-1+ ‘Se. in real—time avionics systems. however. control and
Dr _ _':'hJg re_quireineiits are as complex and important as data
0_ '_ l"§:1lIlg_I‘9q111I‘€I1]eIlIS.

r_\' t',,'hs;>k<-_<‘ifi<* characteristics which distinguish real—timc
‘I_} .- ' r_ FUH non;real-tirne systeins. two are particularly iii1-
r . -1 _ 1' irst. RT systeiiis contain two distinct types

'i¢l- one type is the faiiiiliar data signal [data flow)
' -4+‘! ise(:l xyithin data processes: the other type has the

i--"-"‘,:.;»r]ips<' of iiiodifyin;_ the response of the system to
T“ "",iH"'1i,}H J_r_at_hcr than to be processed by it. Second.it

} 3 .ar(- required to recognize past events. currentt i
1-_., . ‘1§_Pect.ed future events and. again. to modify

' "i nse. accordingly.

1‘ deration in the development of commercial
".'-:i_‘ .is.t}_ie fact that they must be subjected to
‘+“_" _. e_quire.ments of FAA certification. such

‘*3’ 12?: .§he _fact that the system will not fail
Ii ll impair the continued safe flight of the

_ i’_\’lll not present false or misleading in-
'* -.4" W. The need to demonstrate these char-

sfias complex as FI\'ICS makes it almost
1-

‘ }hall the requirements and design data
-i-, 4 ‘@513’ and structured manner
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Extensionsgto th_e_Structured Analvsis Method

Recognizing the effectiveness of the basic Yourdon HA nie-
thod within its own scope. the goals of that method were
adopted for the extended method, namely:

- Rigor
- Completeness
- I’nderstai1dabilit_\"

- Changealiility and Maintainability

In addition. it was desired to minimize the changes to the
basic method. and to adopt as many of its features into the
exteiided method as possible. In this way best advantage
would be taken of all the experience invested in the basic
method a.nd the transcition from one method to the other
would be made as easy as possible.

Much ofthe strength of basic SA lies in its practicality which
arises from features such as leveling. balancing. its nuniber-
ing systein. and the diagrammatic representation described
earlier. These. in particular then. were the features desired
t.o be included in the extended method. The characteristic

lacking in basic SA is the ability to represent control re-
quirements. typically involving complex cornbinational and
sequential logic. In this area it was noted that a large body
of knowledge and experience existed based on Finite State
machine theory.

The two distinguishing properties of RT systems mentioned
earlier give rise. directly. to the TV\'( principle new features
of the real-time HA method. First. sigiials are divided into
two types data signals (as in basic SA) and control sig-
nals——while flow diagrams are similarly divided into data
flow diagrams and control flour diagrams (CFDS) (note that.
as will be discussed later. the latter are not stat.e transi-

tion diagrams). Second. a new type of spec is introduced
the control spec- ~which represents the finite state (F5) ina-
chine characteristics of the system (and which may contain
state transition diagrams). To distinguish them from control
specs. mini-specs are renamed process specs. In fact, several
minor changes in terminology have been adopted and are
listed below.

Having decided to separate signals into two types it becomes
necessary to define how to make that separation in practice.
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(‘hanges in Terininolog}

Basic I\1ethod
Context diagram

Real—Timt .\1ethod

Data context diagram
None

Data flow diagram
(fontrol context diagram
Data flow diagram

(Jontrol flow diagram None

Process spec .\1ini—spec
(Zontrol spec None

Timing spec None

Requirements dictionary Data dictionary

As is common with many features of structured methods.
there are no absolute rules. but some guidelines were estab-
lished. Any signal representing a coiitinuous physical quan-
tity must be categorized as data. but discrete-valtted signals
are not always so easily dealt with. It wastiotmd that a good
approach is to refer back to the original principle: ii" a signal
is used within a process as part of a calculation. categori'/.e
it as data. if it is used to modify the response of the system
to other signals. categorize it as control. It sometimes hap-
pens that a signal is used for both purgioses. in which case
it is categori/ed as both. and appears both in the DFDs and
(7TTI)s.

The primary purpose of the F5 machine attributes of the
system is to modify the response of the system according
to past. c11rrent. and expected future conditions. It does
this by controlling processes (that is. activating and de-
activating them) and can conveniently be thought of in the
same way as a feedback control loop in control system the-
ory. Figure 5 illustrates this concept. A second purpose
of the F5 machine is to signal the status of the system to
other systems. and this is done through the cont.rol outputs
shown.

 
  

morn INPUTS para Quvpufs

PRDCESSUR

Paocess nova
C0""0L5 CONDITIONS

CONTROLLER

CDNYROL
DUTPUYS

cu>4tRoL
INPUVS

Figure .3 Feedback ('ontrol Model’

Two additional terms are introduced in ngure .3: process
rm//ro/.s' and (lulu com!/Ifmrs. PI‘()('es‘s controls are the sig-
nals which activate and de—activate processes’ in the data
})r(>ces-s't)I‘. and data conditions are control signals derived
through tests on data: for example:

If ALTITYDE > 180()()ft.

set HIALT = TRVE

in which HIALT is a data condition.

Integration with the Basic _SA_ Metliod

It is characteristic of control system design that the entity

to be controlled is defined first. since only then can the con-
trolling mechanism be defined. For example. in designing a

10

mt sT}t_‘;(‘ must first bt de-
then the number of stages

be calculated to suit the

leetlback power amplifier. the out}
qgnetl to (i]‘i\'( tlu required loatl.
and the loop transfer function can
requirements of the output stage.

This principle was used in structurin-,1 the real—time SA me-
thod. Since the main purpose ofthe F5 machine is to control
the data processor. its structure is slaved to that of the data
How structure. .\'pecifically. control signals are constrained
to flow only along the same routes as data signals. and each
control spec is associated with one and only one DFD the
one whose processes it controls. Thus. each (‘FD must cor-
respond with a particular DFD and must have the same
name and number as that DFD. and each process on that
(IFD must have the same name and number as a process
on the corresponding DFD. Also. a control spec must have
the same name and number as its corresponding DFD/(TD
pair.

This slaying" of the control structure to the data struc-
ture g.\es rise to very tightly coupled groups of diagrams: a
DFD. a (‘F D. and a control spec. all with the same name and
ntimber. All the inputs to the control spec come frotn the
corresponding (‘FD and the two must balance. All tne our
puts from the control spec are either activators of processt s
on the corresponding DFD. or ne\\ control signals which go
directly to the corresponding (TD and must balance withH.

This structure also has the very desirable el'i’t-ct of concen-
trating contrpl requirements close to where they are used.
yet there is no loss of flexibility. for the control signals used
in the control requirements may flow within the structure
in just the same way as the data signals do. The control
requirements simply get partitioned in the same way as the
processing requirements.

Figure 5 may be thought of as being repeated at each level
in the structure with the "controller‘‘ block divided into
(.'FDs and control specs. Figure 0 illustrates one le\'el of
this configuration. Figure 7 illustrates the composite struc-
ture ol' the extended method by showing one "string from
the "pyramid" of leveled DFDs. (‘FDs. and control specs.

The following paragraphs describe each of the components
of this structure.

Data Flow Diagrams

DFDs are essentially identical to those in basic SA. The one
exception is the appearance of data conditions (described
earlier) flowing out of the primitive processes in which they
are generated. They are shown there to complete the picture
of the process. and are also shown flowing out of the same
process on the corresponding CFD. Any further flow. to
higher or lower levels. is shown only on the ('FDs. as with
all the other control signals. Figure 8 is a typical DFD with
data conditions.

Process activators are not shown at all on the DFDs. only
in the control specs. .\'ince. in the completed requirements
document. a control spec is located close to its DFD. it is
easy to refer to it to find which processes are activated.
l"rocesses which do not have activators operate in the same
way as in basic SA they are data triggered.

(Iontrol Flow Diagrams

The term “control flow diagram" is sometimes used synony-
mously with “state transition diagram". but this is not its
meaning in this method. Here, the term is used because the
diagram it describes is very similar to a DFD. so it is ap-
propriate for them to have correspondingly similar names.
State transition diagrams‘ are referred to exclusively as such
in this method. and appear only in control specs.

Figure 9 shows a typical (YFD. Like DFDs. CFDs contain
processes. signal flows. and stores. and must balance with
their parent and child diagrams. The differences betwe(‘I1
the two are important. however. and are as follows:
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- their signal flows are control signal flows. and are shown
with broken lines to distinguish them from data signal
flows.

- signals flowing t.o and from the associated control spec
are shown with a short bar on t.he end of the vector.
This is the only new symbol introduced into flow dia-
grams.

- consistent with the principle of “slaving" the control
structure to the data structure. the processes on a CFD
are duplicates of those on the corresponding DFD. If
a particular process on the DFD has no control signal
flows associated with it, it may be omitted from the
CFD.

It is not required that every DFD should have a CFD and
control spec associated with it. If none of the processes in
the DFD is controlled. then a control spec is not required.
and if none of the children of the DFD has any control sig-
nals associated it. then no (‘FD is required (no signals flow-

ing down to or up from lower levels). Ho\\'e\‘er. if a control
spec is needed. then so is a (‘FD (to provide the inputs and
receive any outputs). All of this is illustrated in. and is best
understood from. Figure 7.

It is important not to misinterpret the control signals flowing
into and out of processes on a CFD. They are not activators
of those processes. but signals flowing between levels, just
like data flows in DFDs. The process activators only appear
in control specs.

_(_I(mt_rol Specs

Control specs represent the control requirements of the sys-
tem. generally in finite state machine form. Their purpose
is analogous to that of process specs-—to show how their
outputs are generated from their inputs———but they do this
using decision tables and state transition diagrams instead
of structured English. equations. etc.
I-‘S niachines (6) may be categorized int.o two types: corn-
biiiational and sequential. In combinational machines. the
current outputs and states of the internal elements are de-

- teriniiied entirely by the current inputs. that is, they contain

:.' po memory. They are represented as a “3-tuple”, {I. Z,u.'}." 'wliere:

I is a finite set of input symbols,

Z is a finite set of output symbols.

in is a mapping of I onto Zwthe output or transfer
function.

riibinational machines are usually represented by decision
' iles in which all combinations of the input signal values

all the input symbols are listed with their correspond-
>t_it}‘iut signal values output symbols). I7‘: practice. it
1_‘{il.-for the machine to be “incompletely specified". by

the fact that many of the input symbols are of no
5-(~"dont care" condition). In these cases the table

_ca.tly simplified. Figure 10 is a typical control spec
s;_ioii tables. including generation both of control

<'_1_ process controls. The non-zero numbers in the
H’. “process activated“ table represent activation

" !§ses in that numerical sequence.- . ' .

- .. ~'}l_gnIac.hines. current outputs and states of the in-
‘- '1; 11 ‘.?1}”.€‘ determined by current and past values of

_ 15;. they contain memory. They are represented
~i_1~__Q-.Z,5.u.'}. where:

set‘ of states,

I g of I x onto Z»—the output function.

.s'equential machines may be modelled in a nun1"bcr of ways
(6). including the Moore model. in which the output func-
tion depends only on the current state. not on the inputs.
and the Mealy model. in which the output function depends
on both the current state and the inputs. It can be shown
that any representation with one of these models has an
equivalent representation with the other, but the Moore rep-
resentation will usually require more states. Because of its
greater flexibility. the Mealy model was chosen for this me-
thod.

Although the types of system we are dealing with are invari-
ably sequential machines overall. when the control require-
ments are partitioned as described earlier. it is usually found
that the sequential requirements can be concentrated into a
few localized areas: that the rest ofthe control requirements
can be represented in combinational machine form (simple
decision tables): and that large parts of the system can he
represented in basic SA form. with no control structure at
all. using the "data triggering" concept.

Sequential machines are represented rising state transition
diagrams. or various equivalent tabular forms. any of which
tiiay be used in a control spec. Figure 11 shows a typical
example using a matrix form. In practice. a given control
spec containing a sequential machine model will also require
some combinational logic applied to the input and output
signals.

A useful feature of basic SA is that any one of its compo-
nent entities is contained on a single sheet of paper—~one
DFD to a sheet for example. However, since the control re-
quirements associated with a given DFD may be arbitrarily
complex, there can be no restriction on the size of a control
spec, and they are frequently several pages long. It is impor-
tant that their input and output signals should be grouped
together and clearly identified near the front so that they
can be easily balanced with their DFD and CFD. On FMCS.
very long control specs were prefaced by a “users’ guide”.
Requireinerits Dictionary

The requirements dictionary (RD). is essentially the same
as the SA data dictionary. but it contains the definitions
of both the data and control signals. The notation is the
same for both - control signals are grouped in just the same
way as data signals. The RD was automated on the FMCS
program (7) using a commercial data management system.
and is divided into fields: "name". “composed of". “used
in". and “member of‘. The last two list, respectively. the
flow diagrams in which the signal is used. and other signal
groups in which it is included.

Timing Reguiiements

From the requirements point of view. timing falls into just
two categories:

- required rates of receiving inputs and generating out-
puts

- response times from system input events to resulting
system output events.

Input and output rates a.re stated in the requirements dic-
tionary as attributes of the individual primitive signals. Re-
sponse times are listed in simple tabular form showing the
input signal(s). the event associated with those signals. the
output signals. and the resulting event associated with those
output signals.

Such considerations as timing budgets for software functions
or module calling rates have no place in a requirements spec.

Usit;g_t—he R.eal-Time SA Method

The guidelines for preparing basic SA specs generally apply
to real-time SA specs. In addition, some further guidelines
have been found useful, as follows:

— The customer spec usually has data and control require-
ments totally intermixed. so it is necessary to start sep-
arating them -before starting the analysis. This can be
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P ' 1'.~.to1ner acceptaiict‘. too. has been excellent. and they are
§j'3.';; these methods as a model for their own work and as

' tantlard for their other vendors.
-«

v. -5 xpected. the front end effort to prepare the requirements
_ c "was considerably more than on previous projects. in
‘E1. considerably more than was originally estimated for

-"5-‘project. Nevertheless. the project overall was on sched-
_j_ --and the results of the additional effort in terms of per-

l|‘ ance to date, and improved communication with the
5_o-mer and with the design group. justify this expense

1] "9 most serious shortcoming has to do with the size of
k 9 system rather than the method itself: manual imple-
iirtation is impractical on systems of this size. and full
toriiation is essential in the long term. A number of orga-

ionsare. now working in this area. and fully automated
"lur_etl methods tools are expected to be available very
;_lVor'l< is also underv\'a_v to include the extensions to

' = h'0_ds described here into one or more of these tools.
R efe_rence.-

' ;\_lil_]er. “The Magical Number. Seven Plus or Mi-
‘ _s;__:I_w<>: Some Limits on our Capacity for Processing

iormation" . The Ps_t-'c}iologicalRe\'iev\'. Vol. 63. No. 2.
. 1956.

. .T. _R0ss. “.\'tructured Analysis (-SA): A Language for
x Ofi'1.}_{lFllI_1l(‘EiTlI1‘,’, Ideas" . IEEE Transactions on Software

gineering. \'ol. SE-3, No. 1, Jan. 1977.f

‘I’; :c'_Marco. Structured Analysis and System Specifi-
J, Yourdon Press, 1978.
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---¢_',-§:-.l esign, Yourdon Press. 1980.

',j_' ' re Considerations in Airborne Systems and
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Abstract

A variation/compilation of some existing
methodologies is being used to design an electro-
magnetic environmental simulation — support
computer program. This methodology incorporates
models, procedures, and tools that conform to the
basic software-life-cycle process, and utilizes

cyclic processing and conceptual design decomposi-
tion. In this methodology, distinct model types
are used at different levels of the decomposition.
Each model type can be of either textual or
graphical form, or both. Using requirements
specifications, user needs are transformed into a
Requirements Model. The Requirements Model is
transformed into a Data/Function Model using system

specifications. The Data/Function Model is
transformed, using program design techniques, into
a Program Design Model. Finally, using structured
programming techniques, the Program Design Model is
transformed into the program source code itself.
The ultimate goal is to implement a design
methodology that consists of a series of steps
aimed at changing formal requirements specifica-
tions into a design so finely detailed that it can
be directly implemented by engineers not familar
with the overall design.

I. Background

It is recognized that the software development
cycle has at least the following five stages -
requirements specification, design, implementation,
testing, and maintenance, however this article will
only cover the requirements and design techniques
used on a specific project. Current literature and
department standards cover the topics of structured
programming techniques, implementation, testing andmaintenance.

The basic methods described here came from the
sources referenced at the end of the article. They
were modified somewhat, based on the specific

experience of the authors and the input of the
project and department management.

The specific application on which these methods
are implemented is to design a software program
called an Electromagnetic Environmental Simulation
(EES). The Support Computer Program's (SCP's)
prime directive is to simulate an aircraft (A/C)
and its mission hardware in an electromagnetic
environment. This user controlled simulation is

accomplished by emulating the data transfer that
occurs between the mission hardware and the

Operational Flight Program (OFP) resident in the
A/C's mission computer. At McDonnell Aircraft
Company this simulation is implemented via a 'host'
computer in a Software Test Facility. (see Figure
1)

Copyright © American Institute of Aeronautics and
Astronautics. lnc., 1984. All rights reserved. 16

vu-n/nu EES 2 Svsl-M W5’illllfllfil

  I lnlariace. Processor I. Funcuon .

SCP Data Base '"'°F‘==°Pvuressars

'Hast" Computer

System [SIF]-(CLHF]+[IPF]4-[WASP-EES)Iniertace
FuncuunSunoon [5CPl'[U'Fl:-iMFl+i5‘FLComputer

Program

Figure l — Software Test Facility

To best design a program under the constraints
of the given environment, a variation/compilation
of some existing methodologies was necessary.

Jensen and Tonies, in their text Software

Engineering, (1979), Chapter 3 - Software Design,
present the concepts whose implementation have been
described as follows. Requirements Definitions are
transformed into the System Design which is then
transformed into Program Design.

 

As early as 1976, Structured Analysis and Design
Techniques (SADT), a methodology developed by
D. T. Ross, utilized the same concepts shown in a
graphical form. His SADT combined a blue-print
like graphic language with the nouns and verbs of
any other language to provide a top-down structured
design model.

Although other design methodologies were consid-
ered by the authors, a combination/variation of the
two methodologies described above seemed most
appropriate to the given task. In order to
implement a graphical model, and at the same time
meet the stringent requirements of documentation
required by a military specification, some
variation of the graphical design technique was

necessary. A compromise solution was found which
takes the specific list of requirements and
decompose the requirements categories of a military
specification in a one—to—one correspondence with
the graphical design decomposition. This not on1Y
forms the basis for our requirements model, it also,

supplies part of the documentation for our Part 1
specification documents. These documents include
the functional description of the system.

It was later discovered that Yoshihiro Matsum0C°i
of the Toshiba Corporation has outlined a similar
concept in a i984 IEEE article entitled, "Manage‘
ment of Industrial Software Production".
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Because the main points of this article tie so
many of these concepts together, excerpts from it
will be used as a comparison to the different
models used.

II. Introduction

The software design phase, of the EES2—SCP, is
most easily described utilizing the following
software Design Refinement Level Diagram. (see 
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13“ Each level of refinement has a specific model
” pe. These models usually come in pairs at each

3 _Yo1 of abstraction. The model can be one or both

‘; ;the following forms: Textual Form (Form 1) and/

f d ‘ Diagram Form (Form 2).re

Classical types of requirements, including
_user and customer needs, are incorporated

:15’ into our Software Requirements Document

the‘ !_(§RD), This document alone is the textual
- form of our Requirements Model.

"9 T!‘ R9quirements Model is transformed using
'_{ .E?h. interface, and functional

.cffications into the Data/Function Model.

_§5/Function Model is transformed to
. _

&m_D€35_~gn Model using some program
5?miq_1;_es of both SADT and

'=fiL_§n Decomposition.

_A!2ff18n Model is transformed
- 'fi€d PF°8ramming techniques into

9d?1 (Program source code).

The last two models are considered the Part (2)

product configuration and technical description of
the same MIL-STD.

III. Requirements Model

The Requirements Model for the EES2—SCP is in
the textual form of a support Software Requirement

Part (2)

Program DesrgnModel
 

l PDL or Flow Charts ,

 and/or Form (2)
Program

, Model

GNJo:IA-A7

Figure 2 - Design Refinement Level Diagram

Document (SRD). Here requirements are typed
according to the following general categories, (see
Figure 3) which are 1) System Environment and
Interface Requirements (both hardware and
software), 2) Support Computer Program (SCP)
Environment and Interface Requirements, and 3)
Functional Requirements. These requirements are
mapped into the specific categories given in
MIL-STD-483 which includes: l) System Interface
Requirements, (both hardware and software), 2)
Computer Program Interface Requirements, and 3)
Detailed Functional Requirements This mapping
serves two purposes. First, it puts the SRD in the
general form of the requirements document for a
Part (1) specification. Second, it forms the basis
for the Detailed Functional Requirements which can
be used as the textual form of a Data/Function
Model.

The engineer continually refines, through
structured decomposition methods, the Requirements
Specification of MIL-STD-483, Appendix VI.

IV. Data/Function Model

The Data/Function Model is that model where the

System, Interface, and Top Level Functional Design
are described both textually and graphically. It
is at this level that data structures, functions,
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Egszlscp MIL—STD 583
REQUIREMENTS REQUIREMENTS

A. System Environment and interface 3.0 RequirementsReq.
B. System User Env. Req. 3.1.3 System Interface Req.
C. System Operational Env. Req. 3.1.3.2 Equipment Interface Req.
D. Program Environment and Interface 3.1.3.3 Computer Program

Req. Interface Req.
E. Data Base Req. 3.1.3.4 Timing and Sequencing Req.
F. Program Performance Req. 3.2 Detailed Functional Req.
G.l Program User Req. 3.3 Special Req.
G.2 Program Interface Req. 3.4 Data Base Req.
G.3 Program Functional Req. 3.6 Adaptation Req.

Figure 3 - Requirement Categories

data flows, and control flows appear. The textual
form of this model is the structurally decomposed
(more detailed) Requirement Specification, now
called a Data/Function Specification. (see Figure
4).

3.2 EES USER INTERFACE DETAILED FUNCTIONAL REQUIREMENTS

The User Interface consists of four major functions:

l. EES Initialization Module,

2. Command I/O Handler Module,

3. Breakpoint Dispatcher Module, and

5. Utility Program: Module.

Each of these will be implemented as one or more images on the Host
Computer. In fact, the configuration of the User Interface within the Hostcomputer will be:

- one detached process executing the Command I/0 Handler image,

- one detached process executing the Breekpoint Dispatcher image,

- one detached process per active Utility Program for executing a resident
image of the Utility, and

- the interactive log-on process of the User where the image of the
Initialization Procedure and images that comprise the remainder of the
Utility Programs will execute.

Figure 4 — Detailed Function Requirement

The graphical form of this model is two-fold.
(l) a modified Data Flow Diagram (DFD) of the SADT
form, and (2) a Functional Flow Diagram (FFD).
(see Figures 5 and 6).

The DFD's are used to show the functions

performed to accomplish a specific state change.
The DFD's describe the dynamic relationship between
memory, I/O Devices, and the processes themselves
via the flow of data from one to another. Some
control ability is added to the DFD's as a way to
show the interconnection of processes that was

previously not available on other types DFD's.
This limited control is also used to show the
interdependence of the DFD's and the FFD's.
FFD's along with the DFD's, instead of the
traditional structure charts, provide the link
between the abstract processes of the DFD's and the
physical modules, subroutines, and programs to be
developed. The FFD's also serve another purpose.
They are the required form for demonstrating the
functional task description of the specific

computer program in present Preliminary Design
Reviews (PDR's).

The

V. Program Design Model

The Program Design Model is where the program
configuration, the data structures, the package
interfaces, etc., are put together. Again,

18

decomposition of the Data/Function specification:
forms the textual part of the model. DFD's are
used sparsely, and the main emphasis is on Math
Flows. (see Figure 7)

Subroutine logic is described at this level,
this is the design level from which code is
derived. Software Engineering Department
standards, (not described here), for documentati
of the Math Flows are adhered to.

V1. Program Model

The Program Model corresponds to the actual
code. The particular application under discussi
implemented Fortran 77 due to the mathematical a
1/0 capabilities of the language. As this aspec
of the design is the most documented and
understood, this model will not be addressed.

VII. Conclusions

Although the EES2-SCP project is about 75%
complete at the writing of this paper, much has
been learned by the authors about specific needs
the design phase of Software Engineering. Simul
neously with the ongoing project work, the Softy
Engineering Department is studying this same are
and has made similar conclusions.

The authors present below a list of needs, be
on experience, to enhance and dramatically impr(
productivity as related specifically to the dew
phase of the software-life—cycle.

l. A Design Methodology needs to be develop
and standardized. This methodology shou
incorporate the tools, procedures, and
techniques to support requirements defin
tion, program design, and automation of
many of the tasks associated with the
software development process as current
technology can provide (e.g. documentati
reusable software, variable model forms,
code generation, etc.).

2. Methods, procedures, and models need to
include structures to handle large
real-time, multi-processing, multi-taski
simulations and programs. Specific mean
are needed for showing Operating System

Program Communication, timing and sequen
of program events on the same model
structure, interrupt and time — queue
handling, etc.

3. Methods are needed to resolve the
differences in what the programmer/desig
with an object oriented programming
background 'sees' as task definition in
software design. Object oriented

programming replaces the OPERATOR/0PERAl
and INPUT/PROCESS/OUTPUT concepts with
MESSAGE/OBJECT and REQUEST TO PERFORM/
OPERATIONS ON/DATA. This is stated to
the advantage in that the decision of h
command is implemented is made by the m
that performs the command, not by the
environment of the operation. This
difference in task definition requires.
methodology that can lend itself to the
ideas of object oriented design, but be
flexible enough to handle the Process
(Functional) decomposition of many pres
techniques.

BOHNG

Ex.1031,p.58

billc
Sticky Note
None set by billc

billc
Sticky Note
MigrationNone set by billc

billc
Sticky Note
Unmarked set by billc



BOEING 
Ex. 1031, p. 59

ner 
 
 
 
 

 
  

 

 
 
 

 
 
 

 

SlalusInumlualuon Module
Messages use.

Inlenara- mmalua EES Syslem
luau Exlelnal Processors
Invoke Mnssmn Funclmn

  

  
 

 

Cnmrnanu [mesU521
Cansule  

 
 

Pnmmves
 
 
 
 

 

 
 
    
  

 
  
 
 
 

w-In
Invnkz User Inlenace PdmmmsFunclmn

Command I/0 Handler
Module

I Uhllly Pvoglam Suppon
Pnxessmg

- Evanl Nonlnczlmn p,,mmvE3
Pmcessmg WI",Paunuelels

  
 

IE8 Syslemlnlallare
Funclmn

EES Syslem
Evenl nonnmmns '"""““‘Funclxon

  
 

 
 
 
    
 
  

 

 

M”‘“"'V 0 Renew: flveahpoml CommandsCunlenls
- Process Bveakpaml ComuunasEICJKDOIIN

,1¢_;.mm,.5 - Issue Bvealnponm Slalus
ElEd|(|)D1Il|Commands

Cumrnana and M,,.gI|e||f_
“°"‘“'Y SUNS Dam - 10;: level Ulnhly ’ SlovageComenls Deuces- Remote Debug Ullllly

- Llbulau Display Unlny

- Glapmcul Dvsplay umuy ”""'{ :;“V“' “BM
.M l

SE22: _ - Mlsslflfl Hemmer Uhllly (Jupuy

EES Syslem Bneakuoml lusl Uhllly Pluglams Dam 8.15:[[5 Syslem Delaulls
 

nruoau :-

Figure 5 — User Interface Functions DFD

 

 

 

mlemol
Breanoomx-ammo:

 

 
 

 
 

IF POSI T ION UPDAIEREOUESIED

   
'e'mnaI: Command Fvaczss-rag

 
Elreauaumt
D-soatcnu

INCREMENI LAHIUDE CHANGE
DELLAl=0NDELAODELLAl

 
 
 

 
 

uMJ.a’4.u
INCREMENI LDNGIIUDE CHANGE

DELLON=0NDELO+DELLON

 

Figure 6 - User Interface Function FFD

VIII. Recommendations UPDAIE LASI PUSHICINUPDAIE REQUEST FLAG
PNPUDS=BNPUDS  r§C°mmendations described in this section

' a°:o;::dexperiences of the authors, which
hfatéd teiiable amount of time spent in
‘ion Manna fand graphical models, and in

by ; methidol these concerns have been
_committee ° :gY group of a software

I--Matsumo;ow ose recommendat1ons are
3 follows. sAartlc1e. The recommenda-
decomposiiion igaigigal model, using

:8 scale problei def:nT:::nus:£:lt£:r Flgure 7 - INS - Lat/Lon Update Subroutine
_tef generation of these models is not Math Flow
.P§Y for impl tati

emen °“ at the design should be encouraged at all levels of design.I concluded that ft
5° "are deVe1°Pme“t Then, an automated tool set should be developed to"*.°><tua1 m d 1 k

ement imme:i:teEac aigs wzuld be generate the graPhica1 model from the textualY‘ ere Ore» 3 PDL model. (see Figure 8)
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Reference Section III. The EES2—SCP Requirement
Model was written in the form of a Part (1)
Specificatation according to a military standard
into specific requirement categories. An
improvement on this would be to have the designer
input the user needs, using an automated software
tool — transform (A), into a PDL with special
syntax for this level. This model, in PDL form,
should have the accepted main entities (categories)
of object oriented design requirements. Another
software tool - transform (B), could then generate
Requirement Model Diagrams, and implement the
transformation to the Data/Function model by
setting up a template for the PDL at the next level
of refinement.

Reference Section IV. Requirement (now
Data/Function) Specifications, and DFD's were used
as the model for the SCP. Here again, a Data/
Function system design PDL is recommended. It
should have the form and expanded syntax to be able
to describe the program at this level. A software

tool - transform (C), should generate the diagram
form of this model. A Data/Function diagram, as
described by Dr. Matsumoto is also recommended. It
has the advantage of providing the designer with a
means of viewing functional distribution, control
flows, and data flows all on the same diagram.
This tool should then set up a template for the PDL
at the next level of refinement.

Reference Section V. The Program Design Model
was implemented by decomposition of the Data/
Function specification and the DFD's. Here, the
textual form of the model could be the standard

form of any PDL. An automated tool - transform (D)
should be used to generate any Math Flows, Control
Flows, or Data Structures. Some existing tools now
use a PDL and set up the template for the HOL code,
as is true for ADL and ADA.
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SESSION 2 COMMERCIAL

TRANSPORT AVIONICS

Chairmen:

Richard L. Heimbolt

Lockheed Corp.

James H. Shannon

Douglas Aircraft Co.

 
.

F-Irpn deals with the application ofavionics to commercial airlines with emphasis on new avian/cs
-nperator experience with new technologies.
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Abstract

The digital fuel quantity indicating system is a state-of-the-
art, high-accuracy system which has been developed for the
new generation of commercial transport aircraft. Improved
aircraft operating efficiency and simplified maintenance pro-
cedures are benefits provided by this system. The paper pres-
ents a description of the system and system output functions,
the architecture of the system, and the operation of the sys-
tem, including fuel measurement, fueling control and built-_
in test functions. Several new system features are discussed,
such as linear uncharacterized fuel sensors and the densi-
tometer, which contribute to the benefits provided by this
system.

Introduction

Honeywell has developed a state-of-the-art digital fuel quan-
_ -tity indicating system (FQIS) for use on the new Boeing 767

and 757 commercial transport aircraft. New characteristics
. embodied in this system enhance operational performance in

several ways:

 
 

 
 
 
 
 
 
 
 

 
 
 

 

 
 

 
 

 
 
 

 
 

 

fa. Accuracy. The FQIS has demonstrated 11% of full-scale
' éiiracy (for each tank) on the ground and i2% in the air

pared with i3% of full-scale accuracy on the ground and
__ W in the air, typical of previous systems. The incorpora-

‘-~._- of density measurement techniques allows the system to
lerant of changes in fuel composition without accuracy

I adation. This system also has the ability to maintain
in accuracy in the presence of substantially high levels

_ 'mination of On-Board Calibration. The digital nature
I gkquipment and tolerances maintained during manu-
' -' .91: the equipment result in components which are in-

_ gable and replaceable without calibration or adjust-
flue aircraft.

Alert Signals. Caution alert signals are
5 FQIS to the flight crew to identify potential

5”" Problems, such as low fuel levels in the

V ameasurable fuel quantity remaining in the
fifnk with the associated fuel pumps turned

£%etE‘~:}1t-In-Test-Equipment (_BITE) fea-
., . .1 . C ionand isolation to individual sys-

_%’,.}T“1°_l“‘.11ng W1I‘1_ng to individual capaci-
-_.' :.}_l3E_1f.'Y}ng‘ on-aircraft maintenance ac-

_ 0 he individual circuit card of the pro-

of Aeronautics and' _ “WINS reserved. 21

cessor unit is also provided to simplify in-shop maintenance
actions. In addition, BITE provides continuous monitoring
and annunciation of the system operational status to the
flight crew.

e. Fault Tolerance. The dual-redundant hardware con-

figuration of the processor unit and innovative sensor
substitution software algorithms, in many cases, permit un-
interrupted operation in spite of the presence of a system
fault.

Background

Fuel quantity measurement in the fuel tanks of commercial
transport aircraft, as well as all other high-performance air-
craft, has been based on a capacitance technique employing
vertically oriented, cylindrical sensors. These sensors, con-
sisting of inner and outer coaxial electrodes, are mounted in
the tanks so that the fuel level in the sensor corresponds to
that of the tank itself. Since fuel has a dielectric constant ap-

proximately twice that of air, the capacitance of the sensors
will roughly double in value when fully immersed in fuel,
compared with its value in air. This change in capacitance
provides a means of determining the quantity of fuel in the
tank.

Since aircraft fuel tanks have an irregular shape, and the

airplane operates over a wide range of attitudes, each tank
requires a number of sensors in order to measure fuel quanti-
ty accurately. To compensate for the tank shape and for the
range of attitudes, the sensors in previous systems are elec-
trically wired in parallel and physically profiled, typically by
varying the diameter of the inner electrode, so that the total
capacitance change per unit of fuel volume is ideally a cons-
tant. Determining the optimum profiling for each sensor in

order to minimize errors due to tank orientation is a complex
task requiring techniques such as linear programming. The
result is a compromise for all factors of orientation, tank
shape, and fuel volumes, since only one profile can be built
into a sensor, thereby limiting the achievable overall system
accuracy. Improvement in accuracy can only be obtained
with this type of system by adding more sensors.

Fuel quantity information is generally displayed in terms of
weight or mass, since the energy content of the fuel load is
more a function of mass than of volume. The capacitance

type of measurement system is adapted for mass measure-
ment because there is a predictable relationship between
density and dielectric constant. However, since aircraft fuels
are mixtures of various hydrocarbon compounds, errors of up
to 2% can be encountered with the conventional system due

only to variations in fuel composition.
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Abstract

The digital fuel quantity indicating system is a state-of-the-
art, high-accuracy system which has been developed for the
new generation of commercial transport aircraft. Improved
aircraft operating efficiency and simplified maintenance pro-
cedures are benefits provided by this system. The paper pres-
ents a description of the system and system output functions,
the architecture of the system, and the operation of the sys-

I . tem, including fuel measurement, fueling control and built-
‘~' in test functions. Several new system features are discussed,

' such as linear uncharacterized fuel sensors and the densi-
".. tometer, which contribute to the benefits provided by this
I system.

I Introduction

Honeywell has developed a state-of-the-art digital fuel quan-
tity indicating system (FQIS) for use on the new Boeing 767
and 757 commercial transport aircraft. New characteristics

‘a. .Accuracy. The FQIS has demonstrated i1% of full-scale
Ifiziirracy (for each tank) on the ground and 12% in the air

1 ._-_~T- pared with i3% of full-scale accuracy on the ground and
- ' ’----¥__ *1; in the air, typical of previous systems. The incorpora-

. 1' «a of density measurement techniques allows the system to

_ ' accuracy in the presence of substantially high levels
-' y- contamination.

uipmenthand tolerances maintained during manu-
-_ {The equipment result in components which are in-
v-, h_ble_ and replaceable without calibration or adjust-
-r'.;'- e aircraft.I’

_ z_‘_\_1ert Signals. Caution alert signals are
I‘ -xh FQIS to the flight crew to identify potential
.' "‘ a_t_l0p problems, such as low fuel levels in the

3 fflfiasurable fuel quantity remaining in the
jlank with the associated fuel pumps turned

"me. Built-In-Test-Equipment (BITE) fea-

.' Idle-t.ection_and isolation to individual sys-
fgg&11_nC_111d1ng wiring to individual capaci-

1_t_P11fy1}1g_ o'n—aircraft maintenance ac-
_ 9 the Individual circuit card of the pro-
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cessor unit is also provided to simplify in-shop maintenance
actions. In addition, BITE provides continuous monitoring
and annunciation of the system operational status to the
flight crew.

e. Fault Tolerance. The dual-redundant hardware con-

figuration of the processor unit and innovative sensor
substitution software algorithms, in many cases, permit un-
interrupted operation in spite of the presence of a system
fault.

Background

Fuel quantity measurement in the fuel tanks of commercial
transport aircraft, as well as all other high-performance air-
craft, has been based on a capacitance technique employing
vertically oriented, cylindrical sensors. These sensors, con-
sisting of inner and outer coaxial electrodes, are mounted in
the tanks so that the fuel level in the sensor corresponds to
that of the tank itself. Since fuel has a dielectric constant ap-
proximately twice that of air, the capacitance of the sensors
will roughly double in value when fully immersed in fuel,
compared with its value in air. This change in capacitance
provides a means of determining the quantity of fuel in the
tank.

Since aircraft fuel tanks have an irregular shape, and the
airplane operates over a wide range of attitudes, each tank
requires a number of sensors in order to measure fuel quanti-
ty accurately. To compensate for the tank shape and for the
range of attitudes, the sensors in previous systems are elec-
trically wired in parallel and physically profiled, typically by
varying the diameter of the inner electrode, so that the total
capacitance change per unit of fuel volume is ideally a cons-
tant. Determining the optimum profiling for each sensor in
order to minimize errors due to tank orientation is a complex
task requiring techniques such as linear programming. The
result is a compromise for all factors of orientation, tank
shape, and fuel volumes, since only one profile can be built
into a sensor, thereby limiting the achievable overall system
accuracy. Improvement in accuracy can only be obtained
with this type of system by adding more sensors.

Fuel quantity information is generally displayed in terms of
weight or mass, since the energy content of the fuel load is
more a function of mass than of volume. The capacitance
type of measurement system is adapted for mass measure-
ment because there is a predictable relationship between
density and dielectric constant. However, since aircraft fuels
are mixtures of various hydrocarbon compounds, errors of up
to 2% can be encountered with the conventional system due
only to variations in fuel composition.
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System Description 

A block diagram of the complete FQIS, including aircraft in-
terfaces, is shown in Figure 1. The system consists of the fol-
lowing components, as shown in Figure 2:

0 A set of tank units in each tank to sense the fuel height at
selected locations within each tank.

One compensator unit in each tank to sense the dielectric
constant of the fuel.

One densitometer in each tank to sense the density of the
fuel.

Flight deck fuel quantity displays showing individual
tank fuel quantities and total fuel quantity remaining.

Three load-select indicators located at the fueling station,
each having a dual display showing the fuel quantity and
the fuel load preselect command for a tank.

One fueling station load-select control to preselect the de-
sired fuel load for each tank.

One processor unit to provide all measurement, data pro-
cessing, data transmission, BITE, and control functions.

Associated system wiring and connectors both inside the
fuel tanks and external to the tanks.

System design is based on digital data processing techniques.
It incorporates dual channels of digital data processing in a
central processor unit, digital display of fuel quantity at the
flight deck and at the fueling station, continuous measure-
ment of the fuel density in each tank, in flight as well as on
the ground, and fuel volume measurement through the use
of linear capacitance-type sensors in each fuel tank. The fol-
lowing output functions are provided:

Digital display of fuel quantity in each tank.

Digital display of total fuel quantity remaining.

Digital control and display of preselected fuel load in each
tank.

Fueling valve control to automatically terminate fueling
of each tank at either the preselected fuel load or at a
predetermined “full” volume (a software constant defining
the maximum amount of fuel volume allowed for a tank).

Individual tank and total fuel quantity data outputs to an
ARINC 429 Digital Information Transfer System (DITS)
bus.

Individual tank sensor capacitance and density data out-
puts to the ARINC 429 DITS bus to aid in troubleshooting
problems with in-tank sensors and associated wiring.

System operational status information to an ARINC 429
DITS bus.

Fuel configuration caution alert information.

System “Maintenance Required” status information.

Individual system component fault status information.

Individual processor unit circuit card fault status informa-
tion.

Automatic blanking of fuel quantity displays when system
faults are detected.

System Architecture 

The FQIS is centered around the processor unit which con-
tains dual processing channels, dual excitation circuits, and

22

dual power supplies. A single set of sensors in each tank
provides inputs to the processor unit; the processor unit
provides a single set of outputs to the fuel quantity displays
located on the flight deck and fueling station and to the
ARINC 429 DITS bus. The processor unit also provides out-
puts that control the fueling valves.

Inputs from the sensors are available to both data processing
channels of the processor unit, and both channels are con-
tinuously on line, simultaneously performing fuel quantity
computations. Only one channel is selected to transmit fuel
quantity information to the displays and to the DITS bus.
This channel is designated the output-enabled channel and is
randomly selected at power-up. Both channels have the abili-
ty to control the fueling valves. Where dual valves are used
to fuel a particular tank, each channel controls one valve;
where a single valve is used, the valve control signals are
wired in parallel. Each channel is powered by its own power
supply, operating off an independent 28~Vdc airplane power
bus.

Each data processing channel of the processor unit has as-
sociated with it an excitation circuit, one of which is random-
ly selected at power-up. This circuit provides an 18.75-kHz
sine wave excitation to the tank units and compensators and
a 5-Vdc excitation to the load-select control at the fueling
station.

Digital System Operation :j__

A. Fuel Quantity Measurement

The processor unit measures the individual capacitance of
each tank unit and compensator. These sensors are individ-
ually and sequentially excited once per second by the excita-
tion circuit through a multiplexer under processor unit con-
trol. A null balance circuit (discussed later) then measures
the capacitance of each tank unit. The tank unit capacitance
is a minimum when the unit is dry and is increased by im-
mersion in fuel. Since the tank unit is a linear device in this
system, the capacitance added by fuel is a linear function of
the immersed length. It is also a function of the dielectric
constant of the fuel. Thus, the compensator is needed to
measure the dielectric constant of the fuel in order to obtain
the immersed length for each tank unit, also known as
Wetted sensing length (WSL). Wetted sensing length is com-
puted using the relation:

(AC) (L)

WSL ‘Fina

where AC is the capacitance increase due to fuel, L is the to-
tal length of the tank unit, K is the dielectric constant for
the fuel, and Ca is the capacitance of the tank unit in air.

The dielectric constant of the fuel is computed from the
measured capacitance of the compensator unit when it is
fully immersed in the fuel, using the relation:

Cf

K E?

where K is the dielectric constant of the fuel, Cf is the capaf-"
itance of the compensator unit in fuel, and Ca is the capac1-
tance of the compensator unit in air, which is a known cons-
tant.

Measurement of both the tank unit and the compensat0T
unit capacitance values is done using the same null balance
circuit, which is shown in Figure 3. The circuit is controlled
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Fig. 2 Fuel quantity indicating system component block diagram.
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by the microcomputer which uses a 12-step successive ap-
proximation subroutine to determine the logic states of each
of the inputs of the 12-bit multiplying digital-to-analog con-
verter (MDAC). The MDAC supplies the excitation of the
reference capacitor of the null balance circuit, using the
same voltage supplied to the tank units and compensator.
The phase of the signal to the reference capacitor is inverted,
so that, effectively, the current through the reference capaci-
tor tends to cancel the current through the sensor and, at
balance, the input signal to the null balance amplifier is
ZGTO.

NULL BALANCE

DEYECTOR
E XCITATION

 
MICROPROCES$R

13.75 kHz

_+'--I high frequency (18,750 Hz vs. 400 Hz in conventional
‘ £4 ms) enhances the ratio of desired signal to undesired

_ al. In addition, this system uses a phase-sensitive de-
- later that rejects resistive currents returned from tank

,-‘pacitive fuel measurements are used by each
‘I_n_puter to determine a WSL for each tank unit. The

ues are converted to measures of partial tank fuel
H using tables stored in the microcomputer memory.

!- leS,1‘eDlace the physical profiling of tank units used
5': Eystems. The use of multiple profile tables for each

' '- ovides increased accuracy with fewer tank units.

o_r_}._of the table to be used in the partial volume
_w .5‘: a function of tank volume and whether the

fllghfi or on the ground. The partial tank fuel

I-
'- uted for all tank units are summed in the mi-

' -'5‘: -.tank and the fuel density measured in the
_ _"~ -,a_'densitometer. The densitometer uses the

= - nation of gamma particles emitted by a low-
' .241 source, the attenuation being a
' _‘ SAW‘ of the material in the path. The

' ' I-p,§.I‘tlCleS reaching each of two detector

tubes in the densitometer is counted in the processor unit.

The path of the gamma particles is through a different dis-
tance in fuel for each detector tube, thus allowing the densi-

ty to be computed from the ratio of the number of particles
reaching each tube. This ratiometric approach using dual de-
tectors simplifies the densitometer design and enhances ac-
curacy of the density measurement by eliminating factors
such as: (1) initial source strength; (2) source decay; (3) vari-
ations in detector tube excitation voltage; and (4) tempera-
ture effects on detector tubes and electronics. Figure 4 shows

the operating concept of the densitometer.

SHORT FUEL PATH

SHORTPDETECTQART“ \ \\ Z souncsTUBE \ \ \ ‘“~\

/ —/—-:— COLLIMATOR/

/////V<;:).\ _—r //,rLONG PATH /;\ LONG FUEL PATHDETECTOR

Fig. 4 Densitometer operating concept.
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B. Fueling Operations

Two modes of automatic fueling operation are provided by

the system: (1) fueling of each tank to a preselected fuel
weight, or (2) fueling of each tank to a predetermined “full”
volume. In either mode, when the computed fuel load, either

weight or volume, for a tank reaches the preset shutoff point,
a signal is transmitted to close the appropriate valve (or
valves) for that tank.

For volumetric fueling, each tank’s “full” volume is a cons-
tant that is stored in a program memory. For fueling to a

preselected fuel weight, a load-select command is entered
manually at the fueling station by means of the load-select
control. The load-select control setting is “read” by the pro-
cessor unit on command of a discrete signal from a switch,
one for each tank, located at the fueling station. The reading
of the load-select control setting is stored in the micro-

computer’s nonvolatile memory and is also transmitted to
the appropriate load-select indicator, thus providing feed-
back to the fueling operator to verify the setting.

During fueling, the actual fuel quantity for each tank is con-
tinuously compared with the stored values of load-select
weight and full-tank volume. If a load-select value has not
been preselected via the load-select control, fueling will con-
tinue until the full-tank volume is reached. If a value has

been preselected which would cause the volume to exceed the
full-tank volume, fueling will stop when the full volume for
the particular tank is reached.

Delays in the system, including valve closure time and data
processing delays, are accounted for by an “anticipation”
constant in the software. This constant causes the valve

closure signal to be transmitted before the actual quantity
reaches the shutoff value.

C. Caution Alert Signals 

The FQIS provides two caution alert signals to inform the
flight crew of potential fuel configuration problems. This in-
formation is displayed to the flight crew via the EICAS (En-
gine Indicating and Crew Alerting System) displays.
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The first of these caution alert signals, labeled ‘Low Main

Fuel,’ is transmitted by the processor unit whenever the fuel
quantity measurement in either main tank is less than a
fixed minimum level.

The second caution alert signal, labeled ‘Fuel Configuration,’
is transmitted by the processor unit if any of three conditions
exist. The first is the low main fuel condition defined above.

Secondly, the Fuel Configuration caution alert will be trans-
mitted whenever the fuel quantities calculated for the left

and right main tanks differ by more than a variable limit
(i.e., a lateral imbalance exists). This limit varies as a func-
tion of total fuel load. The third condition for which the Fuel

Configuration caution alert is transmitted is when the fuel
quantity measured for the center auxiliary tank exceeds a
set limit and both of the center auxiliary tank fuel pumps
are off.

D. Built-In-Test Equipment (BITE) 

The FQIS provides comprehensive and automatic monitor-
ing, accurate analysis and display of fault information, and a
high degree of fault tolerance.

1. Fault Detection. Faults are detected by the results of vari-
ous tests. These tests are performed in three distinct modes:

power-up BITE, continuous BITE, and manually initiated
BITE.

Power-up BITE consists of tests which interfere with the nor-
mal operation of the fuel quantity system and cannot be per-
formed on a continuous basis during normal system opera-
tion.

The tests which are performed on a continuous basis during
normal system operation after power-up compose continuous
BITE. Most of these tests are periodic, usually performed
once per second. These tests include sensor data tests for rea-
sonableness and contamination, and tests of individual pro-
cessor functions which do not interrupt normal system opera-
tions.

Manually initiated BITE consists of those tests which are
performed only as a result of a switch action. Switch actions
may occur at the flight deck, at the fueling station, or on the
front of the processor unit. These tests typically check the op-
erating status of an individual component of the fuel system,
such as the flight deck display or the fueling valves.

The test results are stored both in random-access memory
(RAM) for current fault status information, and in non-

volatile memory (NVM) for cumulative fault status informa-
tion.

2. Fault Isolation. There are two types of fault isolation

provided by the FQIS: demand and continuous. Demand
fault isolation provides a cumulative analysis of the system
faults from the last reset of the NVM to aid on-aircraft main-
tenance. This function examines all fault data stored in the
NVM to ascertain which system component is most likely to
contain the fault that has been detected. For further detailed

shop maintenance activities, processor unit faults are
isolated to the individual circuit card contained within the
unit.

Continuous fault isolation provides a current analysis of the
system’s operational status based on the contents of the fault
information stored in the RAM. The results of the analysis of
this fault information are displayed to the flight crew via the
EICAS displays.

3. Fault Annunciation. The FQIS provides two types of fault
annunciation. First, the current fault status information
from continuous fault isolation is transmitted to the EICAS
via the ARINC 429 DITS bus. This information is used by

the EICAS to display a status message to the flight crew
when an FQIS fault is detected. When the accuracy of the
fuel quantity measurement for a tank becomes suspect due
to a detected system fault, the fuel quantity displays for that
tank and for the total fuel quantity are blanked to provide
the flight crew with an indication of the problem.

The second type of annunciation provided is to the main-
tenance crew. This type of annunciation is provided in two
areas. First, if a fault has been detected and that fault in-
formation is stored in the NVM, a ‘maintenance required’

signal is tranmitted by the processor unit to the EICAS and
a maintenance message will be displayed on the EICAS. In
addition to the EICAS display, the failure information con-
tained in the NVM is analyzed upon demand and presented
to the maintenance crew by means of a two-digit alpha-
numeric display on the front panel of the processor unit.

When all fault information has been retrieved, the fault data
can be reset with a switch on the front of the processor unit.

4. Fault Recovery. The redundancy of dual data-processing
channels, sensor excitation circuitry and power supplies
enables the processor unit to maintain all fuel quantity mea-
surement, calculation, data output, and fueling functions af-
ter a single BITE-detected processor unit failure or loss of
one aircraft 28-Vdc power bus. The system also has fault re-
covery features associated with a densitometer fault, a con-
taminated compensator, and one contaminated tank unit per
tank.

On power-up, the selections of the output-enabled processor
channel and the active excitation circuit are random. The de-
termination of the output-enabled channel and the active ex-
citation cirucit subsequent to power-up is controlled by the
results of BITE. Whenever a channel or excitation is de-
termined to be faulty, that channel or excitation is then de-
selected and the other channel or excitation is selected. BITE

tests are also performed to provide for the selection of the
channel and excitation circuit for which the lower fuel quan-
tity is calculated.

Software redundancy provides the capability of system oper-
ation after detection of a failed densitometer or a con-

taminated compensator with minimal accuracy degradation.
When a failed densitometer or contaminated compensator is
detected, software substitutes data from a “good” sensor in
another tank for data from the failed device. The effect of

this substitution on system accuracy is determined by the
difference in fuel properties between the tank in which the
failed device is located and that in which the substituted de-

vice is located. Typically, the fuel in the mirror-image main
tanks will be virtually identical, resulting in very little er-
ror. A larger variance can exist between a main tank and the
center auxiliary tank because of differences in fuel consump-
tion from the two tanks, resulting in different fuel mixtures
when the tanks are fueled.

Software provides another recovery feature when a single
tank unit in a tank is contaminted. Data from the con-
taminated sensor is replaced by data from either one or two

adjacent good sensors, which are analytically selected to
minimize system accuracy degradation. This capability for
recovering from one contaminated tank unit per tank is pos-
sible with the FQIS because the tank units in a tank are ex-
cited individually, thus allowing the contaminated unit to be
identified.

26
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Digital FQIS Patents 

Many of the features described in this paper are included in
one or more of the following Honeywell FQIS patents:

1_ U_S. patent no. 4,337,638, “Liquid Gaging System Self-
Test Circuitry”

2. U.S. patent no. 4,350,039, “Liquid Gaging System Null
Balance Circuitry” 

 

 

 
 

 

 

3', U_S, patent no. 4,352,159, “Liquid Gaging System Lost
Sensor Recovery”

.,U.S. patent no. 4,355,363, “Digital Characterization of
‘Liquid Gaging System Sensors”

¢_'-__

-_U.S. patent no. 4,363,239, “Liquid Gaging System Con-
fiamination Monitor”

patent no. 4,373,390, “Liquid Gaging System Com-
l I’: t'ible with Multiple Characterization of Each Sensor”

7. U.S. patent no. 4,388,828, “Liquid Gaging System
Calibration”

8. US. patent no. 4,451,894, “Liquid Gaging System Multi-
plexing.”

Conclusions

The digital fuel quantity indicating system combines the
well-established capacitance fuel measurement technology
and state-of-the-art digital data processing and nuclear den-
sity measurement techniques, with resulting improvements
in system accuracy, fault tolerance, and maintainability. The
capability of software to handle tasks previously done by
hardware—in this system, specifically the tank unit profil-

ing—is a significant advancement. Software also provides the
extensive self-test, caution alert signal, fault isolation and
fault recovery capabilities of this system, features not
previously provided by more conventional systems.
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Abstract

This paper discusses the special advantages and problems
encountered when critical functions of modern commer-
cial transport aircraft are implemented with software

reference point for discussing the various advantages and
dbadvantagescfi dbshnflarredundancy. Thetendencyin
the industry to include fallback provisions in the form of
discrete analog circuitry for critical functions is evidence
of the problems and uncertainties that remain regarding
critical software implementations. Techniques to over-
come generic processor hardware and software faults are
discussed. Also discussed are new concepts in processor
independent hardware monitors to ensure proper program

' The emphasis in
this paper is on architectural solutions to critical safety
validation problems rather than on an exhaustive analysis.
Particular architectures designed for fail—op and fail—op-
squared, flight-critical systems that are exclusively
dependent on software implementations are analyzed.

Introduction

The use of digital processing in implementations of
flight-critical system functions has brought soft-

corresponding system fault-analysis technique are
crucial to the cost, schedule effectiveness, and
safety of a flight control computer (FCC).
Architectural sh0rt—cuts that compromise computing
independence can lead to schedule uncertainties,
cost excesses, and other penalties. An architec-
turally dependent rather than an analysis—dependent
system design often presents the least long—term
(life-cycle) risk. Such an approach has proved
successful with the SP-300 flight control system
for the Boeing 737-300 aircraft. The SP-300
employs dissimilar processing. Independence of all
redundant elements, both hardware and software, aremaximized.

Recent advanced flight-controls development efforts
at Sperry concentrated on the theme of architec-
tural solutions in flight-critical applications.
Clearly, as digital processor-based systems become
increasingly complex, critical exposure times
lengthen, and criticality requirements become more
stringent, new solutions to the problem of safety
verification must be found. As we look ahead,
safety-critical, highly complex, full-time systems
utilizing artificial intelligence techniques appear
inevitable. The threat that heavy reliance on a

Copyright “<1 American Institute of Aeronautics and
Astronautics. Inc., 1984. All rights reserved.

single type of complex computer might lead to
hazard is the stuff science fiction is made of; yet
for critical systems this has already become a real
concern. Dissimilar processing techniques are both
a first step and a common-sense approach to ensure
the safety of real-time digital processing systems.

Digital processors are not generally dedicated to a
single function. Through multitasking, one
computer can appear as a multiplicity of processing
entities. If task criticalities include critical
as well as noncritical functions, then the
effective criticality of all tasks tends to default
toward the most critical. Similarly, when multiple
aircraft-control functions of different criticality
are integrated, the partitioning of hardware fault
effects can be both a safety and aircraft function
availability issue.

The major subject of this paper is the development
of system architectures that are tolerant of
generic processing faults. Other subjects covered
deal with techniques for both software fault-
effects paritioning with a single central
processing unit (CPU) and hardware fault—effects
partitioning within a processing system.

Dissimilar Processin_____:________9.

and software to critical-function electronic
systems. It is generally agreed that digital
processing allows increased sophistication,
enhanced flexibility, greater reliability, and
improved maintainability. Not surprisingly,
however, these advantages have been accompanied by
the introduction of new and difficult analysis and
verification problems.

The tenn “dissimilar processing“ can be interpreted
to include a wide range of redundancy techniques.
For this paper, dissimilar processing is defined asfollows:

0 Software Design Dissimilarity
0 Software “Coding” Dissimilarity
0 Processor Dissimilarity

operating system, the software executive,
procedures for handling interrupts, techniques for
passing data between modules, and software
task/module partitioning. The software code

languages. Processor dissimilarity protects
against hardware generic faults and ensures codedissimilarity.
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 The basic certification requirements for aircraft

systems are established by Section 25.1309 (as
interpreted by AC 25-1309-1) of the Federal Air

Regulations.1 In earlier critical control systems,
designs were verified through accepted techniques
of rigorous analysis. when these analysis tech-
niques were applied to digital systems, with their
complex software and processor hardware, a few
unfortunate factors became apparent. Although the

‘analysis task may have appeared straightforward,
the engineers responsible were faced with an almost
limitless quantity of unique failure modes. It is
necessary to prove that for a one—hour exposure
time the probability of a hazardous event resulting
from a generic processing fault (software or

hardware) is less than 10'9. The implications of
this dilemma are obvious. Even when utilizing the
most advanced computer—based analysis tools
available,2 the adequacy of the analysis is .
questionable when confidence levels approaching 100
percent are required, as in critical aircraft
function implementations.

To overcome the verification problems introduced by
software and processor hardware, as well as for
purposes of certification schedule risk reduction,
dissimilar processing was adopted for and is
fundamental to the SP-300 digigal autopilot flight
director category Illa system. Approach. landing,
and go-around software was developed for a dis-
similar secondary processor as well as for the
primary processor. The secondary processor soft-
ware package remained small, comprising only 10 to
15 percent of the combined primary/secondary
processor software package.

Software for the SP-300 primary and secondary
processors was developed by two independent
software teams. Separation begins with the
software specification. Module specifications,
software code development, and module test
development are independent. The system
specification, which includes aircraft control laws
and mode transition criteria, was common to both
software development efforts. Software development
hierarchy and isolation boundaries are shown in
Figure 1.

It was found that the secondary processor software
development costs were 40 percent less per word of
memory than that of the primary processor. This
was attributed to the inevitable higher efficiency
of the much smaller programming team. The SP-300
development cycle was smoother and more predictable
than had been experienced on other design develop-
ment efforts where similar processing was utilized.

The use of 32-bit floating-point arithmetic in the

Tfrlmary processor and 32-bit fixed-point arithmetic
n the secondary processor effectively eliminated

- ¢0mPutational inaccuracies/differences as a signifi-
_cant factor in determining processor—to—processor

_ '$5mParison monitor threshold tightness limits. The
gfire familiar factor of "sensor skew" proved to be
._9 dominant factor relative to processor

3 omputational differences, as expected in any
Synchronized similar processing application.
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Fig. 1 General fault protection resulting from
dissimilar software/hardware implementation

Another SP-300 anticipated benefit from dissimilar
processing relates to post-certification changes to
software. For the SP-300, the possibility that
such a change to software will result in a
significant undetected coding error is essentially
eliminated. This is especially significant because
the personnel responsible for such a change may be
far less familiar with the software than the per-
sonnel associated with the original certification.

A hardware post-certification concern also exists
relative to supplier-introduced changes to complex
integrated circuits such as microprocessors. Such
changes may have been introduced either inten-
tionally or accidentally. The extreme complexity
of these devices makes the detection of subtle
changes (with a degree of confidence approaching
100 percent) a major new area of concern.

During 737-300 Certification Plan negotiations,
agreements were reached with the FAA that give
tangible credit for the use of dissimilar
processing. Examples of this credit include the
following:

0 No special analysis is required to assure the
absence of support software design errors.

0 Coding errors (at the detail level) in CPU-1
and CPU—2 (primary and secondary processors,
respectively) causing the same effect do not
have to be considered.

0 The criticality of all CPU-1 software is
classified essential.

0 The criticality of CPU-2 software retains the
"critical" designation; however, module test
coverage analysis is not required as part of
the overall test coverage analysis.

0 Processor failure modes and effects analysis
(FMEA) are not required.

The FAA agreed that if this approach proves
successful, more credit could be given in the
future. The FAA uses the standards contained in
the Radio Technical Commission for Aeronautics

document DO-1784 to evaluate software.
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when software development team isolation is
mandated, specification of dissimilar
microprocessors does not carry a significant
software development burden. Rather, dissimilar
processor selection is a key element in ensuring
the necessary isolation. Dissimilar processor
selection significantly reduces the criticality of
the associated support software.

Before leaving the subject of dissimilar
processing, the unique characteristics of a generic
fault in software should be addressed. Software-

based redundant systems have the unique charac-

teristic capacity to be precisely identical.Accordingly, the possibi ity exists t at a generic
fault in detail program code or processor hardware
could cause a unique set of otherwise benign
time—dependent events to precipitate precisely the
same hazardous response in all redundant systems at
precisely the same time. Therefore, it is argued
that the unique capacity of software systems to be
precisely identical increases the significance of
the generic fault problem in such systems.

Generic Fault Tolerant Architecture

An architecture utilizing dissimilar processing
techniques has been developed that yields a system
capable of tolerating generic digital processing
faults as well as random faults. The architecture

is a derivative of the dual-dual type. A dual-dual
system consists of two independent FCCs, each
containing two independent signal processing lanes.
Before describing the generic fault-tolerant
architecture, the background of the architecture
will be developed and the terminology clarified.

A "lane" (Figure 2) includes input signal
conversion electronics, one or more digital
processors, and output signal conversion
electronics. An I/O memory-and-control element
serves as the data crossroads for input conversion,
processing, and output conversion of information.

 

   ll
I/O MEMORY OUTPUT

AND CONTROL CONVERSION

Fig.2 One processing lane (with one CPU)

  
INPUT

CONVERSION 

Combining two lanes with fault detection via.
cross-lane comparison of computed outputs (Figure
3) forms the most basic fail-passive architecture.

  

 

  

 

lIlflIIIIi‘l
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I
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uo MEMORY
AND CONTROL
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INPUT

CONVERSION

INPUT
CONVERSION  

 
OUTPUT
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Fig. 3 Dual lane FCC (fail-passive)

Combining two fail-passive systems yields a
fail-operational system. Such a system (Figure 4)
is composed of four processing lanes grouped in

pairs of two (i.e., dual-dual). Each pair is
independently fail-passive, and two such pairs are
therefore fail-operational.

The fail-passive system of Figure 3 and the
fail-operational system of Figure 4 are not

protected against generic processing faults. The
basic building block of the subject generic

FCC 1

INPUT
CONVERSION

INPUT
CONVERSION

  
 

 

 

 

 

 

 

 

  

OUTPUT
CONVERSION

¢-% ENGAGE CONTROLOUTPUT
CONVERSION

 

 F°° 2 T

INPUT
CONVERSION

INPUT
CONVERSION

 

 

OUTPUT
CONVERSION

®—> ENGAGE CONTROLOUTPUT
CONVERSION

Fig. 4 Dual-dual configuration (fail-operational)

fault—tolerant architectures is shown in Figure 5.
A single flight control computer (FCC) consists of
two signal processing lanes. As shown, the upper
lane has CPU-2 as its dedicated processor. In the
lower lane CPU-3 is the dedicated processor. CPU-1
has access to data in both lanes. CPU-1 is the

primary processor. The computational requirements
of CPU-2 and CPU-3 are held to a minimum, and
consist only of critical function software.

IMEMORV “_

I/OMEMORY - OUTPUT
AND CONTROL CONVERSION-  

 

  
  

 
 

INPUT
CONVERSION

 INPUT OUTPUT
CONVERSION CONVERSION

Fig. 5 Single FCC engaged configuration

The fail-operational configuration is shown in
Figure 6. In the first FCC, CPU-1 access to the
lower lane has been eliminated. In the second FCC,
CPU-1 access to the upper lane has been eliminated.
In this hardware interlocked configuration, the two
lanes of an FCC are fully isolated. The M1 and M2
comparison monitors are monitors between processors
associated with opposite lanes. In the first FCC,
the M1 monitor determines the validity of CPU-1
outputs and is implemented so that it directly
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to less than approximately 10'3 er hour to ensure
that loss of function is extreme y improbable.
Alternatively, for a similar processing system, the. 7 ' "H

'-.II -: (EPU_]_ ' f ~
gener1C ault 1" both FCCS probability that a software error would result in

Kfffdboth FCCs from affecting
1 ote that for this fau]t case’ exceedance of aircraft performance safety margins

“ J.“}}N 9Perational for critical must be less than 10‘7 per hour for the same
- *§Ifault. A CPU—2 or CPU-3 exposure time. The 10,000:1 relationship for the

W S in the fail-passive shutdown two cases is highly significant.
u Ir second FCC, respectively.|J| _

. 33¢-is implemented in each
- -Processors. This triples' . r

-anifi that portion of software_ ‘F typical automatic landing exposure time
'5§fformance would result (1/100 hour).
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It is difficult to quantify software error rates in
critical systems. It has been suggested in the
literature that: "experience tends to show that a
reasonable expectation of bugs in a large software

developed with maximum care is in the order of 10'

per operating hour."5 A more complete industry
study of attainable software error rates is needed.

5

Two-Fail-Operational Performance

The first application of the generic fault-tolerant
architectural concepts discussed is targeted toward
a fail-operational system. However, the fail—op
system is actually a subset of a more general two-
fail-operational architecture (Figure 10). For
this architecture a generic fault in any CPU would
result in fail-passive shutdown of one FCC. After
shutdown of an FCC, the system degrades to
fail-operational.
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Software Fault Effects Partitioning

There is a definite reluctance in the industry to
accept implementations of critical functions in
software. An example of such a critical function
is a comparison monitor between two redundant
channels of a critical aircraft landing system.
Proponents of the software implementation approach
argue that distrust of the software approach is
unfounded. while it is true that much of the
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distrust of critical software implementations stems
from the much larger experience base with hardware
implementations, it must be acknowledged that
software techniques introduce a unique set of
subtle problems. Among these are:

0 Execution — A noncritical software module

could erroneously disturb program flow and
affect the proper calling sequence or the
execution rate of critical modules.

0 Data — A noncritical software module could

erroneously alter the scratchpad memory
locations of a critical module.

These problems result from the sequential nature of
software. In the past, techniques intended to
protect against them were often under the direct
control of the same processor they were designed to
protect. This is a questionable practice for
critical software functions.

To solve these problems a processor-independent
technique has been developed that monitors software
flow while dynamically controlling the write-
protect configuration of scratchpad memory, as a
function of position on the software flow map.
Improper program flow is immediately detected.
Accordingly the software-monitor device functions
as a sophisticated heart-beat monitor. Critical
software scratchpad memory areas are protected from
erroneous alteration by software of lower
criticality.

As shown in Figure 11, the software-monitor
circuitry basically consists of the software _
monitor integrated circuit and a software identity
ROM. Each software module writes a binary key-code
to the software monitor immediately upon module
entry and immediately prior to module exit. The
software monitor is the recipient of these key-
codes, comparing them against defined legitimate
sequences (including branching) stored in the
software identity PROM. Each time a legitimate
key-code is written to the software monitor, the
software monitor transitions to a new state. The
monitor is therefore a state machine. Each state

uniquely defines the memory write-protection
configuration (Figure 12).

  
 

  
 

PRIOR-STATE

Ii SOFTWARE I
j memmv

SOFTWARE
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Fig. 11 Software monitor implementation
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As previously mentioned, legitimate sequences of
key—codes can include branching. Therefore,
multiple legitimate sequences of key-codes could be
defined. To manage this situation the software
nbnitor integrated circuit has a mode input. when

L_ the mode input is active, a predetermined group of
- reviously legitimate key-code sequences are no

I Ionger legitimate. During landing, for example,
‘, -fifhise sequences are excluded from the legitimate
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wgining execution-related problem that
h: additional consideration is a software-

-_s,processor “crash.” There is no way to
- sly protect against this. Programming

- IE5 and sophisticated support/development
annot completely solve this problem.

_; means, however, for critical software,
-I-I-3 with the software monitor, to tolerate

:_ ‘ ad by lower criticality software.
(UH)

‘,1 for Other program flow disruption
¢#' tware monitor will detect a problem
"'3I€Iy- _All scratchpad memory (state
.'; _5?'§ritical_software remain

E.:: éviously discussed. The software
.r ces the system_into a recovery
; . The system is designed so that

'f;?fF¥a the System resumes execution
_-: ”Wile "| flghst-case recovery ime

_ j_ -petition rate of the task
' g Iipal function software.

H_hfl5 include the integration
.1-.§ymonics systems. For

example, the Sperry-built digital flight guidance
system (DFGS) for the Douglas MD—80 aircraft merges
autopilot, flight director, altitude warning, yaw
damper, autothrottle, thrust rating, and Mach trim.
Problems arising from merging many functions into
the same digital processing system include the
following:

0 Single faults can result in the loss of
multiple aircraft systems.

0 where the avionics systems to be merged are of
different criticality levels, the analysis

requirements for the composite system tend to
be elevated to that of the highest criticality
individual system. (The difference in failure
probability requirements between a "critical"
system and an "essential" system is t pically
four orders of magnitude or 10,000:1.

An approach taken by Sperry, which has been applied
in the SP-300 flight control system for the Boeing
737-300 aircraft, relies on techniques to partition
the classes of faults that could affect more than
one I/0 conversion device or more than one
processing element (Figure 13). To standardize the
interface of all I/0 conversion devices, an

interface control (IC) integrated circuit was
developed. The interface of any I/0 conversion
device to the central I/O controller is entirely
contained on the IC associated with that 1/0

FAULT PROPAGATION
BOUNDARY

.. r"""““i
CONVERSION

DEVICE
NO.1

 
 

 
 
  

 
 
  

  

   
 

CPU AND
MEMORY

NO. 1

I/O
CONVERSION

DEVICE
NO. 2  
  

  
    

 

MEMORY
AND CONTROL

 

 

I/O
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Fig. 13 Hardware fault effects partitioning

conversion device. All control and communication
with the central I/O Controller is through the IC.
The interface is defined so that no faults or
design errors of an I/O device can affect another
I/0 device. Accordingly, the failure modes of a
low-criticality I/0 device cannot affect a
high-criticality I/0 device.

The access of each processor to I/O data via
transfers to or from the central I/0 controller is
maximized, yet each processor is protected from
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contamination by the other. The following
techniques have been employed:

0 The interface (buffer) between a processor and
the central I/O Controller is under the
control of the central I/O controller. A
processor must request and be granted access.

The time interval allotted to each processor
for access to I/O memory is bounded by a
dedicated hardware limiter. If the allotted
time interval is exceeded, the processor is
declared faulted and prohibited further data
access to the central I/0 controller.

Any processor can read data from anywhere in
I/0 memory. However, the ability to write to
areas of memory is rigidly partitioned so that
one processor cannot alter the data of another
(Figure 14).

LANE1 LANE2

CPU-10R CPU»3 CPU—l OR CPU-2

CPU—1 CPU—'|

CPU—2CPU—3

NOT NOT
CPU CPU

WRITABLE WRITABLE

Fig. 14 I/O memory write-enable partitioning

0 Input data is simultaneously written into
multiple memory areas by the I/O controller.
Each is dedicated to a different processor
(Figure 15).
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Fig. 15 I/O memory write-enable partitioning

0 The net amount of central I/O controller data
access time cumulatively available to all

processors is governed. Between the beginning
and end of each complete I/O Controller scan
of all I/0 device requests, the amount of time
allowed for processor data access is bounded
by a hardware governor. This guarantees the
minimum data transfer rate necessary for all
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I/O devices, regardless of the number of
processors, their short-term I/0 data demands,
or their fault status. Exceedance of this
limit is not judged as a fault; rather,
further processor I/0 data access is suspended
until all I/O device data access requests havebeen serviced.

Conclusion

Dissimilar software implementation of a single set
of aircraft-control algorithms is an effective
technique for protecting against the potentially
hazardous effects of software implementation errors
and generic processor hardware faults. This
technique can be applied to systems that are fail-
passive, fail-operational, two-fail-operational,
and beyond. The fail—op system remains fully
operational, even with a loss of the primary
processor in both FCCs. The fail-operational
architecture is actually a subset of a
two-fail-operational general architecture.

The potential for an undetected generic fault in a
digital processing system is of elevated signifi-
cance because such systems have the unique capacity
to be precisely identical.

The need for software fault-effects partitioning
within a single CPU has resulted in the development
of a new isolation and monitoring technique. It
can be assured that critical software (e.g.
augmentation) can maintain function in the presence
of a fault in lower criticality software of an
arbitrary type.

Techniques for containing the effects of hardware
faults were developed and applied on the SP-300.
These techniques preclude a fault in one I/O
conversion device from contaminating another I/0
conversion device. Similarly, techniques were
developed that allow multiple processors to access
data from the same I/0 conversion devices (via an
I/O controller) without the possibility of a random
fault or generic hardware/software fault in any
processor contaminating another processor.

Finally, the development efforts described in this
paper have demonstrated the ability to rely far
more heavily on top-down architectural solutions to
safety problems. The inevitable trend is toward
more complex safety problems as technological
advancements precipitate a proliferation of
"critical" digital processing implementations for
aviation as well as other industries.
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84-2604 APPLICATIONS OF AIR—GROUND-AIR DIGITAL COMMUNICATION SYS’I‘ET‘.’l
ACARS/AIRCOM

C. Anthony Bennett

Senior Member Technical Staff

Teledyne Controls
Los Angeles

Abstract

In the United States there is currently operational an
air-to-ground, VHF, digital data link that is providing
commercial airlines with a means of efficient and

reliable communications. Though the original develop-
ment of the system was directed at providing a low
volume of short messages (aircraft Out—Off—On-In
times) provisions were made for expanded message
quantity and length. This paper addresses these new
applications of the originally developed air—ground
data link.

History

After more than 25 years of study and specification
writing by the Airline Electronics Engineering
Committee (AEEC) a characteristic was developed in
1975 which resulted in production hardware being
initially delivered in 1976. There are over 1500
aircraft now equipped, communicating with nearly 200
ground sites, with virtually all of the operation now
concentrated in the United States. However, this
geographic coverage is rapidly changing, with four
stations now operational in Australia. By the end of
1985 there will be six stations in Europe and 23 in
Australia, Indonesia and Southern Asia. Refer to the
figure illustrating RF coverage.

Operational Characteristics

The system operation is best described as a two-way,
simplex, digital data link operating over the standard
VHF frequency band assigned to commercial airlines
for company communications. Some of the system
characteristics are summarized below:

Listen to RF path for an empty channel
before transmitting.

. A message consists of up to is 256
eight bit Bytes which include bit
and character sync, identification
of sender, provisions to identify
address of recipient, other header
information, and a computed error
check polynomial.

Receiving unit recomputes error check
polynomial to verify integrity of
message and sends an acknowledgement
to sender

There are provisions for multi—block
transmission for messages longer than
210-220 ASCII characters

(or 8-bit Bytes)

The current data transfer rate is 2400

bits per second.
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Eguipment Reguired Ground

. _A’iEO_l‘L1fi A ground network has been developed by Aeronautical
I _ _ Radio, Inc. (ARINC) in the United States which

‘i - The basic complement of equipment consists Of 8 consists of nearly 200 remote sites under control of
Control Unit mounted on the flight deck end 3 Chicago central computer. Messages received at a

4 Management Unit located In the electronics b9Y- remote site are forwarded to Chicago for processing
_ _ _ _ and formatting and then distributed to the appropriate

The Management i?n1t_1ntei'fa°_e5 with 3 Standaifd i'3d1° airline terminal via another ARINC message switching
1 transciever which 1S either dedicated for data link system. ARINC has identified this data link system as

°P9i‘ati°“ °" shared with ”°"_”‘ai °_°n"PanY V0109 ACARS (ARINC Communications and Reporting
communications. Other optional interfaces of the system)_
Management Unit, depending upon the application,
include the f0110Wing= A similar and compatible ground network has also

_ _ _ . been developed by the Socie'te'Internationa1e de
' . Flight Data A°q‘”5m°" Unit Télécommunications Aéronautiques (SITA) for

Navigation System (INS °i' Omega) operation outside of the United States. SITA has
Radar‘ 13159133? identified their services as AIRCOM (SITA's digital
Flight Management C0TnPUt9i' air-ground communications service). The four remote

sites in Australia and one in Amsterdam are part of

addition to these interfaces to existing subsystems, the SITA network and 25 more are scheduled for
he Management Unit includes interface circuitry to operation in 1935_
rmit addition of the following optional subsystems:'1-1'

Cockpit Printer
Passenger service terminal which may
include a full keyboard, CRT display,

printer, with an interface to the
_ existing passenger entertainment

I system
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MESSAGE TYPES

ETA/DELAY INFORMATION I WEATHER/POSITION REPORTS FROM AIRCRAFT
REQUEST FOR VOICE CONTACT (UP OR DOWN LINK) WEATHER UPDATES TO AIRCRAH
ENGINE DATA AT TAKE—OFF/STABILIZED CRUISE FLIGHT MANAGEMENT COMPUTER UP-DATE
AIRCRAFT LRU STATUS REQUEST FOR MAINTENANCE AT DESTINATION
AUTOMATIC OU'T-OFF-ON-IN TIMES PASSENGER SERVICE DATE

on_

Figure 2. ACARS/AIRCOM Overview
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Current Applications

This bi-directional digital communication link between
the aircraft and the ground is being utilized for data
exchange of various types including such items as:

. Documentary data manually entered during
initialization routine such as; gross
weight, passengers on board, destination/
departure station, take—off thrust, crew
pay no., flt no.

Automatic collection of Out-0ff—On—In times

. Manual entry of ETA/Delay information

. Downlink request for a voice contact
followed by an automatic switching to
the voice frequency when the ground
station has the party on the line

Uplink request for a voice contact on a
designated/displayed frequency and automatic
switching to the voice channel

. Manual entry of engine data during stablized
cruise (some aircraft configurations will
permit this to be automatic)

. In certain aircraft configurations engine
data (exceedances, EGT divergence, take-off
data) can be automatically collected by the
aircraft subsystems or interrogated by
ground personnel

. With an on—board printer implemented,
flight operations data (Load Information,
Flt Plan Update, Gate Assignment) can be
sent uplink to the flight deck

With an appropriately configured Flight
Management Computer (FMC) and interfaces,
Flight Plan updates can be automatically
sent to the FMC. Also, other changes to
the FMC data base which occur on a 28-day
cycle can be uplinked as required

Requests for maintenance actions at the
destination station can be manually
entered and sent prior to arrival

. In certain aircraft configurations
the aircraft's LRU fault status can
be downlinked

. ‘l3oth en route and destination station
weather information can be sent to the

flight deck printer

. A passenger service terminal for airborne
reservations (airline, hotel or car) or
other passenger needs could be installed
in the cabin area

. Uplink of passenger complement, seat
assignment, and special considerations,
can be provided

As of mid-1984 the operational aircraft now utilizing
these message types account for a present day
message volume of 1,600,000 per month in the ARINC
network and this is estimated to be increasing at a
rate of about 50,000 per month.

38

Future Applications/Advances

The utilization of this data link system is continuing to
expand with the specific applications only limited by
the ingenuity of the various users. The new avionics
being supplied provide the user with a considerable
amount of computer memory (128k Bytes), all under
the software control of a powerful microprocessor,
such as a Motorola MC 68000. With the basic

operational program using less than 24k Bytes the
remaining 100k Bytes could be utilized for protected
message storage in EEPROM until an aircraft is able
to offload the messages to the ground stations. This
permits aircraft operation outside of the VHF ground
network without loss of collected data.

Some of the new and planned applications are
summarized below:

Collection of weather data both during
Take—Off/Climb and Cruise provides
vertical profile and en route weather
data automatically for use in ground
computers to optimize weather forecasts.
Three airlines have implemented this
capability.

. The addition of a complementary HF link,
which is currently in—flight test would
permit communciations in the areas where
VHF ground stations are not available.
It Eybe possible in the future to
provide automatic position reports for
flight following and thus justify a more
optimum metering and spacing of aircraft
on high density routes such as the
North Atlantic.

. A satellite link is also being studied.
The trade—offs in this study address the
frequencies available which permit
simplified antenna design but have
restrictions on message type vs the
available low cost frequencies that
require complicated (steerable in some
cases) antenna design. The power
requirements and timing criteria are
also being reviewed.

In the area of passenger service terminals
there are numerous possible terminal types
that are available which will provide
services in the following areas:
— Crew payroll numbers
— Stores used

Beverages
Meals
Headsets

— Prompting Routines
Aircraft characteristics

Preflight Announcements
Different languages

- Passenger Advisories
Connecting flights
Arrival facilities

Customs requirements
Currency

— Crew Information

Flight time
Next assignment
Accommodations

- Airline Report
Stores required
Maintenance required
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Airline owned and operated ground networks
which are integrated with their present
communciations network for ticketing and
flight operations are being seriously

- 3‘; studied by some airlines.
I

A transmitter/receiver which is optimized
for digital data transfer instead of voice
communications can be foreseen.

The use of bit oriented data transfer instead
of ASCII can improve message efficiency and

' most likely will occur when the ground
distribution networks can support this
capability.
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The possibility of supporting inquiry/response
type traffic on this RF link is being evaluated
as to need and impact on network.

. A distributed ground computer system with
smarter remote sites is being developed to
replace the current central processor system.
This will reduce ground communications costs.

Summary

It has been proven that this system reduces flight deck
work load while providing an even greater amount of
data to the ground. Additional future applications are
only limited by the ingenuity of the operating airline.
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84-2605 AN OVERVIEW OF THE DIGITAL AVIONICS ASSESSMENT
ACTIVITIES BEING CONDUCTED BY THE FEDERAL AVIATION

ADMINISTRATION AT NASA-AMES RESEARCH CENTER
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Abstract

The Federal Aviation Administration is currently

conducting a research program which is intended to
provide data and information which will aid in the
functional assessment, by certification engineers,
of new and retrofit aircraft which use digital sys-
tems for avionics and flight control functions. The
FAA's ability to provide the needed data and techni-
cal information from the ongoing research program,
in a timely manner, is critical to the total certi-
fication process. This requirement has been the
basis for the development of a program plan designed
to meet the research objectives which will support
the certification and operational needs for current
and future aircraft which incorporate advanced inte-
grated flight control and avionics systems.

Two documents have been pivotal in establishing
airworthiness compliance for these digital systems:
the FAA Advisory Circular AC25.l309-l and AC20-ll5.
The former addresses analytical assessment of sys-
tems according to functional criticality; the lat-
ter focuses on the orderly development (traceabili-
ty), management, and certification of flight soft-
ware. However, since both of these documents are
subject to interpretation during their application,
it has been important to establish the minimum con-
tribution to the certification process required
for their practical application. To assist in this
task, the Digital Systems Technology Program has
been developed and is providing specific data and
information for the FAA in support of the long—term
needs in the development of airworthiness and opera-
tional criteria. These information and data, along
with other certification related data packages, will
be documented as Data Bases and “Lessons-Learned" in

the FAA's Proposed Handbook Volume II - Validation
of Digital Systems in Avionics and Flight Control
Applications.

INTRODUCTION

Aircraft development in the past has been influenced
by the desire for improved performance usually
through more efficient aerodynamic designs or pro-
pulsion systems. However, one of the most note-
worthy advances has been the development of the
electronic systems and devices which are utilized in
the application of active controls and other advanc-
ed flight control and avionic systems and concepts.
Many of the advanced concepts offer the potential
of improved aircraft performance through increased
energy efficiency. Furthermore, it appears that

This paper is declared a work of :he US.
Government and therefore is in the public domain.

active controls and other advanced flight control
and avionics systems, implemented digitally, will
significantly influence aircraft technology, and
therefore, the Federal Aviation Administration (FAA)
must examine the impact of these advances on air-
worthiness criteria and certification procedures.
The FAA-Digital Systems Technology Program was es-
tablished in order to support these responsibilities
and aid in implementing activities in the research
area and to provide for initiation of new (or con-
tinuation of ongoing) FAA projects related to soft-
ware based digital systems, validation and verifica-
tion, failure modes and effects reliability, active
controls technology and aircrew/aircraft interface
issues. Emphasis is directed toward those activi-
ties that have a flight safety impact and the poten-
tial of aiding and supporting the certification pro-
cess through the dissemination of data and informa-
tion and acquisition of pertinent criteria and
procedures.

BACKGROUND

During the past several years the aviation community
has witnessed an ever increasing pace to introduce
advanced technologies, new aircraft design concepts,
and sophisticated high integrity integrated elec-
tronic systems. These advanced concepts have im-
pacted many technology areas that are pertinent to
the digital systems program; namely, ”flight—criti-
cal”and "flight-essential“ electronic systems which
include the following types of software-based digi-
tal systems: stability and control augmentation sys-
tems, active control systems, advanced displays, the
aircrew/aircraft interface, and aircraft handling
qualities and flight characteristics. The FAA is
confronted with the task of reviewing, revising, and
updating its airworthiness assessment criteria, cer-
tification procedures, maintenance-inspection re-
quirements, operational considerations, etc., in
order to assure a minimum level of safety for air-
craft utilizing new design concepts and advanced
systems technology; and as such must revise and pre-
pare advanced/updated/new regulatory and guidance
material which reflects the impact of these tech-
nologies. This Digital Systems Technology Program
is the continuation of efforts initiated in l975 to
obtain data and information to aid and support the
airworthiness processes cited above.
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OBJECTIVES

The overall objectives of the aircraft digital Sys-
tems Assurance Assessment technology program are:

(a) To conduct studies, investigations and
that will provide data and information tolyses _ _ . . .

gflgport certification and regulatory activities per-
tajnjng to implementation of software-based digital
systems.

(b) To coordinate and disseminate materials and
I - findings within the FAA and industry as appropriate.
H - (C) To be responsive to specific aircraftds.

I ;. Safffii “TE establish and maintain expertise in air-
craft digital systems assurance assessment tech-

' - fipl09Y-
 

 
 

 
 
 
 

 
 
 
 

  
 

 
 
 

 
 
 

 
 
 
 
 
 
 

 
 

 

 
 
 

 

 
 
 

 
 
 
 
 

 
 
 
  

 

-_Theréfore, the general focus of the Aircraft Digital
" IfF5ystem Assurance Assessment Technology program is

' é ',;tfie'impaCt of advanced and new technologies on the
. P‘ Aircrew and aircraft. Therefore, the program has
‘ - igen established to focus on efforts that will pro-

7''! de data and information to aid and support air-
A) ' ".ir§Tt airworthiness assurance techniques, certifica-

*tP- '£Ipn procedures, and other pertinent regulatory and
. ; gdfety issues applicable to the operation of an air-

' ;¥fhft and its systems by the crew in the National
.F§pace System (NAS).I

. I‘ I‘
- torical Overview

':g “orically, civil aircraft have incorporated in-
; tpendent hardware (black boxes) for each system

'- :-lemented and installed in the aircraft; and the
' "‘ s present standards address certification pro-

‘lures and criteria from the concept of separate
iineering disciplines. It is clear that deriva-

; l e and new generation aircraft which incorporate
éhi grated flight control and avionics systems are
Z4:-ndent, in a complex manner, on the aircrew/
_y. '.ft interaction as a total integrated system.

* Jficentrated effort is needed to research this
ology area, with emphasis on the total inte-

E éd system, in order to acquire and disseminate
4 1%-rtant data and information within the FAA to

-1 re that certification criteria and procedures

*3 alid and current with advanced technology. Many
* new integrated systems have already been im-
ted on new derivative aircraft such as the
I-and the L—lDll—500, are utilized on the cur-

h:heration of new transport aircraft (B767/757)
i: ',r.: l be_used to an even greater extent on newer
Y5‘ ' ' Tfi_{A3lQ/A320) to improve efficiency and per-

fi. These advanced systems also are being.an increasing degree, on other classes of

_ ggaft such as commuters, general aviation and- T_" u

3 .3!’

'--“9UCtl9n of software based digital flight
_ .§vionics technology in the current

- :‘+'=9f aircraft has presented a problem for
_§£ gertification techniques, especially

' ,4IEreasingly wide-spread implementation of

ii?‘ ysggms which use bus architectures for1 * 9“ In rasystems communication of data

Dge Within this advancing technology,
ggaeut certification methods may still

_ Ovever, new test techniques and

W Hfifigment methodologies must be used to
' _ filyze the operation and reliability

= _d.with the implementation of
1.

GS

software programs which include executive, opera-
tional, and interface routines.

The extreme flexibility afforded by these software
based digital information transfer systems presents
significant problems in assuring that the software
structure including compilers, higher-order langu-
ages, and architectural design is not adversely af-
fected by changes in the "firmware" or software dur-
ing the implementation or maintenance life of the
systems. It is possible, with these new systems,
to make changes to the systems structure such that
the basic certification criteria are altered and the

flight control system and aircraft safety may be
subject to errors or initiation of unintended func-
tions which result in failures. Therefore, it is
necessary to establish testing, assurance assess-
ment, and configuration management technology prac-
tices to insure that the systems and integration of
systems are not vulnerable to errors in design or
implementation, by providing regulation and guidance
material to design and maintenance engineers which
will insure that systems retain the degree of relia-
bility and operational integrity established during
the initial certification activity.

In order to insure this integrity, it is necessary
(a) to maintain and update the proper data bases and
information, related to this emerging technology and
(b) provide these data and information in a timely
manner to the airworthiness engineers and certifica-
tion specialists in order to insure that the current
and next generation aircraft are the safest ever.

Crucial Technology/Major Concerns for the Digital
System Technical Program

The three driving issues that are of particular con-
cern in the establishment of an assurance assessment

methodology/technology are:

0 Design Verification
0 System Performance/Robustness
0 Validation Technology.

These areas of concern are important in that they
are the major issues faced by the Systems evaluator
in his task of establishing the airworthiness of
"flight essential/flight critical" software-based
digital flight control and avionics systems - espe-
cially as the industry starts to implement "full-
time/full-authority" systems which are critical for
the continued safety-of-flight.

In order to properly assure that these "new" systems
are indeed airworthy, the system designer, the sys-
tem integrator and the airworthiness specialist must
have sufficient knowledge of the system as it devel-
ops, and the System Design Verification must be
planned such that verification is performed during
the early stages of development and that the verifi-
cation process lays the groundwork for validation of
the system as well. In addition, explicit checks
for robust system performance are needed, during the
early stages of verification/validation, in order to
insure that marginal or slightly out-of-bounds op-
erational conditions will not overtax system capa-
bility. Furthermore, often advanced validation
methodologies/technologies need to be perfected and
calibrated, and the results of their applications
recorded in data bases and other information sources
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in order for the systems evaluator to be able to
judge their impact in establishing the airworthiness
of the system designed and evaluated using these new
tools and techniques.

In order to develop a proper Design Verification
methodology the system designer/integrator needs
to assure that the design model is fully analyzed
for consistency, completeness and reachability in
order to establish the level of compliance with the
stated design and performance requirements. Simi-
larly, the airworthiness specialist must have the
tools, data bases and information necessary to
evaluate the effectiveness of the design verifica-
tion effort and its contribution to the airworthi-
ness of the system.

System Performance/Robustness must be similarly
understood by the system designer, the system inte-
grator and the airworthiness specialist. The test-
ing program established to demonstrate compliance
with the system specification must demonstrate that
the evolving system has the capacity to tolerate
operating conditions somewhat outside the design
specification (e.g., the capacity of an autoland
(digital flight control system) to perform an auto-
matic landing despite a severe wind shear). Testing
for robustness involves implementing a program which
contains combinations of operational environment ex-
tremes which stress system performance beyond that
strictly required. The rationale for this type of
testing being that unforeseen and potentially haz-
ardous circumstances may occur in the life cycle of
the system and that these circumstances can be dup-
licated during validation/verification testing. Once
again, the airworthiness specialists must have ac-
cess to the necessary data bases and information
that will allow them to assess the completeness of
the System Performance Testing/Evaluation Program.

The establishment and understanding of the tools,
techniques and methodologies which constitute the
selected Validation Technology for a given system
requires that the contribution of each and its im-
pact on the conclusiveness of system validation be
well documented in data bases and other information
sources; and that these data bases and information
sources are available to the airworthiness special-
ists. The implementation of a validation technology
is dependent on the proper levels of testing to dem-
onstrate compliance with the design specifications
and the intended use of the system. However, since
it is not possible to exhaustively test all cases/
conditions the system designer/integrator must
evolve a testing strategy based on reduced complexi-
ty and fewer test cases which requires that multi-
level testing using real-time test execution moni-
tors and hardware/software instrumentation at the
lower levels be formulated and proved to establish
the required level of assurance assessment.

In order to properly assess the applied validation
methodology, the airworthiness specialist must:
(a) understand the complexities of test case design
and instrumentation, and must be able to interpret
the observable data for the specific system under
test; and (b) must have the proper data bases and
information available to assist in the understanding
and interpretation of the data submitted for
certification.

In summary, in order to properly evaluate the emerg-
ing “flight essential/flight critical" digital sys-
tem the airworthiness specialists need access to

42

the proper data bases and information to be able to
assess the airworthiness of these new and innovative
software-based digital systems that are now entering
the field of commercial aviation. To this end, the
existing FAA Digital Systems Technology Program has
been providing studies, assessment workshops and
other activities since its inception in l975; all of
which have been directed toward being responsive to
the needs of airworthiness specialists who have the
responsibility of evaluating/approving the in—ser-
vice implementation of digital systems technology in
commercial aviation.

The Digital Systems Technology Program, which start-
ed in 1975, has been a joint FAA/NASA program since
its inception. Figure l presents an overview of the
program activities that have been completed and the
projected activities through l986 and beyond. From
this figure, it can be seen that significant con-
tributions have been made to the establishment of
the data and information necessary to understand
the role of Validation Technology and Testing in
the validation/verification of digital systems.

Figure 2 shows the major products/outputs of the on-
going program. From this figure, it can be seen
that this program has benefited from cooperative
funding/direction. Without this cooperative effort
the program could not have succeeded and would not
be able to provide the necessary data and informa-
tion necessary for the establishment of required/
data bases and information sources.

Figure 3 presents several examples of the proposed
work under the Digital Systems Technology Program
along with the associated payoffs and problems that
the work addresses with respect to emerging air-
worthiness issues. It is these payoffs and prob-
lems that can be expected to increase the complexi-
ty of assessing the airworthiness of the next gene-
ration of aircraft. System designers/integrators
can be expected to take advantage of these advances
in digital technology and apply these advances in
new, unique and innovative ways for the development
and implementation of ”full—time/full authority”
flight critical systems in order to increase the
capabilities and decrease the cost of the next
generation commercial transport aircraft.

Through the Digital Systems Technology Program,
these new tools, techniques and methodologies can
provide the necessary data bases and information
to the airworthiness specialists to assist in keep-
ing pace with the evolving technology. The primary
output of all these programs will be reports, data
bases, and other information sources which will be
available to the airworthiness specialists to
assist them in performing their role of assessing
the airworthiness of the new systems.

CONCLUSIONS

The establishment and continuation of the Digital
Systems Technology Program along with the Govern-
ment/Industry Committees (RTCA/SAE) activities,
promises to deliver an assurance assessment/guid-
ance data base which will be of great value in

assessing the airworthiness of current and next
generation civil aricraft through the integrated
application of state-of-the-art tools, techniques
and methodologies to evaluate the integrity, re-
liability and capability of the on-board software
based digital systems. The application of these
data bases and "Lessons-Learned" along with the
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 ' 41 Hlization of advisory materials will provide a
,9 .5E§15 for the airworthiness assessment of new and
i %‘H3vative designs. Furthermore, the application
_ fiagthese techniques and the understanding of the

'#.¢Tt5 by airworthiness personnel should result in
)f _ 5-§Lfin—service implementation of high technology
) _._ jibjtai Systems which are safe and comply with the
2 _ _ ¢. iability requirements of ewisting advisory docu-
I -;"-fité for the current generation and perhaps the

.;.kt generation of advanced software based digital
;§ht control and avionic systems.

 
 
 
 
 

 
 
 
 
 

 
 

 
 

 
 
 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

 

 

fhé.results obtained from the ongoing laboratory
,h K, the ongoing certification of current and next
,; gration systems, and the technology advances in

e if are/software integration may dictate that the
m .3;$lng tools and methodologies have to be aug-

,;fi.d by new techniques such as finite state
.,w 'nes, artificial intelligence, robotic testing
Jnr§avanced computer based reliability estimation

iifiues in order to meet the high reliability.»'l

-f?1gailability requirements.

.q SUMMARY-‘Ii

- :- e§ults of the above ongoing work are to be
wig éd in "Handbook-Volume II, Validation of

t nita systems in Avionics and Flight Control
=3fi_ations" as data bases and "Lessons—Learned”,

.-envnll be available in late l986. (See Figure
; he proposed Outline/Table of Contents). In

'3\ihfié the FAA will sponsor a formal and exten-
2r-tiew of the program and its near-term re-

e';1fi late l985/early l986 at a Government/
.g=1ry workshop to be held at NASA—Ames. The re-
_: «sf the ongoing NASA (Ames and Langley) pro-
- _ .nd their relationship to the FAA/Industry
H '.m will be presented and discussed; and that

_--fi-ps, methodologies and technology identified
..j¢;.earlier l976, l979 and l982 Government/

' 'H%_Ey workshops will be re—evaluated in light of

)l'l-

195 1;; rent and projected state-of-the-art in
‘nt i'%rfSystems Technology; and that emerging cer-

'31? Jon issues will be identified and discussed.
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FAA/NASA/Industry Research Pian - Digitai Avionics Systems Airworthiness Issues

_,. _, .

. Figure 1.
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1, Systematic FIISEvaluation

Tolerance andcomplexity

 
 

 

 
. Electrical Sys-

' ‘tems/Power Con-trol/Electro-
-Mechanical
Actuators

PcertificationIssues Studies

Figure 3. Example of Proposed Program Activities

Definition Study-Phase I

Implementation of low-
level Automated Testing-Phase II

Device Description/Com-
plexity (VLSI/VHSIC)

Software Error Detective
and Correction

Software Reliability
Assessment

Comparative Analysis of
Fault Tolerant Design
Techniques
Lockheed IRAD:

(a) Software FaultContainment
(b) Software Metrics

Existing RDFCS Flight
Software (Autoland
Control Laws)

Simulator InvestigationRev

USAF/AFFDL C-l4l Electro-
Mechanical Actuator Study
Lockheed IRAD:
(a) Smart Servo Actuator

Study
(b) All Electric Air-

plane Study

NASA—Langley IDEA
Program Studies

Full Authority Digital
Engine Controller Studies/Certification Issues

(a) Hamilton Standard/
Pratt & Whitney
(2037 FADEC)

NASA-Langley Power Con-
trol/Distribution
Studies - AIRLAB

Bendix Latent Fault
Modeling and Evalua-tion Work

Phase I, II and III
Fault Insertion and
Instrumentation System
Advanced Fault Insertion
and Simulation Methods

1 Monitor Coverage
(Software Monitors/
Comparators)

Latency-time to recognize
effect/complexity

Calibration of CPU Self-
Test

Identification of Instru-
mentation Requirements/
Costs/Technology/
Complexities
Statistical Data for Ana-
lytical (Reliability Pre-
diction/Models and Distri-
bution Characterization

Identification of RecoveryMechanisms

Generation and Demonstration
of Practical Complexity
Measures for Software Design

Quantitative Evidence of
Reduced Complexity
Identification/Demonstration
of Fault Tolerant Software
Techniques

Validation Testing Results

Comparison of Robustness vs
Fault Tolerance
(Voters/Comparators/Trigger-
ing of Recovery Logic)

Identification of Certifica-
tion Issues

Integrated Systems Architec-ture Assessment

Propulsion/Power Control
System Analysis
Enhanced Software Fault
Tolerance

Enhanced Hardware EMI/EMC
Tolerance/Susceptibility

Identification of RequiredData Bases and Information
Sources for Advisory and
Regulatory Material

Statistical Data Base for
Input to Sensitivity (Re-
liability Prediction)Models

Identification of Sensiti-
vity Analysis Methodologies

Test Case Strategies
(Fault Tolerant Systems)

Design Assessment Methods
for Susceptible Areas

Generic Methodology for
New Microprocessor Designs/Variations

Estimate of Conditional
Probability of System
Unreliability

45

Increased Accuracy
Improved Monitoring
Increased Reliability
Increased Fail (Opera-

tional Capability
Increased Modularity
Common ProcessingMore Functions Per

Device
Reduced Space, Height,and Power
Increased Speed
Redundancy Management

in Hardware DesignReduced Maintenance
Less Software Required

More Reliable Software
Improved Software

Design/PracticesSolve Generic Software
Problems

Standard Software Core
Modules

Standard AlgorithmsIncreased Fault Cover-
age

Ability to be Commanded
Using Digital BusesAllow Distributed
Architectures

Improved Feedback/
Monitoring

Lighter weight/LessPower
Higher Bandwidth
Improved Architecture

with Decentralized
Processing

Lightning/EMI/EMP
Irrrnunity

Increased System Reli-
ability

Reduced Design Costs
Standard/Automated

Tools
Reduced Design Errors
Decreased Life CycleCosts

Certification
Problems Issues

Published Evaluation
Criteria/credit not
yet available

System Validation
More Complex

Software/Device
ComplexityReal Time Executive
Software More
ComplexIncreased Risk of
Environmental

Test Case Design
Very Complex

Reliability Issues
Emerging

Published Evaluation
criteria/credit not
yet available

Initial Software
Development Hay
be More Expensive

Quantitative Evalua-tion More Difficult
Requires New SoftwareMetric Tools to be

Developed
System Validation

More Complex
May Require New Hard-

ware Developments/
New Architecturel
Designs

Published Evaluation
Criteria Emerging
(Not Complete)

System Validation
More Complex

Reliability Issues
Emerging

High Risk TechnologySevere Environment
--High Temperature
--High StressInitial Cost of Inter-
face Units Expensive

Reliability of Transmit/Receive Devices not
Yet Established

Standards Not Yet
Developed

Standardized Meth-
odology Not
Developed/Approved

Increased DevelopmentCosts
Reliability Models Not

Fully Developed for
Hardware/Software
Interfaces

Requires Highly Reli-
able/Validated
Languages/Compilers

Cost of Implementation
Completeness

Evaluation Criteria
Emerging (not yet
available)
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Figure 2. Digital systems Technology Program outputs(Does not include Papers Presented at Meetings
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_| RECENT ADVANCES IN AIRCRAFT
' oN—BOARD WEIGHT AND BALANCE SYSTEMS

. . - James P. O'Brien

 
 
 
 

 
  

 
 

 
 

 
  

 
 
  

  

 
 

 
 
 
 

 
 

 
 

 
 

 
 
 

 
 

 
 
 

 
 
 
 
 
 

 
 
 

 

 

Engineering Section Manager
Sundstrand Data Control

Redmond, Washington

Abstract

Weight and Balance Systems (WBS)
rigorous requirements upon the
measuring transducers employed.

mperature, shock, humidity, and vibration
It 'tremes, along with operational consid-
‘.r:}ions, dictate high reliability, survi-
' _.i1ity, and maintainability designs.

I

.}ircraft
1'«pose

‘mg Sundstrand WBS transducers use hermet-
g.i1y sealed accelerometer sensing ele-
"t5 as inclinometers to measure aircraft

ght. The acceleration sensor employs a
rtz flexure suspended proof mass as part

"a servo control loop that produces an

'%u: current independent of the output
o,_and allows full regime self test. A
JE?ature sensing element is mounted on
:Jaccelerometer magnet structure, to

--aQJ'temperature error modeling, that
Hits in a set of 4th-order temperature

-Q efition equations. These equation co-
..fi Hénts, along with sensor identifica-
'-1'data, are stored in a PROM that is

' Bled with the sensor and control

itry into the end-item WBS transducer.
'L.:peration, stored transducer data are
U iqmitted to the WBS computer where

"P dpcer temperature corrections are
--_gented. The WBS Computer also initi-

"nd evaluates transducer self testing
-"_plements failure identification.

':_Eesultant WBS transducers are of a
5* _part number, are fully interchange-
f and do not require individual cal-

'K--fis. Both laboratory and on-aircraft
zéyg have shown the transducers to have

r‘pe survivability, reliability, and
' nability design goals.

Introduction 

l.and Balance"F
_ System (WBS), for

sfilrcraft use, requires independ-
. m" grgund support equipment. A

ff E§ consists of an appropriate set
V34 3 measuring transducers, a com-

display, and associatedeight
9 Weight transducers are usually
_'FL or within, the aircraft

-f structures, such that they
_variations in applied landing
*E¢- t0 aircraft weight. The

i the transducer outputs is pro-
.]f _Ye19ht and, by taking into

_ :ff§F§ft and landing gear geo-
. 5'fla1V1dual transducer outputs

?;£;£Qflpute the aircraft center
"! §_9ht and center of gravity

.9W the Computer is then

Bffilule of Aeronautics and
. 5 - $1! rights reserved.

84-2606

displayed on the flight deck and can be
used for load and trim calculations, fuel

quantity and distribution, and cargo
loading purposes. For a WBS to be ef-
fective, it must be a stand-alone system,
independent of both ground equipment and
other aircraft equipment.

Historically, the most troublesome com-
ponent of a WBS has been the weight measur-
ing transducer. By virtue of its location
at the landing gear, the transducer is
subject to severe environmental extremes:
wide temperature variations from desert
heat to polar cold, humidity from near zero
to one hundred percent, take off induced
vibration on rough surfaces, landing
shocks, and thermal gradients from braking
heat. All of these types of factors
influence the transducer reliability, and
reliability is a paramount consideration in
order to maximize system dispatch and
minimize spares provisioning and ground
support. Equally important, but often
overlooked, is system maintainability. To
be successful, a WBS must include extensive
self test and monitoring capabilities

together with a very high probability of
detecting, isolating and annunciating a
Line Replaceable Unit (LRU) failure,
followed by a maintenance repair activity
that requires little time and labor,
minimal ancillary equipmemt, and does not
require system recalibration. In addition,
the dictum of minimizing size, weight, and

power consumption applies, particularly for
larger aircraft where the number of landing
gears require more transducers than a
smaller aircraft.

This paper addresses the Sundstrand WBS in
general, with emphasis on the transducers
developed for WBS use.

System Description

The Sundstrand WBS

lowing components:

Computer
The WBS computer is a 2 MCU digital com-
puter, having four multilayered printed
circuit boards and a Built—In-Test (BIT)
display driver. A Z8000 microprocessor,
CMOS RAM, and 128k-bit EPROM's constitute
the digital processor. A l4-bit Analog-
to-Digital (A/D) converter is used for
analog data input, and LSI devices are used

consists of the fol-

to implement serial digital, ARINC-429
input/output. A high efficiency switching
mode power supply provides all required
system power from the aircraft ll5vac,
400hz bus.

Air Data Module

Attached to the airframe by a lanyard and
fastened to the front of the computer with
thumbscrews, the Air Data Module (ADM)
contains EEPROM and associated circuitry
for the WBS non—volatile memory. Data
stored within the ADM includes airframe
identification, transducer identification
and characteristics, specific airframe
calibration data, and failure history data.
Use of the ADM allows the WBS computer to
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be non-airframe specific, such that the

computer proper is interchangeable within,
and between, airframe types. when a com-

puter is removed and replaced, all airframe
and WBS specific data remains with the
airframe in the ADM.

Display
The WBS outputs weight and center of grav-
ity data in ARINC-429 form _that can be
input to the airframe flight deck display
or, alternately, input to an optional WBS
display panel. Multiple displays can be
connected to the WBS per ARINC—429.

Transducers

The WBS transducers are used in the Main
and Nose landing gears for weight sensing,
and in the aircraft attitude module to

determine fuselage attitude angles. All
transducers are of a single design.and part
number and are fully interchangeable. The
total number of transducers per aircraft
installation is dependent upon the airframe
type (number of landing gears) and whether
the installation is single or dual channel.

 

Transducer Mounts

Attached to the landing gear structures,
the transducer mounts serve as mounting
platforms for the transducers. The at-
titude module has its own transducer mount.

The quantity of transducer mounts per air-
craft depends only upon the number of land-
ing gears on a specific airframe. In gen-
eral, only the quantity of transducers and
mounts changes with the application. The
computer, ADM, display, and attitude module
are constant WBS components, regardless of
airframe type or system configuration, and
all are fully interchangeable across air-
frames.

Operation
The operating premise of the Sundstrand WBS
is to use acceleration sensing elements, as

precision inclinometer transducers, to
measure the bending moments of the landing
gear structures resulting from the applied
aircraft weights. Taking the nose landing
gear as an example: with an inclinometer
installed in each side of the nose gear
axle, the measured axle slopes are depen-
dent upon the applied nose gear weight and
the ~effective nose gear axle spring con-

stant which is determined at initial system
calibration. By utilizing sum and dif-
ference techniques, the absolute slope of
the axle itself can be determined and the

applied weight can be computed independent
of this slope. The transducers utilize
high impedance current outputs to minimize
EMI effects upon the transducer to computer
wiring. At the computer, the transducer
outputs are sum and difference filtered,
A/D converted, and input to the Z8000 for
further processing. Computer software
operates in a foreground calculation, back-
ground test mode, with multi level self
test and fault isolation annunciation of
all LRU elements of the WBS. During self
test, each transducer is dynamically tested
in each of its sensitive axis directions,

all computer circuits are tested down to
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functional component group level, and the
ADM contents are verified by comparing them
to a copy stored in RAM at system power up.
Detected faults are annunciated by setting
the system failure output signal high.
During ground self test, any detected
faults are then displayed on the computer

8-digit alphanumeric display, in clear text
English. No failure encoding schemes are
employed.

Upon detection of a failure, any of the WBS
LRU components can be replaced without
regard to system calibration, except the
ADM. Transducers and computer are non-

airframe specific and can be freely inter-
changed. The ADM, which is attached to the
airframe by a lanyard, contains system and
airframe calibration data and is airframe

specific. For reliability reasons the ADM
has been simplified to an EEPROM and sever-
al passive components. Failure of the ADM
requires that its replacement be programmed
with calibration data for that airframe,
which was recorded at the initial airframe
calibration.

Transducer Development

As the recognized heart of any WBS, the
weight measuring transducers were the sub-
ject of an intensive development program at
Sundstrand. The design element chosen for
the transducer is the Sundstrand QA2000
accelerometer, which is a quartz flexure

servo acceler-
757, and 767

suspended, force balanced,
ometer as used in the AV8B,
inertial reference systems.

sensor

Within the sensor, the acceleration proof

mass is suspended by a quartz flexure in an
air damped mechanism. Hybrid microelectron-
ics servo the proof mass, producing an ac-
celeration output current that is independ-
ent of output load. Included within the
sensor is a highly stable, linear current
output, temperature sensor mounted directly
on the internal accelerometer magnet struc-
ture, which produces an output current
proportional to absolute temperature. It
is this temperature sensor that allows tem-
perature error compensation to be achieved
in the WBS transducers. The basic sensor
is enclosed in an hermetically sealed,
laser welded case, to assure performance in
severe environments. The sensor element

weighs less than 80 grams and is approxi-
mately one inch in length and diameter.
Each sensor contains its own voltage
regulator that will operate with input
voltages of i 13 VDC to : 28 VDC.

The sensor proof mass is suspended between
two permanent magnets with capacitive pick-
offs that are connected to an oscillator
detector. Microscopic displacment of the

proof mass results in an output signal from
the oscillator detector that is amplified

and input to the servo amplifier, along
with its own compensated feedback. The
servo amplifier drives torquer coils, posi-
tioned within the permanent magnetic field,
that re-establish the proof mass null
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e - osition. The current drive through the
m 1 Eorquer coils is then a measure of the
' ¥ L acceleration that caused the original proof
9 - mags displacement. The proof mass itself
. ‘-n- is supported and constrained to allow only
d Ofie degree of freedom about a single well
I _ defined axis. The sensor temperature output
t ,1 is independent of applied acceleration and
e is scaled at l micro-amp per degree Kelvin.

'- -A partial listing of the sensor performance
T characteristics is given below in Table l.;S

‘t . sensor Temperature Modeling

'9 w As indicated in Table 1, the sensor is tem-
“ . ' berature sensitive. The three basic param-
?‘ _.«4.¢ters of Bias, Scale Factor, and Axis
ie H _§1ignment all have temperature coefficients
Id 1.‘ fihd all exhibit thermal hysteresis. Prior
He ' ' .;rthe development of thermal modeling, the
3M I lassical sensor technique is to build into
5- I! -kfié sensor a degree of temperature compen-
DM t gation — usually by way of selecting com-
3d KL-nents to minimize thermal effects at one

.,f“ two specified temperatures. This
me L" -chnique has many drawbacks, some of which

'. .'e: compensation is effective only at the
.ecific calibration temperatures; compen-
tibn must be applied to an unfinished

.nsor element with the possibility of
:.ther degradation during the final manu-

turing processes: unless extremely com-
x, compensation is static and incapable
reacting to non-linear changes. To

L id excessive temperature degrading of
re" Cé sensor, Sundstrand has developed a

.mperature modeling technique that com-
'sates the thermal response of the sensor
toss its full temperature range. The

"'}Idult of this temperature modeling is a
J, C of polynomial temperature compensation
‘gnations that define the Bias, Scale
--tor, and two Axis Alignment temperature

pensation curves over the full sensor
nerature range. Based upon the sensor
perature output signal, the WBS computer

3 ‘then utilize these compensation equa-
.,;§hs to account for all temperature re-
'[i§d -sensor deviations. Thus, modeling

-rows temperature compensation to be

_i$
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Bias

Bias Temp. Coeffecient
Bias Thermal Hysteresis

J Scale Factor

Scale Factor Temp Coefficient
Scale Factor Thermal Hysteresis
Axis Alignment

Axis Align. Temp Coefficient
Axis Align. Thermal Hysteresis
Frequency Response

‘_*Da_\rnping Ratio
Vibration Rectification
Linearity

--:2

" Parameter

effected in software as opposed to ad-
justment or calibration in hardware.

Temperature Modeling Facilities.
To implement sensor temperature modeling,
an inertial lab test facility was con-
structed specifically for that purpose.
With an area of 2000 square feet, the test
lab has test stations mounted on a pas-

sively isolated toroidal test pad, which is
approximately 40 feet square, 8 feet thick,
and has a weight of over 500,000 pounds.
The test pad provides a minimum of 60db
isolation between the units under test and
external vibration noise sources. The
sensor test stations, and the test se-

quences, are automatically controlled by an
HP9825C computer and scanner. Separate
test sequencing is used to establish the
Bias, Scale Factor, and Axis Alignment
compensation equations.

Temperature Modeling Seguence
The temperature modeling approach is ap-
plicable to any sensor whose repeatabil-
ity is superior to both its unmodeled ac-
curacy and its sensor-to-sensor environ-
mental variations. The fundamental re-

quirement for software modeling is sensor
repeatability and the QA2000 sensor ex-
hibits nearly perfect turn-on to turn-on
repeatability, and excellent environmental
repeatability. By using modeling, compen-
sation elements such as trim and calibra-

tion resistors may be omitted from the de-
sign. Modeling allows characterization to
be accomplished on sealed, finished sen-
sors, whose behavior is less likely to
further change than one that must be sealed
following characterization. Modeling im-
plies extensive testing and the formation
of a large dependable data base, and these
have been accomplished at SDC by automated,
computer controlled facilities. Each sensor
is modeled over its full operating tempera-
ture range using computer controlled test
eqiupment that controls temperature, posi-
tions the sensor attitude and measures and

calculates the appropriate parameters.

 
milli g
micro g/deg C
micro g peak to peak
milli amp/g
parts per million/deg C
parts per million p-p
milli radian

micro radians/deg C
micro radians p-p
hertz

(None)
micro g/g2 peak
micro g/g2 peak
9
micro g
deg C
micro amps
micro amps/deg C
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Production sensors to be modeled are sub-

jected to screening tests at both subas—
sembly and top assembly levels. They are
then aged by extensive thermal cycling
prior to modeling. The modeling sequence
is described in the following paragraphs.

Bias and Scale Factor Modeling
Bias and Scale Factor are modeled using a
temperature tumble test which measures the
bias and scale factor parameters over a
temperature range of -55 deg C to +95 deg
C, as the test specimens are rotated be-
tween a +lg and a -lg orientation. The
test begins at room ambient temperature.
With the test specimens sealed into the
test chamber, the temperature is reduced to
-55 deg C and a cold soak period is enter-
ed. The temperature is then raised to +95
deg C for a hot soak period. The first
test data is taken at +95 deg C. Tempera-
ture is lowered in 30 deg C increments,
with data taken at each increment, until

-55 deg C is reached, then raised back to
+95 deg C in the same 30 deg C increments
with data repeated at each step. The tem-
perature is then lowered back to +35 deg C
where the final data is recorded. During
the temperature slewing, the sensors are
tumbled from +lg to -lg and back repeat-
edly. All data are taken only when the unit
temperature is within 0.4 deg C of the tar-
get temperature and the temperature gradi-
ent is less than 0.05 deg C per minute.
The bias and scale factor modeling sequence
lasts for 17 hours. The recorded data is
reduced off line to bias and scale factors

using algorithms that cancel effects of
temperature drifts during the measuring
sequences. Bias and scale factors are then
fitted to a 4th—order polynomial tempera-
ture model, in which the independent vari-
able is the temperature sensor current of
the unit under test. A polynomial curve is
least-squares-fitted to both the descending
and ascending temperature test points. The
final temperature model equation is the
mean interpolation between these two cur-
ves. The model equation coefficients are
submitted, along with the finished sensor,
to be incorporated into the WBS transducer.
Test data and polynomial coefficient data
are archived by sensor, and ultimately
transducer, serial numbers.

Axis Alignment Modeling
Axis alignment modeling is performed on
both the hinge axis alignment and the
pendulous axis alignment. The modeling
sequence is similar to that used for bias
and scale factor modeling, with the follow-
ing exception: rather than simply tumbl-
ing the test units between +lg and -lg, a
computer controlled dividing head, having a
l-arc-second position accuracy, is used to
position the test units in a 4-point tumble
about their sensitive axes: the 4-point
tumble test lasts for 24 hours. The de-

rivation of the correction equations is
similar to those previously described.

Transducer

The WBS transducer consists of the pre-
viously described sensor, a machined
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housing, a printed circuit board that acts
as the sensor terminator board and contains
other circuitry, a hybrid circuit for co-
efficient storage, and a failure test in-
dicator LED. The various components are
assembled and encapsulated in an RTV com-
pound for environmental and handling
protection. The acceleration output
current from the sensor is passed through a
low pass filter network to the airframe
wiring. The self test input from the WBS
computer goes through an isolation circuit
to the sensor self test input and, in par-
allel, is desensitized and input to the
failure test LED driver network and the

coefficient storage multiplexer as a con-
trol line. The multiplexer, along with an
oscillator counter circuit, a PROM storage
circuit, and a voltage to current conver-
ter, is part of the hybrid circuit module.
The coefficients of the sensor temperature
compensation equations are stored within
the PROM, along with specific transducer
part-number identifiers and checksums. The
PROM output is one of the multiplexer in-
puts, the other being the sensor tempera-
ture output. when any given transducer in
the WBS is in either the no self test or

the negative self test condition, the sen-
sor temperature data is output from the
multiplexer through the voltage to current
converter. When a positive self test
signal is input to the transducer, the
sensor output slews to respond on the
signal output lines, the multiplexer is
switched over to output coefficient data on
the temperature line, and the failure test
LED is illuminated. The coefficient ident-
ification data, which is 1K-bit maximum, is

clocked asynchronously through to the com-
puter twice for redundancy. Upon detection
of a failure in the transducer, the com-

puter pulses the positive self test signal
in a way that keeps the failure test LED
visually lit. The presence of the lighted
LED on the transducer serves to positvely
identify the failed device to maintenance
personnel.

In operation, two transducers per channel
are mounted on each of the aircrafts land-

ing gears, with one transducer per channel
mounted within the fuselage on the attitude
mount. All transducers are of a single
part number and all carry, within their
respective memories, all data pertinent to
identify the specific transducer and their
particular temperature compensation co-
efficients. When, for whatever reason, a
transducer is replaced, the WBS does not
have to be recalibrated in any way. After
one aircraft flight the new transducer will
have undergone Auto Zero and will be fully
accepted by the computer.

Transducer/Computer Interface
Each transducer is wired to the WBS com-

puter to provide operating supply voltages,
an output signal and return line, a tem-
perature coefficient signal line, and a
self test input. All interface connections
are made to the computer analog I/O printed
circuit board, which contains provisions
for eleven transducer inputs. This number
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s éjr “Ether, _smaller aircraft, extraneous
' Circuits are simply not used.

e As part of the initial ‘calibration se-
_ quence, the airframe type is stored in the
9 air data module, and software interprets
t the specific channels that should be
a active. The eleven transducer signals and

{E the eleven temperature coefficient inputs
.s are buffered, filtered, and current to
t voltage converted at the I/O inputs. The
“ temperature coefficient filter configura-
'e tion is switchable as a function of the
1e t{anSdUCer self test line status, to ac-
“ count for the difference between the analog
‘“ ' temperature signal and the serial digital
39 coefficient signal. A three level multi-

7‘ plexer selects one of: the transducer out-
L J puts, the temperature coefficient signals,:e or the miscellaneous inputs such as power

in 1 supply voltages etcetera. If the selected

er 4 signal is one of the transducer outputs,me one of the temperature inputs, or one of
n- the miscellaneous inputs, it is passed

3- through a 14-bit A/D converter and hence to
in I the Z8000 microprocessor for further ac-
or , tion. If the selected signal is one of the

n- L transducer coefficient data inputs, as de-
he termined by the positive self test status
nt to that transducer, it is sent through a
St level shifter circuit to an RS232 receiver,
he I . whereby it is input to the Z8000 as serial
he ' . digital data. At system power up, all of
is ~ the transducers are 1 self tested and their
on coefficient data compared to that which is
st " stored in the ADM EEPROM. The combination
t— ' of 1 self test, and the coefficient data
is matching, insures that the transducers are

m- operating properly and are a known system
.on Ilement. The various self test modes
,m- function as follows:
1al r

go No Self Test. The self test command line

:ed is turned off and the temperature input
,1y 1 filter is switched for temperature data.
‘Ce the multiplexer directs signals to the A/D

_ .c¢nverter as required by the operating
hrogram.

181 '

]d_ fingative Self Test. The self test line is
161 , fit negative, the temperature input filter
lde f-switched for temperature data, and the
ale _&nsducer LED is turned on. The trans-

eir 1 “¢9r Output signal and its temperature
to ‘-9061 are both sequentially directed

eir - °U9h the multiplexer to the A/D and
co- I .nCe to the Z8000 where their dynamic

a .$DOnses are evaluated.
not --

fie; ltive Self Test. The self test line is
ill .P93itiVe, the temperature input filter
11y ]q"1tChed for coefficient data, and the

.5d“Cer LED is turned on. The trans-
‘ Output signal is multiplexed to the

'@”d the Z8000 for dynamic evaluation.
_;oefficient data is directed through

1“PUt to the Z8000 for further

_ its dynamic response

A test is repeated for verifica-
confirmed failure sets the system

If the
its own checksum

to match the ADM
is treated as a

failed transducer LED staying on.
coefficient input passes
verification, yet fails
contents, the transducer
replacement unit, the coefficient data is
temporarily stored in RAM, and after flight
termination, is overwritten into the air
data module as new data. Coefficient

checksum failure on both input data
attempts results in a failure notification
as previously described, with the
appropriate transducer LED on.

Built—In—Test

The BIT capability of the WBS is an
integral part of the system philosophy and
design. BIT is logically divided into two
regimes: on aircraft testing for failure
detection and LRU fault isolation: and off
aircraft testing for failure verification
of the LRU, Shop Replaceable Unit (SRU)
fault isolation, and post fix verification
of both LRU and SRU. The testing
philosophy differs
upon whether the

considerably depending
installation is a single

or a dual channel. In a single channel
system, the BIT functions operate on either
a periodic or a continuous basis such that
the entire system is verified operational
at all times. A dual channel system
enhances system failure detection, without
introducing non functional hardware and
software, by redundancy of the intended
function. Dual channel monitoring is based
upon the low probability of two systems
experiencing identical result failures
simultaneously. This is accomplished via
the technique of cross monitoring, wherein
the intended function results of the two
systems are compared. Only when the cross
monitor comparison fails are the majority
of BIT functions activated. Properly
implemented, a dual channel system has
minimum BIT active during normal operation
so that BIT failures themselves do not
contribute to overall failure rates. In a

dual channel system, when one channel is
inoperative the other channel operates as
if it were a single channel installation.
The WBS was designed primarily as a dual
channel system with the following design
goals:

o Utilize inter system cross monitoring,
of intended functional results, to serve as
the primary failure detection, such that
the entire system remains operative unless,
and until, the cross monitor detects
channel discrepancies.

o Implement BIT in such a manner that,
when the system is installed aboard the
aircraft, it is executed only upon prior
cross monitor failure and then only for
channel fault isolation.

0 Fault isolate to the channel level and
annunciate the failed channel so that the
operative remaining channel can be utilized
in a single channel mode.

e st t 0 Implement sufficient BIT to allow LRU
5 US and results in the failed fault isolation by maintenance personnel
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after a channel failure has been ident-
ified. All BIT involved in both channel and
LRU fault isolation shall be effectively
shut down during normal operation so that
the BIT itself does not contribute to
failure rates of the system.

0 Provide an onboard self test feature
that is sufficiently powerful to uncondi-
tionally verify proper system operation
both on and off the aircraft.

0 Provide depot level means for SRU fault
isolation of LRU, and LRU verification
following repair.

0 Minimize the system cost of ownership by
utilizing the power inherent in a digital
computer to effect all levels of self
testing. This is accomplished by building
the test capability into the LRU in such a
way that the required test equipment is
minimized, simplified, and not subject to
modification due to system LRU changes.

Based upon a failure analysis of the WBS
hardware, a set of 35 distinct BIT func-
tions were identified and the appropriate
tests defined. These tests implement fail-
ure detection and isolation to both LRU and
one of five SRU assemblies within the WBS
computer.

BIT Sequencing
Given the set of 35 BIT functions, six con-
ditional subsets of BIT were then defined.
The totality of these subsets forms the WBS
BIT. The subsets and their functional
contents are defined below.

Power-Up Tests. Power—up tests are initi-
ated whenever power is initially applied to
the WBS or upon recovery from a power in-
terruption. Tests performed are:

Power supply voltages
EPROM checksum

RAM read/write
A/D converter input
A/D converter interrupt
Transducer self test
Transducer coefficient checksum
ARINC—429 interrupt
ARINC-429 internal

Maintenance required output (INOP)

Continuous Tests. These tests are run

continuously, on a periodic basis, during
normal operation of the WBS. Tests
performed are:

Cross monitor

Z8000 processor
ARINC-429 parity
ARINC-429 status

ARINC-429 activity monitor
Transducer reasonableness

Cross Monitor Initiated Channel Isolation
Tests. Upon detection of channel
disparities by the cross monitor, the
following channel isolation tests are
initiated:

52

Aircraft Self Test.

Power supply voltages
EPROM checksum
RAM read/write
A/D converter inputs
A/D converter interrupt
Transducer self test
Transducer coefficient checksum
ARINC-429 interrupt
ARINC-429 receiver/transmitter tests
Discrete reasonableness
Transducer temperature reasonableness

By virtue of a self
test initiate switch, either on the flight
deck or on the WBS computer front panel,
the following tests are initiated for LRU
fault isolation:

Power supply voltages
Front panel alphanumeric display
Front panel transducer LED display
Maintenance required output (INOP)
Output warning lights
EPROM checksum
RAM read/write
WATCHDOG timer
Real time interrupt

A/D converter inputs
A/D converter interrupt
Transducer self test
Transducer coefficient checksum
ARINC—429 interrupt
ARINC—429 receiver/transmitter tests

Bench Self Test. Upon removal from the
aircraft, the various WBS LRU assemblies

may be verified using the WBS test set. The
bench test closely duplicates the aircraft
self tests and is primarily for failure
verification. Each of the WBS LRU's can be
tested independently on the test set. For
a transducer or ADM, the tests are specific
for their function only. For the WBS
computer the following tests are run:

Power supply voltages
Front panel alphanumeric display
Front panel transducer LED display
Maintenance required output (INOP)
Output warning lights
EPROM checksum

RAM read/write
WATCHDOG timer
Real time interrupt
A/D converter inputs
A/D converter interrupt
ARINC—429 interrupt
ARINC-429 receiver/transmitter tests

Acceptance Tests. The acceptance test for
the WBS differs from most other designs in
that the computer carries, within its own
memory, the test procedure and sequence for
its particular configuration. The ATP test
set is a relatively simple device that

primarily acts to close the computer I/O
loops under computer control. Together with
the bench self tests, the ATP tests form a

complete and rigorous set of tests, that
both verifies LRU operation and fault
isolates to computer SRU level. Those tests

specifically added by the ATP are:
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Hardware identification resistor tests
Power supply voltage measurements

itself, the CCU can be used to reprogram
the new ADM and the system need not be

ARINC_429 feedback recalibrated.
Discrete inpute

rete reasonableness Dual channel systems provide failure de-Disc

Transducer inputs
Transducer temperature inputs

W35 status Display. When installed on thethe WBS BIT fault

tection capabilities that a single channel
cannot provide, albeit often at the cost of
decreased reliability due to the addi-

ional components in the dual channel

 

 
 

' craft, isolates to system. Also, most dual channel systemsair , _ _ _

channel level and/ by Vlrtue of the air‘ become inoperative upon detection of a
craft self test, to PRU leVel- The eight failure since two systems are usually

it digit alphanumeric display on the computer incapable of performing fault arbitration
it front Panel is used t°_1dent1fY the failed and isolation. The WBS hardware and soft-
1’ LRU in clear text English messages. During ware have been designed to overcome this
‘U lf test and ATP test the display 5 f‘ ' Th was ‘ t d 1bench se , _ _I _ . e iciency. e incorpora es a ua

verifies the LRU fallure and identifies the channel Built In Test that is structured in
computer SRU that IS falledo The d1SPlaY a pyramidal manner. when aircraft power is
has a vocabulary of 86 words that are Dre‘ applied to the WBS, an extensive power up
sented in combinations to g1Ve WBS StatuS- BIT sequence is initiated. Having passed

_ . the power up BIT, the system cross monitor
Flight History. Uslng the EEPROM in the is activated. The cross monitor itself has
ADM: hiSt°r1ca1_teC°td5 0f the W35 opera- seven functional levels, wherein each sys-
tion are maintained for readout by _ma1n* tem computer passes test sequences and test

' tenance personnel. The flight history results to the other system computer, in a
function is of special Value in identifying manner that allows each to evaluate both
intermittent faults that may occur during its own and the others responses. when the
flight: but Vhich are absent during ground seventh interactive level is reached the
testo UP to 256 oecurtances of anY giVen system is deemed fully operational. If any
fault are remembered So that fault trend lower level fails, additional tests are
analysis maY he made- A Similar technique activated to perform channel fault isola-
was Used on the Digital Ground Proximity tion. In a similar manner, if the cross
warning Computer for the A310, B757, and monitor detects a discrepancy during normal
B767 aircraft and has ProVed Valuable for operation, the cross monitor drops down one

he n detecting intermittent faults- or more levels to verify the discrepancy

es _ and initiate channel fault isolation if

?e Egnglgsggn required. whenever the WBS is powered up,t a set of software initiated continuous
re The Sundstrand WBS embodies a number Of tests are run that input results to the
be -. advanced features for W35 equipment: cross monitor. These continuous tests form
Or the second level of BIT, while the channel

1° Software modeling _of _the transducer tem- fault isolation tests form the third level
135 I perature characteristics. such that tem- of BIT. If the channel isolation tests are

| perature compensation can be effected in successful, a system error is output but
- the computer software rather than in the the good channel remains operative, In-
f transducer hardware, results 1n all aP‘ ability to distiguish the failed channel

E:;]::tr>1eagganséiouncfeirjurgaizzzg thehsagle rfisulfts 1: a sgiscen inopehrative output.-: I a W T e ourt BIT eve is t e on aircraft
I transducer interchangeability: and elimi- self test which performs LRU fault isola-

1 nates the need to recalibrate the WBS when- tion, the fifth BIT level is the bench self
= “er a transducer is replaced. This fea- test which verifies the LRU failure, and

“Fe reduces _the_q}1ant1ty of spares re- the sixth BIT level is ATP which effects
qhlred and_ Simplifies the Spares ProV1‘ SRU fault isolation. In essence, the dual
s1°n1ng logistics. system cross monitoring technique used in

E _ _ . _ the WBS results in a dual system opera-
dytrem°V1n9 aircraft and Syatem Soeclfic tional reliability that exceeds that of a
.a a fr°m the Whs c°mPuter and Storing _1t single channel, and allows single channel

_ igtthe nonvolatile memory of the ADM{ Which operation in the case of a dual channel
m ,erfa?es with the computer but Which re" failure. The acceptance test procedure

9r Calns wlth the aircraft uPon remoVal of the that is carried within the computer itself
12 afiiputer, the computer ltself is rendered results in both hardware and logisticallw rame non specific. Like the trans- ' ' ' ‘ -

oi Egfigisr the WBS computers will be of a Zgggémghiftlon of the associated test-5 , e part number and configuration re-

lat Qardless of the airframe types they maY be Having a nonvolatile read/write memory

{fl -_-.‘§:fJ‘i3st"_"' and the spares provisioning and available in the ADM allows the was to‘-_ 10S are thereb si lified. At ' *

: éLliitfial fystew °a1ibr:ti°“?p the Specific iitzigitézgt fiiliiiaiorfiiteiimaihtehghgg
‘it -. bnsiame Identification and its Calibration readout using the computer alphanumeric
its also isff are Stored In the ADM: and are display. This flight history implementa-’ ~ °'“at1Ca11Y stored on a magnetlc tion enables the detection of recurrent
  

  

 
'. itape

bnit cartridge by the Calibration Control intermittent faults and provides data for
(CCU). Upon failure of the ADM failure trend analysis use.
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84-2607

TIME FLIES

AN IN—SERVICE EVALUATION OF A 4-D FLIGHT MANAGEMENT SYSTEM

Donald A. Moor

Chief Pilot
Lockheed-California Company

Palmdale, California

Abstract

Lockheed and ARMA designed and developed an L-1011
Flight Management System (FMS) over a two year
period and certificated this system in 1977 for
use with Saudi Arabian Airlines. This original

system provides the capability of automatically
controlling the airplane/engine combination to an
optimum profile throughout the entire flight
(climb, cruise, descent, and navigation). This
system, still one of the most advanced in the
industry, can position the aircraft over an exact
geographic location at a precise speed and
altitude ("3—D" capability). "4-D" adds the fourth
dimension, time, as an aircraft control parameter.
This provides the capability of an automated
interface with the Air Traffic Control (ATC)

system by automatically positioning the aircraft
over a pre-determined fix into a terminal area at
an exact altitude, speed, and time. This
capability, coupled with time Based computerized
metering of air traffic by ATC, could greatly
expedite the flow of traffic into terminal areas
and minimize costly delays associated with air
traffic congestion at major airports.

A 4-D mode was developed by Lockheed for the
L-1011 FMS in response to a NASA request. This
was successfully demonstrated in August 1979.
Since then, the 4-D FMS was refined, greater
flexibility added, and was certified by the FAA in
1983. To determine how a 4-D equipped airplane
can exist in today's ATC environment and to also
gather data on system performance, a 6 month
in-service evaluation was conducted with Delta Air
Lines from August to December 1983. This paper
will discuss the results of this evaluation and
describe the 4-D FMS in detail.

Introduction

The Lockheed Corporation and the Arma Division of
AMBAC Industries (now Hamilton Standard) designed,
developed, and certified a Flight Management
System (FMS) for the L-1011 in 1977. This system
provided the capability of automatically con-
trolling the airplane/engine combination to an
optimum profile throughout the entire flight
(climb, cruise, descent, and navigation). The
FMS, in airline service since 1977, was included
as standard equipment on the long range L-1011-500
airplane. The original system, still one of the
most advanced in the industry, had a 3-D

capability in that it would position the aircraft
over a pre-determined fix in the terminal area at
a precise speed and altitude. "4-D“ adds the
fourth dimension, time, as an aircraft control
parameter.

Copyright C») American Institute of Aeronautics and
Astronautics. Inc.. 1984. All rights reserved. 54

The 4-D mode provides the capability of an auto-
mated interface with the Air Traffic Control (ATC)

system by positioning the aircraft over a metering
fix in the tenninal area at an exact altitude,

speed, and time. with time based computerized
metering and spacing of arrival traffic by ATC,
this 4-D FMS could greatly expedite the flow of
traffic into terminal areas and minimize costly
delays associated with air traffic congestion at
major airports.

FMS System Description and Operation

System Description

The 4-D Flight Management System is a fully
automatic navigation and perfonnance system
coupled to the existing L-1011 autopilot and auto
throttles. The FMS can be engaged immediately
after takeoff for fully automatic climb, cruise,
and descent. The FMS provides optimum flight
parameters for any flight condition from climb
through descent and visually displays this
information to the flight crew, whether the
airplane is fully coupled to the autopilot and
autothrottles or being flown manually. The design
objective from the outset was to have the FMS
operate as a logical extension of the basic L-1011
autopilot/autothrottle system.

The FMS hardware consists of a digital computer
with 64K words of memory and a Control and Display
Unit (CDU) that is the interface between the
flight crew and the FMS computer. The FMS
computer is an outgrowth of the standard L-1011
Area Navigation (RNAV) computer that was certified
in 1971 and has been in the airline use since
1972. The memory has been expanded from 8K to 64K
words to handle not only the navigation computa-
tions, but also to accommodate the extensive
software program required to store airplane and
engine performance data and perform the required
performance calculations.

A typical dual 4-D FMS installation is shown in
block diagram form in Figure 1. Inputs to the
computer are: engine parameters, central Air Data
System parameters (altitude, airspeed, tempera-
ture, etc.), and position infonnation from the
navigation sensors. The computer processes these
inputs through a software program and provides
control signals to the autopilot/autothrottle
system. As stated before, the CDU is the crew
interface with the computer and consists of a
cathode ray tube, function controls and an
Alphanumeric keyboard. Performance and navigation
infonnation from the computer are visually
displayed in a conversational format on the CDU
(Figure 2).
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before entering 4~D cruise mode.

The piI0t controis the 4-D function via the CDU

”4D—MGT“ button. when that button is depressed,
the CDU disp1ay changes to the 4-D Seiect mode
(Figure 5). The Estimated Time Enroute (ETE) to
the Beginning of Descent of 1 hour, 38 miunutes is
now indicated on CDU Line 1. The Estimated Time

of Arrival (ETA) at the End of Descent (E*D) point
(maintaining present speed) is 12:00, as indicatedon CDU Line 3.
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The pilot has the option of having his Required
Time of Arrival (RTA) displayed/controlled
relative to the End of Descent (E*D) point, as
shown in Figure 5 or the Metering Fix Point (M*F)
as shown in Figure 6. The RTA to M*F page is
selected by paging forward from the RTA to E*0
page. In either case, the operation is similar.
For purposes of illustration, the operation will
be described relative to the End of Descent (E*D)

point. when the pilot desires to enter a Required
Time of Arrival, he presses the top most CDU index
button, as shown in Figure 5. The display then
changes to Figure 7 (4-D FLEXIBILITY).

- '.Iax| I-:La:| |nazj [nmfl |' | [r_._-Ma _--'
SID-'

DCNT-TD-M F Egg
sueci = ado/arzzoieso
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FITAMF ’I’|:38 H

ETAM F 11:50.0 "E

| HARM ] Ann I 054 I- I

99-" ® an m on “P,

M!!! 
Figure 6. CDU display of 4-D select mode »
relative to Metering—Fix point.
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Figure 7. CDU display of 4-D flexibility with
earliest and latest times of arrival.

The system uses the maximum speed (.86 Mach
number) that the aircraft can travel along the
entire flight plan to calculate the earliest
Arrival Time - RTA MIN 11:30 (CDU Line 5).

Conversely, the minimum speed (.78 Mach number)
that the aircraft can travel along the entire
flight plan is used to calculate the Latest
Arrival Time - RTA MAX 12:20 (CDU Line 3). The

pilot may then select a Required Time of Arrival
within these limits; in this case, 11:48, as shown
on Line 7 of Figure 7.

After keying in the RTA and pressing the INSERT
button, the display changes back to 4-D SELECT
(Figure 5). The RTA to Destination is shown on
CDU Line 2 as 11:48. The ETA to Destination at

present speed of .800 Mach (Line 6) is 12:00 (CDU
Line 3). The difference between RTA and ETA
naturally generates a time error which is used to
modify the speed of the aircraft. This Time Error
(12 minutes behind) is shown on CDU Line 5 and is
used to generate an aircraft speed command
displayed on CDU Line 7 (CMD Mach of .825). The
4-D Cruise Control Law, Figure 8, is a closed loop
iteration which is calculated every 1.5 seconds.

The speed comnand will continue to change until
the Time Error is driven to zero.

ms 0NAVIGATI N AUTOG53?“ T ' THROTTLEWW” COMPUTER

ALTITUDE
MACH '-

IAS —
HEADING #

TAS —

  

  
   
   

 
   

PITCHAUTO FILCIT

COMPUTATIONS

ID CRUISECONTROL LAW
(SIMPLIFIED)

COMPUTATIONS

AIR DATA
COMPUTER RTASELECTIONEV PILOT

Figure 8. Simplified control law of 4-D FMS
cruise mode.

Time Controlled Descent

A 4-D Descent Profile is shown on Figure 9. The
Total Descent Time is calculated as the sumnation
of the time for the aircraft to travel each
altitude interval (500 feet). At each 500 foot

interval, the True Airspeed is summed with the
calculated wind at that altitude to produce a
Ground Speed. A stored Aircraft Model is used to
predict the distance the aircraft would travel
from the given altitude and speed to the selected
Metering Fix. Then the time to travel each 500
foot interval is calculated. These are summed to

produce the total time to descend to the
selected altitude.
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Figure 9. 4-D FMS descent profile.
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As the aircraft starts the descent, a range or
time error is generated. This translates directly
to a speed command to make the Required Time of
Arrival. with the throttles essentially at idle,
the aircraft is controlled through the pitch axis
to speed up or slow down as required. Thrust or
drag (speed brakes) is then added as required to
maintain the vertical profile.

System Development and Certification 

Development of the 4-D system began in 1978 with
Lockheed—California Company participating in the
NASA Terminal Control Vehicle Program. The
existing L—1011 Flight Management System program
was modified to include time control algorithms
for the descent portion of the profile.

A minimal checkout and flight test program was
accomplished at Palmdale during the Spring of 1979
in preparation for a 4-D demonstration for NASA at
the Dallas—Fort North Terminal Area. Three test
flights were all that were required to prove that
the descent control laws were working properly.
On August 1, 1979, the concept of a 4-D Flight
Management System was demonstrated for NASA, the
FAA, and an interested potential user, Delta Air
Lines, at Dallas—Fort worth Regional Airport.
Three 4-D controlled descents were made to a
metering fix Southwest of the airport with the
following results: lst descent, 14 seconds late,
2nd descent, 2 seconds early, 3rd descent, 1
second early.

Having proved the feasibility of the 4-D concept
under controlled test conditions, it was agreed
that further refinement, followed by evaluation
under airline operating conditions, would be
worthwhile. Subsequent development of a new 4-D
cruise mode, considerably enhanced system
flexibility, making it more compatible with the
real world ATC environment. This improved system
was certified by the FAA in the Spring of 1983 to
permit operation of 4-D FMS on scheduled airline
flights. Contacts were then made with Delta Air
Lines Flight Operations and Engineering management
to discuss an in-service evaluation of 4-D on

Delta L—1011 revenue flights. Delta had been
following 4-D development with great interest and
was eager to participate in the program.

Ln-Service Evaluation with
Delta Air Lines

Delta Air Lines‘ large fleet of L-1011's equipped
with Flight Management System was ideal for this

FMS in—service evaluation of a 4-D navigational
system. The purpose of this operational
evaluation program was twofold; gather data on
system perfonnance, and qualitatively assess the
impact of a single 4-D aircraft in a non 4-D
environment.

Since the 4-D software program was considered
pre—production by the FAA, some limitations were
imposed on the certification basis. One was a 6
month limit on the certification, with renewable

options. Another was a restriction that only
Delta management pilots who had completed a
Lockheed 4-D training course be allowed to operate
this program.

Arrangements were made to put the 4-D modified FMS
navigation computer on selected Delta flights to
Denver, Dallas—Fort Worth, and Atlanta. Denver
and Dallas—Fort Worth were chosen as destination

airports because the FAA Air Traffic Control
Centers (ATCC) in these areas were leaders in a
new air traffic program of computerized time—based
metering and spacing of arrival aircraft into
terminal areas. Metering is the responsibility of
the enroute or high altitude air traffic
controllers and is enacted whenever the airport
acceptance rate is exceeded. During Metering
operations, the ground based computer program
assigns a Metering Fix arrival time for each
airplane. This time is given to the Air Traffic
Controller and it is his duty to meter his non 4-D
traffic over a geographical position, designated
as the Metering Fix, at the proper time. Spacing
of arrival aircraft is the duty of the Airport

Approach Control or low altitude controllers.
These controllers take traffic handoffs from the
enroute controllers after the traffic has crossed

the Metering Fix. They then sequence this traffic
for proper spacing into the landing pattern at the
airport. Although Denver and Fort North Centers
have been using this Metering and Spacing program
for the last several years, the remaining ATCC's
are just beginning to inaugurate the program.
Air Traffic Controllers at Atlanta, Denver and
Fort worth Centers were briefed on the intent of
the evaluation and responded with enthusiasm.
Arrangements were made to use the Rome, Ga.
Variable Omni Range (VOR) facility as the metering
fix for 4-D descents into the Atlanta Tenninal

Control area. Similar plans were made to use
Kiowa and Scurry VOR's as the metering fixes for
Denver and DFN respectively (Figures 10, 11 & 12).
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Figure 11. Arrivai Chart for Denver's Stapleton
Internationai Airport via Kiowa VORTAC Metering-Fix.
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The first 4-D flight in normal revenue service was
an Atlanta-Denver—Atlanta turn-around on 24 August
1983, This was a very convenient schedule, since
the sane airplane and crew returns to Atlanta
foilowing a short turnaround in Denver. _The
scheduled Atlanta departure and return times _
(11.44 A,M. and 6:26 P.M.) also made installation
and removal of the 4-D computer quite convenient
for Delta Maintenance.

A total of 23 4-D descents were attempted during
the period 24 August through 15 December 1983.
Fifteen descents were successfully completed
without ATC interruption. The remaining eight
could not be completed to 4-D conclusion due to
Air Traffic Control vectors or speed control (off
track vectors or speed reductions) to avoid
conflict with non 4-D traffic. There were no 4-D
system failures or faults on any of the 23
descents attempted. It is interesting to note
that if 4-D equipped airplanes could be given
discrete metering fix locations separate from
those assigned the non 4-D equipped airplanes, the
rate of success for this in—service program would
have been nearly 100%. Figure 13 shows the
successful descents and Metering Fix time errors.

Figure 13

4-D OPERATIONAL EVALUATION DESCENT PERFORMANCE 

Destination Metering Time Error over
Airport Fix Metering Fix

1. Atlanta Rome 2 Seconds - Early
2. Denver Kiowa 3 Seconds - Early
3. Atlanta Rome 3 Seconds - Early
4. Atlanta Rome 4 Seconds — Early
5. Denver Kiowa 3 Seconds — Late
6. Atlanta Rome 8 Seconds — Late
7. Atlanta Rome 0

*8. Atlanta Rome 69 Seconds - Early
9. Denver Kiowa 6 Seconds — Early

10. Atlanta Rome 9 Seconds - Early
11. Denver Kiowa 6 Seconds - Early
12. Atlanta Rome 12 Seconds — Early
13. Denver Kiowa 6 Seconds - Early
14. Atlanta Rome 6 Seconds - Early
15. Denver Kiowa 11 Seconds — Late

*Large error was due to erroneous winds entered in
flight plan.
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The average Metering Fix time error was 6.1
seconds early for the 15 descents. If descent #8
was omitted because of the erroneous winds entered

in the flight plan, the average Metering Fix time
error shrinks to 1.6 seconds early. Over this
small sample, the design goal of a 1 8 second 2
time error is nearly achieved.

NOTE: The time errors appear to be within the
accuracy tolerances of the navigational
sensors (VOR/DME or DME/DME) of the Delta
fleet.

Five of the eight Delta pilots trained for this
system were able to make at least one flight.
Crew comments were very favorable, particularly
about how accurately the system perfonned. Very
little additional crew workload was required; to
enter the 4-D Cruise mode, the pilot simply
entered the Metering Fix Required Time of Arrival
(RTA) that he received from the ATC Controller.
The system did the rest. FAA Controller comments
were also favorable - most saw a reduction in

their workload and also expressed some surprise at
the 65% successful completion rate in a non 4-D
environment. These comments were made by a
representative of Atlanta Center during a program
debriefing at Delta Air Lines on 16 December 1983.
Observers from NASA-Langley also attended the
16 December 1983 debriefing and were impressed
that the program was a susccessful as it was.
They are convinced that 4-D traffic can co-exist
with all other traffic in today's ATC environment.
A representative from the FAA, Washington Systems
Studies and Advanced Concepts Division, was an
observer on the 14 December flight. In addition
to being favorably impressed with the accuracy of
this system, he felt that there should be a way to
provide economic advantages to 4-D equipped air-
planes, as he is convinced that airborne avionic
equipment will be far ahead of any FAA ground
based equipment for the foreseeable future. Since
the 4-D descent success rate varied directly with
traffic conditions in the terminal area, a plan to
assign variable metering fixes to 4-D equipped
aircraft was proposed. This would separate 4-D
from non 4-D traffic and give 4-D traffic, with
its inherent arrival accuracy, priority for
landing. A follow—on program to evaluate this
variable Metering Fix proposal in the Denver area
has been recomnended and is under consideration.
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ADVANCED AVIONIC

SENSOR SYSTEMS

Chairmen:

Elton A. Hopper

Westinghouse Electric Corp.

Ronald B. Longbrake
ASD/ENA

This session provides technical and programmatic information on the research and development 0/
advanced digital avionic sensor systems including radar, /Ff, EO, and EW.
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84-2613 IMAGING SENSOR AUTOPROCESSOR

Steven C. Sawtelle

Richard J. Jennewine

Automatic Target Classification Group

AFWAL/AARI

WPAFB, OH 45433

Abstract

The Imaging Sensor Autoprocessor (ISA) effort
is to augment the sensor operator's target search
task and optimize his/her information handling
capability. This project will develop target
recognition algorithms that are retrainable and/or
operate in multi—scenario environments, and which
will then be implemented in readily programmable
Very High Speed Integrated Circuits (VHSIC) or
VHSIC-like hardware. The ISA must recognize five
target types: tanks, trucks, jeeps, APCS and mobile
guns/missile launchers. The ISA must then cue the
target on the sensor operator's display. The
performance goals of the ISA are: 90% or greater
detection, 90% or greater classification given
detection, 10% or less misclassification and one

(1) or less false alarms per complete field of view
or scene change. There are two contractors working
separately on this program: Rockwell International,
Autonetics Strategic Systems Division, Anahiem, CA
and Honeywell Systems and Research Center,
Minneapolis, MN. Both efforts started in late FY79
and will continue through late FY86. The tasks
being conducted include algorithm development,
system design, hardware fabrication and test. The
Rockwell system uses over 100 microprocessors
configured in a pyramid architecture. Fabrication
of the Rockwell hardware was completed mid 1984.
The Honeywell system will use VHSIC technology and
hardware fabrication should be complete by mid
1986.

Introduction

The sophistication, of reconnaissance and
strike systems is continually increasing due to
efforts to cope with the high threat operational
environments that will be encountered in the 1980s

and beyond. Typically, an electro-optical sensor
operator or a photo interpreter is required to
detect and recognize targets in the displayed
imagery of the sensor while simultaneously pointing
the sensor and adjusting controls to maintain
optimum imagery. With the application of advanced
Forward Looking Infrared (FLIR) sensors on high
performance aircraft, the information rate and task
loading has increased to the point where it is very
difficult for a human to perform the target search
task in real time. As a result, the limiting
factor for successfully applying advanced
electro-optical sensors on high performance
reconnaissance and strike systems is the
sensor/operator interface. However, with the
judicious application of image enhancement, target
screening and auto cuing, the information of the

This paper is declared a work of the U.S.
Government and therefore is in the public domain.
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sensor can be better matched to that of the

operator by emphasizing and transferring only
relevant target information. The Imaging Sensor
Autoprocessor (ISA) program was initiated in 1979
to simulate and test algorithms and design,
fabricate and test hardware to perform the
automatic target recognition functions mentioned.

ISA History

Three contracts were awarded under the ISA

program in September, 1979 to Honeywell Systems
and Research Center, Rockwell International
Strategic Systems Division and Westinghouse
Defense and Electronic Systems Center. The first
phase of the program involved the conceptual
design and simulation of an algorithm suite that
would automatically detect and recognize tactical
targets. At the end of the first phase, a
simulation test was given to each contractor and
the results were analyzed and scored by the Air
Force. At this point, the funding for the ISA
program was cut and a decision was required
concerning the continuation of with all three
contracts and the Air Force decided that one of
the contracts be terminated. The simulation test

results and the proposed Phase II effort of all
three contractors were evaluated and the

Westinghouse effort was dropped. Rockwell's
performance and proposed Phase II effort were
satisfactory; therefore, Rockwell continued on
with hardware design. Honeywell's performance was
marginal and so Honeywell continued on with
simulation in hopes of improving performance.

After several more months of effort,
Honeywell was given a second simulation test with
satisfactory results. Honeywell presented at this
time a hardware scheme to house the improved
simulation algorithms. The hardware was a
modification to the original Prototype Automatic
Target Screener (PATS) and the Air Force decided
that the performance of the simulation and the
previous performance of the PATS did not justify
the construction of a slightly improved PATS.
Instead, the Air Force decided to have Honeywell
continue with advanced, multi—scenario algorithm
development in simulation. The processing
requirements of the algorithm suite were targeted
towards a Very High Speed Integrated Circuit
(VHSIC) processing environment. The very high
throughput of a VHSIC machine would allow the
design of a very complex and computationally
intensive, multi—scenario algorithm suite.

The simulation process continued for another
year and a half, at which time the Air Force gave
Honeywell another simulation test. The results of
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this test showed improvements over the previous
generation of algorithms. Honeywell then presented
to the Air Force a preliminary hardware design
based on their VHSIC image processing chip set.
Based upon the concept presented, the Honeywell ISA
hardware task was reinitiated with the requirement
to build a VHSIC configured target recognizer. The
design effort is scheduled for completion by mid
FY85 with fabrication complete in FY86. After
optimization of the algorithms and a real-time
laboratory test, the hardware will. be interfaced
with the Advanced Target Acquisition Sensor (ATAS)
and flight tested.

Rockwell recently finished fabrication of
hardware and integration of system software.
Rockwell is currently in the process of optimizing
the system to process 10 bit digital data
collected by the Air Force. The Air Force will
test the ISA in the laboratory during FY85 and
FY86. The Rockwell ISA may also be flown in FY87.

ISA Requirements

The Air Force will insure compliance with
statement of work requirements during all phases
of test. The first requirement is the data types
and data formats that ISA is required to process.
The ISA must process analog video, in both 525 and

.- 875 line formats. The ISA must also process 10
II bit digital data obtained from a digital FLIR

" output, in either horizontal or vertical scan
format. The ISA must process this digital data
either live from the sensor or from a High Bit
Rate (HBR) recorder using the Advanced Target
Recognizer Working Group (ATRWG) HBR format.

The second requirement is the sensor types
that the ISA must interface to and process data
from. These sensors are an AN/AAQ—9 FLIR, the
ATAS FLIR or a television camera in either ~an
analog or digital output format. However, initial
performance of the algorithms will be tested
against AN/AAQ-9 imagery.

The third requirement is the processing rate
L of the system. Since the processing rate is
3 dependent upon the actual imagery content, a
5 processing rate range has been required of each
8 ‘ contractor. Honeywell must process between 15 and
H 30 frames of imagery each second and Rockwell must
5 process between 3 and 5 frames of imagery each
h second. Each contractor is required to process a

full field of view from the AN/AAQ—9. Honeywell
, must also process the full 1008X840 field of view
h from the ATAS sensor, but Rockwell will process
-5 only a 5l2X384 portion of the ATAS field of view.
id ' Performance specifications of the Honeywell
3 System require detection of 80% of all targets

LC discernible in the field of view. Discernible
id targets are determined and ground truthed by the
16 Air Force. The target types of interest include
EY '_PankS, trucks, jeeps, Armored Personnel Carriers
3- (APCS), mobile guns and missile launchers. The
11 .fiP“eYWell recognizer is required to correctly
hm §3°°8nize 80% of those targets detected. There
H8. fgst not be more than one false alarm per complete
Rd Jfeld Of view change and the probability of
1t_ "?5re°°8nizing a target must be 10% or less.
8h_ Tfiwever, Honeywell system design goals and
he ::Ekwe11 system requirements are 90% detection,
ly ‘E_re°°8nition of those targets detected, 1 false

' _ rm Or less per complete field of view change

keg‘ 10% or less misrecognition of those targetsw I ssified.

The Rockwell system must meet the above
specifications, but is required to do so only
against imagery similar to data that the
algorithms have been trained to operate on.
Therefore, any time environmentally different
imagery is processed by the ISA, then the training
set may require an update in order to obtain
satisfactory performance. This level of
technology was obtainable at the time the Air
Force decided to allow Rockwell to design and
fabricate hardware. The hardware design that
Rockwell implemented is completely reprogrammable
and, in so far as is known, is somewhat advanced
over other target recognizers being designed and
fabricated at that time. However, algorithm

technology improvements have occurred since the
decision to build the Rockwell ISA, such as with

Honeywell. The Rockwell hardware is a step ahead
of current systems, but the Rockwell algorithms
are not as robust as the Honeywell second

generation algorithms; therefore, the Rockwell ISA
is considered a 1.5 generation system.

Even though the Honeywell ISA algorithms
should be an improvement over the Rockwell ISA,
the Air Force has continued the Rockwell ISA 1.5

generation system. The reason for this is that
the Rockwell ISA is a completely reprogrammable

system that will be invaluable in laboratory
simulation, algorithm testing and near—term
applications. Also, the Rockwell system is
completely modular and can be adapted to almost
any sensor rate, frame size and mission
requirement. The Rockwell ISA can immediately
fill some Air Force automatic target recognizer
needs and with the application of VHSIC
technology, the Rockwell ISA will fill some of the
future needs.

Rockwell System

To accomplish these capabilities, Rockwell
has implemented a suite of adaptable algorithms.
The first function that the ISA accomplishes is

segmentation which generates fields of like
intensity using a region growing scheme. All
pixel intensities in a local area are compared to
a central pixel intensity. Those pixels whose
intensities are within system controlled
thresholds are included in the region containing
the central pixel. Eventually, the entire image
has been divided into regions. These regions are
then examined using a more refined set of features
that are calculated from the region pixel values.

Those neighboring regions with features that fall
within system controlled thresholds are merged
into a single region. Once all possible region
merges have "occurred, then the regions are
windowed for size as a function of range and those

regions that are of expected target size are
processed further. The window process does not
require but is enhanced by using range data that
is available from aircraft sensors, manual

inkeying, previously stored range values or from
passive ranging computations done within the ISA
that are based on imagery optical flow. The
Rockwell ISA currently does not have a passive
ranging capability; therefore, for near-term,
in—lab testing, the range value will be obtained
from a previously stored data file.

Following the segmentation of the image, all
target sized regions are examined to generate a
set of features that are used in object

recognition. Some of the features calculated
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include target extent, average intensity value,
intensity moments and shape measures. The list of
calculated measures are then passed to the logic
based classifier for use in target recognition.
The logic based classifier examines each
calculated feature value via a series of logical
program statements which were generated during
analysis of training data. For example, if during
training, a tank was found to have a feature 5
value of between 40 and 75 and a feature 12 value

of between 25 and 55, then an unknown having a
feature 5 value of 50 and a feature 12 value of 35

would be called a tank. The example is, of
course, a very simple two dimensional case. The
actual classifier has several hundred logic
statements. Confidence values are also calculated
based on the nearness of the unknown's feature
value to the center of the feature value range
generated during the training process.

All of the features listed above are

calculated using pixel values from a single frame.
However, one of the features that is a powerful
discriminant between man—made tactical targets and
false alarms, is the movement of the targets of
interest. The Rockwell ISA takes advantage of
this powerful discriminant through analysis of the
relative position of objects within the image. To
accomplish this, the ISA performs a crude
segmentation of the image and looks for minimum
and maximum pixel position extensions of various
segmented image areas. These extensions of the
object can be thought of as fingers extending from
the object. These extensions then go through a
simple statistical process that allows the system
to correlate objects extracted in previous frames
with objects extracted in the current frame. Once
the objects have been correlated, the system can
calculate the motion of each object and generate
an image scene motion vector. Any object which
does not match the scene motion vector is

considered moving and is indicated to the rest of
the system as a moving target. Since this process
requires the segmentation of the image prior to
extraction of object motion, this type of motion
analysis is called Moving Target Indication (MTI).

All of the information extracted from the

image is then put into a feature/object track
file. This file may contain up to 50 objects and
is used to improve the confidence of results, to
smooth the output of the ISA and to dynamically
control processing of imagery. An extension of
the track file allows the system to perform a
Multiple Target Track (MTT) function. This
function is performed over the field of regard and
for up to ten targets. The track file limit of 50
objects and the MTT limit of 10 targets is due to
the current hardware configuration. These files
can be expanded, as required by adding more memory
to the system.

The Rockwell algorithms were tested by the
Air Force in simulation, prior to the construction
of the hardware. The test was conducted in the

Rockwell Image Processing Laboratory using a VAX
11/780. The processing time for each frame was
from fifteen to twenty minutes; therefore, the
number of frames used in test was limited to

eighty. The results indicated that the algorithms
should work in an environment similar to the

training data. Since the test, Rockwell has been
fabricating the ISA hardware and integrating
system software. An evaluation. of the Rockwell
ISA will occur after optimization of the
algorithms in late FY85. Since this test will
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utilize the real—time hardware, a large:
statistically significant number of frames will 1
used in the test.

The Rockwell hardware design utilizes
micro—processor based pyramidal architecture. Tl
bulk of the processing resides at the base (leve
0) of the pyramid where the pixel processing i
accomplished. The regions and informatic
extracted at level 0 are passed up the pyramid t
the level 1 processors. The level 1 processor
perform limited pixel processing across the leve
0 processing boundaries and then merge regior
generated by the level 0s and then pass thes
regions and information to the level 2 processors
The level 1 processors also control the level C
based upon commands from the Segmentatic
Executive (SEX) processor. The level 2 processor
control the level 1 processors based upon command
from the segmentation executive, process the leve
1 boundaries, merge regions generated by the leve
1, process object boundaries and pass region an
boundary information to the SEX. The level
processors are controlled by the segmentatic
executive at the peak of the pyramid. Th
functions performed by the segmentation executiv
are: 1) pass extracted object boundaries to th
feature executive processor, 2) control dynami
selection of system processing parameters an
thresholds based on information extracted from th

imagery and 3) control the configuration of th
system. Currently, system configuration i
limited to algorithm flow and parameter selection
and limited hardware reconfiguration. Th
hardware can be reconfigured to process the cente
of the field of view if one or more processor
fail. The failed processor(s) portion of th
field of view is 'moved' to the edge of the image

The feature processors receive processin
instructions and object processing boundaries fro
the Feature Executive (FEX) which receives objec
boundary information from the segmentatio
executive. Each feature processor is assigned
nearly equal number of objects. These processor
extract features from the objects and pass th
information to the feature executive which run

the logic based classifier. The classificatio
results are passed to the display control whic
smooths the results and generates target cues fo
display on the system monitor. The cue
indicating the target types are overlayed on th
original video. Currently, evaluation of the IS
performance will be done by automaticall
comparing previously stored target locations wit
the ISA output. In depth analysis of the IS
output will be done manually. No performanc
evaluation or analysis of the output has been don
to date on the system fabricated on this contract

Honeywell System

Under the other ISA contract, Honeywel
designed an algorithm suite with the assumptio
that VHSIC processing speeds would be available i
the foreseeable future. The result is a ver

complex set of algorithms requiring 2 to 4 Billio
Operations Per Second (BOPS). This complex suit
of algorithms should be able to process almost an
data, extract objects of interest and classif
targets without retraining. The extraction 0
objects from the background, no matter what th
background or target may look like, is
capability that is required for a robust targe
recognizer. Up until now, the extraction and
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ification-of objects could only be expected on
o data that the algorithms had been

Eained to operate on. Since the Honeywell system
gill provide a multi—scenario capability, the
fioneywell system will be considered to be a second
eneration system.

g Because of the high potential of VHSIC
lcechnology, the Air Force decided to reinitiate

the ISA hardware task to build a V1-[SIC configured
éarget recognizer using the -Honeywell developed
glgorithms and chip sets. This second generation
System will demonstrate state-of—the-art target
recognition capabilities. This system is not
intended for use in every mission/scenario because
the requirements of many missions may not need the

I-full capabilities of the Honeywell ISA, and in
“these instances a processor such as the Rockwell

.7 ystem or a limited function version of the
"'honeywell ISA would fulfill mission needs.

3 As with most target recognizer systems, the
-'4‘ ‘first step is the detection of objects. The

' detection of objects, or Region Of Interest (ROI)
--"eneration is accomplished in several ways. The
.“ first method is a statistical method that involves
- -the generation of an edge image followed by an
Fdnalysis that indicates pixels which are within an

bjects interior. The second method of ROI
Ii éneration relies on the output from the Moving
{,;'1‘arget Detection (MTD) algorithm. In this case,

1311 pixels that are indicated as moving are tagged
as an ROI by the system. The third method relies

'_-p-'0 the fact that an object has already been found,

I‘

-1-
-I-

classifiers, are used in the target classification
process.

The statistical classifier used in this

process is a two part classifier. The primary
classifier is a Bayes classifier which is first
trained on a series of target objects to generate
a feature vector probability curve. This curve
indicates the probability that a particular
feature vector associated with a particular object
is an object of class N. If the decision
confidence of the Bayes classifier is low, then
the K nearest neighbor classifier is invoked. The
K nearest neighbor classifier calculates which K
objects in the training feature space are closest
to the unknown object. The unknown object is
classified as belonging to a class based upon the
distance to training objects and the frequency of
training class occurrences. Current analysis of
the Bayes classifier indicates that the K nearest
neighbor classifier may not be needed.

The syntactic classifier may be invoked
depending on the target size and the internal
detail that is available. This classifier
examines the internal structure of the target
looking for target components such as a turret,
track or hot engine. These components are not
classified as a turret, track or hot engine but as
components of interest within the boundary of the
object under scrutiny. The resultant object is
classified as belonging to one of the five target
classes based upon the relative placement of
components within the object of interest.n:

he ‘classified and tracked, but, for some reason, was To aid in the classification process, several

er '£ot found by the interior pixel or MTD method in algorithm aides have been developed. One such aid
rs the current frame. If the object has been is Moving Target Detection (MTD). The MTD module
he ".4 fflffemporarily lost, then the system will predict examines a series of images for sensor platform
e, '''_''I,_ I where an ROI should be in the current image, based motion and scene expansion due to platform motion.
ng -‘I; L upon the history of the object. Once the R013 Once this motion and expansion is known, then the

gm ._'I'have been found, then the segmentation of the image distortion, known as optical flow, can be
3 _. ' object is done. compensated for in accurately registering frames
an "' The segmentation of the object is of imagery. Once the frames are registered, then
a {accomplished by an analysis of the local area the images are subtracted and the difference image

:5 :._1_‘gradient. Since it is known that an object exists will indicate areas where motion has occurred.
19 "l _-'at that point in the image, but the exact boundary This process will extract objects that are moving

15 fl I-9f the object is not known, then it is possible to in the scene but are undetectable in a single
m Ifind the best gradient boundary position for the frame. These results are passed on to the
3h '- object even though the boundary is very weak and segmentor as ROIS.

,1. _.1Indetectable using the edge algorithm that A second algorithm aid is passive ranging.
as _ generated the edge image used in ROI generation. Range information is required by the target
18 _ This local gradient analysis will extract recognizer in order to calculate the expected size
;A .boundaries that are weak and may not otherwise be of targets within the image. This range

Ly found. For example, the dust/smoke trail that information is available passively by further
1h __b_i_llows out from behind a moving vehicle may have processing of the optical flow results calculated

;A ""§he same intensity and similar texture as the by the MTD module. It is possible to calculate a
:9 lobject of interest. This results in an ambiguous range to each pixel in the field of view and
le ' "boundary. The segmentation algorithm can find the current analysis indicates that accuracies of
e .' fiptimum boundary of vehicle and smoke by examining within five percent are possible and that only

I‘ ,3 pixels in detail at the image position where a within fifteen percent accuracy is required for
Ogmclary is predicted to exist. The boundary object size discrimination.
f_e,d1°ti°I1 is accomplished through analysis of with all of the information available from

1 _1* _g'10n pixel expansion rates, edge encounters and all of these processing modules, it is possible to
,1-1 99:31 texture measures. reduce the bandwidth of the image data. Since the
n -I Once the object of interest has been target recognizer knows the areas of interest
y firqacted from the image background, a series of (targets) and the image motion, then the target

.n. iliures are ‘calculated for further analysis. The recognizer can select image areas for full
e g analysis entails the rejection of objects bandwidth transmission and areas for low pass
y .f’I'~j31Y not targets. This is accomplished via transmission, along with motion predictions. with
y - °.I<'*T1d gross shape measures and all objects that this information, a ground unit can reconstruct an
f rihethese tests are assumed to be targets and image from information updated at much less than a
e _-abfealgalysls results in the classification of 30 frames per second update rate and from
a e_S J C as belonging to one of the five target information that has been compressed. This scheme
E agsifieprreviously ‘listed. Two types of is able to reduce the required transmission- : S: the statistical and syntactic bandwidth l00O0:l.
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The Honeywell ISA algorithms were tested by
the Air Force in simulation prior to the design of
hardware. The test was conducted in the Honeywell
Image Processing Laboratory using a Honeywell
mini—computer, an array processor and an image
manipulation system. The processing time for each
frame required about an hour per image, depending
upon image content; therefore, the number of
frames used in the test was extremely limited.
The results did indicate, however, that the
algorithms should perform as required. Honeywell
is currently in the design phase of hardware which
should be finished by February, 1985 with hardware
fabrication complete by February, 1986. At that
time, the Air Force will conduct a larger,
statistically significant test of the hardware and
algorithms.

The preliminary hardware design Honeywell has
done under the ISA contract utilizes their VHSIC
chips which perform the computationally intensive
pixel processing. During this phase of the
processing, the pixel information is transformed
and reduced to symbolic information. The
resulting symbolic information is further
processed by MIL—STD 1750 instruction set
processors. The 1750 processors analyze features
and classify objects as belonging to one of the
target classes listed earlier. The 1750
processors also control the VHSIC chips and system
processing.

The VHSIC chips are connected on a ring bus
and operate on the image in a Single Instruction
Multiple Data (SIMD) fashion. The 1750 processors
process each object individually, with each object
being assigned to a different processor, in a
Multiple Instruction Multiple Data (MIM) fashion.
The 1750 processors are connected via a global
bus. This architecture allows dynamic
reconfiguration of the processors depending upon
hardware failure or data processing requirements.

The size of the Honeywell brassboard VHSIC
processor is projected to be under 4 cubic feet,
weigh less than 200 pounds and consume less than
1250 watts. The Honeywell VHSIC image processor
will be delivered late FY 86 and will be tested in
the laboratory by the Air Force at that time.
This processor is expected to be flight tested
during FY 87 by the Air Force.

Conclusion

In conclusion, the two processors currently
under development by the Air Force will fill some

of the current and future automatic target
recognition needs. The architectures developed
under these programs allow dynamic and flexible
allocation of resources that will be able to adapt
to the new and faster processors and sensors, and
new and more rigorous algorithms of the future.
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This paper discusses the objectives of the Air
Force's Infrared Search and Track (IRST) Advanced
Development Program and the basic elements of an
infrared system that must be analyzed prior to the
design of an IRST system.

why Is An IRST Needed?

The development and deployment of IRST systems is
essential to meet the critical needs of modern
air—to-air warfare. These needs are:

o Operation in jamming environment

0 Long-range detection

The high-velocity targets at high altitude creates
a severe time compression problem for successful
intercept which imposes a need for long range
detection. Because of the intense IR radiation of
the high fast target, an Infrared Search Track
System can provide this long-range detection
capability. It performs this task passively, on
both large and small radar cross—section targets,
without being hindered by jamming.

The prime features of the IRST against the low
altitude tactical targets is again passive
detection without degradation by jamming. IRST
detection range at low altitude is much less than
for the high altitude targets because the targets
fly slower, radiate less IR energy and there is
significantly more atmospheric attenuation.

IRST Program Overview

Infrared Search and Track Systems (IRSTS) are now
. under development by the Air Force (AFWAL/AART—1).

General Electric and ITT Avionics were awarded

contracts in 1981 for the design, fabrication and
flight test of an IRST system. Both IRST systems
are packaged in a pod that will be mounted for
flight test on the left forward inboard missile
(AIM-7) location on the F-15 test aircraft. The

flight test is a feasibility demonstration to
d¢termine the relative quantitative and qualitative
effectiveness and utility of an IRST as a
°°mDlement to an airborne intercept radar. The
IRSTS will be evaluated under a wide range of
Offset angles, relative velocities, ranges and
fdtitudes, emphasizing realistic operational$Cenarios.

_i__________
* IEEE MEMBER

“"5 Paper is declared a work of the U.S.
ernment and therefore is in the public domain.' l"'G()'v
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Project Engineer
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Branch Chief
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Vernon D. Best

Program Manager
Wright—Patterson AFB, OH

What Is An Infrared System?

When we speak of the infrared, we mean that
portion of the electromagnetic spectrum that lies
between visible light and the microwave region.
Expressed quantitatively, it is the region that
extends from a wavelength of .75 to 1000 4¢m.
Therefore, an IRSTS is simply a physical system
that searches and tracks targets that emit in the
infrared band. The elements of an infrared system
are shown in block diagram form in figure 1.

ATMOSPHERE OPTICAL
RECEIVER

 
 

 
 

   

  
BACKGROUND

CLUTTER

   DETECTOR

DISPLAY DATA SIGNAL
PROCESSOR PROCESSOR

Figure 1

In order to optimally select the spectral band for
an IRST, it is necessary to take into account the
various factors that impacts the various bands in
the infrared region. A predominate factor is the
target signature to clutter ratio.

Targets refer collectively to those objects that
infrared systems are designed to detect. Primary
targets of interest to the Air Force are airborne
targets such as aircraft and missiles. The source
signature of a target can be expressed as follows:

Source Signature (Jo) =

Reflected earthshine (Ja) +

Reflected skyshine (Jb) +

Reflected sunshine (Jc) +

Skin thermal emission (Jd) +

Aircraft hot part emission (Je) +

Aircraft plume emission (Jf)

The earthshine is defined as any radiation from
the ground or cloud below the aircraft and also
includes scattered solar radiation. The skyshine
is defined as radiation from the sky or clouds
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above the aircraft, including any solar scatter
from the components. The reflected sunshine is the
diffuse and specular scatter by the airframe of
directly illuminating sunlight. Thermal emissions
result from the airframe that is heated by the
aerodynamic flow of air over the fuselage and by
solar radiation. The major hot parts are those
components in direct contact with the exhaust plume
gases. The plume radiation depends strongly on the
temperature, composition and velocity of the
exhaust gases.

Along with the target signatures it is important
that the sources and characteristics of the
background clutter environment be examined.
Against high altitude targets, the background will
consist basically of sky, a few scattered clouds,
the horizon and the sun. In the look down
missions, the sources of clutter are many and are
rapidly changing. Typical background clutter for
the look down missions consists of sunlit coulds
and cloud edges, the earth and all the terrain
features either natural or man made.

The last influential factor for selection of
spectral band that will be discussed here is the
attenuation of the signal (radiant flux) as it
passes through the atmosphere. This general
process is called extinction. The transmittance

of a path through the atmosphere can be expressedas

Where 0'is called the extinction coefficient andx
is the path length. Under most conditions, more
than one process contributes to extinction, sothat

0'= a + b

where a is the absorption coefficient and b is the

scattering coefficient. Both a and b vary greatly
with wavelength. The molecules mainly responsible
for each absorption band are water vapor, carbon
dioxide, or ozone. In the infrared region,
scattering caused by aerosols is the main
contributor. These aerosols include particles
such as salt from ocean spray, fine dust blown
from the surface of the earth and various carbon
particles resulting from combustion. Between the
absorption and scattering processes, the
absorption process poses a far more serious
problem than does scattering.

with the various factors taken into account the
spectral bands within the infrared spectrum
selected for an IRST is the 3-5 um and 8-12 umband.

The next element in an infrared system is the
optics. The purpose of the optics is to collect
the radiant flux and deliver it to the detector.
In considering the amount of radiant flux
collected by an optical system, it is important to
know the diameter of the largest bundle of rays
that can pass through the optics without
obstruction. The physical object that limits this
bundle is called the aperture stop. If the
diameter of the apertur stop is designated D
then the area, A0, is 7bo§/4. 0
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The next important area in the design of the
optics is to maximize its transmission efficiency,
$1 This is simply the ratio of the radiant flux
at the detector to the radiant flux incident to
the IR system. Elements of the optical system
that impacts the efficiency is the dome, lenses
and mirrors, spectral filter and the dewar window.
The dewar is the unit that houses the detector.

The next element is the detector. The detector is
simply the device that converts the radiant energy
into electrical current. One of the simplest
descriptions of detector performance is its
responsivity, the detector output per unit input.
The responsivity is

Where V is the rms value of the fundamental
componen of the signal voltage, H is the rms
value of the fundamental comp nent of the

irradiance on the detector in Vcm— and Ad is tae
sensitive area of the detector in cm .
Responsivity, however, does not give an indication
of the minimum radiant flux that can be detected.
The missing information is the amount of noise in

the output of the detector that will ultimately
obscure the signal. The noise equivalent power
(NEP) is the radiant flux necessary to give an
output signal equal to the detector noise, NEP is
usually calculated from

NEP = H A Vd n
Vs

where Vn is the rms value of the noise voltage at
the output of the detector. Since the noise in
the output of the detector contains many
frequencies, it is obvious that the noise voltage
is a function of the electrical bandwidth of the

circuitry. *
Using this reasoning, the quantity D isintroduced:

*

D = (A AF)1/2
-Ni!p--

The sensitivity of an IRST system can therefore be
characterized from the optical and detector
elements. The most common term used to quantify
the sensitivity is Noise Equivalent Irradiance,

NEI. This is efigfiessed byiAd‘3Fn)%
NEI= A} ——7.-.—-——AOON

0 o =

With the information known so far, detection rangecan then be calculated from:

A 7- *
2 = J 7- _°_<iRo E 3 [(AdAFn);§

This simplistic equation is to illustrate how the
basic elements come together to form what is
usally the objective of an IRST, to detect targets
at maximum range. In order to accurately predict
range more complicated models are necessary than
the simple equation. For instance, remember many
of the elements are a function of the spectral
band therefore they must be integrated over thatband.
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_ _The next two levels of the infrared system are the
'_ l signal and data processors. The objective of these

processors is to separate the target from the
Tbackground clutter which is ‘the key to developing a

' successful IRST system with a low false alarm rate
I... ' gafid high probability of detection. Techniques for

" . background discrimination such as multispectal
comparisons, adaptive thresholding, pulse width

' discrimination, scan-to-scan correlation and
electronic bandpass filtering are being explored

.'-aim developed. All of these techniques which
I “involve spatial, temporal or spectral processing
‘have been proven adequate on ground base systems

‘am-1 will improve with improvements in processor
hardware. However, the IRST system is an airborne

' sl_ys'tem and today, very little background/clutter
:1-a'ta exists which, prevents either contracted IRST
§"stem having a proven signal processing

' e‘Z';hnique. Therefore, in addition to the main
Hjective of the flight test which is to test and
Jvaluate the two systems, it becomes necessary to
‘éfilect as much data as required in order to fully
. nderstand the various dimensions that influence
'1‘ ‘e performance of an IRST. In support of this

n'éed, the Air Force Geophysics Laboratory will fly
+ _'eir NKC-135A Flying Laboratory at Elgin AFB to

c_ol1ect data for measurement of the target
Enatures, background and long path transmission

egween the sensor and the target...

+

'« displays that are being used during the
-va'nced development flight test are the Vertical

{ration Display and the Head—up Displays.
_ _ _q'ue symbology for the IR detections in search
nd in track will be provided.

' n.
1 Ta elements of an infrared system were treated

K ery generally within this paper. However, it is
sill apparent that many issues must be addressed

11.! B optimize the design of an IRST. Other
1 portant issues that must be considered that are
_ t the elements of an infrared system are
fdrdability, reliability and maintainability.
e-Air Force IRST advanced’ development system is

Egempting to address and understand many of thesesues.
1'
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84-2609

THE APG-66 RADAR AND ITS DERIVATIVE APPLICATIONS

L.J. Kuchinski
T.R. Patton

Westinghouse Electric Corporation
Baltimore, Maryland

Abstract

The APG-66, an airborne radar originally designed for the F-16
A/B aircraft is described here. Applications of this radar have
included the U.S. Customs where the radar was used for locating
drug traffic, DIVAD in which the radar provided the fire control
radar function, the Japanese F-4 and various shipboard and heli-
CopterS SYSICITIS.

Currently, a second generation APG-66 is being developed for the
F-16 C/D aircraft. This radar, the APG-68, is even more versatile
because the individual LRU’s have a greater degree of flexibility.
The programmable signal processor has the capacity to accommo-
date numerous air-to-air and air-to-ground modes plus growth.
The transmitter is capable of producing high, low, and medium
PRF waveforms with the same efficiency through use of a dual
mode tube. The modular receiver is designed for ease of mainte-
nance and incorporates significant advancements in stability and
ECCM. A variant of the APG-68 is being produced for use on theB-IB.

Developments have been initiated to further improve this radar by
incorporation of an electronically agile antenna to provide superior
multitarget performance and insertion of VHSIC technology to
provide more processing power and higher reliability. Both these
changes can be more accommodated without disturbing the basicform factor of the radar.

U.S. Customs
Integrated Sensor

The APG-66 radar, designed for the F-16 aircraft is an excellent
example of an avionics system with the functional modularity to
handle a diverse number of applications (see figure 1) ranging
from tactical fighter fire control to battlefield division air defense.
The functional modularity is a result of hardware modularity
combined with digital processing and control of the individual
radar units. This, combined with another important consideration-
design-to-cost- suggests why the APG-66 radar has seen such
widespread and diverse usage.

The genesis for the APG-66 radar was an in-house Westinghouse-
developed radar labeled the WX-200. Radars up to this time ex-
hibited low reliability, were difficult to maintain, and, because of
their analog nature, did not have the flexibility to handle new
threats, new modes or new applications. The WX-200 radar incor-
porated the first programmable signal processor (PSP) designed
for airborne radar applications, was modular and provided a
unique feature-digital control of all the radar line replaceable units
(LRUs).

F-4E/J
Downlook

Figure I. The APG-66 Radar and Its Applications

Copyright (C, American Institute of Aeronautics and
Astronautics, Inc., 1984. All rights reserved.
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product of that development, shown in figure 2, was the
66 radar, a modular, all digitally controlled, coherent, pulse-

dar. Over 1000 APG—66 radars have been produced to
herent high reliability and automatic fault isolation

total life-cycle cost. Demonstrated reliability

eded 70 hrs in the second year of USAF operational use.
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The APG—66 radar consists of six functional LRU’s each with its

own self-contained power supply. The major elements of the radar
are shown in figure 3. A digital multiplex bus system provides
communications between the radar computer and the other LRU’s.
The digital signal processor (DSP) is connected via a dedicated
high-speed parallel bus; the other LRU’s communicate with the
radar computer over a serial bus.

 
Antenna Transmitter

. . 3.6 kVA
. . .2.8 kW

. . .3.63 H3

Figure 2. APG—66 Radar Characteristics

Transmitter-3

Processor-4

Figure 3. APG—66 Radar Elements
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The planar array, gimballed in two axes, provides high gain and
low sidelobes over all scan angles. Its balanced electrical drive
system makes it light weight, highly reliable and easily maintained.

The low—power receiver unit contains the stable local oscillator, low
noise amplifier (LNA), receiver, A/D converters and system clock.
All necessary analog processing at RF and IF is performed in this
LII11I .

The transmitter contains an air-cooled traveling wave tube (TWT),
a solid-state grid pulser, high voltage power supply and regulators
and the protection and control circuitry. The entire transmitter is
solid state with the exception of the TWT output tube.

Clutter rejection, digital filtering and detection processing are
performed in the DSP. The DSP uses standard integrated circuits
mounted in dual in-line packages; LSI devices are used wherever
possible. The result is high circuitry density with attendant reduc-
tions in cost and weight.

The radar computer configures the radar system for the various
modes, directs the DSP to embed symbols in the video output,
performs specialized mode processing, routes data to the outside
world and controls all self-test and built-in test functions of the
radar. The radar is equipped with 48K of programmable, read-
only memory and provides throughputs in excess of 350 KOPS for
representative instruction mixes.

The APG-66 radar incorporates a number of air-to-air and air-to-
surface modes as shown in figure 4. The key air-to-air features are
the ability to detect and accurately track low flying targets in rain
and high clutter environments and to rapidly acquire and track
high-speed, highly maneuvering targets in close-in dogfight engage-
ments. The high peak power, medium PRF waveform permits
highly accurate range, angle and doppler tracking at all target
aspects.

Air-to-Air
Downlook Detection

Uplook Detection
ACM/Dogtlight

Autoacquisition
Manual Acquisition
Range, Angle and

Velocity Track

 
Air-to-Surface

Real Beam Ground Map
Expanded Map
Doppler Beam

Sharpened Map
Air-to-Ground Ranging
Sea Target Detection
Beacon
Freeze

 
Figure 4. APG-66 Radar Modes

The APG-66 radar also incorporates a wide variety of air-to-
surface mapping and tracking modes. The noncoherent real-beam
map, beacon and sea target detection modes provide the ability to
acquire ground targets and perform all weather weapon delivery;
the air-to-ground ranging mode, in combination with an optical
sight, allows precise delivery of air-to-ground ordnance. The
higher resolution doppler beam sharpened mode provides an 8:1
improvement in resolution.

The physical and operating parameters of the APG-66 radar are
summarized in table 1. The radar is an X-band, pulse doppler
system. Its weight is just under 300 lbs. Demonstrated reliabilities
of 97 hrs have been achieved. The total parts count is just under
9500. The design allows easy access to all LRU’s for flight-line
maintenance.

 
 3.6 n3 (0.102 m3)

296 lb (123.3 kg)
X-Band Pulse Doppler

97 Hour Demonstration MTBF
5 Minute Flightline MTTR

9500
Air Cooled at 12 lb/min

3580 VA, 400 Hz, 245 Wdc
l0,20,40,80 nmi

1,2, or 4 bar
: 10, 1-30, :60 degrees

Volume

Weight
Frequency
Reliability
Maintenance
Electronic Parts

Cooling
Input Power
Range Scales
Elevation Coverage
Antenna Azimuth Sean

  
 
 
 

 
 

  
Table 1. APG-66 Radar Parameters

The success of the APG-66 radar spawned a number of diverse
applications, both military and commercial. Probably the most
significant of these was the Division Air Defense (DIVAD) radar
for the SGT York air defense gun currently being produced for the
U.S. Army (see figure 5).

 
Figure 5. The DIVAD Radar

Worldwide, our armored and infantry units are increasingly threat-
ened by enemy ground attack A/C and missiles. Of particular
concern is the attack helicopter which can approach from any

direction, pop-up from clutter, acquire a target and launch its air-
to-ground missiles in seconds.

The SGT York Air Defense Radar, a direct outgrowth of the
APG-66 radar, is a fully coherent, pulse doppler radar that can
simultaneously detect and track armed pop-up or hovering heli-
copters and fixed wing aircraft at all aspects and altitudes. Operat-
ing at X-band this radar provides the SGT York DIVAD gun with
a fully automatic, fast reaction capability in all weather, clutter,
battlefield smoke and dust and ECM environments. Advanced

digital technology and software provide a significant reduction in
radar costs with ensuring high reliability. The radar has been ex-
tensively tested by the Army and is currently in production.

The DIVAD radar consists of six LRU’s. A block diagram of the
radar is shown in figure 6. The transmitter is a ruggedized copy of
the APG-66 radar transmitter. The receiver/stalo, based on the
APG-66 design, has been completely repackaged to achieve a new
level of modularity in packaging. With the exception of the stalo
and the low-noise amplifier (LNA), the unit consists of plug-in
modules which allow easy access and removal. Improvements have
been made to the stalo to achieve better stability and operation in
the demanding battlefield environment. A second receiver channel
was added to provide full monopulse tracking capability.
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Figure 6. DIVAD Radar Simplified Block Diagram

" The DSP and radar computer are housed in a single unit. The

psi> is very similar to that in the APG-66 radar; additional post
,' -processing capability provides an extra level of programrnability

(1, hence, flexibility. The radar computer is a dual CPU unit
w lh'64K of EPROM and 26K of RAM memory. The processor
rises standard integrated circuits mounted in dual in-line packages.
‘The radar computer is programmed in higher order language
(JOVIAL J73-I) providing easier software maintenance.

The fire control computer (FCC) is a self-contained, high-speed
computer built by Westinghouse and programmed by the SGT
York prime contractor, Ford Aerospace. The FCC computes the
FCC solution, and controls the gun based on radar, laser, and
other sensor inputs. The unit is functionally identical to the radar
computer, the only difference being the packaging.

All communications within the radar are via a high-speed serial
mux bus with the exception of the high-speed parallel bus between
the DSP and radar computer. Communications between the radar
computer and FCC are via a standard 1553 mux bus.

 

The antenna LRU’s are unique to DIVAD. Separate stowable
search and track antennas are provided. The search antenna uses
three, end-fed, slotted, low sidelobe waveguide feeds for low, mid
and high beams, providing hemispherical coverage. The antenna
structure is armored to protect it against shell fragments and small
arms fire. The radar uses a monopulse track antenna which is
time-shared with the search antenna. Special processing features
are incorporated to sense and compensate for multipath.

By using innovative time-sharing methods with two independently
controlled antennas, simultaneous search—while-track capability is
achieved (see figure 7). Such simultaneous search—while-track
operation is imperative to maintain quick reaction time and effec-
tive battlefield management. While accurate track is maintained on
one target, the radar search function continues to detect, classify
and display other threats for immediate follow-on engagement.

Other features of the radar include detection and resolution of

multipath effects, excellent clutter rejection capability, missile
detection, helicopter classification and track, and excellent ECCM
features.

Track

Simultaneous Search-While-Track

Multipath Resolution

.7‘-""_.

‘R '~»

Figure 7. DIVAD Radar Modes
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An example of a nonmilitary application of the APG-66 radar is
in its use for drug traffic monitoring for the U.S. Customs Serv-
ice. Housed in a Citation 11, high performance A/C (see figure 8)
and integrated with other sensors and displays and controls, the
APG-66 radar provides a highly effective tool for detecting low
flying A/C in all weather and clutter environments. The initial
radar achieved a total of > 300 operational hrs without a single
radar failure.

A significant step in the evolution of the APG-66 radar occurred
with the recognition by the Air Force that the F-16 C/D aircraft
required a radar with increased performance and flexibility to deal
with the increasing sophistication and numbers of the enemy
threat. With the advent of the newer and more advanced air-to-air
missiles, the need for a longer range radar with multitarget track-
ing capabilities was recognized. This resulted in an improved radar
with three major changes (see figure 9).

First and foremost was the substitution of a single, highly pro-
grammable signal processor for the current, separate fixed-pro-
gram DSP and radar computer.

  -1
,,_' .,:*-_.-he-*

Avionics Sensor Hand Control

Finally, the modular low PRF used in the DIVAD radar was
adapted to the F-16 to provide improved stability, ease of mainte-
nance and improved ECCM features.

Production deliveries of this improved APG-66 radar, now desig-
nated as the APG-68 began in early 1984. Since the new radar is
designed to occupy the same space as the existing APG-66 radar,
retrofit is easily achievable.

The APG-68 is functionally configured like the APG-66 radar.
The major change is the incorporation into one box of all digital
processing. The key to the flexibility and increased performance of
this new radar is the PSP shown in figure 10. The processing
capabilities reside in 31 board pairs (modules) of flatpack con-
struction. Twenty-one of these modules are dedicated to array
(signal) processing while the remaining 10 are dedicated to the
radar computer. 384K of nonvolatile block-oriented random access
memory provides bulk storage for the program instructions.

The unit weighs = 100 lbs, occupies = 1.0 cu. ft. and dissipates
close to 3000 watts. Eight spare slots are available for future proc-

Westinghouse is the Sensor Subsystem
lntegrator for the US Customs Service
Citation ll, High Performance Aircraft

 
  
 
 

 
 

Operators Console 
Infrared Sensor

Figure 8. F-16 Radar for U.S. Customs

 
Programmable

Signal Processor
(PSP)

Modular
LPRF

 

 
Dual Mode

Transmitter (DMT)

Figure 9. APG-68 Radar

Less apparent, but equally important was the introduction of a
new dual-mode transmitter that could operate efficiently with a
low duty cycle, high peak power waveform or a high duty cycle,
low peak power waveform, the choice being tailored to the radar’s
operating mode at that moment. This combination of low, me-
dium and high PRF operation is achievable without resorting to
pulse compressed waveforms.

essing growth. A combination of MSI and LS1 technology are
incorporated in this unit. This LRU is divided into three function-
ally distinct subunits: an array processor, a radar computer and
power supply.

The array processor (shown in figure 11) provides the high-speed,
digital processing necessary to perform clutter cancellation, digital
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filtering, detection processing and post detection processing such
ange and doppler‘ correlation. The array processor (AP) can

m 192 million operations per second. The AP consists of

eight identical signal processing modules which act on incoming
data in parallel. The incoming data is stored in a 128K program
bulk memory. All operations are under the control of a dual-CPU
array controller with 16K of RAM memory. Processed data is
stored in the output buffer for access by the radar computer or
other AP subunits.

as r

perfor

48K RAM 
I Nonvolatile

[Aircraft Input/Output ‘:>M.u)-(busntgrltgce Zfii Processor fi::}Drgibus
{:}PSP Bus

_ Q #- (To Array”' *‘: Processor)

with the capability to accommodate future

the APG-68. The most significant capabilit
 

coming targets.Ana
contra Iar

 

 

 
 

m=]C:){Fromflo
Radar

Compuler

ANT,XMTRand MLPRF

IIF

in the future.
Ins

Figure 11. Array Processor Architecture

airplane. Under full-scale development for
The radar computer (shown in figure 12) is a dual-CPU, 1750A
computer with 48K of high-speed memory allocated to each CPU.

Memory can be shared by each CPU under the control of a sepa-
rate direct memory access controller. All program instructions are
stored in a 384K word, nonvolatile, block-oriented random access

m€m_0YY (BORAM). Each CPU provides an effective instruction
rate ll'l excess of 1 Megops. The radar computer, as well as the AP,
_3“? Programmed in higher order language (JOVIAL-J73), provid-

-Ing the ease of software maintenance that comes with higher order
language programming.

year.

and PSP designs while the two-axis electro

Avionics Lab. The two principal modes, T

11

73

' Program Memory

Figure 12. Radar Computer Elements

The APG-68 radar has over twenty-two A/A and A/G modes
tactical fighter needs.

Figure 13 depicts the additional air-to-air features incorporated in
y added is a track-

while-scan mode which provides the multiple target tracking and
situation awareness capability required to handle the growing and
more sophisticated enemy threat. To complement this mode, long-
range identification and raid cluster resolution capabilities have
also been added. Finally the new dual mode transmitter allows
incorporation of a long-range velocity search mode to detect in-

Similarly the APG-68 provides a number of new air-to-ground
modes as shown in figure 14. This includes ground moving target
identification and track modes, a fixed target tracking mode and
an improved doppler beam sharpening mode providing a 64:1
improvement in resolution. In addition improvements have been
made to the air-to-ground ranging mode thus providing even better
air-to-ground weapon delivery accuracies. The hardware is de-
signed such that automative terrain follow/terrain avoidance (TF/
TA) and synthetic aperture radar (SAR) modes can be easily added

Just as the APG-66 radar found additional applications, so too
has its successor, the APG-68 radar. A prime example of this was
its serving as the foundation for the multimode radar on the B-1B

the past 2-1/2 yrs, the

first radars designated as the APG-164 were delivered early this

The APQ-164 (shown in figure 15) was built upon the foundation
of existing hardware. The APG-68 provided the transmitter, LPRF,

nically scanned antenna
was a direct result of the Electronically Agile Radar (EAR) radar
developed and flight tested by Westinghouse for the Air Force

F/TA and SAR, were

demonstrated as part of the EAR flight test on the B-52 A/C.
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Figure 13. AN/APG-68 Air-to-Air Capabilities
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Figure 14. AN/APG-68 Air-to-Surface Capabilities
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— New Hardware

- Programmable Processor
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- Can Add and Delete Functions

— New Mode Technology
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0 Real Time SAR

— Demonstrated Performance

- Accurate Navigation
- Low Altitude Flight

Tested on B-52 1979

Figure 15. APQ-164 Radar
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The modes of operation for the APQ-164 are shown in figure 16.
The two principal modes of operation are TF/TA and SAR. In
addition the APQ-164 radar provides‘ noncoherent mapping
modes, ground moving target indication and ground moving target
track, precision position update, precision velocity update, and
beacon weather modes.

The key feature of the APQ-164 radar is its use of a two-axis
e1ectronically phased array antenna. The chief benefits are shown
in figure 17. Better performance arises because of the rapid beam
switching times permitting interleaving of the various air-to-ground
modes with TF/TA. The MTBF of the antenna is estimated to be
in excess of 10,000 hrs, a number demonstrated on the EAR and
High Energy Laser Radar Acquisition and Tracking (HELRATS)
programs. More importantly the design permits graceful degrada-
tion in performance in the event of an antenna module failure.

—-Synthetic Aperture Map
—Real Beam Map

..Preclslon P ato_ M "-Gm E -2 ”
—Terraln Following _‘
—Ternin Avoldbnco
—Boacon

-Weather

—-Ground Moving Target Detection

-Height Above Target

 
Figure 16. APG-64 Modes of Operation

0 Low RCS
/

0 Better Performance g1;‘
- Higher Reliability 4 -t , i “l

0 Reduced Support Cost '3 _ ‘Q
0 Flexibility for Growth

 
Figure 17. Benefits of phased Array

The heart of the electronically scanned array are the phase control
modules shown in figure 18. The phase control module consists of
a ferrite phase shifter and driver; phase shift commands are stored
in the integral driver chip. The individual phase control modules
plug directly into the array. Beam steering commands are provided
by a separate beam steering controller housed on the back of the
antenna.

Basic Features of Phased Array
' :60° Scanning
' Beam Switching in 200 its
' Variable Beam Shapes

-CSC2, Fan Beam, Up to5 x Beam Width
‘ Polarization Diversity

-Linear and Circular
' Wide Bandwidth -

 

 
  

 

 
Figure 18. Electronically Agile Antenna

What will the future evolution of the APG-66/APG-68 radars be?

I foresee two major developments. The first is the widespread
insertion of VHSIC technology into the processing elements of the
radar. The second is the probable introduction of beam agility into
fighter A/C. In the near term this will take the form of passive
arrays similar to the antenna on the APQ-164; in the 1990‘s we
will see the widespread use of active aperture radars such as the
Ultra Reliable Radar (URR); Ultimately we should see the use of
broad band active arrays radars integrated with the ECM and
ESM systems to make a formulable fighting machine.

The benefits of VHSIC technology are not difficult to foresee:
reduced acquisition and support costs, higher reliability, better
supportability in the field, and improved performance. Figure 19
shows the improvements that could be realized by replacing the
PSP currently in the APG-68 with a PSP using a combination of
high density configurable gated arrays and memories available
now from the VHSIC program. The results are quite dramatic:
four-fold increase in reliability; a factor of seven reduction in
power dissipation; a greater than 2:1 reduction in size and weight;
and a better than 2:1 increase in speed. With the advent of the full
VHSIC technology including the introduction of Ada the results
should be even more dramatic.

Current VHSlC
PSP PSP

0 Board Assemblies 31 13

- Weight (lb) 98 40
- Volume (H3) 1.45 0.7
0 Prime Power (W) 2948 400
- MTBF(Hr) 280 1200
0 AP Mcops 16 40
- RC Mips 3.2 6.8
0 Maintenance Plan 3-Level 2.Leve| or

3-Level

Figure 19. PSP Statistics Comparison

The benefits afforded by beam agility are not quite as evident.
Although costs for the passive agile radar are reasonable, the cost
of active aperture arrays is still high. But the future portends
lower costs, greatly improved reliability and much improved per-
formance.

Figure 20 summarizes the benefits of beam agility as afforded by a
passive agile array sized for a fighter application. Improved relia-
bility and easeof maintenance have already been demonstrated.
Less evident is’ the dramatic improvement in multitarget tracking
capability afforded by beam agility through the decoupling of the
search and track functions. Further, true interleaved radar opera-
tion is only possible with beam agility.
- Air-to-Air

- Increased Tracking Accuracy on Multiple Targets Due to
High Update Rates

- Independent Search and Track Coverage of Target
- Increased Situation Awareness and Prioritization

- Increased Tracking Range
- Air-to-Ground

- Instantaneous Modelnterleaving lor High-Speed, Including
Terrain Clearance and Associated Weapons Delivery
Modes

- Electronic Roll Stabilization
0 Overall

- Independent Positioning for All Modes
- Improved Reliability Through Graceful Degradation

  
 

  
  
  
  

  
  

 
 

 

Figure 20. Benefits of Beam Agility

The APG-66 radar furnishes an excellent example of how a radar
can grow and evolve to not only expand its capabilities but also
take on new and diverse applications. The key to this flexibility
lies in the efficient and widespread usage of digital technology and
processing and the modular design of the hardware. This concept
has been evident in the design of the APG-66 radar from the start;

the primary payoff is reduced cost to the military and civilian
users without sacrifice in performance.
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INTEGRATED TRACKING SOFTWARE FOR MULTIMODE OPERATION

James L. Farrell and David A. Hedland

Westinghouse Defense and Electronic Systems Center
Baltimore, Maryland

ABSTRACT

Modern estimation algorithms can readily use common software for Air—to—Air,
Air—to—Ground (moving target), and Air—to—Ground (fixed target) modes.
Integration of these algorithms is further enhanced with the use of Bierman's
UD factorization.

1.0 Introduction

The use of radar, E/O, ESH, and other sensor
subsystems for location of stationary targets and
tracking of moving targets, with optimal or
suboptimal estimation algorithms, is a well
established procedure. In a growing number of
applications, many of the pertinent operations
coexist in multimode time—shared fashion. A
multifaceted implementation may include
multisensor fusion and/or several different
operations such as air—to—air—(A/A) interleaved
with air—to—ground (A/G) tracking; the A/G
operation may subdivide further into repeated
observation of stationary as well as moving
targets. The latter entails what has become known
as ground—moving target identification (GHTI) and
—tracking (GMTT), while the former ("tracking" of
a stationary target) is really a navigation
("nav)" mode. Apparent differences between these
functions might prompt the use of different
software algorithms, especially if separate modes
are assigned to different designers.

The intent of the ensuing discussion is to
demonstrate the benefits of an integrated
estimation algorithm to cover the above tracking
functions (and, for surface applications, to cover
ground—to—air (G/A) and ground—to—ground (G/G)
tracking as well). In an optimal (Kalman)
estimation algorithm, those few parameters that
are mode—dependent (e.g., process noise spectral
densities, conservative measurement covariance
values) can be held in small arrays while over 90%
of the operational software code can remain

unchanged as modes are switched. An analogous
situation holds for suboptimal estimators, with
covariance values replaced by bandwidth control
parameters. Much of the sensor "raw data"
preprocessing can likewise be made uniform across
modes.

with this degree of commonality, benefits in
expediting development and software validation are
immediately apparent. An illustrative example is
presented for A/A (mode #1), A/G (moving target;
mode #2), and nav update (A/G with a stationary
target; mode #3).
Copyright © American Institute of Aeronautics and

Astronautics, lnc., 1984. All rights reserved.
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2.0 Rationale and Approach

One consideration that influences designers to
devise separate software for the three modes just
mentioned is a different set of outputs ultimately
sought from these operations. For example,
ownship is generally placed at the display origin
in A/A while the target generally occupies that
location for A/G. Also, target velocity and
acceleration are hardly applicable to mode #2.
Nevertheless, there is the overriding
consideration that all three modes under normal

conditions receive the same tracker inputs, i.e.,
azimuth and elevation line—of—sight
(LOS) and range from the target sensor (plus range
rate when that sensor is a coherent radar), in
addition to ownship velocity and attitude data.
This collection of information constitutes the set

of observables and dynamics that directly comprise
the essentials of an estimator algorithm. Origin
translation and reinterpretation of states are
merely simple mode—dependent operations (defined
at the end of this Section) performed on the
estimator outputs. The tried—and—true formulation
from Refs. 1 and 2, present in a growing list of
applications, uses nine states, containing
Cartesian components of the range vector (ownship
to target), the relative (target w.r.t. ownship)
velocity vector, and the total target acceleration
vector. The methods used, and the reasons for

them, are documented sufficiently well to justify
brevity in summarizing some key features:

1. Instead of a 9x9 covariance matrix

representation, only the diagonal 3x3 partitions
are propagated, with principal directions resolved
along sensor rather than INS reference axes. This
is tantamount to repetitive similarity
transformations performed on the 9x9 matrix, with
LOS rotations between updates ignored.

2. Also ignored are the covariance adjustments
from small terms connected with rotation and decay
of the target acceleration vector (Ref. 3, p.917,
Eq.(5b)). Influence of these factors on state
VECTOR propagation is not, however, ignored.

3. observables are formulated in terms of
projections along essentially known unit vectors
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the orthogonal matrix of
between sensor and INS reference

ides (a) conformance to item 1.

_ columns °f
ction C°51“es' rov

(iilligearity between observables and
and (C) isolation of estimation errors

feet stabilization effects (Ref. 2).

. man-5 UD factorization algorithms are
Blelhis approach enhances multimode adaptation

‘fies its ramifications. Host of the
defined in the routines given in Ref.

d from one mode to another. In the
. ‘ tine onl the measurement

.Ciemfiz:‘:Eerm:de—depend:nt. The only additional
Igéfigependent parameters, for the extrapolation
. are the process noise spectral densities;

Qhese are computed from Eq. (5-57) of Ref. 5.

émputations
I ‘re Ui'iCh8-nge

Abnormal residual patterns (e.g., large
_‘;snitude5 or consistent algebraic signs) are
“easily recognized (through low pass filtering) and
‘Ebunteracted (through resetting the UD matrix
elements). Pertinent threshold and timing

‘parameters are also mode—dependent and, once
again, readily integrated into a unified algorithm

'With a small array of control variables.

. All that remains to complete the description of
approach is a definition of postprocessing
operations to be performed in each mode. Beyond
the equations given in Section 5 of Ref. 1 (of
which the first and third apply only to moving
targets), there are simple conversions applicable
to stationary targets (mode #3):

A. The negative range vector as defined in this
formulation represents a refined estimate for
ownship location in a stationary target—centered
coordinate frame.

B. The negative of the relative velocity vector
as defined in this formulation represents a
refined estimate for ownship velocity. Its
deviation from INS output velocity at any instant
thus corresponds to an instantaneous optimal
estimate of ownship INS velocity error (Section
6.5 of Ref. 5). Note that a relationship also
exists between the acceleration states obtained
from the mode #3 estimator and the INS tilt but,
due to the short data averaging intervals being
considered, this relationship is not pursued here;
acceleration uncertainty effects are outweighted
by velocity offsets in the short term.

For moving targets (modes #1 and #2) the designer
must be cognizant of postprocessing effectively
performed by controller transfer functions or
other band—limited devices that receive the target
state estimates. This by no means implies that
all such effects are undesirable but, whether the
designer pays attention or not, spectral shaping
does take place »-— and it is the overall
(estimator—cum—output device) response
characteristic that determines system performance.

w

3.0 Sample Simulation Results

The performance of the tracking algorithm

described has been rigorously simulated operating
In the three modes mentioned. A single input
Specifies the mode, which in turn controls setting
Of initial covariance matrix diagonal elements,
measurement variances, and filter averaging time.
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Another input specifies whether or not range rate
(doppler) measurements are available. Except for
these initial settings, the software for all modes
is identical.

Simulation parameters include the following:

1. The update rate is 30 hertz. All available
measured data is assumed to be available at this
rate.

2. Sensor pointing uncertainty (ownship IHU
attitude errors and sensor gimbal resolution) is
one milliradian in each channel (azimuth and
elevation).

3. IMU velocity inputs have bias errors of 4, 3,
and —h feet per second in the north, east, and
down directions, respectively, with a 0.1 foot per
second standard deviation random error.

4. Range measurements have a zero mean, 30 foot
standard deviation error.

5. Azimuth and elevation measurements have
10 milliradian RHS error in mode 1 and a
1 milliradian RHS error in modes 2 and 3.

6. Range rate measurements have a 5 feet per
second RHS error. Range rate measurements are not
available in mode 3.

3.1 Air—to—Air Tracking

The air—to—air (mode 1) scenario consists of an

interceptor (ownship) and a target aircraft at an
initial range of 11,000 feet and an aspect angle
of —lS0 degrees. The target flies at a constant
speed of 800 feet per second and the interceptor
at 820 feet per second. At time zero, the target
begins a 4 G right turn, and reverses to a 4 G
left turn at 10 seconds. The interceptor flies

straight until 9 seconds, when it initiates a 4 G
right turn, which is reversed to a 4 G left turn
at 18 seconds. The latter turns are maintained

throughout the 30 second scenario. Both planes
maintain a constant 10,000 feet altitude. Figure
l is a plot of the ground track of each plane.

Figures 2 through 4 show the true and estimated
target velocity for the north, east, and down
directions, respectively. (Position estimates are
routinely so close to the true values that they
are indistinguishable on a plot. Hence, they are
not reproduced here.) The north and east
velocities, where the target motion takes place,
show acquisition transient errors lasting a few
seconds, and smaller transients caused by the
target maneuver reversal at 10 seconds. At other
times, the estimated values nearly "overprint" the
true values when plotted on this scale. A measure
of the noise on the estimate is shown in the down

direction plot, figure 4, where the true velocity
is a constant zero. After the acquisition
transient, the RHS error is less than 15 feet per
second.

Figures 5 through 7 show the true and estimated
target acceleration. Again, there are transient
errors indicated at acquisition and just after the
target maneuver reversal. A time delay of one to
two seconds between the true and estimated
acceleration after the reversal is seen. Figure 6
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 indicates an RHS error in the acceleration

estimate of less than 10 feet per second squared
after the acquisition transient.

3.2 Ground Moving Target Scenario

The ground moving target scenario (mode 2)
demonstrates the application of the same algorithm
to a case with greatly different expected target
maneuver characteristics and sensor accuracy. It
consists of an interceptor aircraft flying a
closing path at an altitude of 2000 feet to a
moving target on the ground. The range to the
target at time zero is 8000 feet, and it is 40
degrees to the left of the interceptor's ground
track. The interceptor flies at a constant 400
feet per second, and initiates a 2 G left turn at
12 seconds. The turn is reversed to a 2 G right
turn at 25 seconds, which is maintained until the
end of the 30—second scenario. The target is
traveling at a constant 45 feet per second, and
begins a 0.33 G left turn at time zero. The turn
is reversed to a 0.33 G right turn at 10 seconds,
and again to a 0.2 G left turn at 17 seconds. The
range to the target at the end of the scenario is
about 2300 feet. Figure 8 shows the ground tracks
of the interceptor and target for this scenario.

Figures 9 and 10 show the true and estimated north
and east velocities, respectively. Moderate
transient errors are indicated for a few seconds

at acquisition and after maneuver reversals at 10
and 17 seconds. During other times (steady
state), the velocity tracking error is less than 5
feet per second RMS.

Figure 11 shows the true and estimated north
direction acceleration. Again, acquisition and
target maneuver reversal transients lasting a few
seconds are indicated. The steady state
acceleration track error is less than 2 feet per
second squared in all directions.

3.3 Air—to—Ground Fixed Target Tracking

The air—to—ground fixed target track scenario
(mode 3) shows the use of the same algorithm for a
navigation update function. In this use, its
purpose is to detect fixed or slowly varying
biases in IMU velocity measurements. The scenario
consists of a fixed ground target at an initial
range of 10,000 feet being approached by an
interceptor flying at an altitude of 2000 feet and
a speed of 400 feet per second. The interceptor
initiates a 3 G left turn at 12 seconds and

reverses it at 20 seconds. The range at the end
of the scenario (30 seconds) is about 2700 feet.
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Figure 12 shows the ground track of the
interceptor with respect to the target for this
scenario. Range rate measurements are assumed to
be unavailable in this scenario.

Figures 13 through 15 show the north, east, and
down direction target velocity estimates,
respectively. However, since the target is known
to be fixed, they really represent an estimate of
the error in ownship THU velocity information.
The results show that after less than 10 seconds

of tracking, the velocity errors are reduced from
around 4 feet per second per channel to well under
one foot per second. Acceleration estimates
remain less than one foot per second squared.

4.0 Conclusions

It has been demonstrated that a single common
tracking algorithm can be used to accomplish
widely varying mission modes and differing input
sources and accuracies. only initial settings of
covariance matrix diagonal elements, filter time
constants, and measurement variances are mode
and/or sensor dependent. The adaptability of this
Kalman tracker is provided by use of Bierman's UDU
factorization algorithms.
Use of such a common algorithm for multimode
operation can result in great savings in
designing, coding and checking out operational
software.
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