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Ref "Hits Search Query DB5 Default Plurals Time Stamp
- Operator

S1 3 @ad<"20010927" and (fibre adj US—PGPUB; OR OFF 2005/08/22 08:44
channel near router) same SCSI USPAT;

EPO; JPO;
DERWENT;
IBM_TDB

S2 0 @ad<"19971231" and (fibre adj US—PGPUB; OR OFF 2005/08/22 08:44
channel near router) same SCSI USPAT; ‘

' EPO; JPO;
DERWENT;
IBM_TDB

S3 111 @ad<"19971231" and fibre adj US—PGPUB; OR OFF 2005/08/22 08:45
channel same SCSI USPAT;

EPO; JPO;

DERWENT;
IBM_TDB

S4 35 @ad<"19971231" and fibre adj US—PGPUB; OR OFF 2005/08/22 08:46
channel near SCSI USPAT;

EPO; JPO;
DERWENT;
IBM_TDB

s5 1 s4 and router US—PGPUB; on OFF 2005/03/22 08:45-
USPAT; .

EPO_;JPO;
DERWENT;
IBM_TDB

S6 7 @ad<"19971231" and fibre adj US—PGPUB; OR OFF 2005/08/22 09:02
- channel adj SCSI USPAT;

‘ EPO; JPO;
DERWENT;
IBM_TDB

S7 0 @ad<"19971231" and "fibre US—PGPUB; OR » OFF 2005/08/22 09:02
channel protocol for SCSI" USPAT;

EPO;JPO;
DERWENT;
IBM_TDB

S8 14 @ad<"19971231" and FCP and US—PGPUB; OR OFF 2005/08/22 09:07
SCSI and fibre adj channel . USPAT; I

' EPO; JPO;
DERWENT;
IBM_TDB

S10 1 S8 and router US—PGPUB; OR OFF 2005/08/22 09:03
~ USPAT;

EPO; JPO;
DERWENT;
IBM_TDB I
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511 3 s8 and RAID US—PGPUB; OR OFF 2005/03/22 09:18
- ' USPAT;

EPO;JPO;
DERWENT;
IBM_TDB

S13 39 @ad<"200l0927" and network adj US—PGPUB; OR OFF 2005/08/22 09:19
attached adj storage and Fibre adj USPAT;
channel near scsi EPO; JPO;

’ DERWENT;
IBM_TDB

S14 19 S13 and rodter . US—PGPUB; OR OFF 2005/08/22 09:19
USPAT;
EPO; JPO;
DERWENT;

_IBM__TDB

S15 0 @ad<"19971231" and network adj US—PGPUB; OR OFF 2005/09/03 14:23
- attached adj storage and Fibreadj USPAT;

channel near scsi ' EPO; JPO;
DERWENT;
IBM_TDB

S16 1 @ad<"19971231" and Fibre adj US—PGPUB; OR OFF 2005/08/22 09:58

channel same scsi same router USPAT; .
' EPO; JPO;

DERWENT;
V IBM_TDB

S18 8 @ad<"19971231" and ancor.asn. US—PGPUB; OR OFF 2005/08/22 09:59
- ’ USPAT;

EPO; JPO;
DERWENT;
IBM_TDB _

S19 0 @ad<"19971231" and ancor.asn. US—PGPUB; OR OFF 2005/08/22 09:59
and SCSI USPAT;

EPO; JPO;
DERWENT;
IBM_TDB

S20 ' 0 @ad<"19971231" and ancor.asn. US—PGPUB; OR OFF 2005/08/2209159
and Fibre USPAT;

EPO;JPO;
DERWENT;
IBM_TDB

S21 0 @ad<"19971231" and emerson US—PGPUB; OR OFF 2005/08/2210:05 .
near steven.inv. USPAT;

EPO; JPO;
DERWENT;
IBM_TDB

S22 4 @ad<"1997123l" and SCSI near2 US—PGPUB; OR OFF 2005/08/30 14:19
FCP USPAT;

EPO; JPO;
DERWENT;
IBM_TDB

Search History 9/6/o5"2:32:06 PM Page 2
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$23 139 @ad<"19971231" and fibre adj‘ US-PGPUB; I OR OFF 2005/08/30 14:48
channel and SCSI USPAT; .

EPO; JPO;
’ DERWENT;
IBM_TDB

S24 58 S23 and map$5 US-PGPUB; OR OFF 2005/08/3014221 \
USPAT;
EPO;JPO;
DERWENT;
IBM_TDB

S25 14 S23 and LUN ' US-PGPUB; OR OFF 2005/08/30 14:21
USPAT;
EPO; JPO;
DERWENT;
IBM_TDB

S26 11 S24 and LUN US-PGPUB; OR OFF 2005/08/30 14:23
USPAT;
EPO; JPO;
DERWENT; '
IBM_TDB

S27 0 S24 and virtual near local near US-PGPUB; OR OFF 2005/08/30 14:22

storage USPAT;
EPO; JPO;

. DERWENT;
IBM_TDB

S28 0 S23 and virtual near local near US-PGPUB; OR OFF 2005/08/30 14:22

storage USPAT; -
EPO; JPO;
DERWENT;
IBM_TDB

S29 8 S23 and router US-PGPUB; OR OFF 2005/08/30 14:23
I USPAT;

EPO; JPO;
DERWENT;
IBM_TDB

S30 0 @ad<"19971231" and virtual adj US-PGPUB; OR OFF 2005/08/30 14:49
local adj storage and SCSI and USPAT;
remote EPO; JPO;

DERWENT;
IBM_TDB

S31 0 @ad<"19971231" and virtual adj US-PGPUB; OR OFF 2005/08/30 14:49
local adj storage and SCSI USPAT;

EPO; JPO;
DERWENT;
IBM_TDB

S32 70 @ad<"19971231" and virtual near US-PGPUB; OR OFF 2005/08/30 14:49
storage and SCSI USPAT;

EPO; JPO;
DERWENT;

IBM_TDB I

Search History 9/6/05 2:32:06 PM Page 3 1
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S34

S35

S36

S37

S32 and remote

@ad<"19971231" and router

same fiber adj channel

"6425035".pn. and remote and
map

"6425035".pn. and remote and

map and_maps and mapping

"642S035".pn. and remote and
map and maps and mapping an
native
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d

US-PGPUB;
USPAT;
EPO; JPO;
DERWENT;
IBM_TDB

US-PGPUB;
USPAT;
EPO; JPO;
DERWENT;
IBM_TDB

US-PGPUB;
USPAT;
EPO; JPO;
DERWENT;
IBM_TDB

US-PGPUB;
USPAT;
EPO; JPO;
DERWENT;
IBM_TDB

US-PGPUB;
USPAT;
EPO; JPO;
DERWENT;
IBM_TDB

  

OR

OR

OR

OR

2005/08/30 14:49

 
 

 
 
 

 
 

 

  

 
  
 
 

  

OFF 2005/09/05 12:11

OFF 2005/09/05 18:18

OFF 2005/09/05 18:55

OFF 2005/09/05 18:55
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Ref "Hits Search Query DB5 Efault Plurals Time Stamp
# Operator

S1 3 @ad<"20010927" and (fibre adj US—PGPUB; OR OFF 2005/08/22 08:44
channel near router) same SCSI USPAT;

EPO; JPO;
DERWENT;
IBM_TDB

S2" 0 @ad<"19971231" and (fibreadj US—PGPUB; OR OFF 2005/08/2208_:44
channel near router)sameSCSI USPAT; ' «

* ' EPO;J"PO;
DERWENT;
IBM_TDB

S3 111 @ad<"19971231" and fibre adj US—PGPUB; OR OFF ' 2005/08/22 08:45
' channel same SCSI USPAT;

EPO; JPO;

DERWENT;
IBM_TDB

S4 35 @ad<"19971231" and fibre adj US—PGPUB; OR OFF 2005/08/22 08:46

channel near SCSI V USPAT;
EPO; JPO;
DERWENT;
IBM_TDB

S5 1 S4 and router A US—PGPUB; OR OFF 2005/08/22 08:45 -
USPAT;_
EPO; JPO;
DERWENT;
IBM_TDB

S6 7 @ad<"19971231" and fibre adj US—PGPUB; OR OFF 2005/08/22 09:02
channel adj SCSI USPAT;

- EPO; JPO;
DERWENT;
IBM_TDB

S7 - 0 @ad<"19971231" and "fibre US—PGPUB; OR OFF 2005/08/22 09:02
channel protocol for SCSI" USPAT;

EPO; JPO;
DERWENT;
IBM_TDB

S8 14 @ad<"19971231" and FCP and US—PGPUB; OR OFF 2005/08/22 09:07
SCSI and fibre adj channel USPAT; »

EPO; JPO;
DERWENT;
IBM_TDB

S10 1 S8 and router US—PGPUB; OR OFF 2005/08/22 09:03
- USPAT;

EPO; JPO;
DERWENT;
IBM_TDB
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USPAT;
EPO; JPO;
DERWENT;
IBM_TDB

S13 39 @ad<"20010927" and network adj US-PGPUB; OR OFF 2005/08/22 09:19
A attached adj storage and Fibre adj USPAT; '

channel near scsi EPO; JPO;
' DERWENT;

IBM_TDB

S14 19 S13 and router US-PGPUB; OR OFF 2005/08/22 09:19
USPAT;
EPO; JPO;
DERWENT;
IBM_TDB

S15 0 @ad<"19971231" and network adj US-PGPUB; OR OFF 2005/09/03 14:23
9 attached adj storage and Fibre.adj USPAT;

channel near scsi EPO; JPO;
DERWENT;
IBM_TDB

S16 1 @ad<"19971231" and Fibre adj US-PGPUB; OR OFF 2005/08/22 09:58
channel same scsi same router USPAT; ‘

‘ EPO; JPO; ,

DERWENT;
IBM_TDB

S18 8 @ad<"19971231" and ancor.asn. US-PGPUB; OR OFF 2005/08/22 09:59
2 USPAT;

EPO;JPO;
DERWENT;

IBM_TDB _

S19 0 @ad<"19971231" and ancor.asn. US-PGPUB; OR 4 OFF 2005/08/22 09:59
and SCSI USPAT;

EPO;JPO;
DERWENT;
IBM_TDB

S20 _ 0 @ad<"19971231" and ancor.asn. US-PGPUB; OR OFF 2005/08/22 09:59
and Fibre USPAT; ‘

EPO;JPO;
DERWENT;
IBM_TDB

S21 '0 @ad<"19971231" and emerson US-PGPUB; OR OFF 2005/08/22 10:05 .

S11 3 S8 and RAID US-PGPUB; OR _ OFF [2005/08/22 09:18

DERWENT; L

near steven.inv. USPAT;
EPO; JPO;
DERWENT;
IBM_TDB

S22 4 @ad<"19971231" and SCSI near2 US-PGPUB; OR OFF 2005/08/30 14:19
FCP USPAT;

EPO; JPO;
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A _ S25 14 S23 and LUN US—PGPUB; OR OFF 2005/08/30 14:21

' S31 0 @ad<"19971231" and virtual adj US—PGPUB; OR OFF 2005/08/30 14:49

‘$23 139 @ad<"19971231" and flbreadj' US—PGPUB; OR 2‘ OFF zoos/oe/3o14:43
channel and SCSI USPAT;

EPO; JPO;

' DERWENT;
IBM_TDB

S24 58 S23 and map$5 US—PGPUB; OR OFF 2005/08/30 14:21
' USPAT; .

EPO; JPO;
DERWENT;
IBM_TDB   
USPAT;
EPO; JPO;
DERWENT;
IBM_TDB

S26 11 S24 and LUN US—PGPUB; OR OFF 2005/08/30 14:23
USPAT;

' EPO;JPO;
DERWENT; '
IBM_TDB

S27 0 S24 and virtual near local near US—PGPUB; OR’ OFF 2005/08/30 14:22
storage USPAT; '

EPO; JPO;
7 DERWENT;

IBM_TDB

S28 0 S23 and virtual near local near - US—PGPUB; OR OFF 2005/08/30 14:22

storage . USPAT;
EPO; JPO;
DERWENT;
IBM_TDB

S29 8 S23 and router US—PGPUB; OR OFF 2005/08/30 14:23
USPAT;
EPO; JPO;
DERWENT;
IBM_TDB

S30 0 @ad<"19971231" and virtual adj US—PGPUB; OR OFF 2005/08/30 14:49
A local adj storage and SCSI and USPAT; . '

remote EPO; JPO;
DERWENT;
IBM_TDB

local adj storage and SCSI . USPAT;
EPO; JPO;
DERWENT;
IBM_TDB

S32 70 @ad<"19971231" and virtual near US—PGPUB; OR OFF 2005/08/30 14:49

storage and SCSI USPAT;
"EPO; JPO;
DERWENT;
IBM_TDB
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S32 andremote US-PGPUB; OR OFF 2005/08/30 14:49
USPAT; '
EPO; JPO;
DERWENT;
IBM_TDB

@ad<"19971231" and router US-PGPUB; OR OFF 2005/09/05 12:11
same fiber adj channel USPAT;

EPO; JPO;
DERWENT;
IBM_TDB

"6425035".pn. and remote and . US-PGPUB; OR OFF 2005/09/05 18:18
map _ USPAT; '

5 ' EPO; JPO;
DERWENT;
IBM_TDB

"6425035".pn. and remote and US—PGPUB; OR OFF 2005/09/05 18:55
map and maps and mapping USPAT; ‘

' F . EPO; JPO;
DERWENT;
IBM_TDB ‘

"6425035".pn.'and remote and US-PGPUB; OR OFF 2005/09/05 18:55
map and maps and mapping and USPAT;
native — EPO; JPO;

DERWENT;
IBM_TDB
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

CERTIFICATE OF SERVICE UNDER AW Docket N0-

37 C.F.R. 1.243 °R°SS'm"5
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Geoffre B. Hoese, et al.
Reexamination Control No. Date Filed

90/007,124 07/19/2004
Title

Storage Router and Method for Providing Virtual
Local Stora 2 e

Group Art Unit Examiner
2182 Flemin, Fritz

 
 

 
 

  

Applicant hereby serves the Reply to Office Action Under Ex Parte Reexamination Dated

05/24/05 in the above referenced case to:

Larry E. Severin
Wang, Hartmann & Gibbs, PC

1301 Dove Street, #1050
Newport Beach, CA 92660

As per 35 U.S.C. §1.248 service is made via first class mail on July 22, 2005.

Respectfully submitted,

Sprinkle IP Law Group

%%
John L. Adair

Reg. No. 48,828
Dated: July 22, 2005

1301 W. 25"‘ Street, Suite 408
Austin, Texas 78705

Tel. (512) 637-9223
Fax. (512)371-9088
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 IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

REPLY TO OFFICE ACTION UNDER EX PARTE AW Docket N0-

REEXAMINATION DATED 05/24/05 - cR°s51121"'5

Applicants
Geoffre B. Hoese, et al.
Reexamination Control No. Date Filed

90I007,1 24 07/1 9/2004
Title

Storage Router and Method for Providing Virtual
Local Stora - e

2182 Flemin. Fritz

2295 6,421,753

Certificate of Mailin Under 31 C.F.R. 1.1

  
  

  

  
  

 

 

 

Commissioner for Patents I hereby certify that this correspondence is being deposited with
the United States Postal Service as Express Mail No.

P-Q BOX 1450 EVT34539460US in an envelope addressed to Commissioner for

Alexandria, VA 223134450 goagnts, PO. Box 1450. Alexandria, VA 22312-1450 July 22,

Dear Sir: . /; 5i9"a“"° , _ _
J bt LI é L/44/éflflb
 

Printed Name

In response to the Official Action mailed May 24, 2005 (the “May 24 Office Action”),

Applicant respectfully requests the Examiner reconsider the rejections of the Claims in the Re-

Examination of U.S. Patent 6,421,753 (the ‘"753 Patent”) in view of this reply.
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Attorney Docket No. 90/007,124
CROSS1121-15 Customer ID: 44654

2

IN THE CLAIMS:

1. A data storage gateway capable of interfacing with and providing connectivity

and mapping between a Fiber Channel and SCSI channel interface, the data storage gateway

comprising:

a virtual storage;

a storage router in communication with and providing mapping to the virtual storage

such that a fiber channel device remotefrom the virtual storage can communicate data to and

from the virtual storage; and

wherein the storage router is capable of configuring a SCSI device to contain at least a

portion of the virtual storage.

2. The data storage gateway according to Claim 1, further including a memory work

space for the storage router using a buffer.

3. The data storage gateway accordingto Claim 2 wherein a Fibre Channel

transport medium connects to the storage router and interfaces with a Fibre Channel controller

and wherein a SCSI bus transport medium connects to the storage router and interfaces with a

SCSI controller.

4. A method for providing, through a storage router, virtual local storage on remote

SCSI storage devices to Fibre Channel devices, comprising:

interfacing with a Fibre Channel transport medium;

interfacing with a SCSI bus transport medium;

maintaining a configuration for SCSI storage devices connected to the SCSI bus

transport medium that maps between Fibre Channel devices and the SCSI storage devices and

that implements access controls for storage space on the SCSI storage devices; and

allowing access from Fibre Channel initiator devices to SCSI storage devices using

native low level, block protocol in accordance with the configuration.

5. The method of Claim 4, further comprising the step of providing memory work

space for the storage router. using a buffer.
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Attorney Docket No. 90/007,124
CROSS1121-15 Customer ID: 44654

6. The method of Claim 5, wherein the Fibre Channel transport medium connects

to and interfaces with a Fibre Channel controller and wherein said SCSI bus transport medium

connects to and interfaces with a SCSI controller.

7. The method of Claim 5, wherein the ‘maintaining step and the allowing step are

performed by a supervisor unit.

8. The method of Claim 7, wherein the supervisor unit is coupled to the. Fibre

Channel controller, the SCSI controller, and thebuffer. ’
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Attorney Docket No. . 90/007,124
CROSS112-1-15 Customer ID: 44654

TABLE OF CONTENTS FOR RESPONSE TO REJECTIONS

l. Rejections Under 35 U.S.C. § 103

A. Introduction

B. Background of the Invention

C. Overview of Claim 4

D. “Remote Storage Devices” and “Allowing Access...Using NLLBPs” -

Neither Spring nor Oeda Teaches or Suggests the Limitations of Remote Storage Devices and

Allowing Access to the Remote Storage Devices Using NLLBP

1. “Remote” Requires at Least One Serial Transport Medium

2. Spring’s SCSl—to—SCSl System Does Not Provide Remote Storage

Devices

3. Spring’s Ethernet—to—SCS| System Does Not Allow Access using

NLLBP

4. Similarly, Oeda Fails to Provide Remote Storage Devices and

Allowing Access to the Remote Storage Devices Using NLLBP

5. Summary: Allowing Access to Remote Storage Devices Using NLLBP

E. “Map" — Neither Spring nor Oeda Teaches or Suggests Mapping Between

Devices Connected to the First Transport Medium and the Storage Devices

1. “Map" — Includes a Representation of the Devices on the First

Transport Medium and the Storage Devices
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Attorney Docket No. 90/007,124
CROSS1121-15 Customer ID: 44654

2. Neither Spring nor Oeda Teaches or Suggests a Map

F. “Access Controls" — Neither Spring nor Oeda Teaches or Suggests

Implementing Access Controls I

1. Implementing Access Controls

2. Spring Does Not Implement Access Controls

3. Oeda Does Not Teach or Suggest Access Controls

4. The Ethernet Based Configuration of Oeda Does Not Teach or

Suggest Any Form of Access Controls for Remote Storage

G. The Combination of Oeda and Spring Does Not Teach or Suggest the

Present Invention

H. The Jibbe Reference Does Not Address the Deficiencies of Spring and

Oeda

H. The Cummings Reference Does Not Address the Deficiencies of Spring

and Oeda

J. Summary: There is No Prima Facie Case of Obviousness

II. Conclusion
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Attorney Docket No. 90/007,124
CROSS1121-15 - Customer ID: 44654

I. Rejections Under 35 U.S.C. §103

A. Introduction

Claims 1-8 of the ‘753 Patent are variously rejected under 35 U.S.C. §103(a) as being

unpatentable over United Kingdom Patent Application Publication No. UK GB 2297636

(“Spring") in view of United States Patent No. (5,634,111) (“Oeda”), United States Patent No.

5,345,565 (“Jibbe"), and further in view of Cummings.

In order to establish a prima facie case ofobviousness, the Examiner must show: that

the prior art references teach or suggest all of the claim limitations; that there is some

suggestion or motivation in the references (or within the knowledge of one of ordinary skill in

the art) to modify or combine the references; and that there is a reasonable expectation of

success. M.P.E.P. 2142, 2143; In re Vaeck, 947 F.2d 488, 20 U.S.P.Q.2d 1438 (Fed. Cir.

1991). As detailed more fully below, Applicants respectfully submit that independent Claim 1

and independent Claim 4 of the ‘753 Patent are not rendered obvious by Spring, Oeda or

Cummings as the references do not teach or suggest all of the claim limitations. More

particularly, the references do not teach or suggest, neither individually or in combination: i)

providing virtual local storage on remote storage devices and allowing access from devices

connected to a first transport medium to the remote storage using native low" level block

protocols (NLLBP) in conjunction with; ii) mapping between devices connected to the first

transport medium and the storage devices; and in conjunction with iii) implementing access

controls. None of the prior art, alone or in combination, teaches or suggests all of these
claimed elements.

B. Background of the Invention

The ‘753 Patent is directed to an efficient storage router and method of routing data

over a network from devices (e.g., host computers) on one side of the storage router to remote

storage devices on the other side of the storage router using low level, block storage protocols

or NLLBPs. Even though the storage devices are located remotely over the network from the

host computers, the storage devices are virtualized so as to appear to the host computer as

|oca||y—attached storage devices. The invention of the ‘753 Patent further provides the security

feature of providing access controls in order to control which storage devices (or portions

thereof) any particular host computer can access; this access controls feature is implemented
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Attorney Docket No. . A 90/007,124
CROSS1121-15 . Customer ID: 44654

by mapping host devices to the remote storage devices to which a host device has access. By

allowing a host device access only to those virtualized storage devices (or portions of storage

devices) to which it is mapped, the invention of the ‘753 Patent can prevent unauthorized or

unintended access by that host device to other remote storage devices in the network. Thus,

the present invention provides a networked storage solution that connects hosts to remotely

attached storage devices that app_ea_r locally attached. provides the security feature of

controlling access to the remote storage devices using a map, and allows the host computers to

access the remote storage devices over the network at the speeds and efficiencies facilitated

by the use of NLLBPs. _

As shown in the examples discussed in the Spring and Oeda prior art (discussed more

fully below), prior to the present invention, host computers would access storage devices either

i) locally via a parallel bus such as a SCSI bus or ii) remotely over a network using network

protocols. However, both of these prior art systems had limitations that the invention of the ‘035

Patent overcomes. For storage systems with locally attached storage devices attached via

SCSI buses, a SCSI-to-SCSI routing device provided access between host computerson one

side of the SCSl—SCSl routing device to local storage on the other side of the SCSI-SCSI

routing device. Because a SCSI bus was used on each side of the SCSI-to-SCSI routing

device, a computer could access a storage device using a NLLBP, which facilitates the

obtaining of information from the storage device in a fast and efficient manner (i.e., without the

overhead associated with typical network file servers). However, a SCSI bus is a complicated

set of parallel wires that cannot carry data a very long distance. This limitation is illustrated in

Graphic 1 below. Note that color copies of Graphics 1-5 are attached in Exhibit A for the
convenience of the Examiner.
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CROSS1121-15 Customer ID: 44654

and Can Not Carry Information very Far

, @w 68 Wires

‘ ’scsI Bus
25 Meter Maximum

Thus, a major shortcoming of any such SCS|—to—SCS| routing device or method was that

the storage devices must typically be within approximately 25 meters of the host computer that

needs to have access to the storage devices. Indeed, due to the costs associated with these

complicated SCSI buses, most SCSI buses were significantly shorter (typically less than 12

meters) in actual installations. As the ‘753 Patent states “typical storage transport mediums

provide for a relatively small number of devices to be attached over relatively short distances.”_

See, ‘753 Patent, col. 1, lines 19-21.

Modern computer storage systems, however, need networks connecting multiple

computers to each other and to remote storage locations that are significantly distant from the"

host computers that access the remote storage. As discussed above, this is not possible with a

SCSI bus because of the distance limitation of the SCSI bus. In typical prior art systems

(including those of Spring and Oeda as will be discussed below), to overcome the inability of a

SCSI-to-SCSI system‘ to provide remote storage (as discussed an NLLBP cannot be sent a long

distance over a SCSI bus), workstations were connected to a network server using a distance-

Oracle Ex. 1025, pg. 487



Oracle Ex. 1025, pg. 488

Attorney Docket No. . 90/007,124
CROSS1121-15 Customer ID: 44654

capable network transport medium and a network protocol such as Ethernet. Se-e,"753 Patent

Background, col. 1, lines 43-53. A problem with this prior art solution was that the network

server creates a bottleneck which slows down remote access because, at least in part, the

computer or workstation needs to create something called a "network protocol" to send the data

over the distance-capable transport medium. The problem with this prior art method for

transmitting a storage NLLBP over a network to a remote storage device is that it takes the

computer time to create a network protocol and it takes the‘ server time to re-construct a native

low level block protocol from that network protocol. Thus, the introduction of a network server

into the system creates a bottleneck which slows down access to remote storage devices.

Graphic 2, shown below, depicts one aspect of that bottleneck with the large balls intended to

depict network protocols and the smaller balls intended to depict native low level block

protocols. Although Graphic 2 only graphically depicts the problems in one direction (from the

host computer through the server to the remote storage devices), the problems exist going both

directions. In other words, the same type of bottleneck occurs in reverse when the data returns

to the computer from the remote storage device through the sewer.

_..,.,,,,, _r__ ,_,mm,:...,__. . .. ....... ,4, ....c_.....,_,,,,.,:.,,...._.,...,..

"/5; Server Eréé’té'{5'i§8Etié}ié¢k which "§'i';§Jgs iS$wn'
Remote Access

Network ;
Server

 
Graghic 2
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As shown in Graphic 2, for prior art systems that provided hosts access to remote

storage, a workstation first had to translate requests into higherlevel network protocols in order

to communicate with the network server, and the network server would then translate the

requests into low level requests (e.g., NLLBPs) for transmitting to the storage device(s). It

takes a computer a long time to create a network protocol. Graphic 3, shown below, describes

in general terms steps involved when a computer needs to access remote storage through a

sewer, and has to create a network protocol to achieve that access. Similar steps occur when

the computer wants to write data to the remote storage device.

1 “It Takes a Computerlatolng Time.
to Create a Network Protocol

Network Protocol

buflds Network creates Network
_ Requm (NR), Internet Protocol (NP)

is on local "Read Protocol (W), to server
storage or l!ud9et_12' . ' which identifies
remote storage , yrhat comp uter

and identifies
remote location

As illustrated in Graphic 4 below, the process the server goes through to build a NLLBP

from a network protocol is also complex and time consuming. Graphic 4 describes in general

terms steps involved in building a_native low level block protocol from a network protocol. The

native low level block protocol is then used to access a local storage device. The return of the

data from the remote storage device to the host computer also involves the same complex

steps. On the return path, the server needs to build a network protocol from the NLLBP it

receives from the storage device. In addition, the computer needs to process that the network

protocol to get the information by essentially repeating the steps shown in Graphic 3 above in
reverse.
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Thus, prior to the present invention, those wishing to implement centralized storage at a

remote location for networked devices were typically forced to use a relatively slow network

server solution that required the use of higher level network protocols. These prior art systems

did not provide remote storage that could be accessed at the speeds achieved by using an

NLLBP from the hosts to the storage devices.

The present invention overcomes the deficiencies of these prior art systems allowing

hosts to access remote storage devices at significantly distant, remote locations using a

NLLBP. The use of the Fibre Channel protocol, for example, allows storage devices to be

located in excess of 10 kilometers away from the workstations using a serial transport medium

as opposed to the parallel transport medium of a SCSI bus. However, unlike an Ethernet file

server system, a storage router connected using a Fibre Channel transport medium can allow

access from the host computer to the remote storage devices using NLLBPs without having to

i create higher level network protocols. Because Fibre Channel supports the use of NLLBPs, the

hosts can access the remote storage devices at greater speeds than can be achieved using

higher-level network protocols. The present invention thus routes NLLBPs to the remote

storage devices without involving a network server that requirestthe use of higher—|eve| network

protocols. This allows remote storage, but does away with the time consuming and complex
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steps of creating and processing higher-level network protocols at a server. Consequently,

both distance and speed can be achieved, without sacrificing one for the other as required by

prior art solutions.

In addition to providing the ability to locate host computers remotely at significant

distances from storage devices, modern storage systems need to provide security between the

host computers and the remote storage. in addition, since the host computers are remotely

located physically from the storage devices, it is advantageous to provide this security in a

centralized manner. In other words, it is desirable to provide a centralized control mechanism

that controls each host computer’s access so that each host can only access particular remote

storage devices (or portions thereof). In prior art systems, the ability to provide such a security

mechanism in a networked system connecting hosts to remote storage devices using NLLBPs

without simply did not exist.

In addition to providing hosts access toremote storage devices over a network using

NLLBPs, the invention of the ‘753 Patent provides such a security feature. The invention of the

‘753 Patent contains a map that maps the host computers to the remote storage devices by

associating each host computer with some or all of the remote storage devices on the other

side of the storage router. The invention of the ‘753 Patent implements access controls by

using the map to allow each host access to only the specific storage to which the host is

mapped. In this manner,vthe invention of the ‘753 Patent implements access controls to limit

each computer’s access to a specific subset of storage devices or sections of a storage device

on the other side of the storage router. Put another way, the access controls provide the

capability to permit or deny each computer access to a particular storage device, a set of

storage devices or portions of a single storage device or devices (or any combination thereof).

By assigning storage devices or portions thereof to particular computer workstations, the

present invention prevents each computer workstations from ovenivriting or modifying data in

storage assigned to another computer workstation. ' This access controls feature is illustrated

below in Graphic 5.
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Graphic 5

For the example of Graphic 5, host computer A is mapped to remote storage device 1,

host computer B is mapped to remote storage device B and both A and B are mapped to

remote storage device 3. Using this map, the invention of the ‘753 implements access controls

by allowing host computer A to access either remote storage device 1 or 3 (e.g., allow host

computer A to read or write data to or from storage devices 1 or 3) and by preventing host

‘computer A from accessing remote storage device 2 (e.g., only allowing host computer B to
read or write data to storage device 2 in the example of Graphic 5). By mapping between host

_ devices and storage devices (or portions thereof), the invention of the ‘753 Patent can ensure

that requests from host computer A are only directed to the storage devices that are assigned

to computer A. This allows the security feature of access controls to be implemented while still

allowing the host computers to access the storage devices using an NLLBP.

In summary, the invention of the ‘753 Patent provides a networked storage solution that

combines the ability to allow access from host computers to remote storage devices using
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NLLBPs with the ability to control access between host computers and the remote storage

devices. Thus, the invention of the ‘753 Patent provides the advantages of 1) remote storage

devices that appear to the host as locally attached, but that actually reside at remote distances

from the host computers, 2) access to these remote storage devices at the speed and

efficiency associated with using NLLBPs, and 3) data security by controlling the access of each

host to the remote storage. None of the prior art cited by the Examiner, alone or in

combination, teaches or suggests a system that provides access from host computers (or other

device connected to the first transport medium) togremote storage devices using an NLLBP,

while implementing access controls in accordance with a map.

C. Overview of Claim 4

The Examiner rejected independent Claim 4 as being unpatentable over Spring in view

of Oeda. Applicants will focus on Claim 4 in discussing how the present invention differs from

the cited art.

Claim 4 recites:

A method for providing, through a storage router, virtual
local storage on remote SCSI storage devices to Fibre Channel
devices, comprising:

interfacing with a Fibre Channel transport medium;
interfacing with a SCSI bus transport medium;
maintaining a configuration for SCSI storage devices

connected to the SCSI bus transport medium that maps between
Fibre Channel devices and the SCSI storage devices and th_at
implements access controls for storage space on the SCSI
storage devices; and

allowing access from Fibre Channel initiator devices to
SCSI storage devices using native low level, block grotocol in
accordance with the configuration. [Emphasis Added]

Claim 4 includes "providing virtual local storage on Lemale SCSI storage devices”,

maintaining a configuration that maps between Fibre Channel Devices and the SCSI storage

devices and that implements access controls tor storage space on the SCSI storage devices"

and “allowing access from Fibre Channel initiator devices to SCSI storage devices using native

low level, block protocol.” Claim 1 similarly includes mapping between Fibre Channel devices

(e.g., workstations) and the virtual local storage and that the virtual storage and fibre channel

device are remote. The present invention as recited in Claim 4 thus enables computers to
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access rtflgtgstorage devices without the overhead of high level protocols and tile systems

typically required by network servers (i.e., using NLLBP) ‘while providing the security measure of
access controls.

As will be discussed more fully below, the systems of Spring and Oeda, in contrast to

the invention of the ‘753 Patent, either do not provide remote access to storage devices or, for

embodiments of those systems that may be able to provide remote access to storage devices,

require the use of higher level network protocols (and therefore cannot allow access to the

remote storage devices using NLLBPs). Thus, these references suffer the shortcomings of

exactly the type of prior art the present invention was designed to overcome in that they are

either limited in distance or require time consuming translations between higher level network

protocols and NLLBPs. Moreover, as will also be discussed more fully below, Spring and Oeda

fail to disclose mapping and access controls as discussed below.

D. “Remote Storage Devices” and “Allowing Access . . . Using NLLBPs” - Neither

Spring nor Oeda Teaches or Suggests the Limitations of Remote Storage Devices and

Allowing Access to the Remote Storage Devices Using NLLBP

Examiner Fleming relies on Spring as showing virtual local storage on a remote storage

device and both Spring and Oeda as showing the ability to allow access from devices

connected to a first transport medium to a remote storage device using NLLBP. Applicants

respectfully submit, however, both Spring and Oeda exhibit the shortcomings of the prior art

solutions that the present invention specifically overcomes. Namely, the solutions in both

Spring and Oeda require a choice between local (not remote) storage that can be accessed

using a NLLBP or using slower high level network protocols to access remote storage (can’t

allow access using NLLBP); neither Spring or Oeda provides a solution that allows access to

remote storage devices using NLLBP.

1. “Remote” Requires at _Least One Serial Transport Medium

Claim 4, as discussed above, provides virtual local storage on remote storage devices.

A “remote storage device” is a storage device that is connected indirectly using at least one

serial network transport medium to allow for storage devices to be significantly remote from the

host computers. This definition is supported by both the Specification of the ‘753 Patent and by
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the claim construction recommended by the Special Master in currently stayed Crossroads v.

Dot Hill Systems Corporation, Western District of Texas, Civil Action No. A-03-CA-754-88 (the

“Dot Hill Litigation”).

As described above, prior art solutions that allowed access from hosts to storage

devices using a NLLBP used SCSI-to-SCSI routing devices. In this case, both data transport

media sere limited distance parallel buses (SCSI is a parallel, distance-limited bus). The

present invention overcomes the deficiencies of these prior art systems allowing hosts to

access centralized, remote storage devices at “significantly remote positions” using a NLLBP.

See, ‘753 Patent, col. 2, lines 25-31. The use of the Fibre Channel protocol (a serial protocol)

allows the remote storage devices to be located at distances up to and “even in excess of 10

kilometers” from the workstations. See, ‘753 Patent, col. 2, lines 29-31. The claimed invention

of the ‘753 Patent provides the “ability to centralize local storage for networked workstation

without any cost in speed or overhead” so that each workstation can have access to “its virtual

local storage as if it were locally connected” despite potentially being at a great distance from

the storage devices. See, ‘753 Patent col. 2, lines 27-29. In the invention of the ‘753 Patent,

networked hosts are thus connected to storage devices over at least one significant distance-

capable link, such as Fibre Channel.

As the Fibre Channel example just presented, and the other examples provided in the

‘753 Patent illustrate, the ability to have remote storage devices is achieved through the use of

at least one serial transport medium between the workstations and the storage devices. It is

the serial interconnect that allows for attachment over large distances and, hence, the ability to

provide remote storage. See, ‘753 Patent, col. 1, lines 25-32. Even in the SCSI initiator to

SCSI target configuration discussed in the ‘753 Patent, there is a third Fibre Channel transport

medium (i.e., a serial transport medium) between the two storage routers to extend the distance

between the workstations and, storage devices to provide the capability for having remote

storage. See, ‘753 Patent col. 6, lines 19-31 .1 The serial transport medium is necessary for

remote storage because parallel SCSI buses alone are severely limitedin distance and cannot

provide connectivity to remote storage devices in the manner of the present invention.

1 In this unclaimed configuration, there are two “back to back" FC-SCSI routers. Workstations are
connected to the first router by a SCSI bus and storage devices are connected to the second router by
a SCSI bus. The two routers are connected by a Fibre Channel transport medium.
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The definition of “remote” as requiring at least one serial transport medium is further

supported by the fact that in the on—going Crossroads v. Dot Hill Systems Corporation, Western

District of Texas, Civil Action No. A-03-CA-754-SS litigation (the “Dot Hill Litigation"), Special

Master Bayer recommended to the Court that “remote” be construed to mean “indirectly

connected through at least one serial network transport medium” (emphasis added). The

pertinent portions of the Report and Recommendation of the Special Master Regarding United

States Patent Nos. 5 941 972 and 6 425 035 B2 (the “Report") are attached hereto as Exhibit

B. Special Master Bayer was commissioned by the Court in the Dot Hill Litigation to conduct a

 

Markman hearing and provide recommendations to the Court as to how the claims of United

States Patent No. 6,425,035 B2 (the “’035 Patent”) should be interpreted. Special Master

Bayer filed his recommendations in the Report after reviewing the initial Markman briefs

submitted by both Dot Hill and Crossroads, conducting a Markman hearing (on August 30,

2004), and reviewing post-Markman briefs and reply briefs. After careful review and analysis,

Special Master Bayer concluded that “remote” meant “indirectly connected through at least one

_ serial network transport medium". Thus, at least one of the transport mediums (either the one

connecting workstations to the storage router or the one connecting the storage router to the

storage devices) recited in independent Claim 4 must be serial (e.g., cannot be parallel SCSI).

Indeed, one of the transport mediums of the ‘T53 Patent is Fibre Channel. This definition of

“remote” is consistent with the idea that the invention of the ‘753 Patent allows for the storage

devices to be at “significantly remote positions" of up to and “even in excess of 10 kilometers"

from the hosts accessing those storage devices. The at least one serial connection allows for

networked workstations to connect to storage remotely, while a parallel SCSI connection simply

» cannot.

2. Spring’s SCSI-to-SCSI System Does Not Provide Remote Storage Devices

The system of Spring does not provide virtual local storage on1storage devices.

Instead, Spring teaches a system in which a server emulates local drives as local SCSI

removable drives to a set of workstations. See, Spring, page 3, lines 1-5. Workstations access

the emulated SCSI removable drives as if they were locally attached removable SCSI drives.

See, Spring, page 10, lines 1-3. Because the drives appear as removable drives, the SCSI

dismount command can be used to free media for use by other workstations. See, Spring,

page 10, lines 16-25. As an example, in the context of a workgroup that works on large files,
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such as graphics, this allows one user to mount the virtual drive containing a particular image at

the user’s workstation, work on the image, save the image, and then dismount the virtual

media. Another user can then mount virtual media and edit the media. This obviates the need

to share physical media such as CD’s or tapes while coordinating operations between various

workstations.

The invention of Spring is illustrated in FIGURE 1 of Spring, reproduced below.

 

' ' . - k 17
22 .

j 23 - . ~ ‘

USER2 "“TE"‘:"-°'5DRIVE
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FIGURE 1 of Spring
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As shown, the hosts 16 connect via a parallel SCSI bus to server 20 which is further

connected to storage devices 21 -25. It is clear from the Specification of Spring that the

physical drives to which the data is written and from which the data is read are connected using

a direct connection, specifically SCSI. Spring repeatedly mentions that the disk drives are

implemented in accordance with the RAID 5 configuration. See e.g., Spring, page 6, lines 1-4,

and page 10, lines 1-5. In 1995, the year of Spring’s filing, RAID 5 systems predominately if not

exclusively used SCSI drives? More significantly, Spring stresses that the differences between

the emulated drives and physical drives are that the emulated SCSI drives are smaller than the

physical drives and the emulated SCSI drives appear as removable while the physical drives

are fixed drives. See, Spring, page 8, lines 18-23. Spring does not differentiate the SCSI

emulated drives from the physical drives based on protocol and provides no ability to convert

between storage protocols. Furthermore, this passage‘ indicates that the physical drives are

physically fixed and remain permanently in place. Id. Accordingly, Examiner Fleming stated

that the system of Spring provides access from the USERS (i.e., host computers) through the

server and to the disk drives using SCSI. See, May 24 Office Action, page 7 (“SCSI . . . is used

from the USER to the storage router to the disc drives”). -

The Spring SCSI-to-SCSI system, such as that shown in FIGURE 1 of Spring, does not

use at least one serial data transport medium and does not provide the capability to locate

storage devices at significant distances from the workstations. There is simply no distance-

capable storage link in the system of Spring as Spring relies on distance-limited SCSI

interfaces. Indeed, Spring recognizes the inability of SCSI interfaces to‘ provide a distance-

capable link stating “a large number of workstations may be provided relatively close to server

20, in which case conventional SCSI interfaces may be employed." See, Spring, page 7, lines

_ 10-12 (emphasis added). Thus, the SCSI-to-SCSI system of Spring does not provide virtual

local storage on “remote storage devices” as it lacks at least one distance—capable serial

transport medium.

3. Spring’s Ethernet-to-SCSI System Does Not Allow Access using NLLBP

While the Spring SCSI-to-SCSI system of FIGURE 1 does not provide for remote

storage devices and cannot allow for significant physical distance between the hosts and

2 Similar to SCSI, other existing drive connections such as ATA and IDE were severely limited in distance.
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storage devices, Spring does provide some insight as to how “remote” or physically distant

storage devices could be incorporated into the Spring system. While acknowledging that I

parallel SCSI interfaces have “limited” range, Spring states that in order to create less limited

distance separation from hosts to storage devices “in alternative embodiments it may be

necessary to provide alternative connections, possibly via coaxial cables, so as to increase the

distance between the server and the workstations”. See Spring, page 7, lines 3-7. Spring goes

on to state that . . in alternative arrangements, workstations may be distributed quite widely

through a building, requiring more robust connection between the processor and server 20. It is

envisaged that connections of this type should allow the workstation to be displaced from the I

server by distances in excess of 100 meters, having characteristics similar to high speed

Ethernet links." See Id. at page 7, lines 12-17. As will be explained more fully below, this

alternative embodiment to allow “remote” storage devices in Spring does not meet the claim

limitation of “allowing access” between hosts and storage devices “using NLLBPs”.

Independent Claim 4 of the ‘753 Patent not only recites that the storage devices are
“remote”, but also that access is allowed “from Fibre Channel initiator devices to SCSI storage

devices using native low level, block protocol.” Thus, the host computers connected to the first

transport medium must be able to access the remote storage devices using a NLLBP. This

A ability to allow access from host computers to storage devices using a NLLBP, as recited in

. Claim 4, requires allowing access between the host and storage device(s) using a protocol (i.e.,

a set of rules) that does not involve the overhead of high level protocols and file systems

typically required by network servers, as supported in the ‘753 Patent Specification and prior

litigation interpreting this claim term.

As discussed above, in systems prior to the present invention, when making a request

to storage through a network server to allow access between workstations and remote storage

_d_e_\/jg, a workstation first had to translate the requests from its file system protocols to higher

level network protocols in order to communicate with the network server, and the network

server would then translate them into low level requests to the storage device(s). In contrast,

as described in the ‘753 Patent, allowing a host to access storage devices using a NLLBP

provides a mechanism by which communication between the host and the storage devices can

be accomplished faster because there is no need to translate from a network protocol to a

NLLBP. See ‘753 Patent Specification, col. 1, lines 43-56, col. 2, lines 9-12 and 21-24, col. 3,

lines 14-25 and col. 4, lines 17-25 (distinguishing an NLLBP from higher-level protocols by

contrasting the invention of the ‘753 Patent (allowing access using NLLBP) to prior art solutions
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(which allowed access using network protocols requiring translation to NLLBP)). Further, in

Crossroads v. Chaparral Network Storage, Inc., Western District of Texas, Civil Action No. A-

00-CA-217-SS (the “Chaparral Litigation”) and Crossroads Systems (Texas), Inc., v. Pathlight

Technology, Inc., Western District of Texas, Civil Action No. A—00CA—248—JN, the Federal

District Court issued a Joint Markman Order (the “Markman Order”) interpreting “NLLBP” for the

purposes of United States Patent No. 5,941,972 (the “’972 Patent”, the parent to the ‘O35

Patent) as follows: “a set of rules or standards that enable computers to exchange information

and do not involve the overhead of high level protocols and file systems typically required by

network servers.” A copy of the Markman Order is attached hereto as Exhibit C. This

. construction and the validity of the ‘972 Patent was upheld by the Federal Circuit. A copy of the

Federal Circuit decision affirming the decision of the lower court is attached hereto as Exhibit D.

Thus, based on both the Specification of the ‘753 Patent and the Markman Order, an NLLBP is

a protocol that enables the exchange of information without the overhead of high-level protocols

and file systems typically required by network servers.

As claimed in the ‘753 Patent, allowing access from host devices to storage devices is

done using NLLBPs. Using the example of a first transport medium of Fibre Channel (“FC”)

and second transport medium of SCSI, a FC workstation can communicate SCSI commands to

a storage device using the FC protocol through the storage router. In this case, the storage

router receives the FC-encapsulated SCSI commands on the FC transport medium, removes

the FC encapsulation and forwards the SCSI commands to the storage devices on the SCSI

data transport medium (provided the FC workstation is allowed to have such access as will be

discussed more fully below). There is no translation of the commands from a higher level

network" protocol to a native, low level protocol. In other words, the storage router is not

required to translate from a high level command (e.g., a file system command or function call

with arguments) into a SCSI command. Rather, the storage router strips the FC layer off of the

existing SCSI command and forwards the SCSI command to the storage device. Thus, when

the FC host workstation is allowed to have access to the SCSI storage device, that access is

accomplished using NLLBPs.

Thus, as recited in Claim 4, to “allowing access from Fibre Channel initiator devices to

SCSI storage devices using native low level, block protocol” requires allowing access from host

computers to remote storage devices using NLLBP. Thus, due to the “remote” limitation, Claim

4 requires that at least one transport medium be a serial transport medium and due to the

“NLLBP” limitation, the host computers must be allowed access to the remote storage devices
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using a protocol that does not involve the higher level overhead typically associated with

network servers. Spring simply does not teach or suggest any system that will allow hosts to

access remote storage devices using NLLBP.

As discussed above, Spring does provide an alternative embodiment to its SCSl-to-

SCSI embodiment of FIGURE 1 that can allow for hosts to be separated from storage devices

by distances in excess of 100 meters. See, Spring, page 7, lines 3-17. (". . . in alternative

arrangements, workstations may be distributed quite widely through a building, requiring more

robust connection between the processor and server 20. It is envisaged that connections of

this type should allow the workstation to be displaced from the server by distances in excess of

100 meters, having characteristics similar to high speed Ethernet links’’). The use of coaxial

cable for Ethernet networks was common in 1995 (e.g., 10Base-2 and 10Base-5 Ethernet),

however, these Ethernet networks required the use of high-level protocols to transmit

information between a workstation and a network server. in Ethernet-to-SCSI systems such as

that suggested in Spring, a workstation would first translate the request from its file system

protocol to a “network protocol" (i.e., Ethernet protocol) and send the request to a network

server. The network server would then translate the network protocol to a native low level

protocol (i.e., SCSI) and send the low level request to the attached storage device. The

problem with this type of system is exactly the problem that the ‘753 Patent described in the

Background of the Invention and was designed to overcome. Namely, this type of system

creates a bottleneck that slows down the access from the hosts to the remote storage devices.

Because, NLLBPs cannot be sent over long distances using a SCSI bus, the workstation must

create a network protocol to send requests over the Ethernet transport medium. it takes the

workstation a long time to create a network protocol and takes the server time to translate the

information sent according to the network protocol into a NLLBP (and visa versa when sending

the information back from the storage device to the host). In such a system, data access times

from the workstation to the devices are increased. A

While Spring provides no guidance as to how the emulated removable SCSI drives

would be accessed via Ethernet in the suggested alternative embodiment, at the time of Spring,

. one of ordinary skill in the art would have understood that access to remote storage via

Ethernet required the use of a higher level network protocol and there no teaching or

suggestion in Spring otherwise. Thus, it would be understood that the workstations of Spring

use a higher level network protocol (e.g., an Ethernet file server protocol) that is then translated

by the network server into a NLLBP before access to remote storage devices can be achieved.
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The system of Spring is exactly the type of system that the present invention was designed to

overcome because the system of Spring ggg involve the overhead of high level protocols

typically required by network servers and d_o§ require a translation of a network protocol into

SCSI commands at the network server when allowing workstations to make requests to and

from storage devices. Therefore, Spring does not teach or suggest the limitation of “allowing

access from Fibre Channel initiator devices to SCSI storage devices using native low level,

block Qrotoco .” (emphasis added).

4. Similarly, Oeda Fails to Provide Remote Storage Devices and Allowing Access

to the Remote Storage Devices Using NLLBP

Like Spring, Oeda discloses a SCSl—to—SCSl system of connecting a host computer to a

storage device(s). See Oeda, FIGURES 1-5. FIGURE 4, illustrative of the Oeda system, is

reproduced below.

1A 1B

 SCSIlD==7 SCSllD=6

  
 SCS|lD==1*-3

41 scsuo#1

42 scsuo=2 
 u

FOR HOST ‘IB

SHAFIED READ

  

  
43 scsno_.=s

 
 

DISKCONTROLLER
FIGURE 4 of Oeda

Oracle Ex. 1025, pg. 502



Oracle Ex. 1025, pg. 503

Attorney Docket No. 90/007,124
CROSS1 121-15‘ Customer ID: 44654

24

Using the Example of FIGURE 4 of Oeda, a SCSI magnetic disk storage device 3

(including disk controller 5 and drive unit 4) is connected to two host computers through SCSI

bus 2. Thus, hosts communicate to storage devices in this Oeda system using only parallel

SCSI; there is no serial transport medium between the hosts and the disk storage device.

Consequently, for the reasons discussed above regarding Spring, the Oeda storage device 3 of

FIGURE 4 is not1from the host computers as recited in Claim 4 of the ‘753 Patent.

Like Spring, Oeda also provides an alternative embodiment that has the capability to

provide hosts access to remote storage as shown in FIGURE 6 of Oeda reproduced below.

Like Spring, this Oeda embodiment also fails to allow access to remote storage devices using

NLLBP.

 
 
 

 

IP ADDRE8S==1003

- V . IP ADDRESS_=3004

FIGURE 6 of Oeda

In FIGURE 6 of Oeda, Oeda replaces the SCSI bus 2 of FIGURE 4.with an Ethernet

1 connection 22 and inserts into the system a network file server 19. See, Oeda, col. 9, lines 48-

67 'and FIGURE 6. As this embodiment of Oeda points out, access to remote storage devices

required the use of higher-level network protocols and is not done using NLLBP. There is no

teaching or suggestion in Oeda to the contrary. In fact, Oeda recognizes that a translation from

the network protocol to a NLLBP must occur stating “host computer 1B must accept and deliver
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commands and data in which the differences of communication protocols for the SCSI bus 21

and Ethernet are considered.” See, Oeda, col. 9, lines 47-60 (describing replacing the SCSI

bus of FIGURE 5 with a network such as Ethernet). Further in conjunction with FIGURE 6,

Oeda describes that while this embodiment allows the storage device to be shared among

hosts using different operating systems and network protocols, it still requires the use of high-

level network protocols between the host computers and file server (e.g., the network protocols

used by UNIX, MS—DOS and the general purpose computer to communicate via Ethernet).

See, Oeda, col. 10, lines 22-68.

Again, these Ethernet-based systems of Oeda are precisely the types of systems that

the present invention was designed to overcome because they Q involve the overhead of high

level network protocols typically required by network servers and they d_o require a translation

' of a network protocol into SCSI commands at the network server when allowing workstations to

make requests to and from storage devices. Thus, similar to Spring, Oeda simply does not

teach or suggest the limitation of “allowing access from Fibre Channel initiator devices to SCSI

storage devices using native low level, block grotoco .” (emphasis added).

5. Summary — Allowing Access to Remote Storage Devices Using NLLBP

Neither Oeda or Spring, alone or in combination, teach or suggest allowing access from

host devices to remote storage devices using NLLBPs. Spring teaches a SCS|—to—SCS| system

in which workstations are connected to a network server via a SCSI bus. Spring does not

disclose in this embodiment any distance capable serial transport medium, but simply the

Iimiteddistance, parallel SCSI transport medium. Consequently, the SCS|—to—SCS| system of

Spring does not allow access to “remote” storage devices as recited in Claim 4. In order to

provide the ability to access remote storage devices, Spring introduces Ethernet connectivity

(replacing the SCSI bus between the workstations and the server with an Ethernet connection)

and higher—level network protocols. Because this Ethernet-to-SCSI embodiment of Spring

requires the use of higher—level network protocoIs_it does not allow “access from Fibre Channel

I initiator devices to SCSI storage devices using native low level, block protocol” as recited in
Cwm4

Similarly, Oeda teaches a SCSI based system and an Ethernet based system that suffer

the same deficiencies as the systems of Spring. In the SCSI based system of Oeda, the

storage device is also not indirectly connected to the host computer by at least one serial

transport medium. Consequently, the magnetic storage device is not “remote” from the host
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computers. The Ethernet based systems of Oeda require the use of higher-level network

protocols and, as in Spring, do not allow “access from Fibre Channel initiator devices to SCSI

storage devices using native low level, block protocol.”

Thus, in Spring and Oeda, the storage devices are not remote and access to them from

the host is not provided using NLLBPs. Rather, the storage devices are connected using

limited distance parallel SCSI buses. In order to provide access to aistorage device, a

higher level network protocol must be introduced. That is, in order to allow the storage devices

to become remote in Spring and Oeda, access is no longer provided from the workstations to

the storage devices using a NLLBP.3 Applicants therefore respectfully submit that Spring and

Oeda do not teach or suggest providing “virtual local storage on remote SCSI storage devices"

and providing access “from Fibre Channel initiator devices to SCSI storage devices using native

low level, block protocol” as recited in independent Claim 4. As the cited references, alone or in

combination, do not teach or suggest this feature of the present invention, Applicants

respectfully request allowance of Claim 4. Moreover, as will be discussed more fully below,

these references certainly do not teach or suggest allowing access to remote storage devices in

conjunction with mapping and access controls as claimed in the ‘753 Patent.

E. "Map” — Neither Spring nor Oeda Teaches or Suggests Mapping Between Devices

Connected to the First Transport Medium and the Storage Devices

1. A Map Includes a Representation of the Devices on the First Transport Medium

and the Storage Devices

Claim 4 recites maintaining a configuration.that “maps between Fibre channel devise

and the SCSI storage devices” and Claim 1 recites "mapping to virtual local storage such that a

fibre channel device remote from the virtual storage can communicate data to and from the

virtual storage.” Mapping between Fibre Channel devices and SCSI storage devices in the

present application refers to a mapping between the workstations/host computers and storage

devices such that a particular workstation/host computer on the first transport medium is

associated with a storage device, storage devices or portion thereof on thesecond transport

medium. As discussed in the ‘753 Patent Specification, the mapping provides a correlation

3 Jibbe, a reference directed to a SCSI interface, simply does not address the issue of remote storage
devices or allowing access to these remote storage devices using NLLBPs.
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between devices on the first data transport medium and the storage devices through one or

more steps. See, ‘753 Patent, col. 2, lines 6-9, col. 2, lines 19-20, and col. 8, line 61-col. 9, line

5. In addition, the Federal District Court in the Chaparral and Pathlight Litigations defined the

term “map" in its Markman Order as follows: “to create a path from a devicehon one side of the

storage router to a device on the other side of the router, i.e., from a Fibre Channel device to a

SCSI device (or vice-versa). A mag contains a regresentation of devices on each side of the

storage router, so that when a device on one side of the storage router wants to communicate

to a device on the other side of the storage router, the storage router can connect the devices.”

See, Markman Order, Exhibit C, page 12 (emphasis added). Thus, the mapping of the ‘753

Patent associates the host device(s) on the first transport medium with storage devices on the

second transport medium to create a path between the host and the remote storage device (or

portion thereof). For example, the map can include mapping a host workstation identifier (e.g.,

address or other identifier) and a virtual representation of a storage device (e.g., a virtual LUN),

and potentially even further from the virtual representation of the storage device to a physical

representation of the storage device (e.g., a physical LUN).

2. Neither Spring nor Oeda Teaches or Suggests a Map

As an initial matter, Examiner Fleming recognizes that Spring does not map between

devices connected to the first transport medium and the storage devices as recited in Claim 4

(and likewise does not point to any place in Jibbe that teaches or suggests such a mapping).

See, May 24 Office Action, page 7 (Spring “does not set forth a mapping between the

workstations and the storage devices”). Instead, Examiner Fleming, attempts to rely on Oeda

to show mapping. See, May 24 Office Action, page 7 (“a mapping between workstations (in the

'form of HOSTS) and the assigned partitions (41-43) is clearly shown”). ‘Oeda, however, does

not teach mapping as recited in the ‘753 Patent because there is no “map" that contains a

representation of a device on one side of the storage router and a representation of a storage

device on the other side of the storage router so as to create a path to connect the device to the

storage device (e.g., to connect the fibre channel host device toa SCSI storage device).

There is no map in Oeda that includes a representation of devices on one side of the

disk controller and storage devices on the other side. Such a ‘map is not necessary or used in

Oeda, at least in part, because the Hosts are responsible for knowing which target SCSI IDs

they can request and the disk controller processes target SCSI IDs without regard to the host

that asserts the ID. Oeda discloses a host-based methodology to associate hosts with a

Oracle Ex. 1025, pg. 506



Oracle Ex. 1025, pg. 507

Attorney Docket No. 90/007,124
CROSS1121-15 Customer ID: 44654

28 .

storage partition and does not disclose a map between devices connected to the first transport

medium and the storage devices. -See Oeda, Col. 8, lines 9-13 (host computers are set by the

operating system). In Oeda, SCSI IDs for target devices are processed by a SCSI control

large—scale integrated circuit (“LSI”) as described in conjunction with FIGURE 7. The LSI

contains n comparators and ID registers, with each register containing a SCSI ID for a target

device. See Oeda, col. 5, lines 44-48. When a host computer requests a particular target, it

does so In the “selection phase” by marking "true" the data line among the eight data lines of

the SCSI bus which correspond to the SCSI ID number of the target. See id. at col. 5, lines 14-

22. Each comparator compares the ID number asserted during the selection phase (e.g., the

ID of the desired target) with the ID in the respective register and, if a match is made,

generates an ID coincidence signal. See id. at col. 5, lines 48-51. Using the example of

FIGURE 7, if a host asserts ID 1 on the SCSI bus, comparator 74 will compare the asserted ID

to the contents of register 71, comparator 75 will compare theasserted ID to the contents of
register 72 and comparator 76 will compare the asserted ID to the contents of register 73.

Because the asserted ID matches the contents of register 71, comparator 74 will generate an

ID coincidence signal, indicating that the host is requesting SCSI ID 1. The CPU will then

process the subsequent commands and data to read data from or writerdata to the appropriate

partition associated with SCSI ID 1 (e.g., partition 41). See, Oeda, col. 5, line 64 through col. 6,

line 13. This process is done without regard to the host that actually asserted the SCSI ID 1 in

the selection phase. Thus,'whenever LSI receives SCSI ID 1 in the selection phase, it

processes the corresponding command to read from or write to the appropriate partition

regardless of the host device that asserted SCSI ID 1.

The Examiner cites Oeda at Column 7 lines 53—Column 8, line 30 for the proposition that

Oeda shows a “map”, however, this reliance on Oeda is misplaced. In a multi-host

environment, such as that depicted in FIGURE 4 of Oeda (shown above), each host is set

beforehand by its operating system to only request specific SCSI lD’s. See Oeda, col. 8, lines

9-31. Put another way, the operating system sets each host to limit the target SCSI IDs that

host can select during the SCSI selection phase. In the example of Oeda, Host 1A is

configured by the operating system to request only SCSI ID 1 and SCSI ID 3 and Host 1B is

configured by the operating system to request only SCSI ID 2 and SCSI ID 3. See Oeda, col.

7, lines 57-65. Oeda states that it is the operating system of the computer system that sets the

host computers beforehand. See Oeda, col. 8, lines 9-13. After the OS sets the host computer

selection configuration, when a particular host selects a particular target ID, for example target

Oracle Ex. 1025, pg. 507



Oracle Ex. 1025, pg. 508

Attorney Docket No. 90/007,124
CROSS1121—15 Customer ID: 44654

29

ID 1, the LSI of the disk controller identifies the appropriate partition (e.g., partition 41) as

described in conjunction with the selection logic of FIGURE 7. Due to Oeda’s method for using

the operating system to set hosts, the disk controller does not have to (and does not) maphost

IDs to target SCSI IDs because only hosts configured to request target ID 1, will request ID 1 in

the selection phase. Indeed, Oeda fully admits that it does not need or use such a map, stating

“when disk controller 5 performs the exclusive control between an access from the host

computer 1A and an access from the host computer 1B, it need not consider the difference of

the device lD’s (here SCSI |D’s=7,6) of the respective host computers 1A and 1B, but it may

merely judge pertinent ones of the device lD’s (SCSI ID’s=1, 2 and 3) of the respective

partitions 41, 42, 43 selected by the host computer 1A and 1B.” Oeda, ‘col. 8, lines 20-30

(emphasis added). ‘

Thus, in the Oeda host-based system, the hosts know which target SCSI IDs to request

and therefore there is no need for a map at the disk controller that controlslwhether a particular

host is mapped to (and can therefore access) a particular storage device (or portion of a

storage device). In Oeda each host knows the storage device SCSI IDs it is permitted to

access and makes requests only to those storage device IDs. When the disk controller

receives a target SCSI ID from a host it directs commands and datayto the partition associated

with that requested target SCSI ID without regard to the host that made the request. In other

words, the disk_controI|er in Oeda does not consult any map to determine whether the host

should be connected to the requested target SCSI ID; rather, it the disk controller of Oeda

receives a request, it simply forwards it to the appropriate SCSI ID. There is simply ‘no teaching

or suggestion in Oeda that disk controller 5, or any other device in Oeda, maintain a “map” that

contains a representation of host devices on one side of the disk controller and representations

of storage devices on the other side of the disk controller as recited in the claims of the ‘753

Patent.

Thus, while Oeda does touch on the concept of setting host computer configuration by

the operating system (see, Oeda, col. 8, lines 9-13), it does not teach or suggest doing any

form of “mapping” as claimed in the ‘753 Patent. For example, setting the host configuration to

define which target SCSI IDs a host may request can be done by setting registers in the host’s

host bus adapter (“HBA"). This methodology entails setting flags in registers of the host HBA

indicating which SCSI bus lines the host can or cannot set as true. Thus, each host would

simply have a listing or set of flags that indicate which target SCSI IDs are available to that

host, but not a map as recited in the ‘753 Patent that represents that host device itself or the
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storage devices (i.e., Host 1A does not map itself to storage devices, but simply contains a list

or set of register settings indicating that the HBA can only assert true on the bus lines for target

SCSI ID 1 and SCSI ID 3). Neither the disk controller nor the individual hosts in Oeda are

operable to map between devices on the first transport medium and storage devices. Thus, the

host-based configuration method discussed by Oeda does not teach or suggest a map as

recited in the ‘753 Patent. ' 1

Furthermore, the mapping recited in Claim 4 of the ‘753 Patent is between host was

connected to the first transport medium and the storage devices that areEfrom the host

devices. As discussed above, Oeda achieves remoteness through the introduction of Ethernet‘

as discussed in conjunction with FIGURE 6 without the use of NLLBPs. In the Ethernet based

system of Oeda, portions of storage are assigned IP addresses based on the operating

system/network protocol that is allowed access that IP address and not the specific hosts" that

can access the storage. See, Oeda, col. 10, lines 14-22. Thus, for example, in FIGURE 6 of

Oeda, partition 213 is assigned IP address 5002, which is accessible by MS-DOS based

computers (i.e., any host computer that runs MS—DOS). In contrast to the invention claimed in

the ‘753 Patent, there is no map between hosts devicesand storage devices as the partitions of

Oeda's Ethernet system are simply “held in correspondence with OS’s and network protocols."

See, Oeda, col. 10, lines 24-27. Once again, the Oeda system controller (network file sewer 19

in FIGURE 6) does not contain a map with representations of particular host computers

associated with particular storage partitions, but rather Oedalsimply reviews the incoming

request to a partition, sees that the incoming request uses a network protocol compatible with

the IP address, and allows the request to go to the storage partition without regard to which

host sent the request. This is not, and Oeda therefore does not teach or suggest, a map

containing a representation of the host devices associated with a representation of the remote

storage devices as recited in the claims of the ‘753 Patent.

' F. “Access Controls” — Neither Spring nor Oeda Teaches or Suggests Implementing

Access Controls

1. Implementing Access Controls

Claim‘ 4 recites “maintaining a configuration for SCSI storage devices connected to the

SCSI bus transport medium . . . that implements access controls for storage space on the SCSI

storage devices ” To implement access controls requires more -than simply allowing a host to
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have access to a storage device. Implementing access controls is a security measure designed

to prevent unauthorized access from workstations to particular storage devices or subsets of

storage as claimed and described in the ‘753 Patent. When access controls are implemented,

particular workstations may be permitted or denied access to particular storage devices or

subsets of storage devices. See, e.g., FIGURE 3 of the ‘753 Patent and Graphic 5 above. The

storage router uses access controls and routing “such that each workstation has controlled

access to only the specified partition of [a storage device] which forms virtual local storage for

the workstation. This access control allows security control of the specified data partitions.”

See, ‘753 Patent, col. 4, lines 29-34. Further, according to the Markman Order, to “implement

access controls” for storage space on the storage devices means to provide “controls which

limit a computer’s access to a specific subset of storage devices or sections of a single storage

device.” See, Markman Order, Exhibit C, page 6.

The access controls of the ‘753 Patent depend on the map discussed above to control

access of devices on a first transport medium (e.g., workstations) to storage devices such that

requests from devices connected to the first transport medium are directedto assigned virtual

local storage on the storage devices. In other words, the storage to which each workstation is

permitted access is controlled through the use of the map. See, ‘753 Patent, col. 4, lines 13-16

(“storage allocated to each . . . workstation 58 through the use of mapping tables or other

mapping techniques”). Thus, “the router can . map, for each initiator, what storage access is

available and what partition is being addressed by a particular request. In this manner, the

storage space provided by [storage devices] can be allocated to [devices connected to the first

transport medium] . . . See ‘753 Patent, col. 8, lines 67 - col. 9, line5.

The access controls of Claim 4 thus permit or deny access from particular host devices

connected to the first data transport medium to particular storage devices (or subsets thereof)

according to a map that associates the host devices with the remote storage devices. The

access controls are part of the configuration for routing commands according to the map from a

device connected to the first transport medium to defined storage location(s) using NLLBPs

(i.e., without requiring the overhead of high level protocols typically required by network

servers). The access controls of the present invention thus limit access byworkstations to

storage devices or subsets of storage devices by allocating storage according to the map.
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2. Spring Does Not Implement Access Controls

Regarding Spring, Examiner Fleming stated:

Implementing of access controls is clearly described
throughout the disclosure, especially noting that each
USER has access to a large number of removable disc
drives (see page 7, lines 18-27), thereby teaching the
implementation of some sort of access controls, with the
storage router (server 20) determining if the requested
drive is available, and if so, granting access to the
requesting workstation (see page 8, lines 10-17). Thus
the access is ultimately controlled and allowed by the
storage router (server 20). See, May 24 Office Action,
page 6.

The passage of Spring cited by Examiner Fleming, namely page 8, lines 10-17,

describes a conventional mechanism by which a server coordinates host access to SCSI drives,

however this conventional mechanism is accomplishedaaccess controls as defined in

the ‘753 Patent as the coordination of host access described in Spring does not assign ’

particular storage devices or portions thereof to particular workstations (or other device on the

first transport medium). This conventional mechanism is not designed to limit any particular

host from accessing any particular storage device, but rather to coordinate access to storage

between hosts so as to avoid contention between hosts for the same storage. In the

conventional mechanism described in Spring, when a workstation requests a logical disk drive,

the server determines if the requested logical disk drive is available and it the logical disk drive

is available, allows the workstation to access the logical disk drive. Under this scheme, any -

workstation can access the logical disk drive so long as the drive is available. In other words,

Spring does not describe any mechanism that limits host access based on the ID of the host or

which particular storage device the host wishes to access; rather, Spring simply uses a

conventional SCSI mechanism to coordinate access based on storage device availability.

There is simply no teaching or suggestion in Spring that the availability of the logical drive

depends on the workstation requesting the drive and whether that particularworkstation has

been associated with that drive according to some mapping technique. In Spring, there is no

map between the workstations of Spring and the emulated SCSI removable drives (as

discussed above) that implements access controls to limit a particular workstations ability to

access particular emulated SCSI removable drives.

This lack of access controls is demonstrated by Spring’s utilization of aspects of

removable SCSI drives to coordinate operations between workstations and the fixed SCSI
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disks. As described above, server 20 in Spring presents large fixed disk drives as multiple,

smaller SCSI removable disks. when a workstation wishes to access one of the emulated

SCSI removable disks, the workstation will request the logical drive using conventional SCSI

command. See, Spring, page 8, lines 4-8. The sewer will determine if the logical disk drive is

available and, if so, will return data to the workstation regarding the logical disk drive including

the fact that the logical drive is removable. See, Spring, page 8, lines 10-17. The workstation

can then transfer data to the logical disk. See, Spring, page 9, lines 1-3. Once the data

transfer is complete, the workstation will issue a SCSI DISMOUNT command to the emulated

SCSI removable disk drive. See, Spring, page 10, lines 17-20. Server 20 “acts upon the

dismount command by releasing the logical drive such that it can be accessed by _o_t/7_z'==r

workstations.” See, Spring, page 10, lines 24-25 (emphasis added). Thus, Spring is utilizing

mechanisms to coordinate access between hosts and storage devices to make sure the

storage devices is available.

However, in contrast to the invention of the ‘753 Patent, this methodology described in

Spring does not limit access of particular workstations to specific assigned subsets of storage

devices or portions thereof. Rather, any workstation can access any logical removable drive so

long as that logical removable drive is not busy (i.e., is available). The use of the DISMOUNT

command is to facilitate the coordination of operations of the multiple workstations that all have

access to the same portions of the fixed disk drives, and does not prevent the access of

particular workstations to specific portions of the fixed disk drives. There is simply no

mechanism in Spring that prevents particular hosts from accessing particular storage. Spring

thus teaches a system that coordinates access by multiple workstations to shared disk drives,

not a system that permits or denies access by particular workstations to shared disk drives (i.e.,

Spring does not “limit a computer’s access to specific subset of storage devices or sections of a

single storage device”). Applicants respectfully submit that Spring as cited by Examiner

Fleming does not teach access controls as defined by the ‘753 Patent. Accordingly, Applicants

respectfully request allowance of Claim 4 and the respective dependent Claims.

Moreover, the Ethernet based system of Spring does not teach or suggest providing

access controls for storage devices that are accessed by host computers using a NLLBP. As

discussed above, the Ethernet based system of Spring relies on higher level protocols to

achieve remote storage. In fact, Spring provides no discussion as to how to implement access

controls in its Ethernet methodology (e.g., there is no discussion how emulating removable

SCSI drives are presented over Ethernet to a host or how the DISMOUNT command is
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processed over Ethernet). Indeed, while there are no access controls as defined by the ‘753

Patent disclosed in Spring’s SCSI-to-SCSI implementation, there is no discussion of any I

mechanism to limit access for the barely mentioned Ethernet based system of Spring. Thus,

Spring fails to teach or suggest implementing access controls from remote storage devices that 4

are accessed by a host computer using an NLLBP. Accordingly, Applicants respectfully request

allowance of Claim 4.

3. Oeda Does Not Teach or Suggest Access Controls

Claim 4 of the ‘753 Patent recites “a method for providing virtual local storage through a

storage router” that includes “maintaining a configuration for SCSI storage devices connected

to the SCSI bus transport medium that maps between Fibre Channel devices and the SCSI

storage devices and that implements access controls for storage space on the SCSI storage

devices.” The storage router of claim 4 is clearly configured to connect between the data

transport medium to which the host devices are connected (e.g., Fibre Channel) and the data

transport medium of the storage devices are connected (e.g., SCSI) to provide for centralized

management of access controls, thus allowing the ability to centrally control and administer

storage space. See, ‘753 Patent, col. 2, lines 33-38. Moreover, the mapping and implementing

access controls, as discussed above, are tied together as access controls are implemented to

“cause certain requests from FC initiators to be directed to assigned virtual local storage." See,

‘753 Patent, col. 8, lines 61 -64. Again, access controls are performed by a device (storage

router) where mapping between devices on the first transport medium and the storage devices

occurs, allowing for central control of storage space.

The SCSI-to-SCSI implementation of FIGURE 4 of Oeda does not provide for this type

of access controls. In other words, there is no device in the system of FIGURE 4 of Oeda that

manages storage space for hosts using mapping. Instead, in Oeda each host computer is set

by the operating system to be assigned to a particular partition. Thus each host in Oeda

contains flags, or other indications set beforehand, of the target SCSI bus lines corresponding

to target SCSI IDs it can request so that each host can only request those target IDs (e.g., Host

1A is configured so that it can only send requests to SCSI ID 1 and SCSI ID 3). See, Oeda,

col. 8, lines 9-14. Because Host 1A is configured not to request SCSI ID 2, it will not

erroneously request partition 42. See, Oeda, col. 8, lines 14-16. The control of the SCSI IDs
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and therefore corresponding partitions that hosts can request thus occurs at each of the hosts

and not at a supervisor unit/storage router or mapping as in Claim 4 of the ‘753 Patent.

In contrast to Oeda, Claim 4 of the ‘753 Patent requires a storage router that

“implements access controls”. In contrast, Oeda, has no supervisor unit or storage router

connected between the hosts and remote storage devices that implements access controls.

The disk controller 5 of Oeda as shown with reference to LSI 6 of FIGURE 7, simply forwards

requests for a particular SCSI ID to the appropriate target. The disk controller does not process

’ the host IDs, or perform any other mechanism to limit access of any particular host to any

particular storage. The disk controller merely processes “pertinent ones of the device lD’s

(SCSI ID‘s=1, 2 and 3) of the respective partitions 41, 42, 43 selected by the host computer 1A

and 1B.” Oeda, col. 8, lines 20-30. Disk controller 5 is completely agnostic as to which host

asserts a specific target ID as it is assumed in Oeda available target IDs are set beforehand at

the hosts. Thus, disk controller 5 does not act as austorage router or supervisor unit that

implements access controls for the storage space to limit a host's access to portions of the

storage space. . '

Similarly, Oeda does not maintain “a configuration for SCSI storage devices connected

to the SCSI bus transport medium that maps between Fibre Channel devices and the SCSI

storage devices and that implements access controls for storage space on the SCSI storage

I devices “as recited in Claim 4. In the ‘753 Patent, the implementation of access controls is

‘ accomplished in conjunction with the map which maps the host devices to the remote storage

devices. As discussed above, neither the disk controller 5 of Oeda nor any other component of

Oeda utilize a map that maps between devices connected to the first transport medium and the
storage devices. There is, consequently, no component of Oeda that uses a map to provide for

management of storage space “that maps between Fibre Channel devices and the SCSI .

storage devices and that implements access controls for storage space.on the SCSI storage

devices.” In other words, there is no teaching in Oeda of implementing access controls by

providing a mapping of what storage access is available and what partition is being addressed

by a particular request such that “the storage space provided by [storage devices] can be

allocated to [devices connected to the first transport medium] . . . See ‘753 Patent, col. 8,

lines 67 — col. 9, line 5. '

In Oeda, because the hosts are set to know which SCSI IDs they can request and fly

host (or other device) that asserts a particular SCSI target ID is granted access to the

corresponding partition, there is simply no mechanism (e.g., supervisor unit, storage router or
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mapping) that limits each particularhosts’ access to the storage device or particular partitions

of the storage device. Therefore, Applicants respectfully request allowance of Claim 4.

4. The Ethernet Based Configuration of Oeda Does Not Teach or Suggest Any

Form of Access Controls For Remote Storage

As discussed previously, the storage devices for which access controls are provided are

“remote storage devices” that are remote from the host devices requesting access. The

portions of Oeda cited by the Examiner, namely those associated with of FIGURE 4, as

allegedly providing access controls are discussed entirely within the context of a local, SCSl-to-

SCSI storage implementation. While this host—based mechanism of Oeda is not the claimed

access controls mechanism of the ‘753 Patent (as discussed above), Oeda provides no

teaching or suggestion as to how even that host-based mechanism could be implemented for

remote storage and, indeed, discards entirely that host—based storage allocation mechanism of

FIGURE 4 when moving to the remote storage implementation of FIGURE 6.

As discussed above, Oeda introduces Ethernet to achieve remoteness. As shown in

FIGURE 6, portions of storage are assigned IP addresses based on the operating system that

can access that IP address, not the specific hosts that can access the storage. See, Oeda, col.

10, lines 14-22. Thus, for example, partition 213 is assigned IP address 5002, which is

accessible by MS-DOS based computers. See, Oeda, col. 10, lines 37-39. Any computer that

supports MS-DOS can access partition 213. See, Oeda, col. 10, lines 46-54 (explaining how"

the network file server handles requests to a particular IP address). The network file server

does not provide any security to prevent hosts using the same operating system from accessing

each other’s data but simply forwards requests to a particular IP address to the proper storage.

While Oeda discloses providing remote storage, this is done using a higher level

network protocol (not using NLLBP) without any access controls as claimed in the ‘753 Patent.

Any computer using the same operating system and higher level network protocols can access

the same partitions of storage. Oeda does not teach or suggest providing access controls for

2 remote storage that is accessed by a host using NLLBP and, consequently, does not remedy

the deficiencies of Spring. Applicants therefore‘ respectfully request allowance of Claim 4.

Oracle Ex. 1025, pg. 515



Oracle Ex. 1025, pg. 516

Attorney Docket No. ' 90/007,124
CROSS1121-15 Customer ID: 44654

37

G. The Combination of Oeda and Spring Does Not Teach or Suggest the Present

Invention

Even assuming arguendo that Spring and Oeda can be combined as suggested by

Examiner Fleming, these references in combination do not teach or suggest the present

invention. if combined in a SCSI-to-SCSI system, the combination of Spring and Oeda fails to

teach or suggest mapping and implementing access controls for the storage space or mapping

and implementing access controls at a storage gateway or a storage router. For remote

storage, both Spring and Oeda teach the use of higher level network protocols and neither

teaches mapping between devices connected to the Ethernet transport medium and the remote

storage devices or implementing access controls for the storage space on the remote storage

devices. Thus, the combination of Spring and Oeda fails to disclose allowing access to remote

storage using a NLLBP in conjunction with providing a mapping between devices connected to

a first transport medium and remote storage in conjunction with implementing access controls

for the remote storage devices.

H. The Jibbe Reference Does Not Address the Deficiencies of Spring and Oeda

Jibbe discloses a SCSI interface that is used to connect a host computer to a SCSI disk

array. The interface of Jibbe allows a host computer to transfer operations to a number of disk

drives configured as a RAID 1, 2, 3, 4, or 5 disk array. See, Jibbe, Abstract. There is simply no

teaching or suggestion in Jibbe that the disk array should be attached by anything other than a

local SCSI bus and consequently does not teach or suggest remote storage devices.

Moreover, Examiner Fleming did not cite the Jibbe reference as showing, nor does the Jibbe

reference appear to show, mapping between devices connected to the first transport medium

and the storage devices, implementing access controls or ‘allowing access from hosts to

storage devices using NLLBP.

l. The Cummings Reference Does Not Address the Deficiencies of Spring and Oeda

Similarly, the Cummings reference does not remedy the deficiencies of Spring and/or

Oeda. Cummings is an article written near the inception of Fibre Channel that prophesizes

potential uses for Fibre Channel without actually providing implementation details for any of

these uses. Cummings provides no teaching or suggestion of a map or access controls, and

more particularly, does not teach or suggest a map between Fibre Channel host devices and
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remote storage devices or implementation of access controls between a host and remote

storage devices. Consequently, Cummings in combination with Spring, Oeda and Jibbe fails to

teach or suggest the claimed invention.

J. Summary: There is No Prima Facie Case of obviousness

The ‘753 Patent provides a system and method which allows a host computer to access

g_no_te storage devices using an NLLBP, while mapping between the host computers and

remote storage devices (or portions thereof) and implementing access controls for storage

space on the remote storage devices. Spring and Oeda teach either local SCS|—to-SCSI

systems that do not provide remote storage or Ethernet-to-SCSI systems that rely on higher

level protocols. While the Examiner has attempted to point to access controls in Spring and

access controls and mapping in Oeda, these references show neither access controls nor

mapping. Moreover, the portions in Spring and Oeda relied on for mapping and access controls

(which do not, in fact, show mapping and access controls as discussed above) only apply to the

SCS|—to-SCSI local storage implementations and do not apply to the Ethernet-to-SCSI

implementations of these references that allow for remote storage. Consequently, Spring and

Oeda do not show a system or method that provides access from host computers to remote

storage using NLLBP, while applying access controls that limit a host computer’s access to

specified portions of the remote storage, nor do they teach mapping between the host

computers and the remote storage devices. Moreover, none of the additional art cited by the

Examiner makes up for the deficiencies in Spring and Oeda.

Applicants respectfully submit that the Examiner has failed to establish a prima facie

case of obviousness for Claims 1-8 as the prior art references do not disclose, teach or suggest

all of the claim limitations. Specifically, the prior art cited by Examiner Fleming does not teach

or suggest: i) providing virtual local storage on remote storage devices and allowing access

from devices connected to the first transport medium to the remote storage devices using a

NLLBP; in conjunction with ii) mapping between devices on the first transport medium and the

storage devices; in conjunction with iii) implementing access controls. While Examiner Fleming

provided a thorough analysis of Spring and Oeda, these references simply fail to teach the

claimed limitations. Furthermore, Jibbe and Cummings do not make up for the deficiencies of

Spring and Oeda. Accordingly, Applicants respectfully request allowance of Claims 1-8.
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ll. Conclusion

Applicants appreciate Examiner Fleming’s consideration of the previous response and

Examiner’s interview when drafting the May 24 Office Action. Moreover, Applicants further

I appreciate Examiner Fleming’s careful and detailed review of all of the submitted prior art and

the issuance of a non—final office action. Applicants respectfully submit, however, that Claims .

1-14 are distinguishable from Spring, Oeda and Jibbe for the reasons stated herein. Therefore,

Applicants respectfully request allowance of all claims subject to reexamination. ,

This Reply was served via First Class Mail on July 22, 2005 to Larry E. Severin, Wang,

Hartmann & Gibbs, PC, 1301 Dove Street #1050, Newport Beach, CA 92660.

The Director of the U.S. Patent and Trademark Office is hereby authorized to charge

any fees or credit any overpayments to Deposit Account No. 50-3183 of Sprinkle IP Law Group.

Respectfully submitted,

Sprinkle IP Law Group
Attorneys for Applicant

John L. Adair

Reg. No. 48,828

Date: July 22, 2005

1301 w. 25"‘ Street, Suite 408
Austin, TX 78705
Tel. (512) 637-9223
Fax. (512) 371-9088
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  CROSSROAD SYSTEMS (TEXAS), lNC.,

Plainfifil e\" -_anwu'rv

-VS- Case No. A-03-CA-754-SS"

‘DOT HILL SYSTEMS CORPORATION,‘ Defendant

 
Attached hereto is the Special Master's Report and Recommendation to United States

District Judge Sam Sparks regarding the constniction of claims in United States Patent Nos.

5.941.972 (“the ‘Q72 patent") and 6,425,035 E2 (“the ‘D35 patent").
The Special Master notes that during the course of the pre-hearing and post-hearing

hriefing as well as the Mar-laruzn hearing itself. the parties reached agreement on certain terms

initially identified as being in dispute. For instance. the patties‘ stipulated definition of the claim

term "na11'velow1evcl, block protocol." which is the same in both patents, was incorporated into‘

their Stipu]ated'Definit1'ons of ClaimTerms [#131], filed with the Court on August~31, 2004. Also,

although Crossroads initially identified the term “ternote storage devices" in the ‘G35 patent as one

of the terms requiring the Court’: construction. it has apparently abandoned that position since the

parties’ dispute over the meaning of “remote storage devices" may be resolved by the Court's '
construction of the tvord "ternotxe" without the need for a separate construction of the entire

phrase.

Addin'nna11y.in its post-hearing btiefing, Crossroads stipulated to Dot Hm-s definition of

the term “allow access“ in hotiipatents based on the representations of Dot Hill's c-ounsel at the
hearing and in Dot Hi]1‘s briefing that the portion of Crossroads‘ proposed definition which was

excluded by. Dot Hill's definition—“preventing unauthorized comn-mnication"—is part of the

definition of the phrase. “implementing aocms controIs,i’ which also appears in the -patents. See

5245]
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Crossroads’: Pest-Hr’; Markman Br. at B; Tr. of Mark:-nan I-I1-’g at 119:2-19; Do! Hill's Post-

Markman I-Ir'g Claim Canstruction 81'. at 22. ’

Proposed construetions for the remaining disputed tzims are attached hereto. The panics '

i may file written objections to the maommendafions made in this xcport within ten (10) days fmm

the date oftheir receipt of it puxsuant to the Court‘; Oxder ofFebruary‘23, 2004.

~ SIGNED this theflyof January 2005.

BAYEI

SPECIAL
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_ " Secu'on112(6):eadsasfo1Iows: “Aneletnsntinadaimforauumhinafionnmybe
ex15resseduam¢anso:nepfmp=d'ouningaspecifiedfimcfimwifi:omfl:e:uciml ofsu-u:':un-e,

_mat¢;iu;macshsq1po¢mueo£mdwchdaimshfllb=mnstuedmwvmthewnespmdhg
desctihedinthespeqzificafionandequivalenzsthezeoi” 35U.S.C.§
112(6). . ‘T '
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. xcunsuvua ul/41/cuuu Ic:Im ‘ 59:5 011 line Mi for mun’-I91 prlnlzetl-‘UI-lb )1!!! 12:14 " F9 1011’!

‘O _Q
g

utCIm'ms1_.2and10; Thcsamficfimetmbdemfibfimfigplamfifspmppseddefififiom In‘

' _‘ addifion,mespedfidaflone3q>resslydefincsfi1e"mpuvismmif’as;‘amimupmcessc;f’(acomptme:

' chipl)andspecificallyas“amicmprw;ssorforcontb1liI1gqper:ifionofstnmgei'outer56andto

hanmninappingnna accessfarrequmfsbe’cweenFibi:e channei 52 ‘and SCSIbus 54;" See

id at 5:7 -5:10. However, neither thespecjficafibn(nnrt11ec1aimIanguage)fimi1sfl:s *9i2pa1ent

toflespecific Inxelcompnter refuencbd byfilegiefendgnts. A1tho1xghthedd'cnHmts couectly ‘

‘ ‘gnintentmnnhexnteiso96oc1npis:hem1y.cnm13umrchinacp:n«:s1ynmneainuxn*9npn1nmand

. mnspenificannndmnsmnnyrenunesthis ;hip,n:nd.':fi=ndnn:sfai1:n_nn:n:hm11nIn:e1 30960

. chip is Iistzflas only “one imp_I_ementatiun" of_thfic1uig1ed.inve:dion’s -Sge ‘972'

Patent, a.t5:63. Th; defendants are nunmpiing anncnynrhatmnFederalp1-ohil’rits—to'Iixi1'it

theclaixns'tn'the.pn:fe;re:iv;-.11‘11_ac_:c1ixnex1tand examp1éaoffl1e.specLificaI:Io_n. “This nmn_:'has_

against an claimed to pxefened nnbnannnnts or speafin examples inme

spec:i.ficafion.” Comark, 155 1-13:1 at 1186 (quoang Teicns Iizstjwrzerrtx, ._Ir:::. 1:. am:Stains-tux’!

ind: cnmmm, aos Fin 1ssa,15a3.(1=ed.ci:§19ss)). I11eCo1zrtwi]lnot1;seanexnmp1eof“qne

_ implemmtnspn” in an specifinanon to limit the p1n5n1nnguage;ofthe cla:'ms._ Accordingly, the

cnnnnaopn mnpmniimsaesnman of“supe1'visot1mit" nnawm nnnsnnntnnuennnnuseainme

claims ‘S172 pddent1:nmean“amicruiimc::e.sbrpmgxuzn:pedtapmoess ‘

to mapbetyveen sane Channel devices and scsl devices anaw1zi;=hinn1ezn_;-.n::.«; access cannula.”

if. “scsx std:-age ’ ' - A _
l ’ ‘This hex‘-m,is usedinclgims 1, 4,7. 9-11 and 14 bfihe =9}/2 pagnn: xnénnnsnairnrgnesaant

thisuu:nessnnin11yneeasnnfinumdefiniuonba¢aunnthntenn scsx is§so we}1—1_mownin:he

indusI1y,‘mit pxnpnnes um the-tam: can be fnnnn defined as“a11y-storage device including, for
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Rééeived o7/zmnon.-:2("\; ‘A9=25 on line In for nau1951 priiateél 01'“; ' Jun '12E13 .* r-9'11/17.. 4' . \__ .. '

_ ddw.cD-Romdavqcrahmaaiskaxawniumdemafiqs fl1c'SCSIpr6toc6land
.__;__an_'

nminannumiae aefineq as “any smrage deviceahatuises a-SCSI standard and has a

'BUS:flRGEriUN afldre.ss.". Séz.Défenda‘nts"B:ict'; Exi. _ I

ThevCojmagecsu&mfl1éplhinEE‘Esséi1fiaflY;1§¢fl:&ndmm'cohmfifithehnhnuw

definition should he used because it “emf1p61'ls'\vim“972mgd§1=cussin;1 ofS(_3SI
storage devibés. 52¢ Dergndanrs Brie‘; at 14. -However,‘ 11:: specifieation'langnage n:2férrerl'to by

thedcfeuaanzsisumy onea;amp1ebfhé'wfixéSCSIsmmgedévineadérEssingsche’me“can”b__e

represented. See ‘972'I=a-mt, £729. th=de'fenaams' me nnpexm:ssib'' 1‘yt}_vingm Hmitthé
claimlanguagetn an=xaz1;;'>1egi;7I§n.i1i{hespecificafion. Se; Cbmark, 156 i=3c1a:1‘1's5-37. Fdrflne

sa1:eurex_:;ac;amy,1he co:ntw'i11anop:tiaep1ain:i£es;;ropusecIaefinifion-rogtlxistexm.‘ - '
. VI. “process «iatuin the’bun‘ex="‘ A

inz:iaims"1'"and170"b:i"1h3 :Iiwep1aififi:&nguesi£ei;h:ase:s

Anéquamelydafinedonixs aemagabyfliesufirmmingelaimlaziguaga ncagxmaang cnntemith:

phmseshoiaxdbe definec{és"t6 da_Ia i‘11'fi1'e'bi1fi'crinaL'mann::"to' (ajachaeve

.' betiveen Film: Channel and (1)) applyaeocss'coniro1s'androuting funcfiogas.”
Défendantfi’ mie£,nx.2.‘ ‘ ’ _ ' '

Theplainlgnguage ofc1ai£ps'.1'ana 1o-disélosemmfias ‘(the
prdcessesdmnhflmbufi':r'%nhflerfnmbdbvemfl1eFibueGhmmdwmicn:r§ndth; s'cs1

. gmm5n;;':o an¢w.:.m5 devi_c«.-no SCSI ‘sun-age:
nfifive iomevex. blockpmmcoi ix; accoraaneewixh the cai1i‘i'gum1iuh.”' See ‘972 I.-Am.-_m, ai Claims

1a,,,uo_ ms1,ugmgeaa¢qaa:eydexn3es§ghnfim$amm'*pr6casdam£1mebufi=r'rom=u
‘ .. 10- ' ‘
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‘ no fmtheriiefinifiugzfqrclaitns 1-_6, andforclnhn7itshou1dbed:fined_as “ade.-vice whichprofides

' not ilisbuzss 111:1;-rn1at1‘]:n.«.-.h1I3r251ar.=«a_.v:ing. Intfieh-nutebookofwchibimpresentedgttbéheafihg,

‘ iaioen. Inaddifiun,1i1eCumtfiuds1hetemA1“snora..germ1ter,T'asusedTinaI1,c1aims_of1h1s‘972pa1;nt,

' i§adeqmiely‘desmibefibyth:addifimai'langimgeoft1)e§laim5.WhiGhdifidflséifidfifflilfileV3Ii0|15

..........a.. y.,..;..m~ s;..uu .u.au uu sun: l.l.l un vnuuyun pr Inuau uun “"193: ns..:.n “- rs In I:

~(\ ' ' (“.. , “J  

 
 
 

 

 

 
 

 
 

 

 
 

 

claims. Simply beams: the specification m'a_y nsgszighaylaimmu language to des::n'be ibis

ajee Id at 5:18 -.529, does nut egafl; the dafendams m adopt the m

mgmgpovegme-pmigmguageofme claims.phmsc.
W “mm mm?’

.'I1:isteL'1'n«isuseflix;cim"ms‘.1-ZandlO.dfth.e‘9’72patenL 'I'hepla1n11fi"' arguesthé1:nn' ‘mas.

virina_l lqcal implunems am-.«.s-gamm1s, and mm access using native low ie'vc1

block pxémmwf See Plaitrli-fi"s Brief. at 21,- '11:: dsruigianxs cm-gnu" the term shhuld mm; ‘‘a '

briiige-_da.=vic.e_thatcu_1A1n‘;:c1s:1_Fi1_:re dixectiy ioascslbusagd ena1‘1.l[esfi1ej.=x::hai1geo}.
SCSI bgrween Sppxicafinn cliepis on SCSIbus devices ma the Fibne
Channel links._'_' '3S‘ge B1-i=f,,Ex. 2. A ‘

Tncaaranaanmdongtma1gear:ya:gum=n:£a:u;eiipm§pase&_a=finifionjnr;aeirbfie£anddid '

tbs defendants include bnépaggwfichsupports their Wiiha quotefromflze
Se}: Defendmits’ Marhnqn Exhibits, Piesentafion" Tab, at 22, This argumgm is
‘disingenuous. The spacmcafiugimgmge qumeabyrneqeremdautsis roiioweasy

geveml “smra.gé Indeed,’ scntennrm.-. “Furflugr, the
storagg rputcr applies access confiuls . . See $972 Pategx, at 52.0. 'I'.he defefidanzs’ attempt to

liznitthé1=n;¢;“s1:ora.ge1out*.-E" to anenfscva-aldcscripfivesentencgasinfln: speci.ficatinnisnptwe11- I

fifidions andlemqualifies nfflacstoréigeiouter. IheC6nflwm£otfinmH&efineflfismnn.

. a_ ’ . I V ‘ I ‘ ‘ ‘I

A 00483‘
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’ menns"‘flnuanslateatic‘lressa-:.”.See1-Jefendants°Bricf,:Ex.2.

Received n7/27/znnn-1z=(;\« 19:25 an mg m -fox-0301961 printed 01"} 12:13 . iag 13/17~ .__4 -(J

1nw1s“to‘create apa1i1fiom'a.d:'x5ioeononéside ofth:storage_:rout=rtoadev1::e"ontheoflm-side

'offhcmu1=r, £e.:Eom a.F‘ib1'eChnnne1d=irit:eIIi aSCSI device (urvine-vase). A ‘map’ contains

mpresemationofdevices £meach'sideofthgstmagermr:=r,sothagwhesadcxricgafiangssdeot

lhestnmge wantstoa onfize other side pflhe §tdrag='ruul:=r,

mmgexuuterca11aonn‘et:tt]':edevi'cés.”SeePlain1i5'E’sB1ie£,at22. Thedefen'‘

In support oflheaii: &=finstiun,_me défiefidmts 'poin':on1ym a dictionary d.efi1ii't.ion‘o1';“'111a'p.."'

See Defenda:nts'"Brief;-axis and Ex. 4. '1'ne‘j;1amufi°'”' ,bi1 the "omen hand,’ ti: speckV portions

pfthe spadficafiun that support its definitions ofmap.'(bi1fl1 as a verb avixannj uséd in flu;-._

éléinnsofthe ‘972‘patenL See1?1ai1rfifl’sBfie£aI22{cifing‘972Pata1t, at 1:66 —2:5 and6:6S -

isfarmore dafinflion, Court ‘ -

agrees fixaxthe specaficafiun lapgmige cibd by the praintisr suppans its consuqctimi ufflne ix.-.rm

“map,” 11:: Court will éliopfthb plainfifi’§ propdwd ‘definition hfffiistann.

DE. ‘ '“F'ib}°e€1:an14iel-piruiotiblnnit” “SCSI pfl)'toco1unit” J ' ’

These team: are fnsedfin 5"ag§ud.6'6f.l11é ‘972 TE: cont-.nx:is‘fthese.
slmfildbedefinbd as or:1xé$Fr:5:echanneIcon1:oIicmhichoo§m5;:zs»to t'he‘1=rh:-_;=

Channe11mnspD1't“a]§di:lionofthe cbntruller which SCSIIIES.” .

Sée Plaintifi’sBrief, a£27. 'I‘hedef¢:nflnnts sayflfi mean “block and thmeoffliat ‘

. W113. mt1.efibI?C1““’“ hfiuspov‘rtmed1u1n'”andr‘b1oakmia'equiva1ai1sms;eo£fl:atcommc:s‘

in lheSCSI bus medimjz.” Seé‘Defenfiafl1s’ 2.

.12..

A 00484
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gcgnxvul \u[:|[5u|.n.v' naiuu _, .‘uy:1«Inl tun: l.l.I Ivl vnnrui prnuncu OI]-1' _JIDU Is: I: '- 7'9 IQ] ll

('3.

Ihederendansaigusihemaaus-phis.anicunnana1ysis of§ iizisyshouidgppiyhembecme

umizunsaiemn-imawnmdammtdefincammodicfiunadesciiedbyaiedéimdam. Sge

Defic;ndmns* Brief, a17-8, 14-15, iii; 4 m:IdEx. S. 11ow=m,&ied=ieiiaaiusdonminaicam‘iiow:he '

_ tamiihmfld be iiefinexiinxeference in flue specification, comznd “the ‘912 specificau‘‘on

fails_to ieveal any étiudnreieorifespandiitig to the claimed See ii at 8 u_nd.._15.. Ihg

V defiandanfs propose the word "bIoc1i” should be-uscd ibi-desx:n'be these terms be_cam_ie the

“protocol units” are isimplyiispicmi as iibiochgiafin thc.diagxam'ofFigu're 5" uirtiy.-"972p’aiem_ -.

See; id‘ isimplybecanséafigméihfhgpamémphysicany

depicis‘ iiisprisiocoIuniis''ii'mii1oa1c-iii-g=shape'fiiaoesnoironowibmiieuniis‘ siiuuid be iieiiiw'

- as “blocks ur equivalents fi:u:rao£" Undeithai reasoning. the SCSI which ate

cylinde:sinfl1.e‘972patent,‘ccui1d?bedefineI.'-i sixnplyas“cy1i11iiers, on drums
miinnnkeybm:is,u:aq'uivaienmhereo£" Asaie.-p1aiiiiiii'cazre¢i1y.‘poim;.oiii,:iie languageof

claims 5 and fiplainly stxiinsihatflxiafiarotnoul ui1'rIs” for bath devices are pa:I:of1hc.“c0mroI1urs"

£6:-the ii_':id are-inteiuiaiin fli: deviizs to vjarious “1r§nspun media” {i,£i,'tu
various cables). sie *972 Pa1=n;, a: claims 5 and 6. Aecoidingiyfiiie com"adopts the ;3iainii&’s

definiltiqns for fl1:§c1::nns, fixndwfllcnnstueihetfiims to mean“apui1ionofthe Fibre Channel. ‘
ciiniinuei which conngots to 111: Fibre ciiarmei transpurtn.1edimn"’ aiiiiéi poraoii omie SCSI
comm"nerniiichmn-:iima?mihescsibi:s"'

' X... “bite:-rice”

Intheir Joint Stipulation ofClaim Clonsu-uction, fhr:.‘p’arties claim themeani_n'g ofthetenn

"i1'nfine;'isindisput=. Howm=,ihisph:asei;mtdia:uss=a-iiignyormepa:aes- brie-_&‘,ani1

néithmsidepesmwdanagmnmta_theJmy25{1cafipgasmwhyfl1gmmisdispmed."I‘his'oc.1mA
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Received A07/zmonn 12r'”\ 59:25 on line :7; for n_ao1§61 printed of‘) you .1z:15A* Pg 15/17

hasasmnfihrflandmfiinaIymeaningyevmmafed:aIjndga¥and!1ie‘Co1ntwfI1'hotfin1hb:defin:

2;. ‘ 

xx. Unaégmm Terms. ’ 9
Finany; in flan’: Ioint$tipn1a1ion offllaim Construcfion, th-Egan:-fies have slipulamdto the

om btherlterms in me 972 patent. The com will mmefmg adnplthese summed.

‘constructions,-solely fqrthtrpurpase offllis Ezwsuit I

V Acdaniirlgly, the Courtgntcrs the following order:

. .rr1soxoEREDthmheamched¢onsmfiono£thepmmd§smswmbe1pnm155mueaimo_
axagrjmyinsuucfionsgivenmthiscauseanawmbeappxied-bythecourtinmungonrheissue;

. I . wk‘ ‘. __ .
SIGNED an :1:is.;_?;_ day army zooo.

 

:14.
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- , I.‘ c; nw.=Iu=u ul)(.l.{yu\nl- ns.uu -:-J.-Ir-Au un nan:_ LIA nn vnunun pa Inna; lull. .A gnu IL: 3.: " I-3 uuu

H)’A ‘\_.-I"., .

comsrzzucrmn or ‘ -.
U.s. PATENTNo. 5,941,972 ' ‘

- Egg; Terms

The phrase “irnplameuis access--a:1n11‘ol$ for storage on the SCSI defines” méans
provides corm-nls,wh3uhlirnit acomputefsaaccssm asp-..cifii-.subsetofs1mage
of asingla storage device. _ ‘ . _ . . . -

' Th::phrase"al1oca1innqf5'ubsc!s ofsmrage spancto
subsetisonly £cz;essib1ebyth::associatedFiI:1-eChanc1d=vi'ce"means suhsetsofstomgespace

allo::a1edto'sp'ecific Fibre Channel 4 .

A “mpmvkormifkanfiuumoousmprogrmmedmxgfioessdmahabuflérhodermrnnp
between-Fi‘ureChann:1andynhichirnplemems access comrols;

A“scs1smx'agedevioe*§sa:iyscoragedsvice5nc1ud5ng,rox exai;;p;a,_;uapea:1éve,-cn.Ro1£uirive,-
or ahard disk drive flmnmderstandsthe SCSIpmmcol'and'<:an communicate using the SCSI

prom-01 ’ "

'I'hetenn“map" m::ans1:octeahe‘apath"fi'un1adL=.-vice nnnm: rauttertoadefice
onihenflmréids uffizc romgr, ie. from aI-’ibr:Chann:l‘devicei3o aSCS1de\rice(orx/ice-vextsa), A

__ “map”comninsa_repres:n1ntion ofdevices oneachside offlas storagerauter, sathatwhen adavice
' ononesideofthestamgeroxnervmntsmcommtmipgatewithadzviccqnflraathersidc oftheétm-age '

A “Fibre Channel protocol unit" is aportion nftheFihre{Channél ccinirosller whichconnects ‘to fire

' - .3*i“SCSIprotqo:i1.Imit"isaporfionof1i::ESCf‘aIcor1ko11erw}dchinte1:t'wer;to1hr$SCSII:us.. ‘

A“bufl'ar*isa.memarydeviée1hhtisuu1i22d1ntemporarilj7'ho1ddam.—

A“dh-ectmmnoryaccess (DMA)interfiace” isadevrcethnt am: 1itt._1e_u3rnbmir:xu_pr':>c.-re-:sV.a:
.curxt:o1toacuessmemo1;yfordatn1:-ansfer; ' ' . r ‘

A “Fibre Chmmcf‘ is aknownhigh-speed serial interconnect, the structm-e and operation of~whiuI1
isdescdbed, forexan_1pl;=., inIFibmeChann=1 Physicaland SignnIingInte1fa1:e(i'-'C—PI-I),ANSI26.230
Fibre Arhitated Loop (FGAL), and ANSI X3272 Channel Privam Loop Direct
Aflach(FC-PLDA). ‘ ‘ - — ‘

. 15 ,. _

A 00437
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-
a_p.

Reeeived-fl?/ZTIZDUO 1Z_"v\. 0!‘! line ‘fl-‘D1’ DMI1961 pfirfléfl D‘ 12:13 * P9 17/17‘ 3'' *.._J‘ '-H \

A "Fibre cxaanhel canxmaleris a with :1 Fibre ‘trauma transport mm‘m

A“Fi1neClnme1device”ismyfie\fie;suehnsaeompmer,thatundemmndsh'bre Chnnixelpmtocql

‘Fib1eCh2nne1prmncol”is¢.setofrfi]esthatappIymFibre I

‘A “Fibre.Channeltraflspnr{ medium” is euserinl optical or elechfical li11k'thnt A
canned: devices using‘Fibre‘Channe1 pn_>tnz:oL

A “fins:-in-first-out-queue;‘.i.m.1mh1fi-element structurefrom xilhieh elements removed
T ‘only-in the same 01_'d&t inwhichfliey were inserted; that is, it fnllpws a fixstin, fix-st au1'(FIFO)

' A*ha:ddisku:ive"asaweukno§&nma;«;neficstmagemeaia, andin::ludmaSC_SIharlA;1‘diskdnve";

. adevicefiiat-issuesrcqnestsfordata or storage.

"‘Maintai_n(.'mg) a means kee1':{ing) emndifiable settingof_-

. &“naIive1awleva1,blockpxotaeol” is asetofnfleserscandards ennblecomputersio exchange
' infimnminn and tin not involve fix: ofhigh level protocols and file systems typically

mquired by network servers. . ' ' .

A“sc§1-'(smanc51fipm::syst=mm:=:raee)isgfi1ghspeeapma;:ainm£acefi:a:maybemeam
cunnectcnmponcnis ofa emnputersystem. . I .

_ &“SC§I bus tz-anspartmefliu:‘n”isn cablezconsisfing ofagroup ofparalielwixes (nennally 68).'111at
fpnnsacomnnnficationspathbetweuzascslstotagedexrice and-anotherdevix:e,suc11asa
compuia, . ' . ‘ . ‘ - .

A“SCSIwntoflefisadwice1hninter£aeesv&mfi1eS§Sibustump6xfmedium'

‘“Virmallocalstomge”isalspehificeuxbsetofevexnlldmmstoreiiinswlhgedeviccstfiatghasflze
appcaranneandchm'a:meristics‘of|ucal_sturage. - _ _

' Awroxksm‘'_‘6}a"isa:e;non=aompmingdeviaeflaateouneastou:eri1$:e_chann=1,vand‘st
ofépetsunalcomputa. _ ‘ "
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. disposition will appear in tables published periodically.
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4 Control No. Patent Under Reexamination
90/007,124 6421753

Office Action in Ex Parte Reexamination Examiner _ Art Unit
Fritz M. Fleming 2182

-- The MAILING DA TE of this communication appears on the cover sheet with the correspondence address --

am Responsive to the communication(s) filed on O6 Agni 2005. b[:] This action is made FINAL.
CIZ A statement under 37 CFR 1.530 has not been received from the patent owner.

A shortened statutory period for response to this action is set to expire g month(s) from the mailing date of this letter.
Failure to respond within the period for response will result in termination of the proceeding and issuance of an ex parte reexamination
certificate in accordance with this action. 37 CFR 1.550(d). EXTENSIONS OF TIME ARE GOVERNED BY 37 CFR 1.550(c).
if the period for response specified above is less than thirty (30) days, a response within the statutory minimum of thirty (30) days
will be considered timely.

Part I THE FOLLOWING ATTACHMENT(S) ARE PART OF THIS ACTION:

1. E Notice of References Cited by Examiner, PTO-892. 3. El Interview Summary. PTO-474.

2. 8 Information Disclosure Statement, PTO-1449. 4. D .

Part ll SUMMARY OF ACTlON

1a. IX Claims E are subject to reexamination.

1b. D Claims are not subject to reexamination.

. El Claims have been canceled in the present reexamination proceeding.2

3. E] Claims_ are patentable and/or confirmed.

4. [Z Claims1_-8 are rejected.
5

6
. E] Claims _: are objected to.

. The drawings, filed on 7/19/2004 are acceptable.

7. CI The proposed drawing correction, filed on __ has been (7a)D approved (7b)I_:| disapproved.

8. El Acknowledgment is made of the priority claim under 35 U_S.C. § 119(a)-(d) or ( ).

a)EI All b)I:I Some‘ c)I] None of the certified copies have

1:] been received.
not been received.

been filed in Application No. _

been filed in reexamination Control No.

been received by the international Bureau in PCT application No.

' See the attached detailed Office action for a list of the certified copies not received.

9. E] Since the proceeding appears to be in condition for issuance of an ex parte reexamination certificate except for formal
matters. prosecution as to the merits is closed in accordance with the practice under Ex parte_Quay|e, 1935 .D.
11, 453 O.G. 213.

10. C] Other:

cc: Re - uester if third
U.S. Patent and Trademark Otilce

PTOL-466 (Rev. 04-01) Office Action In Ex Parte Reexamination Part of Paper No. 20050523
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Application/Control Number: 90/007,124 Page 2
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Reexamination

1. In order to ensure full consideration of any amendments, affidavits or declarations, or

other documents as evidence of patentability, such documents must be submitted in response to

this Office action. Submissions after the next Office action, which is intended to be a final

action, will be governed by the requirements of 37 CFR 1.116, which will be strictly enforced.

Extensions of time under 37 CFR 1.136(a) will not be permitted in these proceedings

because the provisions of 37 CFR 1136 apply only to "an applicant" and not to parties in a

reexamination proceeding. Additionally, 35 U.S.C. 305 requires that reexamination proceedings

"will be conducted with special dispatch" (37 CFR 1.550(a)). Extension of time in ex parte

reexamination proceedings are provided for in 37 CFR 1.550(c).

A shortened statutory period for response to this action is set to expire 2 months from

the mailing date of this letter.

1. The patent owner is reminded of the continuing responsibility under 37 CFR 1.565(a) to

apprise the Office of any litigation activity, or other prior or concurrent proceeding, involving

Patent No. 6,421,753 throughout the course of this reexamination proceeding. The third party

requester is also reminded of the ability to similarly apprise the Office of any such activity or

proceeding throughout the course of this reexamination proceeding. See MPEP §§ 2207, 2282

and 2286.

2. Applicant's arguments with respect to claims 1-8 have been considered but are moot in

view of the new ground(s) of rejection.

It is to be noted that claim 4 has the‘ phrase “using native low level, block protocols”,

which per the interview for 90/007127, distinguishes over the art of record used in the first office
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Art Unit: 2182

action. It is to be noted that claim 1 does not have this limitation. However, instead of being

able to close out prosecution with this action, a new non-final action is being issued. This is due

to the filing of the IDS after the mailing date of the first office action. Had this information,

namely the Spring (UK GB 2297636), been filed prior to the first office action, these issues

would have been taken into account in the first office action. Since there was no statement

similar to that of 37 CFR l.97(e), an action based solely upon art cited by the patent owner could

have been made final, even when the claims are not amended (see below). Since the art cited by

the patent owner led to the discovery of other references used in this rejection, this action cannot

be made final, but does certainly delay a final action on the claimed subject matter.

MPEP 2171:

III. ART CITED BYPATENT OWNER DURING PROSECUTION

Where art is submitted in a prior art citation wider 37 CFR 1. 501 and/or 37 CFR 1.555

(an IDSfiled in a reexamination is construed as a prior art citation) and the submission is not accompanied by a

statement similar to that of3 7 CFR 1. 97(e), the examiner may use the art submitted and make the next Oflice action

final whether or not the claims have been amended, provided that no other new ground ofrejection is introduced by

the examiner based on the new art not cited in the prior art citation. See MPEP § 706. 07(g).

Claim Rejections - 35 USC § 103

3. The following is a quotation of 35 U.S.C. lO3(a) which forms the basis for all

obviousness rejections set forth in this Office action:

(a) A patent may not be obtained though the invention is not identically disclosed or described as set forth in
section 102 of this title, if the differences between the subject matter sought to be patented and the prior art are
such that the subject matter as a whole would have been obvious at the time the invention was made to a person
having ordinary skill in the an to which said subject matter pertains. Patentability shall not be negatived by the
manner in which the invention was made.
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4. The factual inquiries set forth in Graham v. John Deere Co., 383 US. 1, 148 USPQ 459

(1966), that are applied for establishing a background for determining obviousness under 35

USC. lO3(a) are summarized as follows:

1. Determining the scope and contents of the prior art.

2. Ascertaining the differences between the prior art and the claims at issue.

3. Resolving the level of ordinary skill in the pertinent art.

4. Considering objective evidence present in the application indicating obviousness
or nonobviousness.

5. This application currently names joint inventors. In considering patentability of the

claims under 35 U.S.C. lO3(a), the examiner presumes that the subject matter of the various

claims was commonly owned at the time any inventions covered therein were made absent any

evidence to the contrary. Applicant is advised of the obligation under 37 CFR 1.56 to point out

the inventor and invention dates of each claim that was not commonly owned at the time a later

invention was made in order for the examiner to consider the applicability of 35 U.S.C. 103(c)

and potential 35 USC. 102(e), (f) or (g) prior art under 35 U.S.C. lO3(a).

6. Claims 1,4 are rejected under 35 U.S.C. lO3(a) as being unpatentable over Spring (UK

GB 2297636—Spring) in view of Oeda et al. (Oeda) and Cummings.

Starting with the independent claim 7, one finds an apparatus per Figure 1 comprising a

plurality of user workstations (USER 1-4 each havingl 5-18), a corresponding plurality of first

transport medium (un-numbered) connecting the USERS to the storage router (server 20), which

in turn is connected to a plurality of storage devices in the form of drives 1-5 (21-25) via a

corresponding set of second transport medium (again un-numbered). Thus the storage router

(server 20) interfaces between the workstations and the storage devices, as shown in detail in

Figure 2, wherein the processor 28 controls the USER interface circuits 26 and the disk drive
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interface circuits 27. The internal memory 29 provides programmed instructions for the

processor 28. The storage router (server 20) is connected to each USER via a SCSI interface,

and in turn to the emulated SCSI drive (drives 21-25). See for example, pages 5-7. Thus, an

apparatus for providing virtual local storage (at drives 21-25) on remote storage devices (21-25

are remote from workstations 15/16) connected to one transport medium (the non-numbered

connections fi'om the shared file server 20 to the drives 21-25) to devices (workstations 15/16, of

which 4 are shown) connected to another transport medium (the un-numbered connections

between the workstations 15/ 16 and the file server 20) is shown in Figure 1. The method of

providing virtual local storage is set forth at page 3, wherein it is disclosed that a method of

storing data at a large storage volume which emulates (hence makes virtual) a plurality of

removable disc drives (the local storage). See also page 10, lines 1-3, wherein step 34 describes

a data transfer in which the local operating software may read and write to logical drives as if

they were local removable disc drives, thereby anticipating the virtual local storage, as the

drives themselves are remote to the users, but appear to the user’s as the conventional local

removable disc drives, and hence virtual local storage as logical drives emulate (i.e. virtual) the

removable disc drives (the local storage). Thus the storage router (server 20) interfaces with the

first and second transport medium and provides the virtual local storage to the USERS. There is

a mention of a look up table (68) for each logical drive, but such is not the mapping between the

workstations and storage devices as claimed, noting that USERS access logical drives. The

implementing of access controls is clearly described throughout the disclosure, especially noting

that each USER has access to a large number of removable disc drives (see page 7, lines 18-27),

thereby teaching the implementation of some sort of access controls, with the storage router
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(server 20) determining if the requested drive is available, and if so, granting access to the

requesting workstation (see page 8, lines 10-17). Thus the access is ultimately controlled and

allowed by the storage router (server 20). All of this is done by native low level, block protocol

(NLLBP), as the only protocol used from the USERs to the storage router and by the storage

router (server 20) is that of the SCSI protocol, such being selected so that the storage router

(server 20) will return data back to the USER via the SCSI protocol (page 8, lines 10-17), as the

processor 15 (of a USER) issues commands over the SCSI interface (page 8 lines 4-9). Per page

12, lines 14-26, the local operating system of the USER (62) thinks it is accessing a conventional

SCSI drive via communications over a conventional SCSI interface to the storage router SCSI

interface (65), wherein the communication conforrns to establish SCSI protocols without having

to embed network software within the workstations. Furthermore, the server operating system

(66) converts the SCSI sector definitions into physical data blocks for each logical drive, such

that the server operating system (60) emulates an SCSI disc drive per Figure 5. Finally note that

the storage router (server 20) grants access to an emulated logical disc drive (page 9, lines 17-19)

via mount and dismount commands (pages 9 and 10) and that the storage router (server 20) has

to keep track of user created blocks, such that the USER is presented with a user interface

allowing existing logical drives to be selected as well as new logical drives to be defined (page

12, lines 9-13), all via the use of the SCSI NLLBP, which certainly represents the storage router

(server 20) being capable of configuring the SCSI drives to contain at least a portion of the

virtual storage. Communications between the USERS and the storage router (server 20) is

implemented using established protocols, preferred to be SCSI, which is in turn, the claimed use

of the NLLBP, as this is used fiom the USER to the storage router to the disc drives. While look
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up tables and keeping track of USER blocks is mentioned, this does not set forth a mapping

between the workstations and the storage devices, noting that Spring is using logical drives for

the USERS.

In the same field of endeavor, Oeda et al. (Oeda) teaches that it is old and well known per

Figure 4 to have a plurality of HOSTS (i.e. 1A,B) connected to a SCSI bus (2), which is then in

turn connected to a disk controller (5) and a disk drive unit (4). Per Figire 4, it is clearly shown

that the disk drive (4) is divided into subsets mapped to the HOSTS, wherein HOST IA is only

allowed to access its partition (41), HOST 1B is only allowed to access its partition (42), and

either HOST is granted a shared read only access to the shared partition (43). The partitions (41-

43) are assigned to the HOSTS as is shown, with the purpose of the assigned partitions avoiding

erroneous partition access and data destruction (column 7, line 53-colurnn 8, line 30). Thus a

mapping between workstations (in the form of HOSTS) and the assigned partitions (41-43) is

clearly shown, such that a HOST IA can only request partitions 41 and 43 (the implementing of

storage area access controls), and is prevented from erroneously accessing the Host 1B partition

42 (see column 8, lines 13-16), which is the ultimate allowing of access to only those partitions

of the storage area for which access control has been mapped. Furthermore, the disk controller

(5 and functioning as a storage router) performs exclusive control between the HOSTS and the

drive per Figure 2, wherein the SCSI CONTROL LSI has the ID REGISTERS (71-73) which

contains the DEVICE IDS and thus compares the requested device ID by a HOST to the Stored

IDS and grants or denies access based upon the mapping of Figure 4. Since each partition has a

SCSI ID, each partition is a Seen as a logical drive (and can be assigned different logical unit

numbers — LUNS — column 6, lines 34-37), as the HOST Sees three Separate disk Storage devices.
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The protocol used is that of the SCSI standard, with the 7 phases set forth at column 5, again

showing that access from the HOSTS to the storage router (i.e. the disk controller 5 as it performs

the mapping, access controls, and granting of access) to the disk drive unit (4) is exclusively

SCSI, thus exhibiting the use of a NLLBP as claimed.

In the same field of endeavor, Cummings teaches the use of a fibre channel based system

architecture to provide the transport mechanism for multiple user station access to the “Disk

array and tape library” using the same protocols (i.e. SCSI) as if they were connected to the

user’s local workstation. See Figure 2 and pages 253-254. Thus virtual local storage is provided

by a remote disk array and this array is accessed by the same SCSI protocol as though it were

locally connected. Therefore, it is clear that SCSI, a NLLBP, is used from end to end, as fibre

channel has SCSI protocol, as well as others, mapped to it (page 253). Advantages gained are

the use of a single channel, a distance independent transport mechanism, and remote storage that

is indistinguishable from the local disk storage (page 254). Since access is via SCSI protocol, it

is thus obvious that the “Disk array with storage manager” of Figure 2 requires a fibre channel

controller interface to interface with the fibre channel leading to it, as well as a SCSI interface

for the array, as the array is accessed with the SCSI protocol. But at the top level, Cummings

clearly shows a fibre channel transport medium that is used to interface the user workstations to

the “disk array with storage manager” and that the “disk array with storage manager” is SCSI

based as that is the protocol used to access it. Note also that the concept of private and shared

storage are mentioned at page 255, thereby setting forth motivation to combine with references

that teach SCSI based private and shared storage.
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Therefore it would have been obvious to one having ordinary skill in the art at the time

thatgthe invention was made to modify Spring 636 in view of Oeda and Cummings for the

express purpose of providing a plurality of USERS/HOSTS mapped and controlled access to

assigned partitions in order to avoid erroneous disk access and data destruction in a distance

independent fibre channel based transport medium carrying the end to end SCSI protocol

NLLBP. It is to be noted that this combination is expressly taught by Spring ‘636 at page 7,

lines 3-17, in that more robust connections may be needed in order to provide for greater

separation from the users to the disks. Thus the use of the fibre channel transport medium of

Cummings teaches the use of the fibre channel to carry the SCSI based protocol functionality of

Spring ‘636 and Oeda such that the virtual local storage can be separated from the users by a

greater distance than achieved by SCSI alone, without changing the use of the SCSI protocol

(end to end) and making the disk storage array appear exactly as if it were locally connected. In

combination, each USER/HOST is granted access to only its subset partition (i.e. logical disk) to

which it is mapped. The USERS are a plurality of workstations, and the storage devices are a

plurality of disc drives, noting that Oeda supports an array of drives (17) divided into partitions

(171-173) such that it performs as a RAID, as does SPRING ‘636, with each device seen by a

HOST independent from one another (Oeda columns 6 and 7). Thus when combined, the

plurality of disc drives are divided into partitions mapped to specific USERS/HOSTS, so that

access is controlled and granted via the mapping, performed by the storage router (the combined

server 20 and disk controller 5). The claims only require fibre channel and SCSI bus transport

medium and interfacing thereto, which the combined references teach. The indicated claims

require only the top—level interfacing and require no details of the fibre channel or SCSI
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controllers. Thus the SCSI storage devices are accessed in a mapped and access controlled

manner via the SCSI that is carried over the fibre channel transport medium, and the interfacing

will occur at the disk array with storage manner, which would be the server (20) of Spring ‘636

and the disk controller (5) of Oeda, such that the user devices (i.e. HOSTs) on the fibre channel

will be mapped to the appropriate SCSI partitions on the disk array using the SCSI protocol

carried over the fibre channel bus transport medium. The user workstations are the initiators on

the fibre channel bus transport medium.

As far as claim 4 is concerned, the method limitations are rendered obvious by the

combined teachings of Spring ‘636 in view of Oeda and Cummings. Combined, Spring ‘636 in

view of Oeda and Cummings set forth the method by which the fibre channel USERS/HOSTS are

interfaced with the SCSI disk drives (storage) such that the storage router (the combined

teachings of the server 20 and the disk controller 5) provides the claimed mapping, implementing

of the access controls, and the allowing access using only the SCSI protocol, which is a NLLBP,

via the fibre channel transport medium, which requires an interfacing to the fibre channel and

SCSI transport medium at the “disk array with storage manager.”

7. Claims 2,3,5—8 are rejected under 35 U.S.C. l03(a) as being unpatentable over Spring

‘636 in view of Oeda and Cummings as applied to claims 7-9 and ll--14 above, and further in

view of Jibbe et al. (Jibbe) and Crouse et al. (Crouse).

Spring ‘636 in view of Oeda and Cummings set forth the use of a storage router to

provide mapping, access control and access granting of fibre channel USER/HOST requests to

the SCSI storage disks. Per Spring ‘636, the server (20) has interfaces (2627), a CPU (28)

connected to the interfaces, and a memory for CPU instructions (29), using SCSI protocol (a
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NLLBP) end to end. See Figure 2. Per Oeda, the disk controller (5) provides mapping and

access control and granting based upon the SCSI CONTROL LSI (6) and the ID REGISTERS

(71-73) from the HOSTS (lA,B) to the disk(s) (either 4 or the a1rayl7) using the SCSI protocol

(a NLLBP) end to end. Per Cummings, it is taught to use the distance independent fibre channel

transport medium to carry the end—to—end SCSI protocol user to remote storage requests as

though the storage were locally connected. What is lacking is the specific detail of the fibre

channel HOST to SCSI DISK controller and a buffer for providing memory work space for the

storage router.

In the same field of endeavor, Jibbe teaches that it is old and well known to use a SCSI-

SCSI controller for HOST to disk array access. See for example, Figure 1, which sets forth the

use of a microprocessor (51) coupled to the HOST SCSI interface controller 14 and the SCSI

disk drive interface controllers (31-35), such that the microprocessor controls the interfaces

(colurrm 4, lines 1-9). The SCSI Array Data Path Chip (ADP 10) interconnects the SCSI data

bus (16) with the SCSI data busses (21-25), and is also under the control of the microprocessor

controller (51). The DMA FIFO BLOCK 70 holds data received fromrthe host until the may is

ready to accept it and to hold data from the disk array until the host is ready to accept it (column

5, lines l4-21). The DMA interface (14) is coupled to the FIFO (70) as well as the firstiprotocol

unit (SCSI adapter 14), such that the HOST SCSI adapter.(i.e. a first controller) is operable to

pull data from and place data into the FIFO (70), with the second controllers (SCSI interfaces 31-

35) operable to pull data fiom and place data into the FIFO (70), under the control of the

supervisory unit (microprocessor 51) and its bus (53) that couples it to the interface controllers

(14 and 31-35). The memory (36) is a 64kByte SRAM that provides memory workspace during
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read/modify/write operations of RAID 5 and is also coupled to the microprocessor/supervisor

(51) via the ADP (10). Thus the memory (36) and the FIFO (70) provide memory work space

for the array controller and allows the microprocessor/supervisor (51) to process data stored

therein to allow a HOST to interface with the disk storage. In summary, Jibbe teaches a

supervisor unit 51 coupled to first and second controllers (14 and 31-35), an ADP (10) and

buffers (36 and 70), such that the supervisory unit controls the controllers and buffers and the

ADP for the express purpose of configurability between RAID 1,3-5 levels, as well as the use of

the FIFO buffers for holding data until the host/disk drives are ready. The Host DMA interface

(14) is coupled to the SCSI controller (14) and the FIFO buffers/queues (70/101-105) and the

buffer (36—internal to the Figure 1 disk array controller). . It is also expressly taught that the

data path architecture can be constructed with ESDI, IPI or EISA devices rather than with SCSI

devices (column 11, lines 40-43).

Building on Jibbe’s express suggestion to construct the data path architecture With

devices other than SCSI, one finds that Crouse teaches a data server that uses a fibre channel user

node transport bus medium (l2b) and SCSI storage devices (46 and 48) that encompass both

online and removable. Note the use of DMA and buffers in Figure 4a/b. The goal is improved

data transfer architecture (column 3, lines 23-41) via a pipelined data server, to include

removable and online storage devices.

Therefore it would have been obvious to one having ordinary skill in the art at the time

that the invention was made to modify Spring ‘636 in view of Oeda and Cummings by the

teachings of Jibbe and Crouse in order to provide for increased RAID functionality via the SCSI

disk array controller details, which in turn provide for configurability between various RAID
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levels (certainly desirable as both Spring ‘636 and Oeda are concerned with various RAID

levels), as well as the ability to buffer data until the host/disks are ready, with the requisite

details of the fibre channel to SCSI interfacing required by Cummings and shown by Crouse.

The combination is proper as Spring ‘636 and Oeda use SCSI controllers between the host and

disk(s) and RAID configurations. Spring ‘636 even lays out the same basic fiinctionality as

Jibbe’s array controller in the storage router (server 20), with the required ability to interface

with the host and disks via the SCSI protocol. Oeda also provides host to disk interfacing with

mapping, access control and access granting in a SCSI protocol environment. Thus Jibbe

provides the details of a SCSI disk array controller needed by Spring ‘636 and Oeda, and the

combined teachings of Spring ‘63o and Oeda and Cummings and Jibbe and Crouse render the

claims obvious per the above analysis. Admissions made into the record of 90/007,127 by the

patent owner bolster an obviousness rejection, as at page 10 of the response dated 4/6/2005, the

record clearly states that various protocol (not even mentioned in the specification, but only

appearing in the claims) represent protocols that CAN encapsulate SCSI commands, would be

understood by those in the art. This statement is an attempt to provide support for claimed

protocols not mentioned in the specification. Using the same rationale, then it would have been

obvious to one of ordinary skill in the art to use any protocol capable of encapsulating SCSI, and

any hardware associated with the use of these other protocols, as the patent owner has stated that

one would recognize such. Thus this admission, coupled with Spring ‘636 desire to use a more

robust protocol when extending the distance between the workstations and the disk drive storage,

and Cummings’ teaching that fibre channel is distance independent and Jibbe’s express teaching

that other devices than SCSI can be used and Crouse’s teaching of a fibre channel to SCSI data
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server controller interfacing, then the claimed subject matter is rendered obvious and is certainly

within the ordinary skill in the art, and the references themselves express a motivation for the

combination of references, thereby avoiding the issue of impermissible hindsight.

Any inquiry concerning this communication or earlier communications from the

examiner should be directed to Fritz M. Fleming whose telephone number is 571-272-4145. The

examiner can normally be reached on M—F, 0600-1500.

If attempts to reach the examiner by telephone are unsuccessful, the examiner’s

supervisor, Jeffrey Gaffin can be reached on 571-272-4146. The fax phone number for the

organization where this application or proceeding is assigned is 703-872-9306. Any fax should

be sent to the CRU at 571-273-0100.

Information regarding the status of an application may be obtained from the Patent

Application Information Retrieval (PAIR) system. Status information for published applications

may be obtained from either Private PAIR or Public PAIR. Status information for unpublished

applications is available through Private PAIR only. For more information about the PAIR

system, see http://pair-direct.uspto.gov. Should you have questions on access to the Private PAIR

system, contact the Electronic Business Center (EBC) at 866 17-9197 (toll-V
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IN THE CLAIMS:

1. A data storage gateway capable of interfacing with and providing connectivity

and mapping between a Fiber Channel and SCSI channel interface, the data storage gateway '

comprising: ‘

a virtual storage; _ _

_ a storage router in communication with and providing mapping to the virtual storage

such that a fiber. channel device remote from the virtual storage can communicate data to and

from the virtual storage; and

wherein the storage router is capable of configuring a SCSI device to contain at least a

portion of the virtual storage. '

2. The data storage gateway according to Claim 1, further including a memory work

space for the storage router using a buffer.

3. The data storage gateway according to Claim 2 wherein a Fibre Channel

transport medium connects to the storage router and interfaces with a Fibre Channel controller

and wherein a SCSI bus transport medium connects to the storage router and interfaces with a

SCSI controller.

4. A method for providing, through a storage router, virtual local storage on remote’

SCSI storage devices to Fibre Channel devices, comprising:

interfacing with a Fibre Channel transport medium;

interfacing with a SCSI bus transport medium;

maintaining a configuration for SCSI storage devices connected to the SCSI bus

transport medium that maps between Fibre Channel devices and the SCSI storage devices and

that implements access controls for storage space on the SCSI storage devices; and M

allowing access from Fibre Channel initiator devices to SCSI storage devices using

native low level, block protocol in accordance with the configuration. '

5; The method of Claim 4, further comprisingvthe step of providing memory work

space for the storage router using a buffer.
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6. The method of Claim 5, wherein the Fibre Channel transport medium connects to

and interfaces with a Fibre Channel controller and wherein said SCSI bus transport medium

connects to and interfaces with a SCSI controller.

‘7. The method of Claim 4, wherein the maintaining step and the allowing step are

performed by a supervisor unit.

8. The method of Claim 6, wherein the supervisor unit is coupled to the Fibre

Channel controller, the SCSI controller, and the buffer.
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I. Rejections Under 35 U.S.C. §103

A. Introduction

Claims 1-8 and are variously rejected under '35 U.S.C. §103(a) as being unpatentable

over Petal in‘ view of Quam, Cummings, and Crouse.

In order to establish a prima facie case of obviousness, the Examiner must show: that

(1) the prior art references teach or suggest all of the claim limitations, (2) that there is some

suggestion or motivation in the references (or within the knowledge of one of ordinary skill in the

art) to modify or combine the references and (3) that there is a reasonable expectation of

success. M.P.E.P. 2142,2143; In re Vaeck, 947 F.2d 488, 20 U.S.P.Q.2d 1438 (Fed. Cir.

1991). The Examiner must explain with reasonable specificity at least one rejection —

otherwise, the Examiner has failed procedurally to establish a prima facie case of obviousness.

M.P.E.P. 2142; Ex parte Blanc, 13 U.S.P.Q.2d 1383 (Bd. Pat Application. & Inter. 1989). When .

the motivation to combine the teachings of the references is not immediately apparent, it is the

duty of the Examiner to explain why the combination of the teachings is proper. Ex Qarte

Skinner, 2.U.S.P.Q.2d 1788, 1790 (Bd. Pat. App. & Inter. 1986).

B. Claim 4

The Examiner rejected Claim 4 as being unpatentable over Petal in View of Quam and

Cummings and devoted a significant portion of the Office Action to analyzing what Applicants

believeshould be Claim 4 in light of Petal. Accordingly, Applicants will first show how Claim 4

differs from the cited references and then address the other Claims.

1. Overview of Claim 4

Claim 4 recites:

A method for providing, through a storage router, virtual
local storage on remote SCSI storage devices to Fibre Channel ’
devices, comprising: ' _

' interfacing with a Fibre Channel transport medium;
interfacing with a‘SCS| bus transport medium;
maintaining a configuration for SCSI storage devices

connected to the SCSI bus transport medium that maps between
Fibre Channel devices and the SCSI storage devices and that
implements access controls for storage space on the SCSI
storage devices; and

allowing access from Fibre Channel initiator devices to
SCSl storage devices using native low leveL_b_|ock protocol in
accordance with the configuration. [emphasis added].
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Claim 4 includes the limitations of a configuration that (i) maps between Fibre Channel

devices and SCSI storage devices, (ii) and implements access controls. Additionally, Claim 4

includes the limitation of "allowing access from Fibre Channel initiator devices to SCSI storage

devices using native low level block protocol in accordance with the configuration”. These

features of the present invention allow a Fibre Channel initiator device (e.g., workstation) to

access only that portion(or portions) of the storage devices associated with that particular host.

These features also allow a host (or hosts) to communicate with storage devices using o_nly

native low level block protocols (“NLLBPs”).

2. Fetal Does Not Disclose “Allowing Access” From a Fibre Channel Initiator

Device to SCSI Storage Devices Using NLLBP

Claim 4, as discussed above, recites “allowing access from Fibre Channel initiator

devices to SCSI storage devices using native low level block protocol . . A NLLBP is a

protocol that enables workstations and network servers to exchange information with storage

devices without the overhead of high-level protocols and file systems typically required by

network servers. As explained below, this definition for NLLBP is supported by both the

Specification of the ‘753 Patent, and the judicial interpretation of a similar limitation by Judge

Sparks of the U.S. District Court for the Western District of Texas (an interpretation upheld on

appeal by the Court of Appeals for the Federal Circuit).

In systems prior to the present invention, when a computer workstation would make a

storage request to a storage device (e'.g., disk drive) through a network server, the workstation

first had to translate the request from its file system protocols to higher level network protocols
to communicate with the network server. The network server then would translate these high

level protocols into low level requests to the storage device(s). See ‘753 Patent Specification,

col. 1, lines 50-60 and col. 3, lines 14-15 (distinguishing an NLLBP from higher-level protocols

by contrasting the present invention to prior art solutions). This high levelto low level

translation wastes valuable time and makes the access of information occur at a much slower

rate. See ‘753 Patent Specification, col. 1, lines 48-57.

Further, in Crossroads v. Chaparral Network Storage, lnc., Western District of Texas,

Civil Action No. A-00-CA-217-SS and Crossroads Systems (Texas), lnc., v. Pathlight 1

Techno/ogy, lnc., Western District of Texas, Civil Action No. A-"OOCA-248-JN (collectively, the

“Chaparral Litigation"), the US. District Court for the Western District of Texas issued a Joint

Markman Order (the “Markman Order”) interpreting the term NLLBP for the purposes of United

States Patent No. 5,941,972 (the ‘"972 Patent") as follows: I
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a set of rules or standards that enable computers to exchange
information and do not involve the overhead of high level
protocols and file systems typically required by network servers.

A copy of the Markman Order is attached hereto as Exhibit A. This construction, and

the validity of the ‘972 Patent, was upheld by the Federal Circuit on appeal. A copy of the

4 Federal Circuit decision affirming the decision of the lower court is attached hereto as Exhibit B.

Thus, based on the Markman Order, an NLLBP is a protocol that enables computers to

exchange information without the overhead of high-level protocols and file systems typically

required by network servers.

As discussed in the ‘753 Patent, allowing access from host devices (e.g., workstations)

to storage devices is done using NLLBPs in the present invention. Using the example of a first

of Fibre Channel (“FC”) and second transport medium of Small Computer System Interface

(“SCSI”), a FC-connected workstation can communicate low level SCSI commands directly to a

storage device using NLLBPs. For this example, the present invention accomplishes this by

encapsulating the low level SCSI commands in an FC ‘wrapper’ or ‘layer.’ The specification of

the ‘753 Patent discusses such an exemplary embodiment where a Fibre Channel-attached

initiator (e.g., workstation) issues SCSI-3 FCP commands, and an associated SCSI-target

storage device operates on a SCSI-2 protocol (See, ‘753 Patent, col. 6, lines 33-45). In this

case, a storage router connected between the host device and the storage device receives the

FC-encapsulated low level SCSI commands, removes the FC encapsulation, and forwards the

low level SCSI commands to the storage devices (provided the workstation is allowed to have

such access, as will be discussed more fully below). In this example, there is no translation of

the commands from a higher level protocol to a low level protocol. In other words, the storage

router is not required to translate some high level command from the workstation (e.g., a file

system command, or function call with arguments) into_a low level SCSI command. Rather, the

storage router simply strips the FC ‘layer’ off of the existing SCSI command, and fonivards the

SCSI command to the storage device without any high-to-low level translation (because no

such high level to low level translation is needed). Thus, when a host workstation is allowed to «

have access to a storage device, that access is accomplished using only NLLBPs.

Petal, on the other hand, discloses a system in which Petal clients (i.e., workstations)

send higher-level protocol commands to the Petal Sewer that, in turn, transforms these higher-

level, higher overhead commands into low-level SCSI commands that are forwarded to the

storage devices (i.e., at least one high level to low level translation takes place between the

workstation and the storage device). Petal clients are configured with ‘a Petal device driver in

the kernel layer of the Petal client. See, Petal page 88, col. 2, section 3. Higher level
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applications (i.e., user space applications) see virtual disks (representations of the storage

devices) through the Unix File System. See Petal, page 90, col. 1, section 3.2. When a Petal

client wishes to access a storage device behind the Petal server, the client issues a file system

command to the virtual disk which is passed through the class layer to the Petal device driver

(i.e., the kernel layer process for accessing the virtual disk). The Petal device driver then

issues a remote procedure call ("RPC”) using the User Datagram Protocol (“UDP”) to the Petal

server to read or write data. See, Id at page 88, col. 2, section 3 (describing the RPC interface)

and page 89, col. 1, section 3.1. (describing handling read and write requests). The Petal

device driver acts as a filter driver to translate the command to the virtual disk seen by the user _

space application into an RPC that is sent out in UDP packets.

An RPC is a well known mechanism in networked operating systems and is essentially a

function call to the Petal Server. In issuing an RPC, a client will provide a server with the

appropriate arguments in a UDP packet so that the server can perform some process. The

Petal Server performs a transformation when receiving the RPC in the UDP packet by

processing the RPC in the UDP packet to execute the called process and generate the

appropriate low level SCSI READ and WRITE commands. Thus, the Petal client uses the

traditional network mechanism of issuing a higher level command (e.g., an RPC in a UDP '

packet) to the network server that the network server processes to call a function. The Petal

server must execute the appropriate function to transform the information in the UDP packets to

the appropriate low level SCSI command.

Thus, the Petal system does not allow the client (i.e., workstation) to access the storage

devices using an NLLBP. Instead, the Petal client uses a scheme in which high level file

system commands to virtual disks are translated into RPCs which are packaged in UDP

packets and transported to the Petal server for transformation into low level commands. Unlike

the NLLBP commands described and claimed inthe '753 Patent, these RPC in UDP. packets

contain additional higher level overhead and require transformation to low level SCSI

commands at the Petal Server. As noted above, the Petal server executes the called

procedure to transform the RPC in UDP to the appropriate low level SCSI command.

The process of Petal therefore requires first creating an RPC, and then encapsulating

the RPC in UDP at the Petal client, and further executing a procedure to transform the RFC in 4

UDP to a low level SCSI command. Consequently, while the Examiner has pointed out various

‘portions of Petal that discuss using block-|evel.(i.e., low level) storage protocols (e.g., SCSI

commands), it is only in the context of the time period after high level RPCs have been I
transformed to low level SCSI commands. The system of Petal is the type of system that the
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present invention was designed to overcome, because the system of Petal tI_oe_s involve the

overhead of high level protocols typically required by network servers(i.e., RPCs), and requires

a transformation of the high level protocols into low level SCSI commands at the Petal server.

Therefore, Petal does not disclose, teach or suggest a system for “allowing access from

Fibre Channel initiator devices to SCSI storage devices using native low level block protocol,”

as recited in independent Claim 4.

3. Petal Does Not Disclose Mapping Between Fibre Channel'Devices and SCSI

Storage Devices _ 0
Claim 4 also recites a configuration that “maps between Fibre Channel devices and the

SCSI storage devices." Mapping between Fibre Channel device and SCSI storage devices in

the present invention refers to a mapping between the Fibre Channel devices and SCSI storage

devices such that a particular Fibre Channel device on the Fibre Channel transport medium is

associated with a storage device, storage devices, or portions thereof, on the SCSI bus

transport medium. As discussed in the ‘753 Patent Specification, the mapping provides a

correlation between devices on the first data transport medium (e.g., workstations) and the

storage devices. See, ‘753 Patent col. 1, lines 6 through col. 2, line 5 and col. 8, lines 67 — col.

9, line 5. A

In the Chaparral Litigation, the U.S. District Court for the Western District of Texas

adopted the definition that a “map” contains a representation of a device on one side of the

storage router to a storage device on the other side (e.g., from a Fibre Channel host device to a

SCSI storage device). See, Markman Order, Exhibit A, page 12. The mapping of the “753

Patent associates the Fibre Channel devices (e.g., workstations) with SCSI storage devices on

the SCSI bus transport medium. Thus, the mapping can include mapping from a host

workstation identifier (e.g., address or other identifier) to a virtual representation of a storage

device (e.g., a virtual Logical Unit Number (LUN)), and potentially even further from the virtual

representation of the storage device to a physical representation of the storage device (e.g., a

physical LUN). b I
It should be expressly understood that the ‘mapping’ of the present invention is not V

identical to the concept of “virtuaIization." In virtualization, a storage device (or portion thereof)

is presented with a particular logical address to the hosts or workstations. While it is clear that
the present invention can include virtualization as part of the mapping (e.g., the map can 1

include the mapping from a virtual representation of the storage (virtual LUN) to a physical

representation of the storage (physical LUN)), such virtualization is not, in'and of itself, a

mapping between devices as defined in the ‘753 Patent. See, ‘753 Patent, col. 8, line 65-67. In
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fact, this type of virtualization was available in a number of RAID systems at the time Petal was

written. virtualization does not require that representations of workstations on one side of the

storage router be mapped to a storage device(s) on the other side of the storage router.

Petal does not disclose, teach or suggest a map that maps between Fibre Channel

devices and SCSI storage devices connected to the SCSI bus transport medium as recited in

Claim 4 of the ‘753 Patent. In Petal there is simply no map that associates host devices (i.e.,

the Petal clients) with the storage devices or representations of the storage devices. At best,

Petal teaches “virtualization” of storage devices. In other words, Petal discusses a virtual to

physical mapping of the storage devices rather than a mapping from the device making a

request (e.g., workstation) to the storage device for which the request is intended. Petal states:

The basic problem is to translate virtual addresses of the form
<virtua|-disk-identifier, offset> to physical addresses of the form
<server-identifier, disk-identifier, disk-offset>.

See Petal, page 85-86, sections 2.1-2.3 and Figure 4 (entitled “Virtual to Physical Mapping”).

In Petal, a virtual disk directory of virtual disks is mapped to a global directory which is

mapped to physical disks. Id. A client workstation provides a virtual disk identity which is

translated into a global map identifier. Id. The global map determines the serverresponsible for

translating the given offset. Id. The physical map of the specified server translates the global

map identifier and offset to a physical disk and an offset within that disk. See Id., page 86, col.

1, section 2.1. Thus, the mapping of Petal only represents the virtualization mapping of storage

devices and does not correlate or associate the storage devices (either virtual or physical) to

particular Petal clients (e.g., workstations) on the other side of the Petal server. In fact, the

virtualization-type mapping described in Petal is simply a description of the virtualization

technique generally used in RAID systems at the time of Petal.

The Examiner correctly points out that, in Petal, a disk identifier used bylclients to

reference a particular virtualdisk is “mapped” to a physical identifier. However, this is simply

virtualization-type mapping. There is no correspondence (or map) made from the Petal clients

to the storage devices (or portions thereof) behind the Petal Server. Put another way, there is

no mechanism disclosed in Petal to perform the function of mapping a particular client

workstation to a particular storage device (or portion). Consequently, Petal teaches a,

virtualization scheme, $1 a configuration that “maps between Fibre Channel devices and SCSI

storage devices” as recited in Claim 4 of the ‘753 Patent.‘
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4. Fetal Does Not Disclose Implementing “Access Controls”

Va. Implementing Access Controls Requires Allowing Access Using

NLLBPs '

Claim 4 recites “implementing access controls” which requires allowing access using

NLLBPs. As described in the ‘753 Patent, “access controls" are a particular form of security

measure designed to prevent unauthorized access to particular storage devices or portions of

storage devices by certain workstations. When “access controls” are implemented, particular

Fibre Channel devices may be permitted access to particular storage devices or subsets of

storage devices. See, e.g., FIGURE 3 of the ‘753 Patent (permitting access from particular

workstations to undivided storage devices as well as divided subsections within a single storage

device). According to the previously mentioned Markman Order, “access controls” means

“providing controls which limit a computer's access to specific subset of storage devices or

sections of a single storage device." See, Markman Order. Exhibit A, page 6.

The “access controls” of the ‘753 Patent allow access using a NLLBP such that requests

from devices connected to the first transport medium (e.g., workstations) are directed to

assigned virtual local storage on the storage devices. See, ‘753 Patent, col. 8, lines 61-65.

The ‘753 Patent recites:

The storage router can...map, for each initiator, what storage
access is available and what partition is being addressed by a

particular request. In this manner, the storage space provided by
[storage devices] can be allocated to [devices connected to the
first transport medium] to provide virtual local storage...

See ‘753’ Patent, col. 8, lines 67 — col. 9, line 5.

Thus, the “access controls" described in the ‘753 Patent are device-centric in that they

permit or deny access from particular devices connected to the first data transport medium

— (e.g., workstations) to particular storage devices (orisubsets thereof) according to the

M configuration. The access controls are thus partof the configuration for routing commands

from a device connected to the first transport medium to defined storage |ocation(s) using

NLLBPs (i.e., without requiring the overhead of high level protocols typically required by

network servers) according to the map. ‘ '
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9 b. Petal Does Not Render The Access Controls Limitation Of Claim 4

Obvious

In rejecting the limitation of “implementing access controls” the Examiner points to Petal,

page 90, col. 2, section 4, which states in pertinent part:

...currently we do not provide any special support for protecting a
client’s data from other clients; however, it would not be difficult to

provide security on a per virtual disk basis.

Applicants submit, however, that the statement "it would not be difficult to provide

security on a per virtual disk basis,” without more, does not enable security on per virtual disk

basis in the UDP environment of Petal. UDP is primarilya broadcast protocol in which the

computer issuing a UDP communication typically places UDP packets on a network without

regard to the device that receives the packets.

Petal provides no support as to how to implement its “security on a per virtual disk

basis" for UDP broadcast packets communicated over an ATM transport medium. For

example, a common security method in packet based networks is the use of access control lists

(“ACLs”). While ACLs may be used to entirely block UDP communications (e.g., as in a

firewall), Petal provides no suggestions on how to implement ACLs in a UDP environment to

limit access to a portion of a server file system (e.g., a particular virtual disk). As Petal provides

no support for providing security in the UDP/ATM environment, Applicants respectfully submit

that Petal, at best, only makes it ‘obvious to try‘ some unspecified form of security.

“An ‘obvious-to-try’ situation exists when a general disclosure may pique the scientist's

curiosity, suchthat further investigation might be done as the result of the disclosure, but the

disclosure itself does not contain a sufficient teaching of how to obtain the desired result, or that

the claimed result would be obtained if certain direction were followed.” In re Eli Lilly &
Company, 902' F.2d 943, 945, 14 USPQ.2‘d 1741 (Fed Cir. 1990). “Obvious-to-try”, however, is"

not the standard for obviousness under §103. See, In Re 'O'FarreI/, 853 F.2d 894, 902, 7

USPQ.2d 1673 (Fed. Cir. 1988). For example, the statement in a patent that “the user of the

‘ external field canceling method . can allow for gradient fields to be produced with greatly

reduced problems” provided only general guidance as to the form of the claimed invention and

how to achieve it but did not provide sufficient guidance to render the claimed invention V

obvious. See, In Re Roemer, 258 F.3d, 1303, 1309-10, 59 USPQ.2_d 1527 (Fed. Cir. 2001).

Similarly, the Petal reference does not provide sufficient guidance as to what is meant by

“security” or how to implement such a “security” feature; and certainly does not provide any

guidance on how to implement “access controls" as recited in Claim 4 of the ‘753 Patent.
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At best, the statement in Petal that “currently we do not provide any special support for

protecting a client’s data from other clients; however, it would not be difficult to provide security

on a per virtual disk basis” is an invitation-to-try to implement some unspecified security feature

on a per virtual disk basis. The statement does not provide any teaching or suggestion as to

how the security feature would be achieved, much less now “access controls” that allow access

using NLLBPs would be achieved. Thus, while it may be ‘obvious-to—try’ some unspecified

security feature based on the above-cited statement, one is left completely in the dark as to
how such security would be achieved. 1

Moreover, the Examiner has not pointed to any art or other evidence in the record such

that one of ordinary skill in the art would have a reasonable expectation of success in

implementing the claimed “access controls” to allow access using an NLLBP in a UDP/ATM

environment to limit access to a particular virtual disk. If the Examiner is relying on his own

knowledge that one of skill in the art would know how to implement “access controls" that allow

access using an NLLBP on a per virtual disk basis in the Petal environment, then Applicants A

respectfully request that the Examiner provide an affidavit detailing the data on which the

Examiner relies for this position, or alternatively allow Claim 4. See 37 CFR 1.107(b) and

MPEP 707.05.

c. There Is No Disclosure or Teaching In Petal That The ‘Security’

Referenced Therein Would Allow Access Using NLLBP

Even though the Petal article states that “it would not be difficult to provide security on a

per virtual disk basis” there is no teaching or suggestion as to how such security would be

provided. Certainly, there is no teaching or suggestion in Petal that a ‘security’ feature could be

implemented to allow access using an NLLBP. It simply is unclear what type or manner of

‘security’ Petal references. For example, security can be a simple password-based security

scheme, or something much more complex.

Moreover, even if security were implemented in Petal, there is no teaching or suggestion
that such security would be implemented to allow access using a NLl_BP. It would appear that

any security implemented would be on top of the high level RPC over UDP scheme of Petal.

Again, this would appearto require the high-level protocols and wouldnot provide access using

an NLLBP. Thus, even if security were applied to the system of Petal, this does not suggest

access controls that allow access using an NLLBP. '
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5. Quam and Cummings

The Examiner relies on Quam and Cummings for the proposition that “it would have

been obvious to change from ATM to Fibre Channel in the system of Petal. ‘Regardless of this,

neither Quam nor Cummings makes up for the deficiencies of Petal and the Examiner has not

pointed out where Quam or Cummings teach or suggest (i) mapping between devices

connected to a Fibre Channel transport medium and SCSI storage devices, (ii) “implementing

access controls” and (iii) “allowing.access from Fibre Channel initiator devices to SCSI storage

devices using native low level block protocol". Even if Quam and Cummings are combined with

Petal, the combination would lack these features of Claim 4. Accordingly, Applicants

respectfully request allowance of Claim 4. I

6. Summary

In sum, the cited references fail to teach: (1)“allowing access from Fibre Channel

initiator devices to SCSI storage devices using native low level block protocols," (2) maintaining

a configuration that “maps between Fibre Channel devices and SCSI storage devices” and (3)

maintaining a configuration that “implements access controls.”

Instead, -Petal teaches a system in which high level RPC calls in UDP packets must be

transformed into low-level SCSI commands by the Petal sewer. Further, there is no disclosure,

teaching or suggestion in Petal‘ that clients on one side of the Petal server should be mapped to

storage devices _on the other side of the Petal server. Moreover, access controls that allow

access using NLLBPs are not disclosed, taught or suggested in Petal nor is any other security

. method. At most, Petal suggests that it would be ‘obvious-to-try’ adding an undefined security

measure, without providing any direction as to how to do so with a reasonable expectation of

success. Moreover, the Examiner has not pointed out where these features can be found in.

Quam and Cummings. Therefore, Applicants submit that Petal, Guam and Cummings (alone or

in combination) do not render obvious the present invention as recited in~Claim 4, and A

respectfully requests allowance of such claim. Applicants also respectfully request allowance of
Claims 4-8.
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C. Claim 1

1. Overview of Claim 1
Claim 1 recites:

A data storage gateway capable of interfacing
with and providing connectivity and mapping between a
Fiber Channel and SCSI channel interface, the data
'storage gateway comprising:

a virtual storage;
a storage router in communication with and

providing mapping to the virtual storage such that a fiber
channel device remote from the virtual storage can
communicate data to and from the virtual storage; and

wherein the storage router is capable. of
configuring a SCSI device to contain at least a portion of
the virtual storage.

Claim 1 includes the limitation that the storage router provides a “mapping to the virtual

storage such that a fibre channel device . . . can communicate data to and from the virtual

storage.” The mapping thus maps a fibre channel device to the virtual storage with which it can
communicate data.

2. Petal Does Not Disclose a “Map" to the Virtual Storage _

The storage router of Claim 1 maps from a Fibre Channel device to the virtual storage to

allow the Fibre Channel device to communicate with the virtual storage. This mapping is more

than mere virtualization as the storage router associates the Fibre Channel device with the

virtual storage to allow the Fibre Channel to communicate data to and from the virtual storage.

Petal does not disclose, teach or suggest a map that associates particular devices

connected to the first transport medium with virtual storage (i.e., particular storage devices or

subsets thereof). Rather, Petal teaches that a virtual to physical mapping (i.e., virtualization of

the storage device) takes-place. There is, however, no correspondence made between the

clients and storage devices (or portions thereof) in the mapping of Petal; i.e., there is no

mechanism disclosed to say “this client maps to that virtual storage" on the other side of the

Petal server. Consequently, Petal teaches a virtualization scheme Q91 a “mapping" to the virtual

storage to allow a Fibre Channel device to communicate data to and from the virtual storage.

3. Additional Cited References .

Applicants respectfully submit that the Examiner has not pointed out where Quam,

Cummings or Crouse make up for this deficiency in Petal. Therefore, Applicants respectfully

submit that the Examiner has not made out a prima facie case of obviousness with respect to
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Claim 1. Applicants therefore respectfully request allowance of Claim 1. Additionally,

Applicants request allowance of Claims 2-3 as representing further limitations on Claim 1.

D. Summary: There is No Prima Facie Showing of obviousness

Applicants respectfully submit that the Examiner has failed to establish a prima facie

case of obviousness for Claims 4-8 as the prior art references do not disclose. teach or suggest

all of the claim limitations. Specifically, the prior art cited by the Examiner does not appear to

teach or suggest i) maintaining a configuration that maps between Fibre Channel devices and

SCSI storage devices,” ii) maintaining a configuration that “implements access controls for the

storage space on the SCSI storage devices” and iii) “allowing access from Fibre Channel

initiator devices to SCSI storage devices using a NLLBP.” Additionally, with respect to Claim 1,

the prior art does not appear to teach or suggest “mapping to the virtual storage such that a

fibre channel device . . . can communicate data to and from the virtual storage.” While the

Examiner has provided a detailed discussion of Petal to attempt to show where these features

are found, Applicants respectfully submit that Petal does not disclose, teach or suggest the

claimed limitations. Furthermore, the remaining cited references (Quam, Cummings and

Crouse) alone or in combination, do not make up for the deficiencies in Petal. Accordingly,

Applicants respectfully request allowance of Claims 1-8.

ll. Conclusion

Applicants appreciate the Examiner's diligence in issuing thorough office actions in

multiple reexamination cases so quickly. Applicants respectfully submit, however, that Claims

1-8 are distinguishable from the Petal, Quam, Cummings and Crouse references. Therefore,

Applicants respectfully request allowance of all claims subject to reexamination.

Applicant has now made an earnest attempt to place this case in condition for

allowance. Other than as explicitly set forth above. this reply does not include an acquiescence

to statements, assertions, assumptions, conclusions, or any combination thereof in the Office

Action. A _

This Reply was served via First Class Mail on April 6, 2005 to Larry E. Severin, Wang,

Hartmann & Gibbs. PC, 1301 Dove ‘Street #1050, Newport Beach. CA 92660.
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The Director of the U.S. Patent and Trademark Office is hereby authorized to charge

any fees or credit any overpayments to Deposit Account No. 50-3183 of Sprinkle IP Law Group.

Respectfully submitted,

Sprinkle IP Law Group
Attorneys for Applicant

John L. Adair
Reg. No. 48,828

Date: April 6, 2005
1301 W. 25"‘ Street, Suite 408
Austin, TX 78705 '

Tel. (512) 637-9223
Fax. (512) 371-9088‘
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L.

.U_5m 372000
. . ql;h“ckossnows (TEXAS), mc. § .
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- CHAPARRAL NETWORK V . .§

.5'I‘ORAGE, ma §

CROSSROADS sys'rEMS, (TEXAS), INC. §

vs. " ' § N0. AO0CA248SS A . e. .
. ~ _. . - § . .

PATHLIGHT TECHNOLOGY, INC. :5
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BE IT RElVIEMIBER'ED.111mt on the 25'“ day ofluly 2000 the coun,,in aecordance with

._ Mariam v. Wesmjew Instruments Jnc.. 52 F3d 957 (Fed. car. 1995), afi”d, 115 s. cn 1334 (1995);

held a hearing at which the parties appeared by representmziari ofcounsel and made oral arguments

. on their pmpbsed claims construcfion. At the hearing, the parties presented a Joint Sfipulalion of

Claim Construction, thanheparties have agreed uponthe definitions for seventeen ienns

‘andfor in‘U.S.. Patent No. 5,941,972 (“the ‘972 patent’-’), and that only ten terms and/or

phrases in me ‘972 patent remain in dispute. Afier considering the briefs, the case me as a whole,

a.ng!Athe applicable law, the Court enietsilze follewing opinion andorder. H

1. Standard for Ciaims Construction

The cqnslruction ofclaims; the definition of the terms used in claiins, is'a matter if

lawforthe Court. When adopting a claim cmstimfiom 1he Couft should firsi considert'hc.inu-insic

evidence, which includesilfe claims:tlre"spacifi1:ation,-and*the‘prosecutiUn‘history:S‘ee-Vixronics '

3/\ . RECEIVED 1_ - - FEB'() 7 2005 "1!-'”’

M30473 1 OFFICE OF PETITIONS
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Corp. v. Canceptronic, Inc. ; 90 F.3d 1576, 1582‘(I-‘eid; Cir. 1996) (explaining that intiinsic evidence

~—v—-—— —-————.— —iaEthermost,signi.ficant.so11rcc.o£fl1e.lega1ly_ape1-ativeLmcaning_ofdisputedslaiinlanguageL’)._NQt_____H'

surprisingly, the startiiigpoint" is always “the wordsoftheclaimsthemselves.” Id: see also Comark

.co;}zmu;{i¢a:ians. Inc v. Harris corp., .155 F.3d 1132, 1136 (Fed..Cir. 1993). 141.; "words oithe
- aaims are generally given their ordinary and customary -nieaning, imless the patemee intended to

use a “siiecial definition of the term clearly in the patent speziification or file 'hisio1'y.”

Vitmnics, 9o_~1=".:-5:1 at 1582. Thus, the Court mus't_review'the.specificafioi1-Hand file -histoi-y to.

determine whether tlie _patentee intanded to use any “spc;ial“ ilefinitions. See id. ‘The
. specification and £16 also baconsulted as genaral guides for claini interpretation. Sea

-Comwrk, 156 F.3dat 1186. ' A

The sriecificafion and tile. howevét, me not substitutes forth: plain language ofthe

claims. The specificationis not meant fo.deacfibe the full scope of ihe pa1:m— it includes only a .

description. ofthe invention, sufiicient to eriable 2-pmon skilled in the art io make and use

it, as well as the ii|'venfion’s “best mode.” See 35 U'.S.C. § 1l2. Thus, the élaimsimay be broader

tharithe specifiuifioxi, and generally shouldnpfbe tonfinedto flieaxamples Ofthe inventionsetforth

in 1115apgcification. See Cbmark, 156 F.3d at 1187 (“Althoughihe specification may aid tha cam-
in‘ the meaning-‘of disputed claim language, particular embodiments and exaniples ‘

in'A specification willunot be read into the clainifl’). the

Ci_r>cuit‘l-ins repeatedly phasized that “limiiationg £1-omflie specification are not to be read into the

claims.‘-’ Id at4l1,86.
‘ in addition in the intrinsic the Count may, in its dascmiongreceive

. emmacevidence regarding the ptoperoonstructiaiiofthe pamen1’sten:ns. See_KeyPh'anmiceuh'¢a'I.1'

-2;
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I v. Hezcon Lobe; cotgn, 161 F.3d 709,716 (Féd.’Ci.t. 1993) (“['1']rial courtsgeneraily canhearexpert

testnnony rot. background "and education on the technology implicated by the presented claim

construction issues, nndtrial courts‘ have broad discretion in this regard.’’)’. The plaintifi‘ has

provided an expert a_fiidavit and the defendant has provided ‘excerpts from several‘d.ic1ionaries as

extrinsic evidence concerning the construcuon’’ 7 ofthe terms of the ‘972

II. “implemtsdiccess eontrols‘for storaigé‘ spnee on the SCSI storizge devices"

rhis phrase is used in e'ia'inis- 1, 10 and 11 ofthe ‘972 patent. Theparties dispute whether

' thephrase refers to “access controls" only for certain subsections of ii. divided SCSI storage device,

' or whether it also includes access to entire undivided SCSI storage The p_la1n11fi'' ' I

argues -thephrase includes both kinds ofaccess confiols; the defendants say the phrase refers only

- to eeeees controls for various‘ subsections ti "single divided SCSI storage rhe

defendsalso argueitheplaintifi’-s construction is improperbecause,ifit will result inxhe

‘972 patent being invalidated by prior art.

. The plainfifi‘proposes the foliowhig definition: “provides controlswhichlirnitaeompun-.r’s

‘ accessuto a specific subset of storage devices or sections ofa single storage devicef See Plaintifl’s

lane}, at 20. The defendants propose the pinnse shonid be defined as “partitions the stomge'spnce

on each one ofthe SCSI storage deiiices and defines accessibility of each‘ resulting partition,”
see Defendants’ Brief, Ex..2. The Court agrees withthepieiniiir. '

Theintrinsic evidence ofthe ‘972 patent showstheplaintifi‘s inventionis intendedito restrict

access bothto subsections ofa SCSI storage device, well as to entire,-undivided SCSI devices.

I First, the plain language ofthis phrase refers only to_“su_orage space” and does not limit the space‘

,3»-
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only to sulisections ofa divided SCSI storage device. Second‘, Figure 3 ofthe ‘9_72 patent

a broad reading of this oh:-asc. _F_igme 3 shows scs1- storage. devices, twg of which

undivided (60 and 64). The third device(62) is divided into four-suhseetions ofstorage space, From

— the simple labeling on Figure 3,vit is clear that.tl1e.en1ire, undivided storage device (64) is meant to

be accessed only by a single workstation (computer :13). Thus, Figure 3‘express]y shows fimfulg

plaintifi‘ s invention contemplates using “access ccnn'ols” for an entire, storage device as
well as for the subsections within :a. singlestorage device.’ the language 5f the

specification expressly access to an, entire, -undivided SCSI storage device.

Specifically, in refening to Figure 3, the specificationistates “storage device 64 can be allocated

storage for the remaining workstation 53 (vvorlestetion 5).” See 972 Patent, at 42¢ - 4:21. At the

, hearing, the defendants‘ counsel arguedthag simply becauseFigure 3 describes this feature doesnot

I mean the feature was intended to be of the ‘claimed invention. ' The Coint soundly rejects this

argurnent. Figure 3 is meant to be an example of how the plair1’dfl’s‘claimed"invention can be

‘implemented, and the specification clearly describes this figure as illustrating one implementiifion

ofthe claimed invention. Adopting the defendants’ would ignore efiindanxentalprinciple

ofclaims eonsuuetion, of’: repeated inthe dcfendaxiis’ briefand oml a1'gutnent.s,thaIt.he spesiiiesrion ‘

‘is “t_l1e single best guide to the ofadisputed tenn." See Vzoomcs, 90 1'-'3d at 1582. Finally, .
the defendants correctly point out that the specification also refers to the single, undivided storage

device (54) as a. “piirtifion (i.e., logical storage definition)!‘ See ‘972 Patent, or 4:44 - 4:47. Rather

than compel-the defendants’-proposed construction. however. this language the plaintifi’s
 

. * Figur_e3 also discloses ; and the defendants do nor nothe plai'nti1‘1"s invention
contemplates access to various subsections ofthe divided SCSI storage device (62).

-4_.
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"avoids ensnaring prior art ifit possible to do so.” Harris Corp. v. KY5’ Corp., 114- F.3d I149,

.-l 1 53 (Fed. Cir. 1997). However, the defendants have not shown thatthe prior art at: issue -— the Lui

H from the Lui patent on-access con:h-o1_(or any-other).grounds. the Patent Ofice is not the

' art creates a strong tircsurnption thatithe Lui patent not read upon the plairmffs claimed

it claimed invention. While the Lui patent does disclose a system Fibrechannel computers and

Lui patent concerns an invention of“bypass circuits” used to “prevent the failure ofany device?‘ in

hasthat term is notused inthe ‘972 claim language.

ncuerveu UI[‘ll‘VVU Icuw -_ ' 07:50 OI’! line ll] 10!‘ U5U'I‘IOl printed UII. '_ _l‘UU _"l£:'|J " Pg 6/17

argument at the hearing that a. discrete ofstorage— whether an SC$I storage dzvice or a
subsection withinthatdevice— no as; "‘partit:ion.”’

Thedefendants also intrinsiceviduice supportstheplaintilfsproposed

definition, this definition is nonetheless improper because it would cause the ‘972 patent torcad

directly upon prior art (and therefore be invalid). It is true that-“claims should beread in ‘a way ’

patent—would be_‘-“e_nsnared” by adopting theplaintitfs definition. Importantly, the Lui paterrtwas

partofpriorart expressly considered by thepatent examiner before grantingthe ‘972 patent.

patent examiner apparently did notuse the patenttoreject asingle claim inthe ‘972 patent. The

patent examiner also did notuissue anOf’fice Actionrequiringthe plainfiffto distinguish in-,

model ofetfieienev orthoroughness, failure to theLui potentially invalidating prior

invention. In addition, it does not appear to the Court that Lui patent uponithe ‘972

SCSI storage devices, see'Defenda’nts"B;-jgf,.1‘;x. 6, ‘at 2:53 -i2:6$,b the similarities end there. The I

the system. See id, at Abstract The invention of the Lui‘ patent is not concerned with the swifi

transfer of information across a router, and thus does not disclose techniques for mapping,

.1 TheCourt eiqaiesslynotes,however; tliatit is inthisorder,

-5. ——
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-impiemeniting controls, or.a memory buffer.’ At the hearing, the defendants’ "counsel

snggesmd that Figure 2 of the Lui patent discloses the claimed invention of the ‘9.72 patent. ____#_

However, ‘Figure 2 ofthe Lui patent is not a part ofthe Lui invention; rather it his illustration of

a~"‘conventional” netwodc that the Lui invention allegedly upon. See id at 3:66;

'l'heCourt rejects the defendtnrls’ argument that “conventional” network also read direétly

upon the ‘972 claimed invention. ‘The patent examiner may have let one piece ofprioran by; .

he or ‘she would not have missed‘ a “conventional” network system directly applieable to the

plaintifi‘s claimed invention. A ‘

In sum, the ‘Court will adopt the p1aintifi‘s proposed definition. and the phrase
“implents access controls” inthe. c1ahpsorthe'972patenno menu“provides controls which limit

. ajoomputefs to a specific subset of storage devices or sections ofa single stox-age‘device_”
III. “allocationof subsets of lstorfage space to associated Fibre Channel devic; wherein

A each imbset is only acceasible by the associated Fibre Chanel device?‘

“The diépuie here is the same as in the.preceding'section. This phrase is used in

claixns 2, 8 and i2 ofths ‘972 patent. As‘ it did with the “implements access controls . . phrase;

‘ - i V the plaiiItifi' argues the "allocation . . 3' phrase means that specific Fibre 'eharmei'ae§aee; em he -

allocated onsuhseetiom of:3 single SCSI storagedevice and on entire, undivided
storagie devices. The defendants sticlctogeneralargumentonthis issue, and contend the phrase’ '

 

_ . 3 The defendants argue these features are “implicitly” found in the Lui and in ‘
_______any.event_weredisc1osedjn.othezpriomrt,-See_Defendants1Brie£_at_12.andn1._Ihe_Courtjs.not

-persuaded that these features are “implicitly” disclosed by the Lui patent, and the other prior art
briefly referencedhy the defendamsmakesno mentionofcombining that prior artwith the invention
of the Lui patent, or ‘vice-versa. A - ' '

-5-
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means storage spm canonly be allocated on subsections ofa singledivided SCSI storage

Both parties agree space. "however it is only be accessed by -the specified - 4

Fibre Channel devieets).

The plaintifi"s definifion is “stibsets ofstorage spaee are allocatedto Fibre

‘Channel devices." See Brief, "at 26; The defendmfitsvsay the ‘phrase should-be defined to

“one or more partitions that-are only accessible by ii single Fibre Channel See
Defendants’ Brief,2. For the reasons-discussed inlthe pieceding section, the Court-adopts the

plaintifi‘s proposed constnicfion.

IV. ‘ “supervisor unit”

This'termis used in claims 1,2 and 10 ofthe‘9'D. jazttent‘ TheVpl'ain‘tiff‘comen‘‘as’-this term

should be definedas *‘a'microprocessoi' to data in“a ‘bufier imordef toimap

between Fibre Channel devices and scsx devices and which implements conuols." See

Plaintilfs Brief, at 25. The defendants argue the am should be defined ae “an 1xmel~8096ORP

processor” with several specifie See Defendants’ lirief, Ex. 2.

The defendants arguctheir construction is mandated by the means-plus-function analysisof

5 112(6) of the Patent Act, because the claims ofthc ‘972 patent donut adeqnately describe‘ the

“supervisor unit” to be used.‘ See Defendants‘ Brief, at I5-_17.' The plaintifi argues that .§ 112(6)

does not apply term "means" is not used the terin 5‘sI1pervi_sor Imit” becahse

the term “supervisor unit” is adequately described by other claiin language in the ‘972 patent.» See

151einfitr‘s.MarhminEx1n1iits, at 35-39. T

Section ll2.(6)eof the Patent Aet provldes that _a refers Htovthe "means a

.7-
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specific act, to adequately-describe these means. themeans then must be defined by

‘ reference ‘to the specification; See 35 u.s.c. § 112(6)" If the claim 1engimge_ei issue de;s__n_o_;

includethe ter:m“means,” thereis apresumptionthat the § 1 12(6) means-plns—functio'n analysisdoes

not apply. See A1-Site Corp. v. _VSTInt'l, Inc., 174 F.3d "1308, 1313 (Fed.,Cir. .1999) (“[W]hen an

element ofaclaim does not use the term ‘means,’ treatment as ameans-plusefimction claim element

is generallynot appropriate.").' To overcome this presumption, the party seeking to apply § 112(6)

. must show ‘the claim language at issue is purely functional and thatiother claim language does not

adequately describe the disputed term. See. id. _(“[W]hen-it‘is_ apparent the element invokes

purely functional terms,withouttheadditional recital ofspecific structr.1re ormaterial forperforrning

that fimction, the claim element maybe a rneans-plus-function element despite the lack ofexpress .

means-plus- iimction language”). From a reviewofthe claim languageas a whole, the Court agrees

with the plaintiff that the term “supervisor unit” is not purely fiinctional, but refers instead to ‘a

device that can perform__the tasks specifically listed in the claim language of the ‘972 patient. '

Specifically, claims 1, 2 and 10 ofthe ‘972 a“su_pervisor nnit”tha:tca.n: (1) maintain

andmap the configuration ofnetworked Fibre Channel and SC$I storagedevices; (2) include in this - '

configuration an allocation of specific storage space to specific Fibre. Channel devices; (3)'

implementaccess controls ':t'or the SCSI storage detrices; and (4) process in the storage router's

I bufier to allow an exchange between theFibre Channel SCSI storage devices, See ‘972 Patent, T

 

_ ‘ Section 112(6) reads as follows: “An element in 'a claim for a comhination may be
expressed as a means or step for performing a specified fimction without the recital of structure,
material-, or acts in support thereof, and such claim shall be construed to cover the corresponding
structtrre, or acts described in the specification and equivaiems thereof.” 35 u.s.c. §

112(6). ' ‘

-3-
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atClnims 1, 2 and 10. These are the sametasks desel-ibed7int.hep1aintifi’s proposed definition. In ‘

addition, the specificationexpressly definesthe “supervisor lmit” as -“amicroprocessor” (acomputer

chip) and specifically as “a microprocessor for operation of storage router 56 and to

handle mappingandaccess forrequestsbetween Fibre Channel 52 end scsl bus 54.” See
id at 5:7 - 5:10. However, neither the specification (nor the claim language) limits the *972 patent

toothe specific Intel computer referenced by the defendmits. Although the defendants correctly '

point out that the Intel 30960 chip is the only computer chip expressly natned inthe ‘972 patent and

the specification describes many features this chip, the defendants fail to note that the Intel 80960

» chip is listed as only “one implementation” ofthe claimed.invention's nlicropmcessor. ~ See ‘972 '

Patent, at 5:63. The defendants are attempting ezmctly what the Federal .Circuit prohibits — tolimit

the claimstothepreferned embodiment and examples ofthe.specificat1'o_n. "This courthas cautioned

against limiting the claimed to preferred embodiments or specific examples in the

specification.” Chmark, 156 F.3d at 1186 (quoting Texas Inc. v. United States Int‘!

"Trade Comm ‘:1, 805 F.2d -1 558, 1563 (Fed. Cir. 198 8)). The Court will not use an example of“one

implementation” in the specification to the -plain language" of the claims. Accordingly, the

Court "adopts the plaintifi’s definition of“supel'visorunit” and will construe that telm asused inthe

claims ofthe i972 patentto mean “a microprocessorprogrammed to process ainorder

to map between Flhte Channel devices and SCSI devices and which assess controls.”

v. “SCSI storage deirices"_ I i _

This term_ is used in claims 1, 4, 7. 9-11 and 14 oflhe ‘£372 patent. 'I'hep1ai1rtiffal-“gues that

this term essentially needs no further definition because the term SCSI is.so well—known the

_ industry, but that the-taenn can be defined as “any~stora'.ge device including, for '
-9-
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exam’eie, n tape drive, CD—ROM drive, at :4 hard disk drive that undessten‘as the-scst ptotoeoi and

co_nin_mn.i_catc ueing the l-§_C3_5:l,P_lD_t9.§DL;S9_9_I_’1_aiQ_fi.E§_Bficf,;it.1_8;__fl7he._d:fenda1ItsJ1rguelthc_______._

tenn should ‘be defineti as “any storage device that uses a- scsr standard and has a unique

‘BUSfTARGE'T5I.UN address.” Sée.Defenda'nts’ tstiet, Ex. 25.

The Court agrees with plaintifi‘. ’ I-Ltsetitially, defendants 'content.l their n"an'o'w

definition should heused because it feomptnts with"972 specification" and its discussion orscst

storage deviees. See Defendanfs Brief; at 14. "However," the specification language referredto by

the defendants is" onlfone example bfhow the SCSI storage device addressing scheme .“ean”

reptesented; See ‘972.Pa‘1ent, at'7:39. Again, the defendants are impennissibly trying to limit the

claim languageto en exantpte given in the specification. see Cbmark, -156 F.3d at 1136-87. Forthe

sake ofextra clarity,-the Court win adopt the prainthrs ptoposed'"tiefinition- tot this tetnn‘ - ‘

VI. “process data’ in the'hntrer”" V I A

This phsaseisnsed in 1% and l0"6fthe ‘972 patent. Ihepieinfittetgueshte iphtaseis

eaequeteiy defined on its and by the sunounding elaim hntguege The deteneattte cotmend the
phraseshould be defined as “to mam"'pnhne'. data in the buffer in E'mannnr'to _(a)eehieve tn.-spptn_' ‘ g

' betweenFibre Channel :ind'_SCSI detriceé, and (1)) apply acccss’cont'rols‘and routing functions.” See

Defentiants’ Brief,JEx. 2;

Theplain language ofclaitns'l land l0‘di§elosethatthe unit (the micropmeessor) T

processes data in the bufi'er “to interface between the ‘Fibre Channel controller and the SCSI

. controllerlto allow access devices to SCSI tslorage the -

native lbw level, block pmtocol in accordanee with the see ‘972 Patent, at Claims '

1 and 10. This language adequately dcscribesiwhat it means to “process data in the buffs?’ forthese
’ -10 -
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claims. sitnpiy because the specification miiy use siigiiuy iiieiereni language to describe this

“processi-ng,“ see id at 5:18 -5:20, does not entitle the defendants to adopt the specification

language ever theplain language ofthe einims. The cuun will not further define this pbxase.

V11. “storage route;-’.’ I

>'l'his-term-is used 1-7. and lflofthe ‘9721':atenL Theplaintizffasrguesthetermneeds

. no further definitionforclaims I -6, and for claim 7 it should be defined as “adevice which provides

local sm1age,. maps, implents access controls, and alloivs access using native low level

block protocols.” See Plamfifis Brief, at _27_. The defendants contend thetetnn should mean “a

bridgevdevice 3,Fibre Channellink a SCSI bus and enables the exchange oi‘.
SCSI command set inretntntinn between zipplication clients on SCSI bus devices and the Fibre

Channel links: see Defendants’ Brief, Ex. 2.
s

Thedefendantsdonotmakeariyzirgmnentfortheirproposeddefinitionintheirbriefl anddld '

not discuss the tenn at the July 25 hearing. In their notebook of exhibits presented at the hearing,

the defendants include one page which supporls their definition with-a quote fiomthe

‘ See Defendants’ Marlanan .ExhibiL<:, “Markmnn Presentation” Tab, at 22. This argmnent is

disingenuous. The specification language quoted by the defendants imniediately followed‘ by

several sentences iurtitet defining “storage tnntaz? Indeed; the next sentenee begins the

storage router applies access controls . . ._ ." See ‘972 Patent, at 5:30. The defendants’ attempt to

limit the teun“storagerouter” to one ofsevere] descriptive sentences the specification is notwell- 4

. taken. In addition, the Court finds the term “storage router,’.’ as used in all claims‘ofthe ‘972 patent.

isadequunely descn'bedbytheadditional’1engnageofthe claims, whiehdiscloses indetailthevarious

functions and/or qualifies ofthe storage router. The Court will not t'urthm- define this term.

————~———~——-— - .~1~1—-'
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.
v

vm. “map” ' _ A.

This teln1'is‘uéedin.e1aims'—1, 7,- lo 11 ofthe ‘97_2__.patent_ '1h_eplainfii3‘contends menus.

means “to create a path from ‘a’ device on one side ofthe storage router to adeviuce-on the other side '

‘ofthe router, Le. fioln aFibre Channel device to a SCSI device (or vice-versa). A ‘map’ contains

a representationofon side ofthe stolage router, so when A device one side of
thestorage wants to -cor‘nmunicate't“o a on the other side of the §tomge'router, "the

storage router can connect the devices." See Plaintiff‘ s Brief, 22. The defendallts argue the

. means ‘_‘to translate eddresses.”. See Defendants‘ Briefi' Ex. 2.

In supportofdefinifion,the defendants only to a. dietionzny definitionioti '

See Defendants” Brief;-at:’l'3 and Ex. 4. The on the other cites to portions

of the that support its definitions of as a verb [and a noun) used in the

elaims ofthe ‘972'pa1enL See l>.lsiuun=s Brief, et22 (citing‘972 Patent, at l:66—.2:5 and 6:65 - 7:5).

Because is ‘far more salient" than a definition, andtheCourt

agrees that the lnngunge cited by the plaintifi‘ supports its construction of the term

“map,” the Court will adopt" the plaintifi’S proposed ‘definition "ofthis term.

IX. “Fibre Channel pl-ntoco] unit” and “SCSI protocol unit”

These terms are usediin clnirils 5 and 6 of the ‘972 The p1airrIifi’cantends'these
piuusss should be defined as eaportion ofthe Fibre Channel‘ controller which connects‘ to the'Fihre

Channel transport medium”'and “aporfion ofthe scsl controllerwhich interfaces tothe SCSIbus.”

see Plaintiffs Brief, at 27. The defendants say the terms mean "block and equivalents thereoftllat

4 connects to the Fibre Channel transport medium" and .‘‘block and"equivalents thereofthat

to the SCSI bus transport medilnn.” See'Defendants’ Brief,-‘Ex. 2.

‘-1.2-
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The deféndantsarguetherneans-plus-fimction analysis of§ 1 12(6) should _applyherebeesuse

the terms are well-known and are not defined in two dictionaries cited -by the defendants. See

Defendants’ Brief, at 7-8, 14-l5,.Ex. 4 and Ex. However, the defendants dovnot indicate the

p terrnshculd defined inreference to the specification, and in fact contend “the ‘972 specification

fails to reveal any corresponding to the claimed funclion."- See ii at 8 and-:15. The

. defendants then propose the word "block" should be- used re-descnlie these terms because the

“protocoluni "are“simpl3ldepictedasa.blocl:tlli1:hinthediagram‘ofFigure5”ofthc“972petent. 2

See id.‘ This reasoning is wholljt ‘Simply because a figutein patent" physically

depicts the pi~eiecel' unitsin s block-like shape-';'i: does not follow that the units should be defined-

’ as “blocks or equivalents thereof.” Undehl-"that reasoning, the SCSI storage devices, which are

physicallydepicted as cylinders in the ‘972 peiennceiadrbe defined simply as “cylinders, oil dnnns

or inonkey barrels, or equivalents thereof?’ As the plnintifi'-correctly ipaints min, the language of

claims 5 and 6 plainly suites that the.‘_‘pmtooul units” for both devices are part ofthe fcennenexs”

for the devices, and are-intended to scennece the devices to various “transport media” (i,e.,'to

various cables). See ‘972 Patent, at Claims 5 and 5. Accordingly, the court" adopts the p_1eintiff’s

definitions for these teams, and will construe the terms to mean “a portion of the Fibre Channel.
controller which connects to the Fibre Channel transport’ medium” and-“a portion of the SCSI

contmller which interfaces to the SCSI bus.” 4

x.: “interface” 4

In their Joint Stipulation ofClaim Clonsu-uetion, the parties claim the of theterm

‘'‘interface” is in dispute. However, this phrme is not discussedin any of the‘ parties’ briefs". and

neither side presented an argument at the July 25 hearing as to why the term isdisputed. This term

A.'1'3-
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has a standard and ordinary meaning;-even no a federal judg6—and will‘i1otfi1rthi:r define

il-

XI. Undlrputed Terms 4 I

Finally, in their Joint Slipulation of Claim Construcfiun, thezparaes have stipulataedto the

cbnsl1'ucfion Of 17 blherterms in the ‘972 patent. The Court will therefore adopt these

constructions, solely for thepurpose ofthis lzrvvsuit

Accordingly, the Court.e-ntexs following order:

.ms ORDEREDthattheattached‘constructionofthcpatentclaimswillbe incorpdratedinto.-.

‘any jury insuuctions giv in this cause and will be applled ‘by the Court in ruling on

raisedinsununaryjudgment.

V SIGNED on this._2Q_ day ofJu]y zooo.

  STATES _ TRICT JUDGE

-14-
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coNs'rRUc’r1oN or CLAIMS * V

U.S. PATENT No. 5,941,972 ' '

Qisglggg Terms

The phrase “implents access-«controls for storage on the SCSI devices“ ‘means
provides controls which limit a computcr’s. access to a specific subset ofstorage devices or sections

of asingle storage device. _ ‘ . V . .. ' r

' Thephrase “allocationofsubsets ofstorage space to associated Fibre Channel devices, whcreineach
subset is only accessible by the associated Fibre Chanel device" means subsets ofstorage space
allocated tospecific Fibre Channel devices. . .

A “supervisor unit” is a microprocessor programmedto process data in a bufier in order to map
between Fibre Channel devices and SCSI devices and which implements access controls. '

A “SCSI storage device” is any storage device including, for example, a tape drive,'CD-ROM‘
or a hard disk drive that understands the SCSI protocol and ‘can communicate using the SCSI
protocol.

”.I‘he term “map” means‘:-o crcate‘apath'fi-om adevice onone side ofthe storage routerto is device
on thegother side ofthe router, tie. from a Fibre Channel‘ device to a SCSI device (orvice-versa), A
“map” contains a representation ofdevices on each side offlie storage router, so thatwhen adevice

on one side ofthe storage routerwants to comrnxmicate witha device on the other side of the storage

router, the storage router can connect the devices. . '

A “Fibre Channel protocol unit” is a portion ofthe}?ihrcChannel controller which connects to the
Fibre Channel transport medium. ‘ v « '

"A “SCSI protocol unit" is a portion ofthe SCSI controller which to the SCSI bus.

ssm1am1_/ Undisputed rfl

A “bufi‘a"’ is elmemory device nut is utilized in temporarilyhold am. A

A “direct memory access (DMA) interface” is a device that acts little _or no microp ' I 1-
.control to access memory for data transfer; » '

A “Fibre Channel” is a known high-speed serial interconnecg the structure and operation ofwhich

isdescribed, forexample, inFibre Channel Physical and Signaling Interface(I-‘C-PH), ANSI X3 .230

Fibre Channel Arbilmted "Loop (FC-AL), and ANSI X3272 Channel Private Loop Direct
Attach (FC-PLDA). '

A 00487

Oracle Ex. 1025, pg. 612



Oracle Ex. 1025, pg. 613

n . ‘ ._ - '
.2 . Received-07/27/2000 12:00‘ 39:26 on line in ‘far nao19e1 printed n7/".7 Jan 12:13 - Pg 17/17

A “Fniie Channel controller”'is a device with a Fibre .-Channel transport medfinn

*‘*——"""""""*‘mdtfi‘ ‘fim§FmFCmmel protocol.
A“Fibre Channel device” isany device, such as a computer, thatunderstandsFibre Channelprotocol

“Fibre Channel protocol” is a set ofrules that apply to Fibre Channel.

A “Fibre Channel transport medium” is ii; serial optical or electrical coinrntmications link that
connecm devices using'Fibre'Channel protocol. '

-A “first-in—first-out»queue’.‘lisa multi-element data structure from which elements be removed
‘only in the same order in-which they were inserted; that is, it follows a first'in._, first out (FIFO)
constraint. T - .

A -.-herd disk "drive" is a well knovvn magnetic storage media, and includes a SCSI hardtlisk drive.

An" “initiator device” is a device that issues requests for data or storage.

_“Maintain(ing) a coniigurat:ion”_ means keepfing) a modifiable setting ofpinsforrnation. -

I A “native low level, block protocol” is a set ofrules or standards enable computers to exchange
information and do not involve the overhead of high level protocols and file systems typically
required by network servers. . ' ' .

A “SCSl" (Small Computer System‘Interface) is alhigh speed parallel interface that may be used to
connect components ofa computer systmn. '

A “SCSI bus transport medimn" is a cable consisting ofa group ofparallel wires (naturally 63)ithat
forms a communications path between a SCSI storage device and another device, such as a

A "scsr controller” is a device um interfaces with the sc_sI bus transport.medium.

“Virtual local storage" is aepeeifie subset ofoverall data stored in storage deviceethatjhas the
appearance and characteristics oflocal storage. - .

lA‘Vvorksta1ion" is aremote computing device thateonneets to the Fibre Channel, and may
of it personal computa. '

i A OO488- '
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U FOREIGN PATENT DOCUMENTS pubucauon Date Name ,,,,,atem 0, Pages.

 
 

INFORMATION DISCLOSURE

STATEMENT BY APPLICANT

 

 

 
  

  

 
 
    

Examiner
M DD _ _ Columns. Lines

Initials Coumry M - YYYY ApplicantofcitedD «Whena Relevam
code Number Kind Code (If known) (Number 43) Ocumem Figures Appear

Passages or

G8 2296798 ~ A 07/10/1996 Spring Consultants
Limited

GB 2297636 08/07/1996 Spring Consultants
I Limited

-IE3 JP8-230895 — °9“°/199° N‘

-H EP 0010530  12/03/1997 sun Microsystems,
Inc.

-9EP 0827059 03/04/1993 NEC Corporation
WO 99134297 07/08/1999 Crossroads

Systems, Inc.

- 
- 
Examiner Date Considered
Signature
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T C9 DIGITAL Storageworks HSG80 Array Controller AC8 Version 8.0
User’s Guide 1/98

PTO/58/083 (05-O0)

f Application Number 90/007,124

‘ Filing Date July 19, 2004

First Named Inventor Hoese, Geoffrey

 2182
’Flemin, Fritz M.

@_Atty Docket Number °R°33“2-1-15
OTHER PRIOR ART — NON PATENT LITERATURE DOCUMENTS

C1 CRD-5500 SCSI RAID Contr4o||er User’s Manual CMD Technology, 11/21/1996
Inc. o . 1-1 to 6-25, revised November 21, 1996

C2 Black Box, SCSI Fiberoptic Extender, Single-Ended, Product Insert, 2 6/18/1905
aes, 1996.

_CRD-5500, RAID DISK ARRAY CONTROLLER Product Insert, pp. 1-5‘

Februa 26, 1996, so 1-54.-CRD-5500, SCSI RAID CONTROLLER OEM Manual, Rev. 1.3,
Windows IT PRO Article, October 1997.'Raidtec FibreArray and Raidtec FlexArray U|traRA|D Systems",‘
DIGITAL Storage Works, HSZ70 Array Controller, HSOF Version 7.0
EK-HSZ70-CG. A01, Digital Equipment Corporation, Maynard,

 

 
 

 

 

 

   
 

 

 
 

 

FORM PTO 1449 US Department of
Commerce

Patent and Trademark Office

 

 
  

 

  
  

 
 

  

  

  
  

 
   

  
 

  Massachusetts.

C7 DIGITAL Storageworks HSZ270 Array Controller HSOF Version 7.0
EK-HSZ270-RM. A01. CLI Reference Manual

   DIGITAL Storageworks, Using Your HSZ70 Array Controller in a SCSI
Controller Shelf (DS-BA356-M Series), User’s Guide, pp. 1-1 through
A-5 with index, Janua 1998.

EK-HSZ70-SV. A01Zj
C11 Emerson, "Ancor Communications: Performance evaluation of 02/01/1995

1995, IEEE, - . 479-484.--switched fibre channel I/O system using-FCP for SCSI" February -
IBM Technical Publication: Magstar and IBM 3590 High Performance

e Subs stem Technical Guide, November 1996, - . 1-269.

Guide to Sharing and Partitioning IBM Tape Library Dataservers,
November 1996, IBM, International Technical Support Organization,
San Jose Center ‘

‘Misc. Reference Manual Pages, SunOS 5.09. —

  

  
 

 
  

 

  

-fl Block-Based Distributed File Systems, Anthony J. McGregor, July1997.

lnfoserver 100 System Operations Guide, First Edition Digital -W Euiment Cororation, 1990
C17 S.P. Joshi, “Ethernet controller chip interfaces with variety of 16-bit

processors,” electronic Design, Hayden Publishing Co., lnc., Rochelle
Park, NJ, October 14, 1982, o o 193-200

  

 

 

 

DP5380 Asynchronous SCSI Interface, National Semiconductor
Cororation, Arlinton, TX, Ma 1989, on 1-32
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_
OTHER PRIOR ART - NON PATENT LITERATURE DOCUMENTS“

- C20 |nfoSrver 150-—|nsta||ation and Owner’s Guide”, EK-INFSV-OM-001,

 
 

 

FORM PTO 1449 US Department of
Commerce

Patent and Trademark Office

 

 

 
  
  
  

 

  

 

 

 

Digital Equipment Corporatino, Maynard, Massachusetts 1991,
Chaters 1 and 2

-|nfoServer 15OVXT Photograph

- C22 Pictures of internal components of the |nfoServer150, taken fromhttp://bindarydinosaurs.couk/Museum/Digital/infoserver/infoserver.php
in Nov. 2004.

C23 Simplest Migration to Fibre Channel Techno|o9Y. Article, Digital
Equpment Corporation, November 10, 1997, published on PR
Newswire

11/10/1997

 
C24 Compaq Storageworks HSG80 Array Controller AC8 Version 8.3

Maintenance and Service Guide 11/98

Confiuration and CLI Refeence Guide 11/98 .CZ
_Office Action dated 01/21/03 for 10/174,720 (CROSS1120-8).
j
j
Z
2orrice Action dated 11/06/02 for 10/023,786 (CROSS1120-4).
j
Z
j
j
Z
Z
1

-European Office Action issued April 1, 2004 in Application No. 04/01/200498966104.6-2413 .

-_ Copies of the following are on the attached CD-Rom —

W.D. Tex. 2001 . CD-Rom.

C40 Defendant's Third Supplemental Trial Exhibit List, Crossroads
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Application Number 90/007,124

Filing Date July 19, 2004

First Named Inventor Hoese, Geoffrey

 
 

FORM PTO 1449 US Department of
Commerce

Patent and Trademark Office

 

 

Emmi 2182
Fnemm. Fritz M.

Atty Docket Number °R°SS1121’15
OTHER PRIOR ART - NoN PATENT LITERATURE DOCUMENTS E

C43 Defendant Chaparral Network Storage, lnc.’s First Supplemental Trial 9/2/2001
Exhibit List (D1 through D271) (CD-ROM Chaparral Exhibits
ExList De .

C44 Defendant Pathlight Technology |nc.’s Third Supplemental Trial Exhibit
List (CD-ROM Pathlight Exhibits ExList_Def).

9/11/2001

2001 . CD-Rom.

C47 Plaintiff's Trial Exhibits, Crossroads Systems, Inc. v. Chaparral
Networks Storage, Inc., C.A. No. A-00CA—217-SS (W.D. Tex. 2001).

C

  
  

 
 

  
  

 

C46 Plaintiffs Revised Trial Exhibit List, Crossroads Systems, Inc. v.
Pathlight Technology, Inc., C.A. No. A-00CA-248-SS (W.D. Tex.

 

C45 Plaintiff's Fourth Amended Trial Exhibit List, Crossroads Systems, Inc.

v. Chaparral Network Storage. Inc, C.A. No. A-OOCA-217-SS (W.D.

CD-Rom _

Tex. 2001) (CD-Rom).

48 Plaintiffs Fourth Amended Trial Exhibit List (CD-ROM Chaparral 9/11/2001
Exhibits ExList Plainti .

 
Trial Exhibits and Transcripts, Crossroads v. Chaparral, Civil-Action
No. A-OOCA-21755, W.D. Tex. 2000 (CD-Rom and hard copy

C53 Snively, "-Sun Microsystem Computer Corporation: Implementing a
fibre optic channel SCSI transport" 1994 IEEE, February 28, 1994, pp.

‘EDatasheet for CrossPoint 4100 Fibre Channel to SCSI Router (DedekEx 41 ANCT 117-120 CD-ROM Chaarral Exhibits D012 .

r C55 Symbios Logic- Software-Interface Specification Series 3 SCSI RAID

 

 

  
12/3/1997

Controller Software Release 02.xx (Engelbrecht Ex 2 (LSI 1421-1658))
CD-ROM Chaarral Exhibits D013 .

C56 Press Release- Symbios Logic to Demonstrate Strong Support for 11/13/1996

ROM Chaarral Exhibits D016 . . '--Fibre Channel at Fall Comdex (Engelbrecht 12 (LSI 2785-86)) (CD- -
38 CD-ROM Chaarral Exhibits D017 .

C58 Nondisclosure Agreement Between Adaptec and Crossroads Dated 10/17/1996

10/_17/96 (Quisenberry Ex 25 (CRDS 8196)) (CD-ROM Chaparral
Exhibits D020).
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F°RMPT°‘“9“S°ePa"me"*°*
Commerce _ '

Patent and Trademark Officeg
2182

Examiner Name Flemin, Fritz M.

Atty Docket Number CROSS“?-1-15
E"“""”e' Cite No. OTHER PRIOR ART - NON PATENT LITERATURE DOCUMENTS DateInitials

Organizational Presentation on the External Storage Group (Lavan Ex 4/11/1996
1 CNS 182242-255 CD-ROM Chaarral Exhibits D021 .

C60 Bridge. C, Bridge Between SCSI-2 and SCSI-3 FCP (Fibre Channel
Protocol CD-ROM Chaarral Exhibits P214 .

C61 Bridge Phase II Architecture Presentation (Lavan Ex 2 (CNS 182287- 4/12/1996
295 CD-ROM Chaarral Exhibits D022 .

Attendees/Action Items from 4/12/96 Meeting at BTC (Lavan Ex 3 4/12/1996
CNS 182241 CD-ROM Chaarral Exhibits D023 .

Brooklyn Hardware Engineering Requirements Documents, Revision
1.4 (Lavan Ex 4 (CNS 178188-211)) (CD-ROM Chaparral Exhibits

 
 

5/26/1996
 
 D024 b Pecone.

C64 Brooklyn Single-Ended SCSI RAID Bridge Controller Hardware OEM 3/21/1996
Manual, Revision 2.1 (Lavan EX 5 (CNS 177169-191)) (CD-ROM
Chaarral Exhibits D025 .

Coronado Hardware Engineering Requirements Document, Revision 9/30/19960as on

0.0 (Lavan‘Ex 7'(CNS 176917-932)) (CD-ROM Chaparral Exhibits
D027 b O‘DeI|.

C66 ESS/FPG Organization (Lavan Ex 8 (CNS 178639-652)) (CD-ROM 12/6/1996
Chaarral Exhibits D028 .

 

C67 Adaptec MCS ESS Presents: Intelligent External I/0 Raid Controllers
"Bridge" Strategy (Lavan Ex 9 (CNS 178606-638)). (CD-ROM
Chaarral Exhibits D029 .

AEC-7313 Fibre Channel Daughter Board (for Brooklyn) Engineering
Specification, Revision 1.0 (Lavan Ex 10 (CNS 176830-850)) (CD-

arral Exhibits D030 .

Bill of Material (Lavan Ex 14 (CNS 177.211-214)) (CD-ROM Chaparral 7/24/1997
Exhibits D034 .

AEC-. 4412B, AEC-7412/B2 External RAID Controller Hardware OEM 6/27/1997

Manual, Revision 2.0 (Lavan Ex 15 (CNS 177082-123)) (CD-ROM
Chaarral Exhibits D035 .

Coronado ll, AEC-7312A Fibre Channel Daughter (for Brooklyn)
Hardware Specification, Revision 1.2 (Lavan Ex 16 (CNS 177192-
210 CD-ROM Chaarral Exhibits D037 b Tom Yan.

2/611 996

  
  

Oa:on

 2/27/1997

  

C69

C70

 

 
C71 7/18/1997 

   
C72 AEC-4412B, AEC7412/3B External RAID Controller Hardware OEM 8/25/1997

Manual, Revision 3.0. (Lavan Ex 17 (CNS 177124-165)) (CD-ROM ‘
Chaarral Exhibits D036 .

C73 Memo Dated 8/15/97 to AEC-7312A Evaluation Unit Customers re: 8/15/1997

B001 Release Notes (Lavan Ex 18 (CNS 182878-879)) (CD-ROM
Chaarral Exhibits D038 ,

C74 Brooklyn Main Board (AES-0302) MES Schedule (Lavan Ex I9 (CNS 2/11/1997
177759-763 CD-ROM Chaarral Exhibits D039 .

Osi 01 News Release-Adaptec Adds Fibre Channel Option to its External 5/6/1997
RAID Controller Family (Lavan Ex 20 (CNS 182932—934)) (CD-ROM
ChaarralAExhibits D040 .

C76 AEC~4412B/7412B User's Guide, Rev. A (Lavan Ex 21) (CD-"ROM 6/19/1905
Chaarral Exhibits D041 .  
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Application Number 90/007,124

Filing Date July 19, 2004

First Named Inventor Hoese, Geoffrey
2182

Examiner Name Flemin, Fritz M.

_Atty Docket Number °R°S5“2"‘5
E"a"“"°' Cite No. OTHER PRIOR ART - NON PATENT LITERATURE DOCUMENTSInitials

C77 Data Book- AIC-7895 PCI Bus Master Single Chip SCSI Host Adapter 5/21/1996
Davies Ex 1 CNS 182944-64 CD-ROM Chaarral Exhibits D046 . '

C78 Data Book- AIC-1160 Fibre Channel Host Adapter ASIC (Davies Ex 2 6/18/1905
CNS 181800-825 CD-ROM Chaarral Exhibits D047 .

C79 Viking RAID Software (Davies Ex 3 (CNS 180969-181026)) (CD-ROM 6/18/1905
Chaarral Exhibits D048 .

C80 Header File with Structure Definitions (Davies Ex 4 (CNS 180009-
018 CD-ROM Chaarral Exhibits D049 .

C81 C++ SourceCode for the SCSI Command Handler (Davies Ex 5 (CNS 8/8/1996
179136-168)) (CD-ROM Chaparral Exhibits D050).

 
 
 

FORM PTO 1449 US Department of
Commerce

Patent and Trademark Office
 

 
  

8/8/1996

C82 Header File Data Structure (Davies Ex 6 (CNS 179997—180008)) (CD- 1/2/1997
ROM Chaarral Exhibits D051 .

C83 SCSI Command Handler (Davies Ex 7 (CNS 179676-719)) (CD-ROM 1/2/1997
Chaarral Exhibits D052 .

C84 Coronado: Fibre Channel to SCSI Intelligent RAID Controller Product_
Brief (Kalwitz Ex I (CNS 182804-805)) (CD-ROM Chaparral Exhibits
D053 .

C85 Bill of Material (Kalwitz Ex 2 (CNS 181632-633)) (CD-ROM Chaparral 3/17/1997
Exhibits D054 . ‘

C86 ‘Emails Dated 1/13-3/31/97 from P. Collins to M0 re: Status Reports
Kalwitz Ex 3 CNS 182501-511 CD-ROM Chaarral Exhibits D055 .

Kalwitz Ex 4 CNS 181639-648 CD-ROM Chaarral Exhibits D056 .Z ‘*8’j
CD-ROM Chaarral Exhibits D057 . 'CZ
CD-ROM Chaarral Exhibits D058 .-Bridge Product Line Review (Manzanares Ex 3 (CNS 177307-336)) _

C90 AEC Bridge Series Products-Adaptec External Controller RAID 10/28/1997
Products Pre-Release Draft, v.6 (Manzanares Ex 4 (CNS 174632-

 

 
 

  

  

 
 

  

  

 

. CD-ROM Chaarral Exhibits D059 .

 
Ex 15 HP 326-33 CD-ROM Chaarral Exhibits D079 . _

C93 HPFC-5000 Tachyon User’s Manuel, First Edition (PTI 172419-839) 5/1/1996
CD-ROM Chaarral Exhibits D084 . .

fl X3T10 994D - (Draft) Information Technology: SCSI-3 Architecture —
9/3/1996

Model, Rev. 1.8 PTI 165977 CD-ROM Chaarral Exhibits D087 .

1 1/13/1996

- C92 Distribution Agreement Between Hewlett-Packard and Crossroads  

 

  
 
 

C95 X3T10 Project 1047D: Information Technology- SCSI-3 Controller
Commands (SCC), Rev. 6c (PTI 166400-546) (CD-ROM Chaparral
Exhibits D088 .

I
  X3T10 995D- (Draft) SCSI-3 Primary Commands, Rev. 11
(Wanamaker Ex 5 (PTI 166050-229)) (CD-ROM Chaparral Exhibits
D089).
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1Auyoocket~umber caossmi-15

 

 
 

Application Number 90/007,124

Filing Date July 19, 2004

First Named Inventor Hoese, Geoffrey  
 

  

 

 

FORM PTO 1449 US Department of
Commerce

Patent and Trademark Office

2182

 
  

 

8/19/1996

 

 

  

 

  

  
  

  
 

7/12/1996

 

 

 

 

 

 
 

  

to SCSI Protocol Bridge (Smith Ex 11; Quisenberry Ex 31 (SPLO 428-

-w ROM Chaarral Exhibits D144 .

Chaarral Exhibits D153 .

C103 Email Dated 12/20/96 from J. Boykin to B. Smith re: Purchase Order
’ for Betas in February and March (Hoese Ex 16, Quisenberry Ex 25;

Bardach Ex 12 (CRDS 13644-650).(CD-ROM Chaparral Exhibits

Chaarral Exhibits D158 .

 

CD-ROM Chaarral Exhibits D143 .

- C100 CrossPoInt 4100 Fibre Channel to SCSI Router Preliminary Datasheet 11/1/1996Hulse Ex 9 CRDS 16129-‘130 CD-ROM Chaarral Exhibits D145 .

Fax Dated 07/22/96 from L. Petti to B. Smith re: Purchase Order from

C104 Infinity Commstor Fibre Channel Demo for Fall Comdex, 1996 (Hoese
Ex 15, Bardach Ex 13 (CRDS 27415) (CD-ROM Chaparral Exhibits

C106 Miscellaneous Documents Regarding Comdex (Quisenberry Ex 2
CRDS 27415-465 CD-ROM Chaarral’Exhibits D165 .

CrossPoint 4400 Fibre to Channel to SCSI Router Preliminary

C110 RAID Manager 5 with RDAC 5 for UNIX V.4 User’s Guide (LSI-01854) 9/1/1996
CD-ROM Chaarral Exhibits P062 . ’

OTHER PRIOR ART -- NON PATENT LITERATURE DOCUMENTS

Letter dated 7/12/96 from J. Boykin to B. Smith re: Purchase Order for

- C101 CrossPoint 4400 Fibre Channel to SCSI Router Preliminary Datasheet 11/1/1996
Data General for FC2S Fibre to Channel SCSI Protocol Bridge Model

D157 .

- C107 CrossPoint 4100 Fibre Channel to SCSI Router Preliminary Datasheet
Datasheet; Crossroads Company and Product Overview (Quisenberry

-fl Letter dated May 12, 1997 from Alan G. Leal to Barbara Bardach' CRDS 02057 CD-ROM Chaarral Exhibits P130 .

i C97 VBAR Volume Backup and Restore (CRDS 12200-202) (CD-ROMChaarral Exhibits D099 .

11 (Smith Ex 25; Quisenberry Ex 23; Bardach Ex 11 (CRDS 8552-55;

- c105 Fax Dated 12/19/96 from B. Bardach to T. Rarich re: Purchase Order

(Quisenberry) Ex 3 (CRDS 4933-34) (CD-ROM Chaparral Exhibits

Ex 4 CRDS 25606; 16136 CD-ROM Chaarral Exhibits D167 .‘ C108

enclosing the original OEM License and Purchase Agreement

‘ C112 CR4x00 Product Specification (CRDS 43929) (CD-ROM‘ChaparraI 6/1/1998 .
Exhibits P267).

  
  

- C98 Preliminary Product Literature for Infinity Commstor’s Fibre Channel
Evaluation Units from Crossroads (Smith Ex 24) CRDS 8556-57) (CD-

(Bardach Ex. 9, Quisenberry Ex 33 (CRDS 25606-607))‘(CD-ROM

Ii8558 CD-ROM Chaarral Exhibits D155 .

Information (Bardach Ex. 14; Smith Ex 16 (CRDS 4460)) (CD-ROM

CD-ROM Chaarral Exhibits D166 .

' C109 Crossroads Purchase Order Log (Quisenberry Ex 9 (CRDS 14061-- 062 CD-ROM Chaarral Exhibits D172 .

between Hewlett-Package Company and Crossroads Systems, Inc.
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Application Number 90/007,124

Filing Date July 19, 2004 '

First Named Inventor Hoese, Geoffrey

 2132
Flemin. Fritz M.

Attv Docket Number CROSW1-15
nluals OTHER PRIOR ART -- NON PATENT LITERATURE DOCUMENTS m

Symbios Logic - Hardware Functional Specification for the Symbios
Logic Series 3 Fibre Channel Disk Array Controller Model 3701

(Engelbrecht Ex 3 (LSI-1659-1733) (CD-ROM Pathlight Exhibits 4
D074 .

Report of the Working Group on Storage I/O for Large Scale
Computing; Department of Computer Science Duke University: CS-
1996-21 (PTI 173330-347). (CD-ROM Pathlight Exhibits D098).

 

 

FORM PTO 1449 US Department of
Commerce

Patent and Trademark Office

 

  
  

 
 

 
 

 
 

   
 

 
 

 Brian A||ison’s 1999 Third Quarter Sales Plan (PDX 38 )CNS O22120- ' 6/5/2001
132)) (CD-ROM Pathlight Exhibits D201).

External Documentation CD-ROM Pathliht Exhibits D129 .Cj
Date Considered—j
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ARTIFACT SHEET

Enter artifact number below. Artifact number is application number +
artifact type code (see list below) + sequential letter (A, B; C ...). The first
artifact folder for an artifact type receives the letter A, the second B, etc..

Examples: 59123456P_A,_59 23456PB, 59123456ZA, 5912345628
L50 (/0 7 /2‘/C 3

Indicate quantity of a single type of artifact received but not scanned. Create
individual artifact folder/box and artifact number for each Artifact Type.

CD(s) containing: El
computer program listing
Doc Code: Computer Artifact Type Code: P

pages of specification
and/or sequence listing El
and/or table

Doc Code: Artifact Artifac e Code: S

content unspecified or combined ' W ‘
Doc Code: Artifact Artifact Type Code: U

Stapled Set(s) Color Documents or B/W Photographs
Doc Code: Artifact Artifact Type Code: C

Microfilm(s)
Doc Code: Artifact Artifact Type Code: F

El Video tape(s)Doc Code: Artifact Artifact Type Code: V

Model(s)
Doc Code: Artifact Artifact Type Code: M

Bound Document(s)
Doc Code: Artifact Artifact Type Code: B

marked Proprietary, Trade Secrets, Subject to Protective Order,
Material Submitted under MPEP 724.02, etc.

Doc Code: Artifact Artifact Type Code X

Other, description:
Doc Code: Artifact Artifact Type Code: Z

 

‘:1 Confidential Information Disclosure Statement or Other Documents

March 8, 2004
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ARTIFACT SHEET

Enter artifact number below. Artifact number is application number +

artifact type code (see list below) + sequential letter (A, B-, C ...). The first
artifact folder for an artifact type receives the letter A, the second B, etc..

Examples: 59123456PA, 59123456PB, 59l23456ZA, 59l23456ZB
C 6 0 oo 7 1 ‘I . A ‘

Indicate quantity of a single type of artifact received but not scanned. Create
individual artifact folder/box and artifact number for each Artifact Type.

E/CD(s) containing: D
computer program listing
Doc Code: Computer Artifact Type Code: P

pages of specification
and/or sequence listing C‘
and/or table ’

Doc Code: Artifact Artifac e Code: S

content unspecified or combined ‘\
Doc Code: Artifact Artifact Type Code: U

Stapled Set(s) Color Documents or B/W Photographs
Doc Code: Artifact Artifact Type Code: C

Microfilm(s)
Doc Code: Artifact Artifact Type Code: F

Video tape(s)
Doc Code: Artifact Artifact Type Code: V

E! Model(s)Doc Code: Artifact Artifact Type Code: M

Bound Document(s)
Doc Code: Artifact Artifact Type Code: B

Confidential Information Disclosure Statement or Other Documents

marked Proprietary, Trade Secrets, Subject to Protective Order,
Material Submitted under MPEP 724.02, etc.

Doc Code: Artifact Artifact Type Code X

Other, description: _
Doc Code: Artifact Artifact Type Code: Z

 

March 8, 2004
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

CHANGE OF POWER OF ATTORNEY AND Any. Docket No.

CORRESPONDENCE ADDRESS '3R°35“21-15

- L‘

  

 
  
  
 

  

 

  

Applicant
Geoffre B. Hoese, et al.

Application Number «90/007,124 07/19/2004

Title T ‘

Storage Router and Method for Providing Virtual
Local Stora - e A

Group Art Unit Examiner
7590 Flemin 2 , Fritz
Confirmation Number:
2295

'n_ Applicant hereby served the attached‘ Revocation and Power of Attorney and Change of

Mailing Address on Third Party Requester at the address listed below: _

Wang and Patel, PC
1301 Dove Street, Suite 1050

Newport Beach, CA 92660

 

 

Av.--‘ .«

A As per 35 U.S.C. §1.248 service was made via first class mail on February 18, 2005.

Respectfully submitted,

Sprinkle IP La roup 

 
  John L. Adair

Reg. No. 48,828

' Dated: February _gz 2005

1301 w. 25”“ Street, Suite 408
Austin, Texas 78705

Tel.- (512) 637-9220
Fax. (512)371-9088

Enclosures
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n.-

Natu J. Patel, Esq.

Wang & Patel PC
1303 Dove Street
Suite 1050

Newport Beach, CA 92660

 
February 18, 2005

U.S. Reexam No. 90/007,123 filed 07/19/2004 (Our No. CROSS1120-14)Re:

- U.S. Reexam No. 90/007,124 filed 07/19/2004 (Our No. CROSS1121-15)
U.S. Reexam No. 90/007,126 filed 07/19/2004 (Our No. CROSS1122-16)
U.S. Reexam No. 90/007,125 filed 07/19/2004 (Our No. CROSS1123-17)
U.S. Reexam No. 90/007,127 filed 07/19/2004 (Our No. CROSS11-28-.18)

Dear Mr. Patelz‘

C3565 on:

Wang & Patel PC
1303 Dove Street

Suite 1050

Newport Beach, CA 92660

1 Applicant hereby serves the Revocation and Powers of Attorney in the above-referenced

_ As per U.S.C. § 1.248, service is made via first class mail on February 18, 2005. These
documents give Sprinkle IP Law Group the authority to transact all business with the U.S. Patent
Office in connection with the above matters.

1 Sincerely,

Sprinkle IP L  

  John L. Adair

iadair@sgrinklelaw.com

JLA/jp

Enclosure

1301 W. 25*“ STREET, SUITE ‘£108, A
. - [0] 512.637.9220 .[f] 512.
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\.n

 

DEC 08 2004 5:39PM

 

DEG-U3-2004 FRI b4:n9 PH Sprinkle IP Law‘ Group

' CHANGE ol= MAlLlNG ADDRESSREVOCATION AND POWER or ATTORNEY AND
Applicants
Gooflrn 3. Horse. el al. '

  

   

  
Cummlssioner for Patents I hereby canlly lhal lhi: documenl is laying lnlnensllma lo the

p_o_ an 1450 COMMISSIONER FOR lweurs via laexlmla on / ,

- Alexandria. VA 2231 3-1450 2"” 1* ‘ r 2 V;
D53, 55,: ' Janina Pampnll

  

Fail N0. 5123719088

 Local Stora ; e

 
  

  

  

Confirmation No.
2295

 

Application No. ‘Filing Date
90/007,124 DTMDIZIJO4
For

Storage Router and Method for Providing Virtual

Group Art unit ' Examiner
7590 Flamln , Fritz

Hartman! an undlr S7 C..F'.E_, IE

C_RU_SSRUFlDS SYSTEMS, INC. 92825885 P S
* . c-~.+.~ssmm»s~svs=re«ls—«-lac.  i

 

Crossroads Systems. Inl:., lD0% owner of the above-identified patent application, as evidenced

by the Assignment recorded in the parent application on December 31, 1997 on Real/Frame:
8929/0290, hereby revokes all previous Powers" of Attorney and appoints the following ‘atmrneys

under Cuslomer No. 44654. all of the firm of SPRINKLE lP_LAw GROUP. to pmsecute the above-

identifiad Patent and to transect all business in the Patent and Trademark Oflice mnnected
therewith.

Registration No. 40.825
Registration No. 45.828
Regislratlon No. 51.385

STEVEN R. SPRINKLE
JOHN ADAIR

ARI AKMAL

Direct all telephone calls no correspondence in:
Customer No. -44654

» SFRINKLE lP LAW GROUP

' 1301' W. 25“ Streei, Suite 408
. Austin. Texas 78705 '

Atln: Steven Sprinkle
Tel. (512) 537.9220 I Fax (512) 371.9088

I hereby stale i am authorized to acl on behalf of Crossroads Systems, Inc.

7 _ ‘.2064

Respectfully submitted.
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14660u.s.PTO
\\33i\\\\\\\\\\\1\\\\____———-

\\\\2\\§“  
 

I
Reexamination Appl. No.:

*1“!
   90/007,124

Reexam. Request Filed: July 19, 2004

Patent No.:
\\\\\\\\\

 

  
6,421,753

July 16, 2002

Hoese, et al.

2182

Fleming, Fritz M.

Attorney Docket No.: 1006-8930

Issued:

  Inventor:

  Group Art Unit:

Examiner:

 

Commissioner for Patents

P.O. Box 1450

Alexandria, VA 22313-1450

 

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

CHANGE OF

CORRESPONDENCE ADDRESS OF

THIRD-PARTY REQUESTER FOR

EX PARTE REEXAMINATION

CHANGE OF CORRESPONDENCE ADDRESS OF

THIRD-PARTY REQUESTER FOR EX PARTE REEXAMINATION

Dear Sir:

Please change the correspondence address for notifications sent to the third-party

requester in the above-referenced patent reexamination proceeding to:

Larry E. Severin

Wang, Hartmann & Gibbs, PC

1301 Dove Street, #1050

Newport Beach CA 92660

Telephone: (949) 833-8483

Fax: (949) 833-2281

The individual who originally requested this ex parte reexamination, Natu J. Patel,

is no longer with our firm. Our firm does, however, continue to represent the parties

upon whose behalf this request was made. Accordingly, our firm retains the right to
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receive copies of Office Actions or other correspondence from the Patent and Trademark

Office that is sent to the third party requester in an ex parte reexamination proceeding

under 37 C.F.R. §1.5S0.

A copy of this letter, including the certification of service, has been sent to the

attorney of record of the patent owner, per 37 C.F.R. §l.33(c). Certification of service is

enclosed.

February 18, 2005 Respectfully submitted,

Wang, Ha.rtrnann & Gibbs, PC
1301 Dove Street, #1050

Newport Beach CA 92660

(949) 833-8483

éfiwa»
Larry E. Severin

Reg. No. 54606

Enclosures:
0 Certificate of Service to Patent Owner

I hereby certify that this is being deposited with the United States Postal Service with sufficient postage as
first class mail on the date indicated above in an envelope addressed to Commissioner for Patents, P.O. Box
1450, Alexandria, VA 22313-1450..

Dated: 05 Signed 3 —
Print Name: Faiza An 4
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CERTIFICATE OF SERVICE

I hereby certify that a true copy of the attached Change Of Correspondence

Address Of Third-Pagty Reguester For Ex Parte Reexamination was served upon
counsel of record at each of the addresses below via U.S. Postal Service first class mail

on February 18, 2005:

DLA PIPER RUDNICK GRAY CARY US, LLP
Atn: Mark Berrier

2000 University Avenue
E. Palo Alto CA 94303-2248

SPRINKLE IP LAW GROUP

1301 W. 25TH Street

Suite 408

Austin TX 78705

Date: February 18, 2004
Faiza Anwar

Oracle Ex. 1025, pg. 634



Oracle Ex. 1025, pg. 635

UNITED STATES PATENT AND TRADEMARK OFFICE UNITED STATES DEPARTMENT OF COMMERCE
United Stalcs Patent and Trademark Office
Addicsx: COMMISSIONER FOR PATENTS

PO. Box I450
Alzxandtia, Virginia 22313-1450www.us1Ito.gov

APPLICATION NO‘ FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKET NO. CONFIRMATION NO.

 
90/007,124 07/I 9/2004 642 I 753 1006-8930 2295

SPRINKLE IP LAW GROUP
1301 W. 25TH STREET

sum: 408
AUSTIN, TX 78705

DATE MAILED: 02/07/2005

Please find below and/or attached an Office communication concerning this application or proceeding.

PTO-90C (Rev. 10/03)
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UNITED STATES PATENT AND TRADEMARK OFFICE

Curnrnisstonerfm Patents
United States Patent and Trademark Omce

P.U. Bd)(145U
Alexandria, VA 22313-11150vauunspvaanu

DO NOT USE IN PALM PRINTER

(THIRD PARTY REQUESTER'S CORRESPONDENCE ADDRESS)

Natu J. Patel
WANG & PATEL, PC
1301 Dove Street, Suite 1050
Newport Beach, CA 92660

EX PARTE REEXAMINATION COMMUNICATION TRANSMITTAL FORM

REEXAMINATION CONTROL NO. 90/007 124. 

PATENT NO. 6 421 753. 

ART UNIT 2182.

Enclosed is a copy of the latest communication from the United States Patent and Trademark

Office in the above identified ex parte reexamination proceeding (37 CFR 1.550(f)).

Where this copy is supplied after the reply by requester, 37 CFR 1.535, or the time for filing a

reply has passed, no submission on behalf of the ex parte reexamination requester will be

acknowledged or considered (37 CFR 1.550(g)).

PTOL-465 (Rev.O7-04)
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Control No.
90/007,124

Examiner

Fritz M Fleming

Patent Under Reexamination
6421753

Art Unit
2182

-- The MAILING DA TE of this communication appears on the cover sheet with the correspondence address --

Office Action in Ex Parte Reexamination 
 

a[:] Responsive to the communication(s) filed on . b[:] This action is made FINAL.
c A statement under 37 CFR 1.530 has not been received from the patent owner.

 
 A shortened statutory period for response to this action is set to expire 2 month(s) from the mailing date of this letter.

Failure to respond within the period for response will result in termination of the proceeding and issuance of an ex parte reexamination
certificate in accordance with this action. 37 CFR 1.550(d). EXTENSIONS OF TIME ARE GOVERNED BY 37 CFR1.550(c).
If the period for response specified above is less than thirty (30) days, a response within the statutory minimum of thirty (30) days
will be considered timely.

Part I THE FOLLOWING ATTACHMENT(S) ARE PART OF THIS ACTION:

 
  
 

  
  
  

  
  
  
  
  
  
  

  
  
 

 
  

 
 

' 1. E Notice of References Cited by Examiner, PTO-892. 3. D Interview Summary, PTO-474.

2. l2] Information Disclosure Statement, PTO-1449. 4. [:1 .

 
Part II
 

SUMMARY OF ACTION

Claims _1_-gare subject to reexamination.
Claims __ are not subject to reexamination.

Claims __ have been canceled in the present reexamination proceeding.

Claims __ are patentable and/or confirmed.

Claims Lgare rejected.‘

Claims are objected to.IZEIEDEICIE
The drawings, filed on 7/19/2004 are acceptable. '

. D The proposed drawing correction, filed on_has been (7a)l:] approved (7b)EI disapproved.

. E] Acknowledgment is made of the priority claim under 35 U.S.C. § 119(a)-(d) or (f).

a)EI All b)l:I Some‘ c)[] None of the certified copies have

1l:] been received. _
2I:I not been received. ‘

3E] been filed in Application No. __

4[:} been filed in reexamination Control No._

SE] been received by the International Bureau in PCT application No.

‘ See the attached detailed Office action for a list of the certified copies not received.

9. El Since the proceeding appears to be in condition for issuance of an ex parte reexamination certificate except for formal
matters, prosecution as to the merits is closed in accordance with the practice under Ex parte Quayle, 1935 C.D.
11, 453 O.G. 213.

10. C] Other:

cc: Re uester if third
U.S. Patent and Tradenark Office

PTOL-455 (ReV- 04-01) Office Action in Ex Parte Reexamination Part of Paper No. 20050124
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Application/Control Number: 90/007,124 _ Page 2
Art Unit: 2182 '

Reexamination

1. The patent owneris reminded of the continuing responsibility under 37 CFR 1.S65(a) to

apprise the Office of any litigation activity, or other prior or concurrent proceeding, involving

Patent No. 6,421,753 throughout the course of this reexamination proceeding. The third party

requester is also reminded of the ability to similarly apprise the Office of any such activity or

proceeding throughoutithe course of this reexamination proceeding. See MPEP §§ 2207, 2282

and 2286.

Claim Rejections - 35 USC § 1 03

2. The following is a quotation‘ of 35 U.S.C. 103(a) which forms the basis for all

obviousness rejections set forth in this Office action:

(a) A patent may not be obtained though the invention is not identically disclosed or described as set forth in
section l02~ofthis title, ifthe differences between the subject matter sought to be patented and the prior an are
such that the subject matter as a whole would have been obvious at the time the invention was made to a person
having ordinary skill in the an to which said subject matter pertains. Patentability shall not be negatived by the
manner in which the invention was made.

3. The factual inquiries set forth in Graham V. John Deere Co., 383 U.S. 1, 148 USPQ 459

(1966), that are applied for establishing a background for determining obviousness under 35

U.S.C. l03(a) are summarized as follows:

Determining the scope and contents of the prior art.

Ascertaining the differences between the prior art and the claims at issue.

Resolving the level of ordinary skill in the pertinent art.

Considering objective evidence present in the application indicating obviousness
or nonobviousness.

:‘>‘.‘’’!‘-’:‘'‘
4. This application currently naines joint inventors. In considering patentability of the

claims under 35 U.S.C. 103(3), the examiner presumes that the subject matter of the various

claims was commonly owned at the time any inventions covered therein were made absent any

evidence to the contrary. Applicant is advised of the obligation under 37 CFR 1.56 to point out
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Application‘/Control Number: 90/007,124 Page 3

Art Unit: 2182

the inventor and invention dates of each claim that was not commonly owned at the time a later

inventiongwas made in order for the examiner to consider the applicability of 35 U.S.C. 103(0)

and potential 35 U.S.C. 102(e), (f) or (g) prior art under 35 U.S.C. 103(a).

5. Claims 1 and 4 are rejected under 35 U.S.C. 103(3) as being unpatentable over Petal in

view of Quam and Cummings.

Petal is competent an under 102(b) as its publication date is September 1996, more than

one year prior to effective filing date (12/31/1997) of the instant patent.

Addressing claim 12 (the broadest independent claim), Petal provides virtual local

storage (page 5, section 3, “This allows clients to access Petal virtual disks just like local disks.”

And page 7, section 3.2 “Petal provides clients with a large virtual disk that is available to all

clients on the network”) in the form of the Figure 1 virtual disks in the form of Figure 6 SCSI

disks (connected to one transport medium—SCSI) to devices connected to another transport

medium in the form of the Petal clients connected to the Digital ATM Network. The method is

shown to interface to the first transport medium (Digital ATM Network for the clients) and the

second transport medium (SCSI for the disks) per Figure 6 via the overall Petal Virtual Disk

storage servers of the Figure 2 physical view, which provides the actual interface between the

two media. A mapping is shown per Figure 4 and the virtual to physical mapping and the section

2 discussion. Page 3 shows the 3 step mapping process to translate a client supplied virtual disk

identifier into a global map identifier, to a given offset, to the physical mapping at the actual

disk. Thus there is a mapping of the client devices to the storage devices in order to use the

storage space. As far as “implements access controls for storage space on the storage devices” is

concerned, this limitation is very broad in that it provides no specifics as to exactly what these
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Application/Control Number: 90/007,124 Z Page 4
Art Unit: 2182

controls are to be. Given this, page 7, column 2 sets forth “We currently do not provide any

special support for protecting a client’s data from other clients; however, it would not be difficult

to provide security on a per virtual disk basis.”, which is anticipatory, as this teaches an

implementation of security access controls on a per virtual disk basis, if and when desired. Thus

there is a clear teaching of an implementation of a security access control per virtual disk. basis

by protecting a client’s data from other clients. Given a plain reading of this passage, it clearly

teaches that a client is only able to access its own virtual disk. Finally, this access is allowed

from the client devices to the storage devices “using native, low level, block protocols”, as page

7, section 4, column 2 provides “Petal provides a disk—like interface that allows clients to read
as

and write blocks of data. Section 3.2 provides “_In all cases but one, the file system level

performance of the Petal virtual disk is comparable to locally attached disks.” Section 3,

column 2, page 5 sets forth that access to the disks is provided using the UNIX raw disk

interface. Page 1, column 2+, sets forth the concept of a “lower level service” and “block level

storage system” and “An additional benefit is that the block-level interface is useful for

supporting heterogeneous clients and client applications”. Section 2, column 1, page 2 explicitly

sets forth “As shown in Figure 2, Petal consists of a pool of distributed storage servers that

cooperatively implement a single, block level storage system. Clients view the storage system as

a collection of virtual disks “ which anticipates the breadth of the claim language, as it only

requires the use of “native, low level, block protocols.” Also note page 8, column 2, which

clearly states “Petal provides block level rather than a file level interface.” Finally, page 1,

column 1, sets forth specifically “To a Petal client, this collection appears as a highly available

block-level storage system that provides large abstract containers called virtual disks. A virtual
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Application/Control Number: 90/007,124 _ Page 5
Art Unit: 2182

disk is globally accessible to all Petal clients on the network. A client can create a virtual disk on

demand to tap the entire capacity and performance of the underlying physical resources." Thus

the reference anticipates the native, low level, block protocols, as the clients View the storage as

block level and hence access it using such protocols accordingly. The mapping between the

workstations and the SCSI drives and access controls is maintained by the mapping of Figure 4,

in order to maintain the configuration of the created virtual disks. Note the previously mentioned

“for protecting a client’s data from other clients. . .to provide security on a per virtual disk basis.”

As a client creates a virtual disk, and such can be kept private from other clients, then each

virtual disk, which is a subset of the entire storage, is only accessible by that client to which it is

mapped. Note also workstations are the clients, and SCSI hard disk drives are the storage

devices.

When viewed per the Figures, Petal provides a storage router via the mapping of Figure

4. Figure 4 provides for the mapping and thus the storage routing of the translation of the client

supplied virtual disk identifier to the actual physical disk. Per column 2, section 2, clients

maintain minimal high level mapping information so as to properly route read and write requests

to the “most appropriate” server. Thus “routing” is used to get the mapping from the client to the

actual disk, and the mapping of Figure 4, which is the Petal servers taken as a whole, thus

meeting the claimed “storage router” limitation. It is to be noted that the “storage router” is not

further defined in any sort of a structural manner, therefore the Petal servers acting per Figure 4,

anticipate what is claimed. Also note the “storage router” of the Petal system, interpreted to be

all of the Petal system of Figure 6, absent the disks. Thus the access is allowed via block level

protocols in accordance with the mapping and access controls. Thus the storage router is capable
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Application/Control Number: 90/007,124 Page 6
Art Unit: 2182

of configuring the SCSI devices to contain the virtual disks as requested by the client

workstations. This configuration is maintained by the mapping of Figure 4.

Note that the “allowing” limitations of claims 4 are very broad. Claim 4 only requires

that the “storage router”. . .“allowing access. . .using ...” without further specifying how or what

“uses” these protocols. As the Petal system uses a block-level interface and blocks of data are

read and written (i.e. section 3.1), the native, low-level block protocols are used, at least to the

extent claimed. The same applies to the limitations of claim 12. Note also that per section 3,

that both the Petal servers and clientsrun Digital Unix, so that the client is able to access Petal

virtual disks just like local disks, which per section 4, page 7, column 2 results in “Petal provides

a disk-like interface that allows clients to read and write blocks of data”, and per section 6,

column 2, page 8 has “Petal provides a block level rather than a file level interface”, thereby

teaching the use of native, low level, block protocol. Finally, not section 1, which reads “A

Petal virtual disk is a container that provides a sparse 64-bit byte storage space. AS with

ordinary magnetic disks, data are read and written to Petal virtual disks in blocks”, thereby

providing for clear anticipation of what is claimed.

Petal, as discussed in detail above, teaches and anticipates a storage router for providing

local storage on remote storage devices, but does not specify the Fibre Channel to connect the

workstations to the SCSI disk arrays. Note that the network used to connect the clients to the

virtual local storage is an ATM protocol based network.

Quam, as a whole, compares and contrasts ATM to Fibre Channel. Per pages 651-2,

“Fibre Channel vs. ATM”, it is clearly taught that Fibre-channel is better suited is better suited
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Application/Control Number: 90/007,124 Page 7

Art Unit: 2182

A for a channel where large blocks of data are transferred between users, while ATM is suited for

high speed switching with low latency.

Cummings, as a whole, teaches the use of Fibre—Channel so that the Disk Array and Tape

Library are accessed using the same protocols (e.g. SCSI) as if they were connected to the user’s

local workstation, such that remote disk storage is regarded as private and can be accessed at the

same level of performance and with comparable latency as any local disk, per pages 253-254 and

Figure 2.

Therefore it would have been obvious to one having ordinary skill in the art at the time

that the invention was made to modify the teachings of Petal per those of Quam and Cummings

so as to change from the ATM to a Fibre Channel network interconnecting the workstations to

the SCSI drives, so as to be able to use Fibre Channel as the network to transfer large blocks of

data (better suited for Fibre Channel vs. ATM) and to be able to access a disk array using the

same SCSI protocol as if they were connected to user’s local workstation with the same

latency and level of performance as a local disk with the Fibre Channel, the same as is done by

Petal. Thus the references are properly combinable and provide express motivation to switch

from an ATM to Fibre Channel network.

6. Claims 2,3 and 5-3are rejected under 35 U.S.C. 103(a) as being unpatentable over Petal

in view of Quam and Cummings, as applied to claims 8-10 and 12-16, further in view of Crouse

et al.

Petal, as discussed in detail above, teaches a storage router for providing local storage on

remote storage devices, but does not detail a bufferior supervisor connected to the two
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Application/Control Number: 90/007,124 , Page 8
Art Unit: 2182

controllers. Note that the network usedto connect the clients to the virtual local storage is an

ATM protocol based network.

Finally, Crouse et a1. show the specifics of a UNIX running network data server 14, that

provides an interface between a Fibre Channel network 12b and the SCSI storage 46. Thus, per

Figures 3 and 4, note a first controller 54 operable to connect to the Fibre Channel medium 12b,

a second controller 68 connected to the SCSI bus and storage, with a buffer 64 providing

memory work space to facilitate block transfers. A supervisor unit is seen as 60, to include the

device microprocessor of Figure 4, and is thus operably coupled to both controllers 54 and 68, so

that block oriented I/O operations can be carried out at maximum transfer rates to and from the

storage 16, the controller 68, the buffer 64, the processor 54, and network 12.

Therefore it would have been obvious to one having ordinary skill in the art at the time

that the invention was made to modify Petal per the teachings of Quam, Cummings and Crouse

et al. for the express purpose of using Fibre—Channel in place of ATM to take advantage of Fibre—

Channel’s ability to better transfer large blocks of data, to then use the Fibre Channel to obtain

the same advantages of Petal in the form of Fibre Channel’s ability to access a disk array using a

SCSI protocol as if they were attached to the local workstation with access and latency

comparable to local disk access per Cummings, with the specifics of controllers and buffer and

supervisor running on a UNIX based network data server in order to carry out block transfers at

maximum transfer rates per Crouse et al.

Any inquiry concerning this communication or earlier communications from the

examiner should be directed to FritziM Fleming whose telephone number is 571-272-4145. The

examiner can normally be reached on M—F, 0600-1500.
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Application/Control Number: 90/007,124 Page 9
Art Unit: 2182

If attempts to reach the examiner by telephone are unsuccessful, the examiner’s

supervisor, Jeffrey Gaffm can be reached on 571-272-4146. "The fax phone number for the

organization where this application or proceeding is assigned is 703-872-9306.

Information regarding the status of an application may be obtained from the Patent

Application Information Retrieval (PAIR) system. Status information for published applications

may be obtained from either Private PAIR or Public PAIR. Status information for unpublished » 9

applications is available through Private PAIR only. For more information about the PAIR

system, see http://pair-direct.uspto.gov. Should you have questions on access to the Private PAIR

‘17-9197 (tcijfree).

Primary Examiner
Art Unit 2182

system, contact the Electronic Business Center (EBC) at 866-

   
frnf
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Search Query DB5 Default Plurals Time Stamp ‘
Operator 

scsi same (fibre adj channel) same USPAT« OR OFF 2005/01/19 14:08
interface same dma

storage adj2 router USPAT OR OFF 2005/01/19 14:08

scsi near5 ((fibre or fiber) adj channel) _ USPAT OR OFF 2005/01/13 07:22
near storage '

scsi near5 ((fibre or fiber) adj channel) USPAT OR OFF 2005/01/ 13 07:40
near5 storage

scsi same ((fibre or fiber) adj channel) EPO; JPO; OR OFF 2005/01/13 10:27
same storage DERWENT;

IBM_TDB

scsi same ((fibre or fiber) adj channel) EPO; JPO; OR ON 2005/01/13 08:15
same bridge _ A DERWENT;

IBM_TDB

scsi same ((fibre or fiber) adj channel) USPAT OR ON 2005/01/13 07:58
same bridge

scsi same ((fibre or fiber) adj channel) USPAT OR ON 200S/01/ 13 07:59
same router

S8 197 scsi same ((fibre or fiber) adj channel) USPAT OR ON 2005/01/ 13 07:59

' same adapter _

S9 32 scsi same ((fibre or fiber) adj channel) EPO; JPO; OR ON 2005/01/13 08:17
same network same storage DERWENT;

IBM_TDB

S10 _ 664 scsi same ((fibre or fiber) adj channel) US—PGPUB OR ON 2005/01/ 13 08:18
same network same storage

511 302 scsi same ((fibre or fiber) adj channel) USPAT’ OR ON 2005/01/13 09:06
same network same storage

512 76 scsi same ((fibre or fiber) adj channel) ‘ USPAT OR ON 2005/O1/ 13 09:20
same (map or mapping)

S13 10 scsi same ((fibre or fiber) adj channel) EPO; JPO; OR ON 2005/01/13 09:33
same (map or mapping) DERWENT; .

IBM_TDB

S14 0 scsi same ((fibre or fiber) adj channel) EPO; JPO; OR ON 2005/01/13 09:33
same (block adj level) DERWENT;

IBM_TDB _

S15 3 scsi same ((fibre or fiber) adj channel) USPAT OR ON 2005/01/13 09:34
same (block adj level)

516 10 smi same ((fibre or fiber) adj channel) USPAT OR ON 2005/01/ 13 09:37
same native same block

scsi same ((fibre or fiber) adj channel) USPAT OR ON 2005/01/ 13 10:12
same block same (storage or disk or
disc or tape)

scsi same ((fibre or fiber) adj channel) 4 USPAT OR» ON 2005/01/13 10:13
same (network adj attached adj
storage)
 
 

Search History 1/19/05 3:34:17 PM Page 1

C:\Al7PS\EA§l'\Workspaces\re-exam fibre.wsp
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scsi same ((fibre or fiber) adj channel) USPAT OR ON 2005/01/13 10:14
and (network adj attached adj
storage)

520 1 (block adj level) same (network adj USPAT OR ON 2005/01/13 10:15
attached adj storage) "

S21 74 scsi same ((fibre or fiber) adj channel) USPAT OR ON 2005/01/13 10:17
same shared same storage

S22 2944 (peer adj2 peer) USPAT OR ON 2005/01/13 10:17

523 23 (peer adj2 peer) same shared same USPAT OR ON 2005/01/13 10:20
storage

S24 42 (shared adj storage) same scsi USPAT OR ON 2005/01/13 10:23

525 200 network adj attached adj storage USPAT OR ON 2005/01/13 10:52

$26 622 scsi same ((fibre or fiber) adj channel) USPAT OR OFF 2005/01/13 10:36
same storage

$27 738 scsi same ((fibre or fiber) adj channel) USPAT OR OFF‘ 2005/01/13 10:43
same interface

528 54 scsi same ((fibre or fiber) adj channel) USPAT OR OFF 2005/01/13 10:43
same mapping

529 161 network adj attached adj storage EPO; JPO; OR ON 2005/01/13 11:34
DERWENT;
IBM_TDB

S30 51 block adj sewer EPO; JPO; OR ON 2005/01/13 11:38
DERWENT;
IBM_TDB

block adj server USPAT OR ON 2005/01/ 13 12:21

network adj attached adj peripheral USPAT OR ON 200S/01/ 13 13:15

(710/74).CCLS. USPAT OR OFF 2005/01/ 13 13:35

(710/74).CCLS. US-PGPUB OR OFF 2005/01/13 13:37

(711/111-114).CCLS. USPAT OR OFF 2005/01/19 06:51

((fibre or fiber) adj channel) same scsi USPAT OR ON 2005/01/13 13:48
same (storage or disk or disc) same
controller

network$ nears storage near5 USPAT OR ON 2005/01/14 08:27
controller

network$ nearS storage near5 EPO; JPO; OR ON 2005/01/14 08:04
controller DERWENT;

‘IBM_TDB

(711/111—114).CCLS. US-PGPUB OFF 2005/01/19 06:35

(711/111,112).CCL$. USPAT OFF 2005/01/19 07:39

(711/113,114).CCLS. USPAT OFF 200S/01/ 19 08:25

 USPAT OFF 2005/01/19 08:37atm same scsi same ((fiber or fibre)
adj channel)

atm same ((fiber or fibre) adj channel)

540 or $41 or $42 or $43 or $44

 

 
 

 USPAT

USPAT

OFF 2005/01/19 08:41

2005/01/19 08:41 

Search History 1/19/05 3:34:17 PM Page 2

C:\APPS\EAST\Workspaces\re-exam fibre.wsp

Oracle Ex. 1025, pg. 653



Oracle Ex. 1025, pg. 654

W‘

 adaptor

 
 
 (710/315).CCLS.

Search History 1/19/05 3:34:17 PM Page 3
C:\APPS\EASF\Workspaces\re—exam fibre.wsp

scsi same fibre same part same

scsi same fibre same adaptor

scsi same fibre same converter

 
 

 
 
 

2005/01/19 12:35 

2005/01/19 12:37

2005/01/19 12:39

2005/01/19 12:42
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Page 1 of 1

UNITED S'I‘A'IES PATENT AND TRADEMARK Or-‘nos UNITED STATES DEPARTDIENT OF COBIMERCE
United States Patent and Travlemarlr Office
AddrexCOMMISSIONER FOR PATENTS

l’.O.Ba1_I4§CI ‘ .Alrnndzn, vagm 2231:4450 
wnr.u.rp1a.3ov

90/007, I 24 07/] 9/2004 6421753 I006-8930

CONFIRMATION NO. 2295
44654 at *

SPRINKLE IP LAW GROUP ,(Bo€0(:§2g97g6[g§)6:| 47569961301 W. 25TH STREET
SUITE 408

AUSTIN, TX 78705

Date Mailed: 12/14/2004

NO11CE OF ACCEPTANCE OF POWER OF ATTORNEY

This is in response to the Power of Attorney filed 12/08/2004.

The Power of Attorney in this application is accepted. Correspondence in this application will be mailed to the
above address as provided by 37 CFR 1.33.

 
3921 551) 272-4327

OFFICE COPY
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Page 1 ofl

UNITED Snmzs PATENT AND TRADEMARK OFFICE UNITED STATES DEPARTBIENT OF COBHIERCE
United States Patent and Trademark Office
AddI$COMMISSIONER FOR PATENTS P.U.Buxl450

21113-1450v-vuwsw

90/007, I 24 07/19/2004 6421753 I006-893 0

CONFIRMATION NO. 2295

Gray Cary Ware & Friedenrich LLP * -A:

1221 S. MoPac Expressway Suite 400 ,O(2o(o:0gcB)(g97g62gJ 4756994
Austin, TX 78746-6875

Date Mailed: 12/14/2004

NOTICE REGARDING CHANGE OF POWER OF ATTORNEY

This is in response to the Power of Attorney filed 12/08/2004.

0 The Power of Attorney to you in this application has been revoked by the assignee who has intervened as
provided by 37 CFR 3.71. Future correspondence will be mailed to the new address of record(37 CFR 1.33).

 
392 (571)272-4327

OFFICE COPY
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“*DEC*08-2{J!J4.llED_« 05:45 PM Sprinkle IP Law Group FAX N0. 5123719088 P- 01/03
. ‘ RECEIVED

spn .
CENTRAL FAX CENTER

P LAW 912  DEC ll 8 2004

1301 w. 25*“ Street. Suite 408
Austin, Texas 78705

[0] 512.637.9220
[ri 512.371.9053

FAX COVER SHEET

TO: U.S. Patent Offlce Fax#: 703—872-9306

FROM: Janice Pampell Client Matter #: CROSS1290
Patent Paralegal CROSS1590

CROSS1120-14
CROSS1120-15
CROSS1120-16
CROSS1120-17
CROSS1120-18

DATE: 12/08/04 A # of Pages: 8

RE= Revocations and Powers of Attorney

_ 

Please contact 512.637.9225 if there is a problem with this transmission.
 

CONFIDENTIALITY NOTICE

This communication is ONLY for the person named above. Unless otherwise indicated, it contains
information that is confidential, privileged or exempt from disclosure under applicable law. If you are
not the person named above, or responsible for delivering it to that person. be aware that disclosure,
copying. distribution or use of this communication is strictly PROHIBITED. if you have received it in
error. or are uncertain as to Its proper handling, please immediately notify us by telephone and mail
the original to us at the above address. Thank you.

PAGE 1l6'RCVD AT 121812004 5:42:06 PM [Easiem Standard Time]* SVR:USPTO£FXRF-1l0’ DlllS:8729306 " CSlD:5123T19088‘ DURATION (mm-ss):02-12
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"DEC-U8-2U[l4KlJED205i46 PM Sprinkle IP Law Group FAX N0. 5123719088 P. 04/06lJl:l.' US 200
5:38PM cnossnunns SYSTEMS. INC. sea-sees ,.,_g
  

DEC-U3-2004 FRI [14:09 P11 Sprinkle IP Law. Group FR)! M). 5123719088 _ P. 07

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

REVOCATIDN AND POWER OF ATTORNEY AND ‘$‘g6sD;:':;f'f‘1°6-
CHANGE OF MAILING ADDRESS

Applicant:
God! 3. these. at al.

Applicafitm Nu. ‘Filing Date
SOIIIIIV 1 24 D7I‘|II2Ul!4
For

  
  
  
  

  
 

 
 

  
  

 

RECEWED Starla: Roulnrand Method for Providing Vlrtull

“E“““"""
Qgnfllgsflgn Ilia!“ :1 films‘

.°.?£.',‘?::'§’;'§{.'°'P“‘°“‘”
Alexandria. VA 22313-1450 "'”‘- r -

Dear Sir.  
crossroads Systems. Ir«:.. 4:00‘-/. owner of the above-fdemlflad patent appllcarlon. as ovldenoed
by the Asslgnrnem recorded In the parent application on December 31. 1997 on Realff-'rame:

8829/0290. harahy revokes all previous Powers of Annrnsy and appoints the following attnrnsys

under customer No. 44654. all of the firm of SPRNKLE lP'LAW GROUP. In pmsacuta Ina annua-
ldenllfiad Patent and tr: transact all business In the Patent ann Trademark Office mnneclod
thanawllh.

STEVEN R. SPRINKLE Reglstraflun No. 40,825
JOHN ADAIR Registration No. 46.828
ARI AKMAL Raglatrallnn No. 51.359

‘ Direct all telephone calls and correspondence to}
Cusbamsr No. 44654

SPIINILE IP LAW GROUP
1301 W. 25" Street’. Suite 408

. Austh. Texas 76705
Min: Steven Sprinkle

Tal. (512) 637.9220 I Fax(512) 571.3088

I hereby man: I am authartzad to act on banal! of crossroads Systems. Inc.

Respammlty submitted.

 

PAGE 45 " RCVD AT 12!8I2fl04 5:42:06 PM [Eastern Standard Time] ” SVR:USPTO-EFXRF-110 * DNlS:8729306 ‘ CS[D:5123719088 * DURATION (mm-ss):02-12
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UNITED sTATEs’>ARTMENT OF COMMERCEPatent and Tmden ark Office

Address: ASSISTANT COMMISSIONER FOR PATENTS

Washington, DC, 20231
 

APPLICATION NO.l FILING DATE FIRST NAMED INVENTORI ATTORNEY DOCKETNO.
CONTROL N0. PATENT IN REEXAMINATION
90007124 07/] 9/04 6421753 I()()(T-8930

i EXAMINER 7Gray Cary Ware & Fxiedcllricli LLP , ~ '
1221 South MOP-ac Expressway , Suite 400 Flclmng, FrillAustin, TX 78746-6875

I ART UNIT PAPER
2182 5

DATE MAJLED: 09/22/()4

Please find below and/or attached an Office communication concerning this application or
proceeding.

Commissioner of Patents and Trademarks
CC: Nalu J. Patel

Wang & Patel, PC
1301 Dove Street, Suite 1050
Newport. Beach CA 92660

PTO-900 (Re\/.3-98)
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$M£\RI{ OFFICE

Cummissiansrfor Patents
United States Palenl and Trademark Ofrce

P,0. BUXMSD
Alexandria, VA 2231 3.1 450uwwvuspvogunr

 
DO NOT USE IN PALM PRINTER

(THIRD PARTY REOUESTER'S CORRESPONDENCE ADDRESS)

EX PARTE REEXAMINATION COMMUNICATION TRANSMITTAL FORM

REEXAMINATION CONTROL NO. 90/007 124. 

PATENT NO. 6421753.

ART UNIT 2182.

Enclosed is a copy of the latest communication from the United States Patent and Trademark

Office in the above identified ex parte reexamination proceeding (37 CFR 1.550(f)).

Where this copy is supplied after the reply by requester, 37 CFR 1.535, or the time for filing a
reply has passed, no submission on behalf of the ex pan‘e reexamination requester will be
acknowledged or considered (37 CFR 1.550(g)).

PTOL4165 (Rev.07-04)
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Order Granting / Denying Request For
Ex Parte Reexamination

Patent Under Reexamination
 
 

 

Control No.

90/007,=1 24
Examiner

6421 753

 Fritz M Fleming

--The MAILING DA TE of this communication appears on the cover sheet with the correspondence address--

The request for ex parte reexamination filed 19 July 2004 has been considered and a determination has

been made. An identification of the claims, the references relied upon, and the rationale supporting the
determination are attached.

Attachments: a)[:] PTO-892, b)EI PTO—1449, c)E| Other:

1% The request for ex parte reexamination is GRANTED.
RESPONSE TIMES ARE SET AS FOLLOWS:

For Patent Owner's Statement (Optional): TWO MONTHS from the mailing date of this communication
(37 CFR 1.530 (b)). EXTENSIONS OF TIME ARE GOVERNED BY 37 CFR 1.55D(c).

For Requester's Reply (optional): TWO MONTHS from the date of service of any timely filed
Patent Owner's Statement (37 CFR 1.535). NO EXTENSION OF THIS TIME PERIOD IS PERMITTED.
If Patent Owner does not file a timely statement under 37 CFR 1.530(b), then no reply by requester
is permitted.

2. D The request for ex parte reexamination is’DENIED.

This decision is not appealable (35 U.S.C. 303(0)). Requester may seek review by petition to the
Commissioner under 37 CFR 1.181 within ONE MONTH from the mailing date of this communication (37
CFR 1.515(c)). EXTENSION OF TIME TO FILE SUCH A PETITION UNDER 37 CFR 1.181 ARE
AVAILABLE ONLY BY PETITION TO SUSPEND OR WAIVE THE REGULATIONS UNDER
37 CFR 1.183.

In due course, a refund under 37 CFR 1.26 ( c) will be made to requester:

a) D by Treasury check or,

b) D by credit to Deposit Account No. , or

c) |:] by credit to a credit card account, unless otherwise notified (35 U.S.C. 303(c)).

Rv*am~%w
Fritz M Fleming
Primary Examiner
Art Unit: 21825[cc:RequesIer( if third garty requester)U.S. Palenl and Trademark Office

PTOL-471 (Rev. 04-01) Office Action in Ex Parte Reexamination

Oracle Ex. 1025, pg. 661
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Application/Control Number: 90/007,124 ‘ Page 2
Art Unit: 2182

1. A substantial new question of patentability affecting claims 1-8 ofUnited States Patent

Number 6,421,753 is raised by the request for ex parte reexamination.

Extensions of time under 37 CFR 1.136(a) will not be permitted in these proceedings

because the provisions of 37 CFR 1.136 apply only to "an applicant" and not to parties in a

reexamination proceeding. Additionally, 35 U.S.C. 305 requires that ex parte reexamination

proceedings "will be conducted with special dispatch" (37 CFR 1.550(a)). Extensions of time in

ex parte reexamination proceedings are provided for in 37 CFR l.550(c).

o The threshold for determining whether or not to grant a re-examination is set forth in MPEP

2242, quoted below:

For "a substantial new question ofpatentability” to be present, it is only necessary that: (*>A<) the

prior art patents and/or printed publications raise a substantial question ofpatentability regarding at least

one claim, i.e., the teaching of the (prior art) patents and printed publications is such that a reasonable

examiner would consider the teaching to be important in deciding whether or not the claim is patentable;

and (*>B<) the same question ofpatentability as to the claim has not been decided by the Office in a

previous examination >or pending reexamination< of the patent or in a final holding of invalidity by the

Federal Courts in a decision on the merits involving the claim. It is not necessary that a "prima facie” case

of unpatentability exist as to the claim in order for “a substantial new question ofpatentability" to be

present as to the claim. Thus, “a substantial new question of patentability” as to a patent claim could be

present even if the examiner would not necessarily reject the claim as either fully anticipated by, or

obvious in view of, the prior >art< patents or printed publications. As to the importance of the difference

between “a substantial new question ofpatentability" and a ”prima facie" case of unpatentability see

generally In re Etter, 756 F.2d 852, 857 n.5, 225 USPQ 1, 4 n.5 (Fed. Cir. 1985).

Oracle Ex. 1025, pg. 662
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Application/Control Number: 90/007,124 Page 3
Art Unit: 2182

Thus it is clear, that a granting of a re-examination does not necessarily mean

that a prima facie case of unpatentability exists, just that the teachings be important

when deciding claim patentability.

- The manner in which the art is to be applied in the request is discussed in MPEP

2217, quoted below:

The third sentence of 35 U. S. C. 302 indicates that the "request must set forth the pertinency and

manner of applying cited prior art to every claim for which reexamination is requested." 37 CFR

1.510(b)(2) requires that the request include "[a]n identification of every claim for which reexamination is

requested, and a detailed explanation of the pertinency and manner of applying the cited prior art to every

claim for which reexamination is requested. ” It the request is filed by the patent owner, the request for

reexamination may also point out how claims distinguish over cited prior art.

Where substantial new questions ofpatentability are presented under 35 U. S. C. 102(t)

or (g), the prior invention of another must be disclosed in a patent or printed publication. Substantial new

questions of patentability may also be presented under 35 U. S. C. 103 which are based on the above

indicated portions of 35 U. S. C. 102. Substantial new questions ofpatentability may be found under 35

U. S. C. 102(t) / 103 or 102(g)/ 103 based on the prior invention of another disclosed in a patent or printed

publication if the reference invention and the claimed invention were notcommonly owned at the time the

claimed invention was made. See, 35 u.s. C. 103(c) and MPEP § 706. 02(1). See MPEP § 706.02(l)(1)

for information pertaining to references which qualify as prior art under 35 U. S. C. 102(e)/103.

The mere citation of new patents or printed publications without an explanation does not comply

with 37 CFR 1.510{b)(2). Requester must present an explanation of how the cited patents or printed

publications are applied to all claims which requester considers to merit reexamination. This not only sets

forth the requester’s position to the Office, but also to the patent owner (where the patent owner is not the

requester).
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Application/Control Number: 90/007,124 ‘ Page 4
Art Unit: 2182

Given the above, requestor has, at a threshold minimum, provided a substantial

new question of patentability, albeit not in a clear and concise manner. For example.

requestor has dedicated pages 5-44 to various “substantial new questions of

patentability", which are not entirely clear. Pages 5-10 allege anticipation by the

MAXSTRAT GEN5 PRODUCT, but such an analysis seems to rely upon two printed

publications in the form of Exhibits 10-12 interpreted in light of an additional declaration

in the form of Exhibit 13. Pages 10-11 allege other controllers detailed in Exhibits 14-

16. Pages 12-13 allege anticipation over the ‘209 Patent. Pages 13-20 combine the

material of pages 5-11 with admissions,‘Haugdah|, and Bursky. Pages 21-26 appear to

combine admissions/testimony with at least patents to Berman, Malladi, Boggs et al.,

Purhoit, Llorens et al., Cuenod et al., Chatwani et al., Arrowood et al., Haughdahl, Oeda

et al., Yung, Hefferon et al., DeKoning et al., Abadi et al., Hunnicutt et al., Raz et al.,

and Dauerer et al.‘ Pages 27-30 then add Derby et al., lsfeld et al., Sheu and Jones et

al. Pages 30-39 then address a subset of the above, while pages 39-41 seem to

summarize such. In order to grant the request for re—examination, the request indicates,

at least, that the requestor considers claims 1-8 as being unpatentable over the

MAXSTRAT GEN5 manuals of Exhibits 11-12.. It is agreed that the consideration of the

MAXSTRAT GEN5 manuals of Exhibits 11-12 raises a substantial new question of

patentability, as to at least the patentability of claims 1-8 of the Hoese et al. patent. As

pointed out in Exhibit 10, MAXSTRAT GEN5 manuals of Exhibits 11-12 teach the use

of, amongst other things, of a network routing table, a buffer, the host interface ports,

the device module controller, the two general purpose CPUs, the volumes, the ifp, and

Oracle Ex. 1025, pg. 664
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Application/Control Number: 90/007,124 . Page 5
Art Unit: 2182

the internal file system which were not present in the prosecution of the application that

became the Hoese et al. patent. Further. there is a substantial likelihood that a

reasonable examiner would consider these teachings important in deciding whether or

not the claims are patentable. Accordingly. the MAXSTRAT GEN5 manuals of Exhibits

11 and 12 raise a substantial new question of patentability as to claims 1-8, which

question has not been decided in a previous examination of the Hoese et al. patent.

Thus claims 1-8 will be re-examined.

Addressing the other art cited in the request for re-examination, it is clear that the

request for the re—examination should clearly and concisely set forth the cited prior art

and the manner in which it is to be applied to the identified claims. Requestor has

instead set forth a voluminous citation of prior art, with an inordinately large number of

possible combinations of cited art, placing the burden of "explanation" on the examiner.

Appendix C is described by the requestor as “Listing of possible prior art combinations

showing obviousness.” Turning to Appendix C, one finds a generic explanation that

summarizes claim 1 (only claim 1) into elements A-G, and refers to the chart of

Appendix B and Exhibit 22 for an accounting of what elements are found where. The

explanation of Appendix C seems to conclude with the opinion that the mere fact that

two references that teach all of the elements render a claim as obvious. The examiner

would like to point to MPEP 2143.01, Suggestion or Motivation To Modify the

References, where one finds:

The mere fact that references can be combined or modified does not render the resultant

combination obvious unless the prior art also suggests the desirability of the combination.

in re Mills, 916 F.2d 680, 16 USPQ2d 1430 (Fed. Cir. 1990) (Claims were directed
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Application/Control Number: 90/007,124 Page 6
Art Unit: 2182

to an apparatus for producing an aerated cementitious composition by drawing air into

the cementitious composition by driving the output pump at a capacity greater than the

feed rate. The prior art reference taught that the feed means can be run at a variable

speed, however the court found that this does not require that the output pump be run at

the claimed speed so that air is drawn into the mixing chamber and is entrained in the

ingredients during operation. Although a prior art device “may be capable of being

modified to run the way the apparatus is claimed, there must be a suggestion or

motivation in the reference to do so.” 916 F.2d at 682, 16 USPQ2d at 1432.). See also

in re Fritch, 972 F.2d 1260, 23 USPQ2d 1780 (Fed. Cir. 1992) (flexible landscape

edging device which is conformable to a ground surface of varying slope not suggested

by combination of prior art references).

For a specific example, appendix C, page 3, sets forth “Fibre Channel storage. .

as a possible primary reference having claim elements ABCDFG with an astounding 54

individual secondary references with which “Fibre Channel storage. . is to be possibly

combined with. The examiner is then supposed to go to Exhibit 22 to then interpret the

shorthand of claim elements A-G of each reference in order to come up with the manner

in which the cited art is to be applied in combination, thereby placing the burden on the

examiner to provide the rationale to make the possible combinations. Furthermore,

Exhibit 22 only covers claims 4-8 (in a cut up way that interleaves claims 5-8 with claim

4), and not the identified patent claims 1—8, noting that the explanation of Appendix C

seems to interchange claims 1-4 throughout. Finally, if the requestor had intended to

apply the 200+ “possible prior art combinations showing obviousness” against the

claims to form a basis for re-examination, then there should be a corresponding number

of prima facie cases of obviousness in order to merit re-examination. Lacking such, the
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Application/Control Number: 90/007,124 Page 7
Art Unit: 2182

material of Appendix C would appear to provide a cumulative IDS listing of references

that individually disclose bits and pieces of claims 4-8, without setting forth the proper

rejections under 35 U.S.C. 103.

2. The patent owner is reminded ofthe continuing responsibility under 37 CFR 1.565(a) to

apprise the Office of any litigation activity, or other prior or concurrent proceeding, involving

Patent No. 6,421,753 throughout the course of this reexamination proceeding. The third party

requester is also reminded of the ability to similarly apprise the Office of any such activity or

proceeding throughout the course of this reexamination proceeding. See MPEP §§ 2207, 2282

and 2286. i

3. It is noted that an issue not within the scope of reexamination proceedings has been

raised. The issue of the submission of references during prosecution of the patent will not be

addressed i11 the course of this re-examination. The issue of the examination of related

applications will not he addressed during the course of this re-examination, noting that some

have matured into patents. The issue of secondary considerations and income/licensing will not

be addressed during the course of this re-examination, unless raised by patent owner.

Any inquiry concerning this communication or earlier communications from the

examiner should be directed to Fritz M Fleming whose telephone number is 703-308-1483. The

examiner can normally be reached on M-F, 0600-1500.

If attempts to reach the examiner by telephone are unsuccessful, the examiner’s

supervisor, Jeffrey Gaffin can be reached on 703-308-3301. The fax phone number for the

organization where this application or proceeding is assigned is 703-872-9306.
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Application/Control Number: 90/007,124 _ Page 8
Art Unit: 2182 i

Information regarding the status of an application may be obtained from the Patent

Application Information Retrieval (PAIR) system. Status information for published applications

may be obtained from either Private PAIR or Public PAIR. Status information for unpublished

applications is available through Private only. For more information about the PAIR

system, see http://pair-direct.uspto.gov. Should you have questions on access to the Private PAIR

system, contact the Electronic Business Center (EBC) at 86 -217-9197 

 F eming
ary Examiner

Art Unit 2182

fmf
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UNITED STATES PATENT AND TRADEMARK OFFICE UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trndemnrk Office
Addmu COMMISSIONER FOR PATENTSPO Box 1450

Alzxandna, Wguma 22313-N50www ulpto gcrv

REEXAM CONTROL NUMBER FJLLNG OR 371 (c) DATE PATENT NUMBER

90/007,124 07/19/2004 6421753 #\3

 

COQJEIRMATION NO. 2295
Natu J. Patel, Esq.
Wang & Patel, PC
1301 Dove Street Suite 1050

Newport Beach, CA 92660

Date Mailed: O8/05/2004

NOTICE OF REEXAMINATION REQUEST FILING DATE

(Third Party Requester)

liéquester is hereby notified that the filing date of the request for reexamination is 07/19/2004, the date the
required fee of $2,520 was received.1: 2

Lib-F

fitfdecision on the request for reexamination will be mailed within three months from the filing date of the request
for reexamination. (See 37 CFR 1.515(a)).

 _ py of the Notice is being sent to the person identified by the requester as the patent owner. Further patent
owner correspondence will be the latest attorney or agent of record in the patent file. (See 37 CFR 1.33). Any

gaper filed should include a reference to the present request for reexamination (by Reexamination ControlJimber).Eu'1’.

as-.*=.

Eta"
_:nhe

cc: Patent Owner

Gray Cary Ware & Friedenrich LLP
1221 S. MoPac Expressway Suite 400
Austin, TX 78746-6875

 

 
 

  Office of Patent Legal Adm’ '
Central Reexamination Unit (7

PART 3 - OFFICE COPY
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 3 UNITED STATES PATENT AND TRADEMARK OFFICE UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark OfliceAddnu COMMISSIONER FOR PATENTSPO Box 1450

Alexandria, ‘firgzmn 22313-1450wwwmpoosav

90/007,124 07/19/2004 6421753

CONFIRMATION N0. 2295 #4
Gray Cary Ware & Friedenrich LLP REEXAM ASSIGNMENT ANOTICE
1221 S. MoPac Expressway Suite 400 ,
Austin, TX 78746-6875 '

Date Mailed: O8/05/2004

NOTICE OF ASSIGNMENT OF REEXAMINATION REQUEST

The above—identified request for reexamination has been assigned to Art Unit 211 1. All future correspondence to
the proceeding should be identified by the control number listed above and directed to the assigned Art Unit.

Aizcopy of this Notice is being sent to the latest attorney or agent of record in the patent file or to all owners of
réicord. (See 37 CFR 1.33(c)). If the addressee is not, or does not represent, the current owner, he or she is
rlgjquired to fon/vard all communications regarding this proceeding to the current owner(s). An attorney or agent
repeiving this communication who does not represent the current owner(s) may wish to seek to withdraw pursuant
t&37 CFR 1.36 in order to avoid receiving future communications. If the address of the current owner(s) is

ttrfiknown, this communication should be returned within the request to withdraw pursuant to Section 1.36.
3::E:
2

Third Party Requester(if any)
iégé. ‘

hlatu J. Patel, Esq.
\i§§ang & Patel, PC
_1;Z§01 Dove Street Suite 1050
Newport Beach, CA 92660

 

C 6 2 7
Office of PatentLeg nCentral Reexamination Unit (7 308-9692

PART 3 - OFFICE COPY
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Patent Assignment Abstract of Title

Total Assignments: 3 7% #9;
Application #: 09.001239. Filing Dt: 12/31/1997 Patent #: §_9.‘L19__7.2. Issue Dt: O8/24/ 1999

PCT #: NONE Publication #: NONE Pub Dt:

Inventors: GEOFFREY B. HOESE, JEFFRY T. RUSSELL

Title: STORAGE ROUTER AND METHOD FOR PROVIDING VIRTUAL LOCAL STORAGE

Assignment: 1

 
Conveyance: ASSIGNMENT OF ASSIGNORS INTEREST (SEE DOCUMENT FOR DETAILS).

Assignors: HOESE GEOFFREY B. Exec Dt: 12/22/1997
RUSSELL JEFFRY T. Exec Dt: 12/22/1997 

9390 RESEARCH BLVD., SUITE II-3

AUSTIN, TEXAS 78759

Correspondent: BAKER & BOTTS, L.L.P.
ANTHONY E. PETERMAN

2001 ROSS AVENUE

Assignee: CROSSROADS SYST MS IN . 3O

DALLAS, TX 75201~2980
éésignment: 2

Re°'/Frame 91—1-2&@ I‘?/B?/‘£?;'é'B '35’/3253333 342a/0|:/d2:001 gages:
,5; Conveyance: SECURITY AGREEMENT

Assignor: CROSSWORLDS SOFTWARE, INC. Exec Dt: O6/30/2000

Assignee: SILICON VALLEY BANK
1., LOAN DOCUMENTATION HG150

3003 TASMAN DR

;, SANTA CLARA, CALIFORNIA 95054
gforrespondent: SILICON VALLEY BANK

JACQUELYN LE
LOAN DOCUMENTATION HG150

3003 TASMAN DR. _
SANTA CLARA, CA 95054

Assignment: 3

Received: Recorded: Mailed: Pages:
R°°'/F'a'“° 427850083 04/17/2002 04/03/2002 06/12/2002 2

:

Conveyance: RELEASE

Assignor:  K Exec Dt: O3/20/2002

Assignee: CROSSWORLDS SOFTWARE
577 AIRPORT BOULEVARD, SUITE 300

BURLINGAME, CALIFORNIA 94010

Correspondent: SILICON VALLEY BANK
MICHELLE GIANNINI

LOAN DOCUMENTATION HA155

3003 TASMAN DR.

SANTA CLARA, CALIFORNIA 95054
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n V. W . Page 1 of 1

UNITED STATES PATENT AND TRADEMARK OFFICE UNITED STATIE DEPAR'I'IV[FN'l' OF COMNIERCE
United States Patent and Trademark Oflice

Addie“ Ii/éMIlS‘ggONER FOR PATENTS
ox

Alexzmdna. Vumm 22313-M50www my.» gov
 

CONFIRMATION NO. 2295Bib Data Sheet

FILING OR 371(c)

sER|A|_ NUMBER DATE GROUP ART UNIT

90/007‘ 124 07/19/2004 2111
RULE

A'|'|'ORN EY
DOCKET NO.

I006-8930

* PPLICANTS

6421753, Residence Not Provided;
Crossroads Systems, |nc.(Owner), Austin, TX;

Natu J. Patel, Esg.(3rd Pty. Req.), Newport Beach, CA;«..

1 ***ii-*sU:k*k*k**t*-I:~k*****1m

This application is a REX of 09/354,682 07/15/1999 PAT 6,421,753
which is a CON of 09/001 ,799 12/31/1997 PAT 5,941,972

D yes D no

use 119 (a-d) conditions D yes [I no |:| Me, afle, STATE OR SHEETS
_ Allowanoe COUNTRY DRAWING

Examiner's Si nature Initials

TOTAL INDEPENDEN

CLAIMS CLAIMS
8 2

é:ray Cary Ware 3. Friedenrich LLP
51221 S. MoPac Expressway Suite 400
‘jistin ,TX 78746-6875

D All Fees

Cl 1.16 Fees ( Filing)

D 1.17 Fees ( Processing Ext. of
to charge/credit DEPOSIT ACCOUNT time )

Tfor following: I: 1 18 Fees ( Issue)
D Other

Cl Credit
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PTOISBIS7 (04-04)
Approved tor use through 04/30/2007. OMB 0651-0033548 P A66 u.s. Patent and Trademark Ofiice; u.s. DEPARTMETECOMMERCE

__;¢;v the Paerwork Reduction Act of 1995, no - rsons are = uired to res nd to a collection ofinfonnation unless itdls 7 3 con 1'1 . - : .

‘A 0071 2H|‘|“||ll‘l(l)|'7H\/W!‘/‘ ' Rt‘l,Ea;2F3:lEw§T'lE)_l1=4(6$-,l:t EXPARTE REEXAMINATION TRANSMITTAL FOR
* A  lllr

Address to: 071,19/O4
Mail Stop Ex Parte Reexam .
Commissioner for Patents Attorney Docket No.: I006-8930
P.O. Box 1450
Alexandria, VA 22313-1450 Date: July 19, 2004

LIX] This is a request for ex parte reexamination pursuant to 37 CFR 1.510 of patent number _6,421,753 B1
issued __July 16, 2002 . The request is made by:

D patent owner. El third party requester.

2.IXl The name and address of the person requesting reexamination is:

_Natu J. Patel, Esq., Wang & Patel PC

_1301 Dove Street, Suite 1050

_Newport Beach, CA 92660

3. a. A check in the amount of $_2520.00 is enclosed to cover the reexamination fee, 37 CFR 1.20(c){1);. 3%}..6".

if: El b. The Director is hereby authorized to charge the fee as set forth in 37 CFR 1.20(c)(1)
3:; to Deposit Account No. (submit duplicate of this form for fee processing); or

D c. Payment by credit card. Forrri PTO-2038 is attached.
4. IE Any refund should be made by [X] check or :1 credit to Deposit Account No.

37 CFR 1.26(c). if payment is made by credit card, refund must be to credit card account.

5. A copy of the patent to be reexamined having a double column tonnat on one side of a separate
paper is enclosed. 37 CFR 1.510(b)(4)

6. El CD-ROM or CD-R in duplicate, Computer Program (Appendix) or large table

7. D Nucleotide and/or Amino Acid Sequence Submission,3

If applicable. all of the following are necessary._ it.-.5

"‘ a. D Computer Readable Fon'n (CRF)
b. Specification Sequence Listing on:

i. 1:1 CD—ROM (2 copies) or CD-R (2 copies); or
' ii. [:1 paper

c. E] Statements verifying identity of above copies

8. D A copy of any disclaimer, certificate of correction or reexamination certificate issued in the patent is included.

9. [XI Reettamination of claim(s) _1 through 8 (all claims) is requested.

10. A copy of every patent or printed publication relied upon is submitted herewith including a listing thereof on
Fonn PTO-1449 or equivalent.

96037124
11. D An English language translation of all necessary and pertinent non-El't§&laIMg!§EHdVate$fi§e§Rg;or printed

publications is included.

[Page 1 of 2]
This collection of information is required by 37 CFR 1.510, The intonnation is required to obtain or retain a benefit by the public which is to file (and by the USPTO

to process) an application. Confidentiality is govemed by 35 U.$.C. 122 and 37 CFR 1.14. This collection is estimated to take 2 hours to wmpleqwmgopd" fifliahe individual case. Any common on thegathering. preparing. and submitting the completed application form to the USPTO. Time will vary dew; figamount of time you require to complete this fonri andlor suggestions for reducing this burden. should be sent to the Chief lnfonnatlon Offioer, U.S. Patent and
Trademark Ofiice. U.S. Department of Commerce. P.O. Box 1450, Alexandria. VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS
ADDRESS. SEND TO: Mail Stop Ex Parts Reaxam, Commissioner for Patents, P.O. Box 1450, Alexandria. VA 22313-1450.

If you need assistance in completing the fomi, call 1-800-PTO-9199 and select option 2.
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'§.rr‘_'1rna§.er11%..

' Address (line1)

0‘3””_2"’_

PTOISBIS7 (04-04)
Approved for use through 04/30/2007. OMB 0651-0033

U.S. Patent and Trademark Office: U.S. DEPARTMENT OF COMMERCE
uired to res nd to a collection of information unless it disla a valid OMB contml number.

 
Under the Paemork Reduction Act of 1995, no - rsons are re

    
  
  
  
  
 
  
  

 
  

 

12. [Z The attached detailed request includes at least the following items:

a. A statement identifying each substantial new question of patentability based on prior patents and printed
publications. 37 CFR 1.510(b)(1)

b. An identification of every claim for which reexamination is requested, and a detailed explanation of the pertinency
and manner of applying the cited an to every claim for which reexamination is requested. 37 CFR 1.510(b)(2)

13. El A proposed amendment is included (only where the patent owner is the requester). 37 CFR 1.510(9)

14. E] a. It is certified that a copy of this request (if filed by other than the patent owner) has been served in its entirety on
the patent owner as provided in 37 CFR 1.33(c). .
The name and address of the party served and the date of service are:

_Gray Cary Ware 8. Freidenrich. LLP. Atn: Tracy Mccreight. Esq.. __

_1221 S. MoPac Expressway, Suite 400

__Austin, TX 78746-6875

Date of Service: ___July 19, 2004 ; or

Cl b. A duplicate copy is enclosed since service on patent owner was not possible.

15. Correspondence Address: Direct all communication about the reexamination to:

Customer Number: 37819

Firm or
............N.... 

 
  

on

El
  

 

  
  

  
  

2’ 

 

16. L__l The patent is currently the subject of thefollowing concurrent proceeding(s):
|:| a. Copending reissue Application No.

b. Copending reexamination Control No.
c. Copending Interference No.
d Copending litigation styled:

 
 

 
 
 

  

 
 

 
 

 

BUD

-- rmgmay become public. Credit card information should not be
redlt card lnfonnation and authorization on PTO-2038.

 
  

 

_July 19, 2004
Date
 

 
 Authorized Signature

 

 
  

   

_Natu J. Patel _ = V 9 [:3 For Patent Owner Requester
Typed/Printed Name Registration No., if applicable Qt] For Third Party Requester

  

[Page 2 of 2]
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4l‘iiu‘f‘3‘fi'7(“ii1r:..r-anM2Wu.r*_,.9,.-V .ii ..Q. .R-m--«-m-umW.9.......~..,...

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Inventor: Hoese, et al. REQUEST FOR EX PARTE

Title of Invention: REEXAMINATION

Storage router and method for

providing virtual local storage

Issued: July 16, 2002

Patent No.: 6,421,753

 
Mail Stop Ext Parte Reexam
Commissioner for Patents

P.O. Box 1450

Alexandria, VA 22313-1450

REQUEST FOR EX PARTE REEXAMINATION

Dear Sir:

This is a Request for Ex Parte Reexamination of Claims 1 through 8 of the above

identified United States Patent. It is believed that newly discovered prior art submitted

herewith, which was not considered by the Patent Office during the prosecution of the

above Patent, raises a substantial new question of Patentability with respect to Claims 1

through 8. Accordingly, reexamination under 35 U.S.C. §§ 302-307 pursuant to 37

C.F.R. § 1.510, et seq. is hereby respectfully requested.

In accordance with 37 C.F.R. § 1.510, the following is provided herein:

37 C.F.R. § 1.5l0(a) Prior art cited under 37 C.F.R. § 1.501, infra.

Fee for ex parte reexamination as per 37 C.F.R.

1.20(c)(l), $2,520.00, included with petition.
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37 C.F.R. § 1.510(b)(1)

37 C.F.R. § l.5l0(b)(2)

37 C.F.R. § l.5l0(b)(3)

37 C.F.R. § 1.510(b)(4)

37 C.F.R. § l.510(b)(4)

A statement indicating each substantial new

question of Patentability based on prior Patents and

printed publications, infra.

An identification of every claim for which

reexamination is requested, and a detailed

explanation of the pertinency and manner of

applying the cited prior art to every claim for which

reexamination is requested, infra.

A copy of every Patent or printed publication relied

upon or referred to in paragraph (b)(1) and (2) of

this section, with listing (Exhibit 1).

A copy of the entire Patent including the front face,

drawings, and specification/claims (in double

column format) for which reexamination is

requested, and a copy of any disclaimer, certificate

of correction, or reexamination certificate issued in

the Patent (Exhibit 2).

A certification that a copy of the request filed by a

person other than the Patent owner has been served

in its entirety on the Patent owner at the address as

provided for in § 1.33(c). The name and address of

the party served must be indicated (Exhibit 3).
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1 O O

I. INTRODUCTION

This request is based upon numerous prior patents and printed publications,

including 77 U.S. Patents and 6 printed articles, most of which were not previously

considered by the Patent Office in granting the above-referenced patent. It is believed

that Claims 1 through 8 of U.S. Patent No. 6,421,753 (the ‘753 Patent) are invalid:

1) pursuant to 35 U.S.C. §102 as being anticipated by the Maxstrat GEN5

controller product;

2) under 35 U.S.C. §103 as being obvious;

i) 1 in light of the patentees’ deposition and trial testimony that the

invention amounts to nothing more than simply adding “access

controls” to a prior art storage router and ‘such a simple

modification was obvious in light of a number of patents, products

and motivations to make such a combination; and

ii) because motivations to combine the prior art inevitably would lead

one skilled in the art to the arrive at the alleged invention

embodied in the ‘753 Patent.

This request is served concurrently with a request for reexamination of U.S.

Patent Nos. 5,941,972 (the ‘972 Patent), 6,425,035 (the ‘O35 Patent), 6,425,036 (the ‘036

Patent), and 6,738,854 (the ‘854 Patent), collectively referred to as the “Related Patents.”

The ‘972 Patent was the parent of the Related Patents.

II. BACKGROUND

The invention described and claimed in U.S. Patent No. 6,421,753 (“the ‘753

Patent”) is currently assigned to Crossroads Systems (Texas), Inc. (“Crossroads”).

The ‘972 Patent was the parent of the Related Patents, and all five Patent

specifications have identical figures and nearly identical written descriptions - the only

differences can be found in the claims. A chart depicting the differences in the claims of

the ‘972, ‘O36, ‘035 and ‘854 Patents is included herein (Exhibit 4).
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I . .

The ‘972 and ‘035 Patents are currently being litigated in the case of Crossroads

Systems, Inc. V. Dot Hill Systems Corporation, Western District of Texas, Case Number

A-03—CV-754(SS) (“Crossroads v. Dot Hill”). On June 26, 2004, Dot Hill submitted a

Motion for Summary Judgment (“MSJ”) to the Court, a copy of which is included herein.

(Exhibit 5). The Motion requests a finding of invalidity based upon: 1) the ‘O35 Patent

being anticipated by, or rendered obvious in of, light prior art; and 2) the ‘972 Patent

being obvious in light of prior art. The arguments in that motion are equally applicable to

the ‘753 Patent, given the similarities of the ‘972 and ‘753 Patents.

Specifically, the MS] argument is based primarily upon undisputed prior art in the

form of the HSZ7O array controller designed and manufactured by Digital Equipment

Corporation (“DEC”) and related, published product manuals. Further, the MS] contains

three declarations fiom former DEC employees who were involved in the design and

manufacture of the HSZ70 that clearly establish the date of conception, use, and

publication of the manuals of the DEC HSZ70 as long before the earliest alleged

conception dates for the ‘O35, ‘753 and ‘972 Patents. (See Exhibit 5).

The HSZ7O product was on sale before the issuance of the ‘972, ‘035, ‘753 and

Related Patents, yet the Patentees did not disclose this relevant prior art to the USPTO

during the examination of the Patents. (See Exhibit 5). Even worse, Dot Hill’s previous

counsel gave to Crossroads’ patent counsel copies of the HSZ70 manuals prior to the

issuance of the ‘854 Patent, and yet the Patentees still did not disclose this relevant prior

art to the USPTO during the examination of that patent. Dot Hill eamestly encourages

the examiner to review the attached copy of the MSJ and corresponding declarations,

which have been filed with the Court, to evaluate the impact of the DEC HSZ70 product

literature on the portfolio of Related Patents. (See Exhibit 5).

Further, inventors Hoese and Russell have at least six (6) pending applications

that are continuations claiming priority based upon the ‘972 Patent application filing date.

The Application Numbers of the pending applications are 10/023786, 10/081082,

2
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10/081110, 10/08.1114, 10/361283 and 10/658163. As each of these applications depends

upon the ‘972 patent application, Dot Hill contends that each application suffers from the

same critical infirmity as the ‘972 and ‘753 Patents. Dot Hill cannot pursue

reexamination of the pending applications; nevertheless, Dot Hill respectfully requests

that these applications and any other pending applications depending on the ‘972 Patent

be examinedvin light of this reexamination petition and the petitions for the Related
Patents.

III. PRIOR LITIGATION INVOLVING THE ‘972 PATENT

This is a unique case that presents the examiner with a wealth of information to

assist in the reexamination.

The ‘972 Patent was litigated on two separate occasions and the Court has defined

terms in the ‘972 Patent that apply equally to the ‘753 Patent as a result of a Markman

Order in the case of Crossroads Systems, Inc. v. Chaparral Network Storage, Inc.,

Western District of Texas; Civil Action Number A 00 CA 217 SS (“Chaparral”). A copy

of the Court’s Markman Order appears in Exhibit 6. A district court's finding is binding

upon the Patent examiner in a reexamination. Marlow Industries, Inc. V. Igloo Products

Corp., 2002 WL 485698, *4 -5 (N.D.Tex.,2002) referring to In Re Freeman, 30 F.3d

1459, 1468 (Fed.Cir.1994) see also MPEP §2286. (Exhibit 7).

During the course of the ‘972 Patent litigation in the Chaparral case, the

Patentees made a number of admissions under oath at deposition and at trial that have a

direct _bearing on the current reexamination and the scope of the patents at issue.

Pursuant to MPEP §2217, Patentee admissions may be used in combination with Patents

and printed publications to establish a substantial new question of Patentability.

Admissions are not restricted to just a determination of a substantial new question

of Patentability. Under section 305, reexamination proceeds ". . .according to the

procedures established for initial examination." 35 U.S.C.A. § 305, see also In re Portola
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Packaging Inc. 122 F.3d 1473, 1475 (C.A.Fed.,1997) see also 37 C.F.R. 1.104 (c)(3).

“Facts, including admissions which have already been established in the record, have

been authorized for use in reexamination proceedings. See 37 CFR 1.106(0) and M.P.E.P.

§ 2258.” Ex Parte the Successor in Interest of Robert S. McGaughey 1988 WL 252480,

*4. (Exhibit 8). “In the initial examination of Patent applications, admissions by the

applicant are considered for any purpose including evidence of obviousness under section

103.” Id.

recognized fact or truth. [FN14] Thus, admissions are simply facts.” Id at *5.

”An admission is defined as an acknowledged, declared, conceded or

IV. THE SCOPE OF THE INVENTION AS ADMITTED BY AN INVENTOR

During trial and deposition testimony in the Chaparral case, one of the two

inventors of the ‘972, ‘753 and other Related Patents stated that the only invention

claimed was the movement of access controls from a network server into the router

device. Every other limitation in the claims of the ‘972 and ‘753 Patents, including the

router device itself, was admitted to be prior art. See trial transcript of inventor Geoffrey

Hoese, Exhibit 9, pages 70 to 72.

claims is that the storage router, rather than a network server, performs access control

According to the inventor, the novel feature of the

such that each workstation may have controlled access to a specific partition of the

storage device which forms the virtual local storage for that workstation (‘753 Patent,

column 4, lines 28-31). All other aspects of the alleged invention as set forth in figure 2

of the ‘972 and ‘753 Patents and the corresponding written description of the ‘972 and
‘753 Patents were acknowledged by the inventor Geoffrey Hoese, in his trial testimony in

the Chaparral case, to be part of the prior art and not the invention.

Q. Figure — well, figure 2 is not your invention, right, sir?
A. Figure 2 is not my invention.

Q. And this description is in reference to figure 2, and this
description mentions native low-level block protocols and
mentions mapping, and you say figure 2 is not your invention?
A. That’s correct.

(Trial transcript of Hoese, page 81, starting at line 3, emphasis
added) * * =|<
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See, In re Nomiya, 509 F.2d 566, 570-71, 571 n.5, 184 USPQ 607, 611, 611 n.4

(CCPA 1975) (“We see no reason why appellants’ representations in their application

should not be accepted at face value as admissions that Figs. 1 and 2 may be considered

“prior art” for any purpose, including use as evidence of obviousness under § 103.

[Citations omitted] By filing an application containing Figs. 1 and 2, labeled prior art,

ipsissimis verbis, and statements explanatory thereof, appellants have conceded what is to

be considered as prior art in determining obviousness of their improvement”)

V. THE ‘753 PATENT IS INVALID AS IT IS ANTICIPATED BY THE

MAXSTRAT GEN 5 PRODUCT

MaxStrat (previously known as Maximum Strategy) was a company that designed

and manufactured RAID (redundant array of independent devices) controllers as well as

entire storage systems, beginning in the early 1990s. In 1996, Maxstrat began shipping

the GEN5 RAID controller, which was a router that performed the function of access

controls and met each and every claim of the ‘972 and ‘753 Patents. (It should be noted

that in the Chaparral case, the Court determined that the ‘972 Patent covered RAID

controller devices, as they met the definition of “routers.” Further, the devices accused by

Crossroads in Crossroads v. Dot Hill are RAID controllers, like the GEN5.)

A chart is included in Exhibit 10 comparing elements described in the GEN5

System Guide and GUI User’s Guide with each limitation in all claims of the ‘753 Patent.

A copy of the Gen5 S-SERIES XL System Guide Revision 1.01, published June 11, 1996

(“System Guide”), is included as Exhibit 11, and a copy of the Graphical User Interface

for M4XSTRAT Gen5/Gen-S Servers User ‘s Guide 1.1, published January 6, 1997 (“GUI

Guide”), is included as Exhibit 12. Both manuals were published ‘before the alleged

invention of the ‘753 Patent.

The GUI Guide describes the operation of the Gen5 S-Series Storage Server,

which is documented in the System Guide.

“1 .1 .2 System Requirements
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The GUI will function on all models of the Gen5 Storage Servers,

at Gen5 software revision 1.60 or higher, and all models of the Profile
NFS File Server at ProOS revision 0.82 and higher, and all models of the

S-Series at software revision 1.00 or higher.” [GUI Guide, page 1]

The GUI Guide expressly references the System Guide, which is incorporated by

reference:

“l.l.3 Related Reference Material

‘S-‘Series System Manual” [GUI Guide, page 2]

The GUI Guide and System Guide are a two-volume set that make a single

publication. This printed publication describes each and every limitation of the Claims of

the ‘753 Patent. The pertinency and manner of applying this printed publication to the

‘753 Patent is explained in the chart included in Exhibit 10, which compares elements of

the Gen5 with each limitation in each of the claims of the ‘753 Patent.

The GEN5 provides a number of devices such as Cray computers on one side of

the GEN5 with access to storage devices such as hard disk drives on the other side of the

GEN5. An outline of this configuration is shown below.

 

 
 
  

Devices (Cmv Iéliqxitliat s“"7‘i—’° lH?'F‘l
computers) ' en“ Disks)Ports

A LEI 1

As to the “access control” limitation of the ‘972 and ‘753 Patents, the Gen5 is

able to assign a specific storage area to a specific device. The GEN5 includes the “ifp”

command, which includes the “luns bitmask enable” field. This field is used to specify
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the enabling of LUNs on interface ports to provide access to “facilities” (storage units).

[See Exhibit 10, Claim chart, pages 5 and 6; see Exhibit 11, Gen5 System Guide, pages

4-42 to 4-43]. For example, each device attached to a GEN5 can be assigned a subset of
a disk drive as shown below.

Deuces (Cray
compute: 5)

  

 

 

 

Gen5 Stoingc (Hm (I
Disks)

 

 

Alternatively, the GEN5 allows for a configuration where all the devices can

4;, access a global disk storage, as identified below.

l\§l2lXS'[1‘€lt , V
use Ikvices: (Crav Gen5 St°”'g° (Hard

eoiiqxiiteis) ’ DB1“)Ports

£3!

jg:

Finally, the GEN5 ‘can assign a device to a particular drive, again as displayed

below.
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Notably, this last configuration of the GEN5 was quite common and not an

unreasonable extension of the product. (See Hillgrave Corp. v. Symantec Corp., 265

F.3d 1336, 1343 (Fed.Cir. 2001) for a discussion of the reasonable use of a product

involved in an infiingement analysis). Review of the GEN5 documentation attached

herein indicates that such a configuration was available. (Exhibit 13).

While GEN5 connected to storage devices using only the SCSI transport medium,

Gen5 could be configured to use combinations SCSI, Fibre Channel and/or HIPPI

transport media to connect to hosts.

In sum, the GEN5 allows access to a global data storage device, subsets of a

single storage device, and access to a single storage device. This allocation of storage is

what the Court in Chaparral identified as access control. (Exhibit 6). The GEN5 meets

every element of the alleged invention of the ’753 Patent.
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In comparing the last configuration of the Gen5 (shown on the previous page) to

an embodiment of the invention ‘753 Patent as shown in Fig. 3 of the ‘753 Patent

specification above, it is clear that the GEN5 anticipates every element of the ‘753 Patent.

The only difference between Fig. 3 and the last configuration of the GEN5 is that the

workstations in Fig 3. are attached to a single Fibre Channel transport medium, while the

workstations of the GEN5 are attached to separate Fibre Channel transport mediums.

However, it is important to note that Claim 1 of the ‘753 Patent does not require

every Fibre Channel device to be connected to a single Fibre Channel transport medium.

The chart below identifies an excerpt of Claim 1 that addresses this issue and a full

detailed analysis appears in Appendix A. Further analysis in relation to the ‘753 Patent

is presented in Appendices B and C.
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  ‘753 Patent claim 1

Claim 1 states:

1. A data storage gateway capable

of interfacing with and providing

connectivity and mapping between a
Fiber Channel and SCSI channel

interface, the data storage gateway

comprising: ....

a virtual storage;

a storage router in communication with

and providing mapping to the virtual
storage such that a fiber channel device
remote from the virtual storage can
communicate data to and from the virtual

storage; and

wherein the storage router is‘ capable of

configuring a SCSI device to contain at

least a portion of the virtual storage.

  
 

  
  

  

 

 
 
 
 
 

 

 

 
 

 This requires only a single fibre channel
device and a single virtual storage. The
GEN5 allows a device on the left side to

communicate with a virtual storage on the

right side of the GEN5. Containing a

portion of the virtual storage is part of
access control, which is also performed by
the GEN5. Therefore the GEN5 meets

every limitation of the ‘753 Patent claims.

Using even a single port to connect individual devices to GEN5 would be covered

by claim 1. As a result, GEN5 completely anticipates the subject matter claimed in the

‘753 Patent and renders the ‘753 Patent invalid.

VI. THERE WERE OTHER CONTROLLERS ON THE MARKET PRIOR

TO THE INVENTION OF THE ‘753 PATENT THAT PERFORMED

ACCESS CONTROLS

Vln addition to the Maxstrat Gen5, there were other RAID controllers that

performed access controls and were commercially available at the time of the alleged

invention of the ‘753 Patent.

Storage Technologies, Inc. (known as “StorageTek”) designed and manufactured

the Iceberg RAID controller before 1997. Iceberg performed access control; Iceberg

made selected hosts blind to selected storage based on the permission granted to those
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selected hosts. Iceberg connected a plurality of IBM mainframe host computers to

partitions and subsets of multiple SCSI storage devices. As described in the ‘753 Patent,

Iceberg contained a supervisor unit, which was coupled to a buffer, a host controller and

a storage controller. The host and storage controllers included protocol units, FIFO

buffers and DMA. Iceberg performed mapping to present a virtual Count-Key-Data disk

interface to the hosts for the fixed-block allocation SCSI disk drives.

Similarly, CMD Technology, Inc. made the CRD-5500 SCSI RAID Controller

before 1997. The CRD-5500 includes all the elements described in the ‘753 Patent.

Features for access controls to partitions of disks and subsets of disks (called

“redundancy groups”) are explained in the CRD-5500 SCSI RAID Controller User’s

Manual, Rev. 1.3, published November 21, 1996, which is included as Exhibit 14.

“The controller’s Host LUN Mapping feature makes it possible to

map RAID sets differently to each host. You make the same redundancy
group show up on different LUNS to different hosts, or make a redundancy
group Visible to one host but not to another.” (CRD-5500 User’s Guide,

page 1-1, Section 1.2).

p“4.3.3 Host Mapping V
This screen may be used to map LUNS on each host channel to a

particular redundancy group. Or you may prevent a redundancy group
from appearing on a host channel. Thus, for example, you may map
redundancy group 1 to LUN 5 on host channel 0 and the same redundancy
group to LUN 12 on host channel 1. Or you may make redundancy group
8 available on LUN 4 on host channel 0 and block access to it on host

channel 1.” (CRD-5500 User’s Guide, page 4-5, Section 4.3.3).

Finally, Infortrend Technologies, Inc. made the IFT-3000 before 1997. The IFT-

3000 is also a SCSI RAID controller, and includes all the elements described in the ‘753

Patent except for the addition of Fibre Channel to the host interface, which is an obvious

addition. A chart is included in Exhibit 15 comparing elements described in the IFT-

3000 Instruction Manual with each limitation in Claim 1 of the ‘753 Patent. A copy of

the IFT-3000 SCSI to SCSI Disk Array Controller Instruction Manual Revision 2.0,

published in 1995, is included as Exhibit 16.

11
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VII. THE ‘753 PATENT IS INVALID AS IT IS ANTICIPATED BY U.S.

PATENT NO. 6,073,209 T0 BERGSTEN

The ‘753 Patent is also anticipated by US. Patent No. 6,073,209 (the ‘209 Patent)

titled “Data storage controller providing multiple hosts with access to multiple storage

subsystems,” to Bergsten, filed March 31, 1997, which was prior art as of the ‘753

Patent’s effective filing date. A copy of the ‘209 Patent is included in Exhibit 1, and the

claim chart comparing elements of this Patent to limitations in the claims of the ‘753

Patent is included in Exhibit 22. The ‘209 Patent describes a form of access controls

using low level, block protocols. For example, the ‘209 Patent states in the ABSTRACT

section:

“Each storage controller may be coupled to at least one host
processing system and to at least one other storage controller to control
access of the host processing systems to the mass storage devices.”

The ‘209 Further states, in column 15, lines 39 to 47:

“A storage controller of the present invention further allows data

blocks to be write protected, so that a block cannot be modified from any
host computer. Write protection may be desirable for purposes such as
virus protection or implementation of security firewalls. Write protection
can be achieved by configuring the storage controller appropriately at set-
up time or by inputting a write protect command to the storage controller
from a host computer.”

The ‘209 Patent thus describes how to control access of hosts to storage devices

by allowing data blocks to be Write protected from host computers. Since data blocks can

be write protected, the ‘209 Patent describes a storage controller that limits a computer’s

access to subsets of storage devices or sections of a single storage devices, which is what

the Court in Chaparral identified as access control (Exhibit 6). In addition, this explicit

reference to security-oriented data protection provides strong motivation to a person of

ordinary skill in the art to combine the ‘209 Patent and other prior art storage routers with

enhanced security features.

12
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The ‘209 Patent also includes all the remaining elements of the claims of the ‘753

Patent: a RAM buffer (column 6, line 26); a Fibre Channel controller (column 4, line 28);

a SCSI control1er~(column 4, line 21); a CPU supervisor unit (column 6, line 26); and

mapping (column 3, line 18). See Figure 3 from the ‘209 Patent, included below,

depicting a STORAGE CONTROLLER with CPU, RAM, HOST DEVICE I/F (interface)

With arrows leading TO/FROM HOST (Fibre Channel transport medium), and

STORAGE DEVICE I/F With arrows leading TO/FROM LOCAL EXTERNAL

STORAGE DEVICES (SCSI bus transport medium).

 
 

 
 

 
CONTROLLER

DEVICE I/F
STORAGE
DEVICE I/F

TO/FROM TO/FROM TO/FROM
HOST LOCAL EXTERNAL OTHER STORAGE

STORAGE DEVICES CONTROLLERS

FIG. 3

Thus, the ‘209 Patent anticipates the ‘753 Patent, or in the alternative, provides

strong intrinsic motivation to combine a Fibre Channel to SCSI storage router with access

control.

VIII. THE ALLEGED INVENTION OF THE ‘753 WAS OBVIOUS IN LIGHT OF

THE PRIOR ART AND NUMEROUS MOTIVATIONS TO COMBINE

The Obviousness Standard.
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“... [T]he standard under 35 U.S.C. § 103 [for obviousness] is what would have

been obvious to one of ordinary skill in the art, and the level of the skilled artisan should

not be underestimated. See In re Sovish, 769 F.2d 738, 743, 226 USPQ 771, 774 (Fed.

Cir. 1985).” Ex Parte Richard A. Flasck, 2000 WL 33520310, *3. (Exhibit 17). Factors

that may be considered in determining level of ordinary skill in the art include: (1) the

education level of the inventor; (2) type of problems encountered in the art; (3) prior art

solutions to those problems; (4) rapidity with which innovations are made; (5)

sophistication of the technology; and (6) education level of active workers in the field.

Environmental Designs v. Union Oil Co. of Cal., 713 F.2d 693, 696-697 (Fed.Cir.l983),

cert. denied, 464 U.S. 1043, 104 S.Ct. 709, 79 L.Ed.2d 173 (1984) see also Orthopedic

Equipment Co., Inc. v. All Orthopedic Appliances, Inc., 707 F.2d 1376 at 1381-1382

(Fed.Cir.l983). The level of one of ordinary skill is evaluated at the time the invention

was made. Id at 1382.

The Field of Endeavor.

The first question in an obviousness argument is whether the references are in the

field of the inventor’s endeavor. In re Deminski, 796 F.2d 436, 230 U.S.P.Q. 313,

(Fed.Cir., Jul 08, 1986). The field of art that encompasses the ‘753 Patent, as well as the

Related Patents, is that of computer science and electronics. Some of the hardware

identified in the ‘753 Patent includes routers, networks, bridges, servers, controllers,

storage devices, storage disks, microprocessors, buffers, storage controllers, and

workstations. The prior art would encompass, at least, the fields of computer science and

electronics as it relates to the hardware discussed above.

It is common knowledge that the computer science and electronics field is one

that has experienced, and continues to experience, rapid development and complexity in

hardware and software. As a result, a person skilled in the art would be someone with a

degree in Computer Science, Electrical Engineering or an equivalent, with perhaps seven

or more years of professional experience, and with knowledge of at least computer

hardware, systems, electronics, and software in such an area of rapid innovation.

14
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The Motivation to Combine

Identification in the prior art of each individual part claimed is insufficient to

defeat patentability of the whole claimed invention. Rather, to establish obviousness

based on a combination of the elements disclosed in the prior art, there must be some

motivation, suggestion, or teaching of the desirability of making the specific combination

that was made by the applicant. In re Kotzab, 217 F.3d 1365, 1369-1370 (C.A.Fed.,

2000).

Obviousness and Motivation to Combine in Light of the 1984 Bfie Magazine Article

As has already been discussed, one of the two inventors of the ‘972 and ‘753

Patents admitted under oath that the only limitation of the ‘972 (and ‘753) Patents that is

not taught by prior art is the movement of access controls from the network server to the

router. This petition has identified no less than four RAID controllers — or “routers” -

(five if one includes the DEC HSZ7O RAID controller) that performed access controls.

However, even if one were to ignore those prior art RAID controllers, the movement of

access controls from the network server into the router would have been obvious in light

of an article published in Byte Magazine in 1984.

Further, the GEN5 prior art RAID controller discussed above connected to Fibre

Channel hosts on one end and SCSI storage devices on the other, just like the device

described in the ‘753 patent. However, the remainder of the RAID controllers connected

to hosts and storage devices using other protocols. The decision to connect the router

described in the ‘753 Patent to hosts through the Fibre Channel transport medium, and to

connect the router to storage devices through the SCSI transport medium would have

been obvious in light of the 1984 Byte Magazine article.

“Local-Area Networks for the IBM PC” was written by J. Scott Haugdahl

(“Haugdahl”) and published in the December 1984 edition of Byte Magazine. Byte

15
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Magazine is a widely—read computer magazine and publicly available. (Exhibit 18). The

Haugdahl article teaches the following:

0 A need to preserve the benefits of a stand-alone personal computer system

while obtaining the benefits from networking.

“Thus, with LANs you want to preserve the benefits of stand-alone
microcomputers, namely, use of your favorite software and peripherals

and having a machine all to yourself, as well as adding new benefits from

networking.” (p. 147, col. 2).

Network benefits known at the time of the invention included access controls and

mapping. This reference, however, is not limited to just networks, but provides

motivation to develop systems other than networks that have some desirable

network characteristics.

0 A trend in the industry toward using open systems that follow published

specifications, such as Fibre Channel and SCSI protocols.

“Most systems that follow de facto standards, such as Ethernet or

Arcnet, and those that follow ‘committee’ standards, such as IEEE—802 or

those of the National Bureau of Standards, tend to be open systems.” (p.

147, col. 3).

Fibre Channel and SCSI were available during the time of the alleged ‘753 invention.

0 Access controls that enabled only a particular user to access data.

“Because all these servers support multiple users, you’re going to

need some sort of password protection scheme, as well as some means of

protecting the data of one user from another.” (p.151).

This clearly teaches restricting access to stored data. It is not limited to any particular

implementation and could very well be the impetus to usesuch schemes as LUN

masking.

0' Servers were known to be a potential bottleneck problem.

16
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“However, the server is a potential bottleneck, particularly if you

don’t go with a high-performance processor.” Q). 154, col. 3).

Bottlenecks were a well known problem and a person skilled in the art would be sensitive

to alternatives, such as having the router perform access controls, as opposed to the

server.

0 Implementing access controls at a low level.

“Disk service users’ requests for disk I/O (input/output) at a low level.

Thus the server is really a disk ‘volume’ server, and file 1/0 is handled

directly by the operating system in the PC.” (p. 154, col. 3).

Here is the connection between native low-level protocols as used by a personal

computer and the difference as it existed in 1984 for file servers.

0 Access control and virtual local storage.

“EtherShare manages virtual disks at the volume level. Passwords

are required to ‘log on’ and optional passwords can be placed on volume.

Volumes can be made private for individual use only, public for use by
several users in a read-only fashion, and shared for multiple read/write

access.” (p. 156, col.2).

“[Regarding Corvus] It was simply a device that allowed you to

share a hard disk by partitions.” (p. 163, col. 3). “[Regarding Nestar] [I]n

fact, if you had two PLAN 4000 systems with a gateway server, you could
establish virtual connections with disks on other network file servers and

use them as if they were local.” (p. 166, col. 3).

Virtual access to disks, security—oriented access control, private and shared hard disks,

and use of remote storage devices having the appearance and characteristics of local

storage were well documented and available to consumers at least as early as 1984.

The article further highlights numerous disadvantages to using file servers for the

performance of certain functions and directly indicates how handling a file with a

personal computer’s 1/0 is more direct. The type of I/O endemic to the personal

computer is a native low-level block protocol. A person skilled in the art would realize

that a remote storage device, like that provided by a file server, would be more desirable

if it utilized the I/O handling like that of a personal computer. Further, a person skilled in
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the art would realize that other network-like options would be desirable. Those options

would include access control.

Obviousness and Motivation to Combine in Li t of the 1995 Burs Article

‘ Similar to the Haugdahl article, Dave Bursky wrote an article that appeared in the

February 6, 1995 edition of “Electrical Design” entitled “New Serial I/O Speed Storage

Subsystems” (Exhibit 19) that alsoiteaches the desirability of connecting workstations to

a storage controller or router via the Fibre Channel protocol.

0 The Bursky article teaches that Fibre Channel helps relieve problems with
remote, high-speed devices, such as noise, signal integrity, speed, and bulky
cables. '

“Using a serial interface also helps relieve one of the largest
headaches when it comes to connecting many high—speed devices together

- noise and signal integrity. Therefore, to achieve top performance,

long parallel cables must be eliminated to control impedance, minimize
crosstalk, and allow data transfers to run at maximum speeds. The FC

drives eliminate the need for large connectors and bulky SCSI cable.”

(Bursky, p. 81, col. 2 to p. 82, col. 1.)

0 The Bursky article teaches that Fibre Charmel chips were commercially

available.

“Aside from Seagate’s disk drives, only a handful of FC storage

interfaces are immediately available and just a few companies offer any

silicon. The smattering of chips on the market include several choices

from Applied Micro Circuits, Hewlett-Packard (G-Logic chip set), LSI

Logic (megacells), Microelectronics Technology Center, NCR, Rockwell
International, TriQuint Semiconductor, and Vitesse Semiconductor.”

(Bursky, p. 88, col. 3.)
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The Bursky article expounds the virtues of Fibre Channel and lists several

manufacturers from which Fibre Channel controllers for storage interfaces can be

acquired.

One of the Inventors Admitted To Obviousness and a Motivation to Combine.

In fact, one of the inventors of the ‘972 and ‘753 Patents testified under oath in

the Chaparral litigation that a person skilled in the art would have known at the time of

the filing of the ‘972 and ‘753 Patents that various known and readily identifiable

problems would be solved by: 1) connecting the prior art router described in the ‘972 and

‘753 Patents to hosts by way of the Fibre Channel transport medium, and; 2) performing

the access control function in the router, as opposed to the network server.

“...there’s a general need in computing to increase the

addressability of devices, of storage devices, for example. There’s a
general need to increase the speed of communication to those devices.
There’s a general need to increase the distance over which you can
communicate to devices. And most fundamentally, I’d say that was the set

of capabilities that we were interested in providing solutions for; and in
doing so, you know the, for example, fibre channels, in general technology
addresses a number of those issues over and beyond the benefits of

previous technologies. And to, that’s you know, that’s a nice, general set
ofproblems that were addressed.”

(Deposition of Hoese, page 125-126.) (Exhibit 20).

“...the main problem is the network server is expensive to

maintain, it has various bottlenecks in transferring data between these
things, has to go through a lot of effort to translate the data requests, get
the data from one side to the other.” ,

(Trial transcript of Hoese, page 59-60.) (See above).

There is no indication that the general needs spoken of by Hoese constituted a

unique problem known only by the Patentees, or that the Patentees forever solved these

general needs with their alleged invention, or that there was a long felt need to solve

these problem that now ceases to exist due to the Patentees alleged invention. Finally, it

is clear that the Patentees did not discover the source of any of these general needs or

their solutions; the needs and solutions were known to the industry at the time.
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The Patentees sworn testimony shows that a person skilled in the art at the time of

the alleged invention embodied in the ‘753 Patent would have been acutely aware of a

variety of needs in the field. These needs provide the motivation for a person skilled in

the art to seek a solution.

20

Oracle Ex. 1025, pg. 699



Oracle Ex. 1025, pg. 700

IX. ADDITIONAL PRIOR ART THAT ADDRESSES EACH OF THE GENERAL

NEEDS AS IDENTIFIED BY THE SWORN TESTIMONY OF THE INVENTORS

We believe that the prior art RAID controllers discussed herein, the magazine articles,

and the testimony of the inventors of the ‘753 are reason enough to find that the ‘753

Patent should have never issued. However, in the interests of bringing all prior art to the

attention of the examiner and the Patent Office, we supply, below, additional prior art

that addresses each of the needs as identified by the inventors in sworn testimony.

Increased speed

Increasing the speed at which data was transferred from a host to storage and back

again was one problem identified by testimony of the inventors, supra, and was
commonly known throughout the industry. As already discussed above, it was well

known in the prior art at the time of the ‘753 Patent invention that the Fibre Channel
4;‘ protocol was extremely fast and operated above 1 gigabit per second in transmission

speed. See Berman, U.S. Patent No. 6,185,203, see also U.S. Patent No. 5,638,518 to

Malladi, filed October 24, 1994 and issued June 10, 1997 starting at Column 2, Line 54.

Use of Fibre Channel was available and would have been an obvious selection to one=.§:§

skilled in the art. (Exhibit 1).3:1
455

an,- an

Reduction of data translation reguests

Concerning the reduction of translation of data requests, it was also well known in

the prior art that Fibre Channel and SCSI shared a common protocol. In particular, the

highest level in the Fibre Channel standards set, FC-4, defines the mapping between the

lower levels of the Fibre Channel and SCSI command sets. U.S. Patent No. 6,185,203 to

Berrnan at Column 6, starting at line 18, identified as prior art as of the filing date of

February 18, 1997. This well ‘known prior art commonality reduces any need for data

translation between Fibre Channel and SCSI protocols. “Multiple protocols such as SCSI

(Small Computer Serial Interface), IP (Internet Protocol), HIPPI, ATM (Asynchronous
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Transfer Mode) among others can concurrently utilize the same media when mapped over

Fibre Channel.” Id. Abstract. “One of the reasons that Fibre Channel is so popular is

that one of the payloads and upper level protocols which can be mapped, is the protocol

for SCSI.” U.S. Patent No. 5,959,994 to Boggs, et al, filed August 19, 1996, issued

September 28, 1999, statement appearing as prior art starting at Col. 3 at Line 11.

(Exhibit 1).

The connection between Fibre Charmel and SCSI allows for the transmission of

data using Fibre Channel low-level block protocols. U.S. Patent No. 5,638,518 to

Malladi, filed October 24, 1994 and issued June 10, 1997 starting at Column 2, Line 54.

A person skilled in the art at the time of the alleged invention of the ‘753 Patent would

have found it obvious to use a combination of Fibre Channel and SCSI protocols to

connect a router to hosts and storage devices, in order to reduce data translation requests.4:;

(Exhibit 1).

The issue of distance

‘ea As to the need to allow for greater distances between hosts and storage devices, it

"'3 was well known in the prior art that Fibre Channel offered the availability of a greater

1“ distance. U.S. Patent No. 5,519,695 to Purhoit, et al, starting at Column 2, Line 12
J: .fiil

identified as prior art as of the filing date of October 27, 1994. (Exhibit 1).

Addressability

The ‘753 Patent identifies addressability in three different instances. First, as a

map between the Fibre Channel controller and the SCSI controller. Second, as it relates

to Fibre Channel devices and SCSI devices. Third, as access controls.

Mapping between the Fibre Channel controller and the SCSI controller
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As to the first instance, mapping between a Fibre Channel controller and a SCSI

controller was well—known in the art as evidenced by U.S. Patent No. 5,748,924 to

Llorens, et al, filed October 17, 1995, issued May 5, 1998. Also, as identified above, the

Patentees admitted that mapping was prior art. While the Llorens Patent was reviewed

during the initial examination of the ‘035, ‘972, and ‘O36 Patents, presenting it again in

this context is permissible. “The existence of a substantial new question of Patentability

is not precluded by the fact that a Patent or printed publication was previously cited by or

to the Office or considered by the Office.” 35 U.S.C. §303(a), which overruled a portion

of the case of In re Portola on the issue of using art relied upon in the initial examination.

See 2002 Amendments. Pub.L. 107-273, § 13105(a), inserted “The existence of a

substantial new question of Patentability is not precluded by the fact that a Patent or

printed publication was previously cited by or to the Office or considered by the Office.”

(Exhibit 1).

Addressability ofFibre Channel devices and SCSI devices

It was well—known in the prior art how to identify the existence of Fibre Channel

devices and SCSI devices connected to a computer or on a network. See U.S. Patent No.

5,317,693 to Cuenod, et al., titled “Computer peripheral device network with peripheral .

address resetting capabilities” filed April 4, 1991, issued May 31, 1994. U.S. Patent No.

5,664,107 to Chatwani, et al, titled “Method for providing for automatic topology

discovery in an ATM network or the like” filed June 7, 1995, issued September 2, 1997.
U.S. Patent No. 4,827,411 to Arrowood, et al, titled “Method of maintaining a topology

database” filed June 15, 1987, issued May 2, 1989. Again, as identified above, the

Patentees admitted that Fibre-to-SCSI storage routers were prior art and these types of

routers, as shown in figure 2 of the ‘753 Patent, had a number of workstations and storage

units attached to the Fibre and SCSI channels. Such a situation could not have existed

unless the devices on the channels were addressable. (Exhibit 1).
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Access Controls

The Haugdahl article addressed access control as far back as 1984. Concerning

access control, Fibre Charmel was known to be, “a channel-network hybrid, containing

enough network features to provide the needed connectivity, distance and protocol

multiplexing, and enough charmel features to retain simplicity, repeatable performance

and reliable delivery.” Arrowood Id. The Patentees admitted that one of the network’s

functions was the performance of access control.

Q. Okay. Can you explain your invention of the 972 Patent
invention in your own words, sir?

A. The invention provides a method for connecting computers

to storage devices, providing that connectivity, the ability to map storage
between different devices, providing virtual local storage and security

management capabilities for those devices.
Q. Well, what was the state—of-the—art at the time that you

came up with your invention? How were people doing that sort of thing?
A. Primarily through the use of network servers.

(Trial transcript of Hoese. Page 58, starting at line 16.) See above.

Q. So how did your invention improve on this basic situation?
A. Well, using the invention in this role, you basically have

the computers on the one side speaking their native low-level block
protocols that they communicate with to storage devices, routing those
through a storage router, and connecting those devices to the actual
storage without having to do the translation from the — through the
network protocols or translation through the file system.

(Trial transcript of Hoese. Page 60, starting at line 19.) See above.

Q. Mr. Russell, you said you solved problems that existed in
the world just a moment ago. Could you elaborate on that, what you
meant by that?

A. Sure. That was the initial problem that we saw to be solved

by the invention which is the way that storage was hooked up remotely.
So it was done through network file servers across the network, and that’s

how you accessed storage.
(Trial transcript of Russell. Page 115, starting at line 5.) (Exhibit

21).
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By admission of both Patentees, a prior art network file server had the ability to

perform all the functions identified by the invention, including restricting the

addressability of the storage units, i.e. access control. What the networks did not do was

operate using native low-level block protocols.

However, as shown above, it was well known in the art that transport mediums

such as Fibre Channel and SCSI contained network capabilities and could work at low-

level block protocols The ability to identify, address, and partition storage drives for

access by a host computer was well-known in the art at the time of the filing of the ‘753

Patent. As already discussed, this was evidenced by prior art RAID controllers such as

the GEN5, CRD 5500, Iceberg and Infortrend 3000. However, it was also evidenced by

U.S. Patent No. 5,634,111 to Oeda, et al, filed March 1993, issued May 27, 1997,

reference in the Abstract. See also US. Pat. No. 4,961,224 to Yung titled “Controlling

access to network resources,” filed March 6, 1989, issued October 2, 1990. Also, U.S.

Patent No. 5,659,756 titled, “Method and system for providing access to logical partition

information on a per resource basis,” to Hefferon, et a1, filed March 31, 1995 discloses a

system that partitions a subset of main storage. (Exhibit 1).

Another form of access control is identified in U.S. Patent No. 6,073,218 titled,

“Methods and apparatus for coordinating shared multiple raid controller access to

common storage devices,” to DeKoning, et al, filed December 26, 1996, that was prior art

as of the Patent filing date, which states in the “BACKGROUND OF THE

INVENTION” section that

“There are five ’levels’ of standard geometries defined in the Patterson

publication. The simplest array, a RAID level 1 system, comprises one or more
disks for storing data and an equal number of additional ’mirror’ disks for storing
copies of the information written to the data disks. The remaining RAID levels,
identified as RAID level 2, 3, 4 and 5 systems, segment the data into portions for

storage across several data disks. One or more additional disks are utilized to store
error check or parity information.”

Storage acrossdisks addresses assigning subsets of the disk to retain information

from a specific workstation. (emphasis added). (Exhibit 1).
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The prior art identifies aspects of a distributed security system in which access to

system resources is controlled by access control lists associated with each system

resource. U.S. Patent No. 5,315,657 to Abadi, et al., issued: May 24, 1994, filed

September 28, 1990. Access control lists are used to define the extent to which different

users will be allowed access to different resources on a server depending on the level of

access control implemented on a given server, access control lists for a given disk defines

the access restrictions for all the resources or files stored on that disk. U.S. Pat. No.

5,889,952 to Hunnicutt, et al, issued March 30, 1999, filed: August 14, 1996 under the

“STATEMENT OF THE PROBLEM” as part of prior art as of the filing date of August

14, 1996. Each host processor has exclusive access to its own set of storage devices and

it cannot access the storage device of another host. U.S. Pat. No. 5,860,137 to Raz, et al,

issued January 12, 1999, filed: July 21, 1995 under the “BACKGROUND OF THE

INVENTION” As part of prior art as of the filing date of July 21, 1995. These groups of

files form virtual disks, sometimes referred to as mini-disks, which for purposes of this

description are identified by a number. A list of authorized users must exist for each

mini-disk. U.S. Pat. No. 5,469,576 to Dauerer, et al, issued November 21, 1995, filed

March 22, 1993. (Exhibit 1).

Given the Patentees sworn admission that a Fibre to SCSI storage router was well

known in the art, it would have been obvious to a person skilled in the art to start with a

router and implement changes to address the need for access controls within the router.

This, in‘ tum, would have led to the design of a device that incorporated all the limitations

as found in the ‘753 Patent.

X. A PERSON OF ORDINARY SKILL IN THE ART AT THE TIME OF THE

ALLEGED INVENTION WOULD BE MOTIVATED TO ADD ACCESS

CONTROLS TO EXISTING STORAGE ROUTERS

A Person of Ordinagg Skill in the Art at the Time of the Alleged Invention
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The ‘753 Patent identifies the invention as a bridge device. ‘753 Patent Column 5

starting at Line 34. At the time the ‘972 and ‘753 Patents were filed, a person skilled in

the art of the computer field would have knowledge of networks, server, routers, bridges,

and brouters. Furthermore, such a person would be familiar with connecting

workstations and storage devices with the items listed above. It is thus important to

identify what encompasses a bridge and other related devices at the time of the filing of

the ‘753 application.

“In general, routers are used to interconnect different configu_rations of LANs

(Ethernet to token ring, for example), over arbitrary distances, while bridges are used to

interconnect locally like configgations of LANs (token ring to token ring, for example)”

U.S. Patent No. 5,426,637 to Derby, et al, filed December 14, 1992, issued June 20, 1995,

(Emphasis added). (Exhibit 1).

“A router is an internetworking device that chooses between multiple paths when

sending data, particularly when the paths available span a multitude of types of
local area and wide area interfaces. Routers are best used for (1) selecting the

most efficient path between any two locations; (2) automatically re—routing
around failures; (3) solving broadcast and security problems; and (4) establishing
and administering organizational domains. One class of router, often called
bridge/routers or Brouters, also implements switching functionality, such as
transparent bridging and the like.”

U.S. Patent No. 5,802,278 to Isfeld, et al, identified as prior art as of the date of

filing the application, starting at Column 1 at Line 23, filed January 23, 1996, issued

September 1, 1998, (Emphasis added). (Exhibit 1).

A brouter (bridge/router) is a device that connects two or more LANs. A brouter

allows stations on one LAN to connect to stations on different LANS. U.S. Patent No.

5,781,715 to Sheu, identified in “Prior Art” as of the filing date starting at Column 1,

Line 26, filed October 13, 1992, issued July 14, 1998, emphasis added. (Exhibit 1).

“A previously known local area network (LAN) is used to interconnect multiple
personal computers or work stations, called ’clients,’ and a network server. The
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network server comprises a personal computer and a program which provides a

variety of services to the clients. For example, the server mana es a local disk
(DASD) and permits selected (or all) clients on the LAN to access the disk. Also,

the server may provide access by LAN clients to a local printer that the server

manages. To access the local disk, the client must first establish a session or ’log-
on’ to the server with a Valid account and password and request a connection to

the local disk. In response, the server validates the account and password, and

grants the connection if available. Then, the client requests a remote file operation
(e.g. open, read, write, close) and furnishes associated parameters. In response,
the server may copy (depending on the operation) the file from the local disk into

RAM, and performs the operation requested by the client. If the file is updated,

the ‘server will copy the updated Version back to the local disk, overwriting the
previous version.”

 

U.S. Patent No. 5,642,515 to Jones, et al, titled “Network server for local and

remote resources,” filed April 17, 1992, issued June 24, 1997, in the background section

identifying prior art, starting at Column 1 at Line 11, emphasis added. (Emphasis added).

(Exhibit 1). I

From the references above, it is clear that a person skilled in the art at the time of

the filing of the ‘753 Patent application would understand the principles and applications

of: 1) connecting a multiplicity of computing devices together, or to a system; 2)

connecting a variety of peripherals to a system; 3) interfacing between like and different

mediums; 4) controlling the access to storage units; 5) techniques for making a storage

device transparent to ‘ a workstation (virtual local storage); and 6) a thorough

understanding of similarities and differences in the various protocols in the computer

field.

Motivation to add Access Controls to Existing Storage Routers

The central question in combining a variety of elements to arrive at the invention

in a Patent is, “what would motivate a person to combine the elements?” In the present

case, the Patentees have provided the answer to this question. Through sworn testimony, I

the Patentees identified a number of general problems in the field. The nature of the
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problem can lead inventors to look to references relating to possible solutions to that

problem. In re Rinehart, 531 F.2d 1048, 1054, 189 USPQ 143, I49 (CCPA 1976).

As discussed above, inventor Hoese testified at trial that a storage router having

every limitation of the alleged invention of the ‘972 and ‘753 Patents, except for access

control, was prior art as identified in Fig. 2 of the ‘753 Patent and the related written

description. Also, inventor Hoese stated that the alleged invention of the ‘753 Patent was

just adding access control to a storage router. The Iceberg, GEN5, CRD-5500, and IFT

3000 prior art RAID controllers were all “routers” (as defined by the Court in the

Chaparral case) that performed access controls. The designers of each of those

controllers understood clearly the benefits of having those RAID controllers perform

access controls, as opposed to a network server. The article written by Haugdahl,‘ above,

identifies that making volumes private by using passwords was a desirable feature for a

network type system. Further, inventor Hoese identified that addressibility was a. well-

known issue in the field. Further, the article written by Haugdahl, and the patents to

Oeda, Yeung, Hefferon, DeKonig, Abadi, Hunnicutt, Raz, and Dauerer all discuss not

only the existence of well-known techniques for restricting access to storage devices in

systems involving multiple hosts and multiple storage devices, but the need to do so.

Given the prior art storage router in Fig. 2 of the ‘753 Patent, the prior art RAID

controllers discussed herein, the teaching from Haugdahl that it was desirable to include

access control in systems like the storage router in Fig. 2, the Patentees testimony that

addressibilty was an issue at the time of the alleged invention embodied in the ‘753

Patent, the numerous prior art patent references to access control, and the knowledge of

those in the art regarding the use of access controls in storage systems, it would have

been obvious to one skilled in the art at the time of the alleged invention of the ‘753

Patent to merely add access control to a prior art storage router and arrive at the ‘753

Patent.

XI. VALIDITY ANALYSIS: EXHIBITS CITING PRIOR ART AND

EXPLAINING THE PERTINENCY AND MANNER OF
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APPLYING THE CITED PRIOR ART

Due to the large quantity of prior art cited in this request for reexamination, we

include appendices and exhibits to explain the pertinency and manner of applying the

cited prior art in tabular form rather than to embed hundreds of pages of analysis within

this request. Although the analysis in the appendices and exhibits refer directly only to a

selected subset of the claims of the ‘753 Patent, all arguments for invalidity apply equally

to the remaining claims of the ‘753 Patent.

‘Appendix A includes an analysis of the meaning of terms used in Claim 1 of the

‘753 Patent, based upon the Chaparral Markman order, the patentee’s admissions, and

the prior art.

Appendix B includes a matrix summarizing and identifying the elements of Claim

4 of the ‘753 Patent that are found in each of the cited prior art U.S. Patents and printed

publications.

Appendix C includes a listing of possible prior art combinations in support of an

obviousness rejection claims of the ‘753 Patent under 35 U.S.C. §103.

Exhibit 22 includes charts for each of the U.S. Patents and printed publications

identified in Appendix B, indicating the relevant portions of the prior art that pertain to

elements of the ‘753 Patent claims.

Below, please find the detailed analysis of each of the eight (8) claims of the ‘753

Patent and summary of the prior art and combinations that render each claim invalid.

Claim 1.

Claim l states:

1. A data storage gateway capable of interfacing with and
providing connectivity and mapping between a Fiber Channel and SCSI

channel interface, the data storage gateway comprising:
a virtual storage;

a storage router in communication with and providing mapping to
the virtual storage such that a fiber channel device remote
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from the virtual storage can communicate data to and from

the virtual storage; and

wherein the storage router is capable of configuring a SCSI device
to contain at least a portion of the virtual storage.

The ‘753 Patent breaks the pattern followed by the patentees in the other Related

Patents which was to gradually broaden claims from the ‘972 Patent, to the ‘036, to the

‘035, and then to the ‘854 Patent. Those other four patents show a progression where, in

essence, words of limitation are removed from selected portions of the claims. For

further ‘discussion of the differences between claims in these patents, see Exhibit 4
(differences in claims of the ‘972, ‘O36, ‘O35 and ‘854 Patents). The ‘753 Patent is

slightlygdifferent, and the claims are analyzed, below.

Claim 1 is Invalid Based on RAID Controllers in the Prior Art that Already Have Access

Controls

Claim 1 of the ‘753 Patent describes a “data storage gateway.” This phrase does

not appear anywhere in the ‘753 specification, and the definition is not entirely clear, but

it seems to describe simply a router. Instead of specifying a limitation for the router’s

performing “access control” (as is found in Claim 1 of the ‘972, ‘O36, ‘035 and ‘0854

Patents), Claim 1 of the ‘753 Patent includes limitations for “virtual storage.” Therefore,

it appears that Claim 1 of the ‘753 Patent describes only a router that connects to devices

on the host side through the Fibre Channel transport medium, and to storage devices on

the other side through the SCSI transport medium, which allows for the host to access the

storage devices as if the storage devices are “local” - directly connected to the host, or

internal to the host.

As discussed above, the patentees admitted that Fig. 2 was prior art. Figure 2

shows exactly what is claimed in Claim 1 of the ‘753 Patent, which is a “storage router”

mapping between Fibre Channel workstations and SCSI disk. Such a storage router is

also clearly described in the manuals for the Maxstrat Gen5, [See Exhibit 10, Claim

chart, and Exhibits 11 and 12, Gen5 manuals], CRD—5500 and the IFT-3000 manuals.
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The patentees have admitted that the only component of the alleged invention of

the ‘972 Patent and ‘753 Patent that they believe to be innovative is the performance of

“access control” using “low level, block protocols” in the router device. Claim 1 of the

‘753 Patent does not specifically identify access control, but it does cover the function of

access control in the limitations for “virtual storage” and for a storage router “... capable

of configuring a SCSI device to contain at least a portion of the virtual storage”. If Claim

1 does not require the limitation of access controls using low level, block protocols, then

by the patentee’s own admissions, Claim 1 describes prior art.

However, if Claim 1 does require the limitation of access controls — as discussed

above and demonstrated in Exhibits 10 and 11 - the Maxstrat Gen5 router device

implements access controls using low level, block protocols. As the Gen5 manuals show,

access control was configured for the Gen5 by using the “ifp” command which includes

the “luns bitmask enable” field. This field is used to specify the enabling of LUNS on

interface ports to provide access to “facilities” (storage units). [See Exhibit 10, Claim

chart, pages 5 and 6; see Exhibit 11, Gen5 System Guide, pages 4-42 to 4-43]. The same

is true for the CRD-5500, IFT-3000 and Iceberg RAID controller/router devices.

The Court in the Chaparral case defined “implements access controls for storage

space on the SCSI storage devices” as “provides controls which limit a computer’s access

to a specific subset of storage devices or sections of a single storage device.” (Exhibit 6,

starting on page 3, Exhibit 6, page 15). The Gen5 did exactly that - a simple and
reasonable configmration of the Gen5 would result in some computers having access to

specific RAID sets (which could be a subset of storage devices or sections of a single

storage device), while other computers would not have access to those specific storage
units.

The CRD-5500 had a similar access control called “Host LUN Mapping.” The

CRD—5500 Host‘ LUN Mapping feature made it possible to map RAID sets differently to

each host. (Exhibit 14, CRD-5500 User’s Guide, pages 1-1 and 4-5). The IFT-3000 also
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had a similar feature for mapping LUNS to logical drives (Exhibit 15 Claim chart). The

only element of the ‘972 Patent missing from the CRD-5500 or IFT-3000 is the use of the

Fibre Charmel transport medium to communicate with hosts, which is admitted by the

patentees to be part of the prior art described in Figure 2.

Thus, the Maxstrat Gen5 anticipates Claim 1 under 35 U.S.C. §l02, and the CRD-

5500 and IFT—3000, in light of the admitted prior art of Figure 2, render Claim 1 obvious

under 35 U.S.C. §103.

Claim 1 is Also Invalid Based on Adding Access Controls to U.S. Patents in the Prior Art

The RAID controllers discussed above anticipate and render the ‘753 Patent

obvious because they include elements for “access control,” as that term is used in the

‘753 Patent. The alleged invention of the ‘753 Patent can also be arrived at by starting

with prior art U.S. Patents for storage routers and adding access controls. A listing of

such prior art appears in Exhibits 1 and 22 and in Appendices B and C.

For example, U.S. Patent No. 5,748,924 (the ‘924 Patent) to Llorens, et al, filed

October 17, 1995, issued May 5, 1998 is pertinent to discuss here, and a good reference

to use for defining one such physical structure. As discussed above, 35 U.S.C. §303(a)

authorizes the Patent Office to consider the Llorens prior art in a reexamination, even

though this U.S. Patent was cited during the initial examination of the ‘753 Patent. The

structure of Claim 1 in the ‘753 Patent is virtually identical to Fig. 1 of the ‘924 Patent

shown below. (Exhibit 1).
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This figure identifies the same elements of the storage router depicted in Fig. 4 of

the ‘753 Patent, such as a SCSI bus, Serial Device (Fibre Channel), and a memory

(buffer). Even though a Fibre Channel controller is not explicitly shown in this figure,

the written description makes it clear that the microprocessor and FIFO operate in

conjunction to convert the parallel SCSI data into a serial format. Fibre Channel is a

serial format, and the summary of the invention specifically references Fibre Channel as a

serial format for use with the invention.

Below is Fig. 4 of the ‘753 Patent.

516r’
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The comparison between these two figures is striking. While Fig. 4 of the ‘753

Patent identifies data passing between the controllers and the buffer, it is important to
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note that this limitation is not present in the claims of the ‘753 patent. This renders the

functionality described by the two images to be nearly identical.

The ‘924 Patent was referenced as prior art in the ‘753 Patent application by the

Patentees. This shows that a person skilled in the at at the time, such as the Patentees,

would have known that the ‘924 was a relevant and useful foundation 'fi'om which to

solve the problems identified supra by the Patentees.

The ‘924 Patent addresses an adapter for facilitating communications between a

Fibre Channel device and a SCSI device. This was also well known as described above

in reference to the patents issued to Chatwani and Arrowood. The ‘924 structure allows

for Fibre Channel to SCSI interfacing using native low-level block protocols, as

discussed above. The use of low—level block protocols was also known in the prior art as

shown in the patents issued to Malladi and Berman, shown above and addressed the

known issue of reducing data translation requests. Further, the patentees admitted that

Figure 2 of the ‘753 Patent (showing a Fibre Charmel to SCSI storage router) was prior

art.

While the ‘924 Patent addresses a single device on each side of the adapter, the

principal could be expanded to a number of such devices. This is true where, as here,

part of the statement of the problem in the field as sworn to by the inventor of the ‘753

Patent addressed multiple devices. This would include multiple Fibre Channel devices

cooperating with multiple SCSI storage units.

At the time of the ‘972 and ‘753 Patent Applications, a person skilled in the art

trying to solve the problem of addressability of devices (as identified by the patentees)

would certainly have relied upon disclosures in the prior art referring to access control

from such sources as the patents issued to Oeda, Yung, Hefferon, DeKoning, Abadi,

Hunnicutt, Raz, and Dauerer discussed above. Access control could be combined with

transparent bridging between Fibre Channel devices and SCSI devices, which was well
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known in the art. See U.S. Patent No. 5,802,278 to Isfeld, et al, above. This combination

provides virtual local storage as defined in the ‘753 Patent. (Exhibit 1).

Access control is not limited to any single embodiment. As identified in the

written description of the ‘753 Patent, “Storage router 56 allows the configuration and

modification of the storage allocated to each attached workstation 58 through the use of

mapping tables or other mapping techniques.” ‘753 Patent, starting at Colunm 4, Line

13. The claims of the ‘753 Patent cover any mapping techniques, and not just tables or

lists. As such, a person skilled in the art would have known of the numerous ways

described above to achieve access control.

When viewing the teachings of the Haugdahl and Bursky articles, the Patentees

sworn statements concerning issues that drove the field at the time of the alleged

invention of the ‘753 Patent, and the numerous prior art references, it becomes clear that

a person skilled in the art would have know to combine the references cited above and

arrive at the ‘753 alleged invention.

Claim 2

Claim 2 depends from claim 1 and states:

2. The data storage gateway according to claim 1, further including

a memory work space for the storage router using a buffer.

Claim 2 merely adds the limitation of a memory work space using a buffer. As

discussed earlier, the manuals for the Maxstrat Gen5, CRD-5500 and IFT-3000, along

with numerous U.S. Patents and printed publications, described a buffer as described

before the alleged invention of the ‘753 Patent. Thus, this claim merely describes

features found in the prior art.

Claim 3.

Claim 3 depends from claim 2 and states:
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3. The data storage gateway according to claim 2 wherein a Fibre

Channel transport medium connects to the storage router and interfaces

with a Fibre Channel controller and wherein a SCSI bus transport medium
connects to the storage router and interfaces with a SCSI controller.

A Fibre Channel controller/transport medium and a SCSI controller/transport

medium connected to the router (gateway) are exactly what was identified by Figure 2 of

the ‘753 Patent, which was admitted by the patentees to be prior art. Thus, this claim

merely describes features found in the prior art.

Claim 4.

Claim 4 is a method claim and states:

4. A method for providing, through a storage router, virtual local

storage on remote SCSI storage devices to Fibre Channel devices,
comprising:

interfacing witha Fibre Channel transport medium;

interfacing with a SCSI bus transport medium;

maintaining a configuration for SCSI storage devices connected to
the SCSI bus transport medium that maps between Fibre

Channel devices and the SCSI storage devices and that
implements access controls for storage space on the SCSI

storage devices; and
allowing access from Fibre Channel initiator devices to SCSI

storage devices using native low level, block protocol in

accordance with the configuration.

Claim 4 merely describes the operation of a storage router as identified supra as

prior art. Not only were the physical elements identified in Claim 4 known in the prior

art, but each of the concepts including access control were known. As demonstrated, the

combination of these elements and functions was anticipated and obvious in light of the

prior art and the aforementioned motivations to combine.

Claim 5.

Claim 5 depends from claim 4 and states:
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5. The method of claim 4, further comprising the step of providing

memory work space for the storage router using a buffer.

As discussed above, prior routers such as the Gen5, CRD-5500 and IFT-3000

utilized a memory buffer providing work space for the storage router. Claim 5 merely

provides further definition for a storage router including a prior-art buffer.

Claim 6.

Claim 6 depends from claim 5 and states:

6. The method of claim 5, wherein the Fibre Channel transport
medium connects to and interfaces with a Fibre Channel controller and

wherein said SCSI bus transport medium connects to and interfaces with a
SCSI controller.

As shown in prior art Figure 2, a Fibre Channel transport medium connected to a

Fibre Charmel controller and a SCSI bus transport medium connected to a SCSI ‘

controller was already well known in the art and used with storage routers. Claim 6 adds

nothing novel.

Claim 7.

Claim 7 depends from claim 5 and states:

7. The method of claim 5, wherein the maintaining step and the

allowing step are performed by a supervisor unit.

As discussed above,lthe Maxstrat Gen5, CRD-5500 and IFT-3000 all included a

microprocessor used as a supervisor unit. Thus, Claim 7 adds nothing novel to thelprior

art.

Claim 8.

Claim 8 depends from claim 7 and states:
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8. The method of claim 7, wherein the supervisor unit is coupled

to the Fibre Channel controller, the SCSI controller, and the buffer.

As discussed above, the Maxstrat Gen5 included a microprocessor (supervisor

unit) connected to the Fibre Channel controller, the SCSI controller, and the buffer.

Thus, Claim 8 adds nothing novel to the prior art.

As has been shown and amply demonstrated by the Maxstrat Gen5 manuals, all

claims of the ‘753 Patent are anticipated under 35 U.S.C. §l02 by printed publications.

In addition, as demonstrated by the CRD-5500 manuals, IFT-3000 manuals, and

numerous cited publications and U.S. Patents, all claims of the ‘753 Patent are also

rendered obvious under 35 U.S.C. §lO3 by printed publications.

XII. THERE ARE NO SECONDARY CONSIDERATIONS THAT WOULD

INDICATE THAT THE ALLEGED INVENTION WS NOT OBVIOUS

Secondary considerations for nonobviousness can include evidence of commercial

success, long felt but unsolved needs, and failure of others. Graham v. John Deere C0,,

383 U.S. 1, 17-18, 86 S.Ct. 684, 15 L.Ed.2d 545 (1966). As discussed above, there were

no long felt but unsolved needs that the alleged invention addressed. Furthermore, there

is no indication that others attempted and failed to arrive at the alleged invention.

As to commercial success, there must be a sufficient relationship, or “nexus”,

between the commercial success and the patented invention. Dernaco Corp. v. F. Von

Langsdorff Licensing Ltd., 851 F.2d 1387, 1392 (C.A.Fed.1988). “The term ‘nexus’ is

often used, in this context, to designate a legally and factually sufficient connection

between the proven success and the patented invention, such that the objective evidence

should be considered in the determination of nonobviousness.” Id at 1392. The burden

of proof as to this connection or nexus resides with the Patentee. Id.
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There is no evidence that the ‘753 Patent has been licensed or that any income of

any kind has been gained from the ‘753 Patent. The Inventors have never made a router

product that performs access controls, as described in the ‘753 Patent; in fact, they have

never even written any software that can perform access controls. There is no indication

of secondary considerations.

XIII. IN CONCLUSION, THE ‘753 PATENT IS INVALID AS BEING

ANTICIPATED BY THE MAXSTRAT GEN5 AND AS BEING oBvIoUs IN

LIGHT or THE NUMEROUS MOTIVATIONS To COMBINE AND THE VAST

’ PRIOR ART

*1“ The Maxstrat GEN5 satisfies every limitation that exists in the claims of the ‘753

353 Patent. Thus, the GEN5 anticipates the ‘753 Patent and therefore the ‘753 Patent is

invalid. But for adding the Fibre Channel transport medium as a means of connecting

hosts to a router device, the CRD-5500, IFT-3000 and Iceberg (as well as the DEC
HSZ70) also anticipate the ‘753 Patent; the use of the Fibre Channel transport medium to

connect hosts to a router device would have been obvious to one skilled in the art at the

time of the ‘753 Patent.

The patentees have admitted under oath that the only inventive aspect of the ‘972

and ‘753 Patents was the movement of the “access controls” function from the network

server into the router device. However, the combining of a storage router and access

control and thereby arriving at the alleged invention of the ‘753 Patent would have been

obvious to one skilled in the art based on the numerous motivations to combine and the

prior art references.

The motivation to combine elements in the field to arrive at a storage router with

a Fibre-to-SCSI configuration that performs access controls is evident from the

Patentees’ sworn testimony as to the general needs known in the art at the time of the
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invention and the numerous suggestions and teachings found in the Haugdahl article and

other prior art.

As to the question of obviousness, the existence of differences between prior art

and the invention is not detenninative. “But the mere existence of differences between

the prior art and an invention does not establish the invention's nonobviousness. The gap

between the prior art and respondent's system is simply not so great as to render the

system nonobvious to one reasonably skilled in the art.” Dann V. Johnston 425 U.S. 219,

230, 96 S.Ct. 1393, 1399 (U.S.Cust. & Pat.App.,1976)(a computer system case). In the

present case, the gap is nonexistent due to the nature of the prior art and the clear

motivation to combine. The ‘753 Patent is invalid as being anticipated and obvious.
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A endix and Exhibit List for ‘753 Reexamination 

Following is a description of the appendices and exhibits included herein.

Appendix A Analysis of the meaning of claim terms of ‘753 Patent

Appendix B Matrix of claim elements of ‘753 Patent found in prior art

Appendix C Listing ofpossible prior art combinations showing obviousness

Exhibit 1

Exhibit 2
Exhibit 3

Exhibit 4

Exhibit 5

Exhibit 6

Exhibit 7
Exhibit 8

Exhibit 9

Exhibit 10
Exhibit 11

Exhibit l2

Exhibit 13

Exhibit 14

Exhibit 15
Exhibit 16

Exhibit 17

Exhibit 18

Exhibit 19

Exhibit 20
Exhibit 21

Exhibit 22

Copies ofpatents and printed publications relied upon
Patent at issue (6,421,753)
Certification of service

Differences between claims of ‘972, ‘O36, ‘035 and ‘854 Patents

Motion for Summary Judgment, Crossroads v. Dot Hill
_ MSJ Exhibits 3, 4 & 5 Declarations of DEC HSZ70

inventor & witnesses

MSJ Exhibits 6, 7 & 8 DEC HSZ70 Manuals

‘MSJ Exhibit ll DEC HSZ70 Software excerpt
MSJ Exhibit 15 Chart comparing DEC HSZ70 with

claims of ‘O35 Patent

Markman Order, Crossroads v. Chaparral
Marlow case

McGaughey case

Trial transcript of Hoese, Crossroads v. Chaparral
Chart comparing Gen5 with claims of ‘753 Patent
Gen5 System Guide
Gen5 GUI User’s Guide

Declaration that Gen5 configuration was available
CRD-5500 User’s Manual

Chart comparing IFT-3000 with claims of ‘753 Patent
IFT-3000 Instruction Manual

Flasck case

Haugdahl article
Bursky article

Deposition of Hoese, Crossroads v. Chaparral

Trial transcript of Russell, Crossroads v. Chaparral

Charts comparing prior art with claims of ‘753 Patent
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We respectfully request that reexamination of U.S. Patent No. 6,421,753 be

undertaken based upon the substantial new question ofPatentability raised herein.

July 19, 2004 Respectfully submitted,

Wang & Patel, PC
1301 Dove Street, Suite 1050

Newport Beach CA 92660

(949) 833-8483

/K§za</
Natu J. Patel

Reg. No. 39559

Enclosures:
0 Transmittal Form PTO/SB/57

0 Appendices A, B and C
0 Exhibits 1 through 22
0 Check for $2,520.00, Check no.: 3406

I hereby certify that this is being deposited with the U.S. Postal Service “Express Mail Post Office to
Addressee” service under 37 CFR § 1.10 on the date indicated below and is addressed to:
Mail Stop Ex Parte Reexam, Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450 on
July 19, 2004. Express Mail Label Nos.: E0 04 389 617 US ox 1) and E0 904 389 705 US (box 2).

 
 

Dated: July 19, 2004 Signe V '
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6,421,753 Patent
 

Definition of limitation  Prior Art

What is claimed is:

1. A data storage

gateway capable of

, interfacing with and

providing

connectivity and

mapping between a
Fiber Channel and

SCSI channel

interface, the data

storage gateway

comprising:

a virtual storage;

a storage router in
communication

with and providing
mapping to "the
virtual storage such
that a fiber channel
device remote from

the virtual storage
can communicate

data to and from the

virtual storage; and

wherein the storage

router is capable of

configuring a SCSI
device to contain at

least a portion of

the virtual storage.

A “data storage gateway” is not
defined, identified, or

referenced in the specification
of the ‘753 Patent.

“Storage router”.

A device which provides virtual

local storage, maps, implements
access controls, and allows

access using native low level

block protocols, and which
forwards data from devices

(such as a personal computer)
connected on one side of the

router, through the router, to

storage devices connected on

the other side of the storage
router.

Chaparral Markman Order

7

 
 
 

 

 
 
 
 

 
 

 
 
 
 

 
 
 
 

 
 
 
 

 

“Virtual Storage” and

“Storage router”

Admission by Patentee.

Trial transcript of Hoese. Page 81,
starting at line 3.

Q. Figure — well, figure 2 is not

your invention, right, sir‘?

A. Figure 2 is not my invention.

Q. And this description is in

reference to figure 2, and this

description mentions native

low-level block protocols and

mentions mapping, and you

say figure 2 is not your
invention?

A. That’s correct.

By admission of the Patentee,

virtual storage, mapping and low-

level block protocol are not the

Patentee’s invention. They are, by

admission, part of the prior art.
 

 
  

 

“Access control”

The specification discloses aspects of
a distributed security system in

which access to system resources is

controlled by access control lists
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associated with each system
resource.

US. Patent No. 5,315,657 to Abadi,
et al.

Issued: May 24, 1994

Filed: September 28, 1990

Access control lists are used to

define the extent to which different

users will be allowed access to

different resources on a server.... ..

Depending on the level of access

control implementd on a given
server, access control lists for a

given disk defines the access
restrictions for all the resources or

files stored on that disk.

U.S. Pat. No. 5,889,952

To Hunnicutt, et al

Issued: March 30, 1999

Filed: August 14, 1996
Under the “STATEMENT OF THE

PROBLEM” as part of prior art as of

the filing date ofAugust 14, 1996.

Each host processor has exclusive

access to its own set of storage
devices and it cannot access the

storage device of another host.
U.S. Pat. No. 5,860,137

To Raz, et al

Issued: January 12, 1999

Filed: July 21, 1995
Under the “BACKGROUND OF

THE INVENTION”

As part of prior art as of the filing

date ofJuly 21,1995

These groups of files from virtual
disks, sometimes referred to as rnin.i-

disks, which for purposes of this

description are identified by a
number. A list of authorized users
must exist for each mini-disk.

U.S. Pat. No. 5,496,576

To Dauerer, et a1
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“Virtual local storage”. A

specific subset of overall data,

stored in storage devices that are

indirectly connected to and

capable of physical separation
from the devices connected to

the first transport medium,

which has the appearance and

characteristics of storage on a
device directly connected or
contained within the

workstation.

Chaparral Markrnan Order.

Issued: November 21, 1995

Filed: March 22, 1993

“Virtual local storage”

Admission by Patentee.

Trial transcript of Hoese. Page 81,

starting at line 3.

Q. Figure — Well, figure 2 is not

your invention, right, sir?

A. Figure 2 is not my
invention.

In regards to Fig. 2, “A storage
router 44 then serves to interconnect

these mediums and provide devices

on either medium global, transparent
access to devices on the other

medium.”

‘753 Patent, Col. 3 starting at line 38.

By admission of the Patentee,

transparent access to devices is in the

prior art.

“Virtual local storage”
Admission by Patentee.

Trial transcript of Hoese. Page 81,

starting at line 3.

Q. Figure —— Well, figure 2 is not

your invention, right, sir?

B. Figure 2 is not my
invention.

In regards to Fig. 2, “A storage
router 44 then serves to interconnect

these mediums and provide devices

on either medium global, transparent
access to devices on the other
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medium.”

‘753 Patent, Col. 3 starting at line 38.

By admission of the Patentee,

transparent access to devices is in the

prior art.

“Access control” ~

The specification discloses aspects of

a distributed security system in
which access to system resources is

controlled by access control lists

associated with each system
resource.

U.S. Patent No. 5,315,657 to Abadi,
et al.

Issued: May 24, 1994

Filed: September 28, 1990

Access control lists are used to

define the extent to which different

users will be allowed access to

different resources on a server.... ..

Depending on the level of access
control implemented on a given

server, access control lists for a

given disk defines the access
restrictions for all the resources or

files stored on that disk.

U.S. Pat. No. 5,889,952

To Hunnicutt, et al

Issued: March 30, 1999

Filed: August 14, 1996
Under the “STATEMENT OF THE

PROBLEM” as part ofprior art as of

the filing date of August 14, 1996.

Each host processor has exclusive

access to its own set of storage
devices and it cannot access the

storage device of another host.
U.S. Pat. No. 5,860,137

To Raz, et al

Issued: January 12, 1999

Filed: July 21, 1995
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Under the “BACKGROUND OF

THE INVENTION”

As part ofprior art as of the filing
date ofJu1y 21, 1995

These groups of files from virtual
disks, sometimes referred to as mini-

disks, which for purposes of this

description are identified by a
number. A list of authorized users

must exist for each mini-disk.

U.S. Pat. No. 5,496,576

To Dauerer, et al

Issued: November 21, 1995

Filed: March 22, 1993

“Remote”

Admission by Patentee.

Trial transcript of Hoese. Page 81,

starting at line 3.

Q. Figure — well, figure 2 is not

your invention, right, sir?
C. Figure 2 is not my
invention.

Fig. 2 shows indirectly connected

and separate storage devices.

“Storage devices”

Admission by Patentee.

Trial transcript of Hoese. Page 81,

starting at line 3.

Q. Figure — well, figure 2 is not

your invention, right, sir?

D. Figure 2 is not my
invention.

Fig. 2 shows storage devices.

_+J_m._._._.ta_____n
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“Mapping”To create a path from
a device on one side of the

‘storage router to a device on the
other side of the router, i.e. fi'orn
a Fibre Channel device to a

SCSI device (or vice-versa). A

“map” contains a representation
of devices on each side of the

storage router, so that when a
device on one side of the storage
router wants to communicate
with a device on the other side

of the storage router, storage
router can connect the devices.

Chaparral Markman Order.

The phrase “implements access

controls for storage space on the
SCSI storage devices” means

provides controls which limit a

computer’s access to a specific
subset of storage devices or

sections of a single storage

devices.Chaparral Marlcman
Order.

J.

Admission by Patentee.Trial

transcript of Hoese. Page 81,

starting at line 3.

Q. Figure — well, figure 2 is not your

invention, right, sir?

A. Figure 2 is not my invention.

Q. And this description is in

reference to figure 2, and this

description mentions native low-

level block protocols and mentions

mapping, and you say figure 2 is not
your invention?
A. That’s correct.

By admission of the Patentee,

mapping is not part of the invention

and is part of the prior art.As to a

map, “Storage router 44 uses tables

to map devices from one medium to
the other and distributes requests and
data across Fiber Channel 32 and

SCSI bus 34 without any security
access controls.”

‘753 Patent, Col. 3 starting at line 56.

U.S. Patent No. 5,748,924 to Llorens

, et al, filed October 17, 1995, issued

May 5, 1998.

“Access contro1”The specification

discloses aspects of a distributed

security system in which access to

system resources is controlled by
access control lists associated with

each system resource.U.S. Patent No.

5,315,657 to Abadi, et al.Issued:

May 24, 1994Filed: September 28,
1990Access control lists are used to

define the extent to which different

users will be allowed access to

different resources on a server.... ..
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Depending on the level of access

control implementd on a given

server, access control lists for a

given disk defines the access

restrictions for all the resources or
files stored on that disk.U.S. Pat. No.

5,889,952To Hunnicutt, et allssued:

March 30, l999Filed: August 14,
1996Under the “STATEMENT OF

THE PROBLEM” as part of prior art

as of the filing date of August 14,

1996.Each host processor has
exclusive access to its own set of

storage devices and it cannot access

the storage device of another
host.U.S. Pat.'No. 5,860,137To Raz,

et allssuedz January 12, 1999Fi1ed:

July 21, 1995Under the
“BACKGROUND OF THE

INVENTlON”As part of prior art as

of the filing date of July 21,

1995These groups of files from
virtual disks, sometimes referred to

as mini-disks, which for purposes of

this description are identified by a
number. A list of authorized users

must exist for each mjni—disk.U.S.

Pat. No. 5,496,576To Dauerer, et

allssued: November 21, 1995Fi1ed:

March 22, 1993
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Kn‘ir':M*17ax».-. «.2.1-4!......-new......

lnfortrend 103 Obviousness Claim Comparison Chart for Patent No. '753

Independent Claim 4 Elements
Buffer Fibre Controller SCSI Ccnirofler Su erwsor Unrt Ma Access Control Low Protocols

H: n Performance
FCSIATM

FC Slora e
lm lemermn FC «
New Serial I/Os

SCSI A s
6.219.771
6 185 203
5.108.684
6 081 849
6 073 213
6.055 603
5 959.994
5.935 260
5 933 824
5 848.251
5,835,496
5.812.754
5 B09 328
5 805 815
5.768.623
5 748,924
5 727 218
5,634,111
5,632 012
5 621 902
5,613 052
5.581.724
5 581 709
5.558 645
5 584 619
5.548 791
5 544 313
5 537 555 . .
5,519 695
5.511.169
5.507.032
5.495.474
5.491 812 ' .
5.471.609
5 469 576
5.459 857
5 430,855
5 423 026
5 420 988
5.416 915
5.410.697
5.410.667
5.403 639
5,396 596
5,338 246 '
5.388 243
5 379 398
5,379 385
5387.646
5.361 347
5 331 673
5,301,290
5.297.282
5.247.638
5 239 654
5,226,143
5 214 775
5 212.785
5 210 866
5,202,856
5 193 134
5 193 168
5.185 876
5.155 845
5 124 987
5 077 736
5.077 732
4 897 874
4 335.674
4.825 406
4 821 179
4 811 278
4.807.180
4 787.028
4 697 232
4,533 996
4.504.927
4.455 605

 x.
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Combinations of Prior Art

Forming :1 Basis for Rejection under 35 U.S.C. §103 for
Claim 1 of U.S. Patent No. 6,421,753

The chart following in the next pages shows how U.S. patents and other printed

publications may be combined to form a basis for rejection of U.S. Patent No. 6,421,753

(“the ‘753 Patent”) under 35 U.S.C. §103.

All U.S. patents listed here were filed before the filing date of the ‘753, which is
December 31, 1997. All printed publications listed here that are not U.S. patents were

published before the subject matter disclosed in the ‘753 Patent was invented, and thus

are available as prior art under 35 U.S.C. §l02(a). Some of these U.S. patents and
printed publications were published more than one year before the ‘753 Patent was filed,
and thus are also available as prior art under 35 U.S.C. §l02(b).

Each primary prior art reference is listed in the chart as “Primary Reference,”
followed on the same line by a code listed as “Claim Elements” describing which claim

elements are present in that primary prior art reference. For each primary prior art
reference, a list of secondary prior art references are listed as “Secondary References”

with an accompanying “Claim Elements” code describing which claim elements are

present in that secondary priorart reference. When the primary art reference is combined
with any one of the secondary prior art references, all elements of Claimwl are met so as

to support invalidation of Claim 1 ofthe ‘753 Patent under 35 U.S.C. §103.

Here are the claim element codes, a short paraphrased description in parentheses,

and the corresponding portions of independent Claim 4 and dependent Claims 5, 6, 7 and
8 ofthe ‘753 Patent:

“4. A method for providing, through a storage router, virtual local storage on remote

SCSI storage devices to Fibre Channel devices, comprisingz”

(Buffer)

“5. The method of claim 4, further comprising the step of providing memory work

s ace for the storage router using a buffer.”

(Fibre Channel Controller)

“(4. continued)

interfacing with a Fibre Channel transport medium;

6. The method of claim 5, wherein the Fibre Channel transport medium connects to
and interfaces with a Fibre Channel controller”

(SCSI Controller)

“(4. continued)

interfacing with a SCSI bus transport medium;

 
 

 
 

 (6. continued)

and wherein said SCSI bus transport medium connects to and interfaces with a SCSI
controller.”
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 D (Supervisor Unit)

“7. The method of claim 5, wherein the maintaining step and the allowing step are

performed by a supervisor unit.

 

  
 8. The method of claim 7, wherein the supervisor unit is coupled to the Fibre Channel

controller, the SCSI controller, and the buffer.”

(Map)

“(4. continued)

maintaining a configuration for SCSI storage devices connected to the SCSI bus

transport medium that maps between Fibre Channel devices and the SCSI storage
devices”

(Access Control)

“(4. continued)

and that implements access controls for storage space on the SCSI storage devices;
and’!

  
  

 

  
 

  

  
 
  

  

 
 

 (Low Protocols)

“(4. continued)

allowing access from Fibre Channel initiator devices to SCSI storage devices using
native low level, block protocol in accordance with the configuration.”

This breakdown of elements is the same as that used in the analysis of Claims 4

through 8 in Appendix B and Exhibit 22, where the specific portions of the prior art

references are related to elements of claims of the ‘753 Patent. The preamble to Claim 1

does not have a claim element code, because the preamble is not a limitation.

For example, Appendix B shows that U.S. Patent No. 6,219,771 has elements A,

B, C, D, E, and G, but possibly not element F. The section of the detailed matrix in

Exhibit 22 for U.S. Patent No. 6,219,771 includes specific references that meet many
elements of Claim 1 of the ‘753 Patent, but no reference is listed for claim element F for

Access Control. This means that US. Patent No. 6,219,771 may be combined with

another prior art reference that includes a description of Access Control to support a 35

U.S.C. §103 rejection. Therefore, in the chart in this Exhibit, the Primary Reference
entry for U.S. Patent No. 6,219,771 is followed by claim element‘ codes ABCDEG.

Listed below this primary reference is a list of several secondary prior an references that

all include at least claim element P, so that any of these secondary pieces of prior art can
be combined with U.S. PatentNo. 6,219,771 to describe all the elements of Claim 1 and

thereby render Claim 1 of the ‘753 Patent obvious.
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Oracle Ex. 1025, pg. 737



Oracle Ex. 1025, pg. 738

New Serial I/Os Speed BCE

Implemen}ing a Fibre ... AEG

mgh-Périamafice Data DEFG

Fiber éhannei (FCS)/ATM ABDEG

6,219,771 ’ ABCDEG

6,185,203 ABDE

5,959,994 AEG

5,809,328 ABDEG

5,805,816 AEF

5,768,623 E

5,727,218 ABDEG

5,634,111 ACDEF

5,632,012 AE

5,621,902 ADEG

5,613,082 ADEF

5,581,724 7 AEG

5,581,709 ADE

5,568,648 E

5,548,791 AE

5,544,313 1-:

5,537,585 13

5,519,695 ABEG

5,511,169 DE

5,507,032 15

5,471,609 13

5,459,857 ABCE

5,430,355 AE

5,423,026 " 13

5,420,988 EG

5,416,915 AE

5,410,697 AE

Oracle Ex. 1025, pg. 738



Oracle Ex. 1025, pg. 739

 

5,410,667 AE

5,403,639 AEFG

5,379,398 " V ADEF

5,379,385’ AEG

5,367,646 AE

5,361,347 AEF-“M M

5,301,290 AE

5,297,262 ADEG

5,247,638 AEG

5,226,143 AE

5,214,778 ADE

5,210,866 AEG

5,193,184 AEFG

5,193,168 1315

5,155,845 AEG

5,124,987 AEG

5,077,736 ADEG

4,897,874 AEFG

4,807,180 AE

4,787,028 AE

4,697,232 AE

4,455,605 E

Primary Reference: Fiber Channel (FCS)/A TM Claim Elements: ABDEG

Secondary References Claim Elements

Fibre channel storage . .. ABCDFG

6,055,603 ABCFG

5,848,251 BCDFG

5,634,111 ACDEF

Primary Reference: 6,219, 771 Claim Elements: ABCDEG

Secondary References Claim Elements

High-Performance Data . .. DEFG

5

Oracle Ex. 1025, pg. 739



Oracle Ex. 1025, pg. 740

 

Fibre channel storage . .. ABCBFG

6,055,603 ABCFG

5,848,251 BCDI-:G

5,312,754 0‘ A19?

5,805,816 “AEF

‘5T6'§z:,6'——_.iW

5,613,082 ADEF

5,564,019 F

5,469,576 F

5,403,639 AEFG

§ 

5,361,347‘ AEF

5,193,184 AEFG

, 1 4,897,874 AEFG

Primary Reference: 6,185,203 Claim Elements: ABDE ‘

Secondary References Claim Elements

Fibre channel storage . .. ABCDFG

6,055,603 ABCFG

_ 5,848,251 BCDFG

, I Primary Reference: 6,055,603 Claim Elements: ABCFG

Secondary References Claim Elements High-Perforrnance Data ... DEFG

Fiber Channel (FCS)/[ATM ABDEG

6,219,771 ABCDEG

6,185,203 ABDE

5,809,328 ABDEG

5,727,218 ’ ABDEG

5,634,111 , ACDEF

5,521,902 ADEG

5,613,082 ADEF

5,531,709 ADE

Oracle Ex. 1025, pg. 740



Oracle Ex. 1025, pg. 741

.=,-31‘,-7
far,E5!
5., , ‘'f:i

3%
‘ (F.-xi

 
 

5,511,159 DE

5,379,398 ADEF

5,297,262 ADEG

5,214,778 ADE

5,193,168 DE

5,077,736 ADEG

Primary Reference: 5,959,994 Claim Elements: AEG

Secondary References Claim Elements

Fibre channel storage ABCDFG

5,848,251 BCDFG

Primary Reference: 5,935,260 Claim Elements: ABCG

Secondary References Claim Elements

High-Performance Data . . . DEFG

5,634,111 ACDEF

5,613,082 ADEF

5,379,398 ADEF

Primary Reference: 5,848,251 Claim Elements: BCDFG

Secondary References Claim Elements

scsx applications on Fibre. . , ABCEG

Implementlng a Fibre ... AEG

Fiber Channel (FCS)/ATM .. . ABDEG

6,219,771 ABCDEG

6,185,203 ABDE

5,959,994 AEG

5,809,328 ABDEG

5,805,816 AEF

5,727,218 ABDEG

5,634,1 1| ACDEF

5,632,012 AE

5,621,902 7 ‘ ADEG

Oracle Ex. 1025, pg. 741



Oracle Ex. 1025, pg. 742

 

5,613,082 ADEF

5,581,724 gm V’ AEG

5,581,709 ’ ADE

5,548,791 AE

5,519,695 ABEG

5,459,857 ABCE

5,430,855 AE

5,416,915 “M AE

5,410,697 ‘W AB

5,410,667 AE '7

5,403,639 """"W AEFG

5,379,398 ADEF

5,379,385 AEG

5,367,646 AE

5,361,347 AEF

5,301,290 AE

5,297,262 ADEG

5,247,638 AEG

 T

5,214,778 ADE

5,210,866 AEG

5,193,184 AEFG

5,155,845 AEG

5,124,937 AEG

5,077,736 ADEG

4,897,874 AEFG

4,807,180 AE

4,787,028 AE

4,697,232 AE

Primary Reference: 5,812, 754 Claim Elements: ABF

Secondary References Claim Elements

Oracle Ex. 1025, pg. 742



Oracle Ex. 1025, pg. 743

6,219,771

Primary Reference:

Secondary References

ABCDEG

5,809,328

Claim Elements

Fibre ehzmnel storage ... ABCDFG

6,055,663 ABCFG

5,848,251 BCDFG

5,634,1 11 ACDEF

Primary Reference: 5,805,816

Secondary References Claim Elements

Fibre channel storage ... ABCDFG

6,219,771 " ABCDEG

5,848,251 BCDFG

5,748,924 BCDG

5,396,596 ABCDG

Primary Reference: 5, 768, 623

Secondnry References Claim Elements

Fibre channel storage . . . ABCDFG

Primary Reference: 5, 748,924

Secondary References Claim Elements

5,805,816 7 AEF

5,634,11 1 ACDEF

5,613,082 2 ADEF

5,403,639 AEFG

5,379,398 ADEF

5,361,347 ” AEF

5,193,184 AEFG

4,897,874 AEFG

Primary Reference: 5, 72 7,218

Secondary References Claim Elements

Claim Elements: ABDEG

Claim Elements: AEF

Claim Elements: E

Claim Elements: BCDG

Claim Elements: ABDEG

Oracle Ex. 1025, pg. 743



Oracle Ex. 1025, pg. 744

Fibre channel storage . , . ABCDFG“

6,055,603 ABCFG

5,848,251 BCDFG

5,634,111 ACDEF

Primary Reference: 5,634,111 Claim Elements: ACDEF

Secondary References Claim Elements

SCSI applications on Fibre: 1. /{BCEG

Fibre channel storage . , . ABCDFG

Fiber Channel (FCS)/ATM ABDEG

6,219,771 ABCDEG

6,055,603 “ ABCFG

5,935,260 ABCG

5,848,251 BCDFG

'5E9,328E”” "N Aanisdi

5,743,924 BCDG ,

5,727,218 ‘ ABDEG

5,71$5/’!’”*C 7AEl§E 7"

5,396,596 ABCDG
 

Primary Reference: 5,632,012 Claim Elements: AE

Secondary References Claim Elements

 

 
Fibre charmel storage ... ABCDFG

5,848,251 BCDFG

Primary Reference: 5,621,902 Claim Elements: ADEG

Secondary References Claim Elements
Fibre channel storage ... ABCDFG

6,055,603 ' 1 ABCFG 1

5,s4'8,25i ii BCDFG

Primary Reference: 5,613,082 Claim Elements: ADEF

Secondary References Claim Elements

SCSI applications on Fibre... ABCEG

Oracle Ex. 1025, pg. 744



Oracle Ex. 1025, pg. 745

 

Fibre channel storage ... ABCDFG

6,219,771 ABCDEG A

6,055,603 ABCFG

5,935,260 ABCG

5,848,251 BCDFG 7

5,743,924 BC/Jl)G

5,396,596 7 ABCDG

Primary Reference: 5,581, 724 Claim Elements: AEG

Secondary References Claim Elements

Fibre channel storage .. . ABCDFG

3,377,251 BCDFG

Primary Reference: 5,581, 709 Claim Elements: ADE

Secondary References Claim Elements

Fibre channel storage ... ABC'Dl:‘Gl
6,055,603 ABCFG

_ 5,848,251 1 BCDFQ

Primary Reference: 5,568,648 Claim Elements: E
£2

.r V Secondary References Claim Elements',~=9_ E
““‘ Fibre channel storage . . . ABCDFG‘L

Secondary References Claim Elements

5,219,771 ABCDEG 7

Primary Reference: 5,548, 791 Claim Elements: AE

Secondary References Claim Elements

Fibre channel storage ... ABCDFG

5,848,251 BCDFG

7 Primary Reference: 5,544,313 Claim Elements: E I
Secondary References Claim Elements

Fibre channel storage . .. ABCDFG

11

Oracle Ex. 1025, pg. 745



Oracle Ex. 1025, pg. 746

Primary Reference: 5,53 7,585 Claim Elements: E

Secondary References Claim Elements

Fibre channel storage ... ABCDFG

Primary Reference: 5,519,695 Claim Elements: ABEG

Secondary References Claim Elements

Fibre channel storage . . . ABCDFG

5,848,251 BCDFG

5,634,} 11 ACDEF

Primary Reference: 5,511,169 Claim Elements: DE

Secondary References Claim Elements

Fibre channel storage ~47 ABCDFG

6,055,603 ABCFG

Primary Reference: 5,50 7,032 Claim Elements: E

Secondary References Claim Elements

Fibre channel storage ... ABCDFG ‘

' Primary Reference: 5,4 71, 609 Claim Elements: E

Secondary References Claim Elements
 

Fibre channel storage .. . ABCDFG

7‘? Primary Reference: 5,469,576 Claim Elements: F

Secondary References Claim Elements
ll” 6,219,771 ABCDEG

Primary Reference: 5,459,85 7 Claim Elements: ABCE

Secondary References Claim Elements

High-Performance Dara . . . DEFG

Fibre channel storage ABCDFG

5,848,251 BCDFG

Primary Reference: 5,430,855 Claim Elements: AE

Secondary References Claim Elements

Oracle Ex. 1025, pg. 746



Oracle Ex. 1025, pg. 747

‘ .

 

liibrcrchannel storage ... ABCDFG

5,848,25l W ECDFG

Primary Reference: 5,423,026 Claim Elements.‘ E

Secondary References Claim Elements

ll-‘ibre channel storage ... ABCDFG

Primary Reference: 5,420,988 Claim Elements: EG

Secondary References Claim Elements

Fibre channel storage . . . ABCDFG

Primary Reference: 5,416,915 Claim Elements: AE

Secondary References Claim Elements

Fibre c12H{{e1 storage ... ABCDFG

5,848,251 7 BCDFG‘

‘ Primary Reference: 5,410,697 Claim Elements: AE

Secondary References Claim Elements

Fibre channel storage . .. ABCDFG

_ 5,848,251 ' ' BCDFG

4 1 Primary Reference: 5,410,667 Claim Elements: AE

Secondary References Claim Elements
Fibre channel storage ABCDFG

5,848,251 BCDFGW

Primary Reference: 5,403,639 Claim Elements.‘ AEFG

Secondary References Claim Elements

F1brc channel storage ... K ABCDFG

5,219,771 *5 ABCDEG

5,848,251 BCDFG

5,743,924 BCDG

5,396,596 ABCDG 5”

Primary Reference: 5,396,596 Claim Elements.‘ ABCDG

Oracle Ex. 1025, pg. 747



Oracle Ex. 1025, pg. 748

Secondary References Claim Elements

H1gl1—Performance Data DEFG

5,805,815‘ '7' 7 5 AEF

5,634,111 5 ’MMAc1')EF

5,613,082 ADEF

5,403,639 AEFG

5,379,398 ‘ /A5151-'1

5,351,347 ’ AEF

5,193,134 AEFG

4,897,874 AEFG

Primary Reference: 5,3 79,398 Claim Elements.‘ ADEF

Secondary References Claim Elements

scslfippljcations on Fibre... ABCEG

 

 

_ 1 Fibre channel storage ABCDFG

: f 6,219,771 ' ABCDEG

6,055,603 ‘ ABCFG
ea ' 5,935,260 ABCG

5:: 5,848,251 BCDFG[:3

=:_ 5,743,924 acne

5,396,596 ABCDG

ii Primary Reference: 5,3 79,385 Claim Elements.‘ AEG

Secondary References Claim Elements55”‘ . .
Ffibre channel storage ... ABCDFG

5,243,251 BCDFG

Primmy Reference: 5,36 7, 646 Claim Elements: AE

Secondary References Claim Elements

Fibre channel storage . .. ABCDFG

5,343,251 BCDFG

Primary Reference: 5,361,34 7 Claim Elements: AEF

Secondary References Claim Elements

14

Oracle Ex. 1025, pg. 748



Oracle Ex. 1025, pg. 749

.5-‘géui
ri_§'

 
.11

2
555
HI.

Wm

Fibre channel storage . VABCVDFG

6,219,771 Z ABCDEG

5,848,251 BCDFG

5,748,924 BCDG

5,396,596 ABCDG

Primary Reference: 5,301,290

Secondary References Claim Elements

Fibre channel storage . 1 . ABCDFG

5,s4s[2's"1l BCDFG

Primary Reference: 5,29 7,262

Secondary References Claim Elements
Fibre channel stomge ... ABCDFG

6,055,603 ABCFG

5,848,251 BCDFG

Primary Reference: 5,24 7,638

Claim Elements.‘ AE

ADEGClaim Elements:

AEGClaim Elements:

Secondary References Claini Elements
Fibre channel storage ABCDFG

5,848,251 BCDFG

Primary Reference: 5,226,143 Claim Elements: AE

Secondary References Claim Elements

Fibre channel storage. if ABCDFG

5,848,251 BCDFG

Primary Reference: 5,214, 778 Claim Elements: ADE

Secondary References Claim Elements

Fibre }§1mme1 storage ..1 ABCDFG

6,055,603 ABCFG

5,848,251 _ BCDFG

Primary Reference: 5,210,866 Claim Elements: AEG

Secondary References Claim Elements

15

Oracle Ex. 1025, pg. 749



Oracle Ex. 1025, pg. 750

Fibre channel storage ABCDI-‘G

5,343,251 BCDFG

Primary Reference: 5,193,184 Claim Elements: AEFG

Secondary References Claim Elements

Fibre channel storage . .1 ABCDFG

6,219,771 ABCDEG

5,848,251 BCDFG

5,743,924 BCDG

5,396,596 ””X§cEc7 ’

Primary Reference: 5,193,168 Claim Elements: DE

Secondary References Claim Elements

Fibre channel storage . .. ABCDFG

 ”*_(TBEE1 I‘in

Primary Reference: 5,155,345. Claim Elements: AEG ., .

Secondary References Claim Elements
, ' Fibre channel storage . .. ABCDFG '

5,848,251 BCDFG$2,

L Primary Reference: 5,124,987 Claim Elements: AEG

Secondary References Claim Elements

Fibre ‘channel storage ABCDFG2:5

2:3 5,848,251 BCDFG.4?I9

Primary Reference: 5,077,736 Claim Elements: ADEG

Secondary References Claim Elements

‘ Fibre channelstorage ABCDFG

6,055,603 ABCFG

5#,Q.§.'5T"r vyfififi; ! 7

Primary Reference: 4,89 7,8 74 Claim Elements: AEFG I
Secondary References Claim Elements

Fibre/channellstorage ... ABCDFG

Oracle Ex. 1025, pg. 750



Oracle Ex. 1025, pg. 751

.=%

?=%2:5
eaEd

9:?

*-.E
Eé
g:

se-

6,21 9,771 ABCDEG

5,848,251 EEDFG

5,743,924 acne

5,163.36 ABCDG

Primary Reference: 4,80 7,180

Secondary References Claim Elements

Flbre channel storage .., ABCDFG

3,848,257 BCDFG

Primary Reference: 4, 787,028

Secondary References Claim Elements

Fibre channel storage ... ABCDFG

5,343,251 V BCDFG

Claim Elements: AE

Claim Elements: AE

Primary Reference: 4,697,232 Claim Elements: AE

Secondary References Claim Elements

Fibre channel storage ... ABCDFG

5,848,251 BCDFG

Secondary References

Primmy Reference: 4,455,605
Claim Elements

Fibre channel storage ABCDFG

l7

Claim Elements: E

Oracle Ex. 1025, pg. 751



Oracle Ex. 1025, pg. 752

(12) United States Patent
Hoese ct al.

|l|||||||||||lllllllllllllllllmllll||||||||||Illlllllllllllllllll
US006421753B1

(10) Patent N0.: US 6,421,753 B1
(45) Date of Patent: *Jul. 16, 2002 

(54)

(75)

(73)

(*)

(21)

(23)

(63)

(51)
(52)

(53)

(56)

STORAGE ROUTER AND METHOD FOR
PROVIDING VIRTUAL LOCAL STORAGE

Inventors: Geoffrey B. Hoe, Austin; Jelfry T.
Russell, Cibolo, both of TX (US)

Assignee: Crossroads Systems, Inc., Austin, TX
(US)

Notice: Subject to any disclaimer, the term of this
patent is extended or adjusted under 35
U.S.C. 154(b) by 0 days.

This patent is subject to a terminal dis-claimer.

Appl. No.2 09/354,682
Filed: Jul. 15, 1999

Related U.S. Application Data

Continuation of application No. 09/001,799, filed on Dec.
31, 1997, now Pat. No. 5,941,972.
Int. Cl.7 ............................ .. G06F 13/00
U.S. Cl. 710/129; 710/128; 710/8;

710/36; 710/105
Field of Search ............................... ., 710/129, 1-5,

710/8-13, 36-38, 100-101, 105, 126-131;
714/42; 711/112, 113, 100

  

References Cited

U.S. PATENT DOCUMENTS

5,748,924 A 5/1998 Llorens et 1:].
5,768,623 A 6/1998 Judd et al.
5,809,328 A 9/1998 Nogales et al.
5,812,754 A 9/1998 Lul et al.
5,835,496 A 11/1998 Yeung et al. .

395/309
395/857
395/875

395/182.04
370/514

  
  

FIBRE
CHANNEL

64

 
 

 
 

 
 

5,848,751 A ~ 12/1993 Lomelino etal. 710/129
5,935,260 A ~ 3/1999 .. 714/42
5,941,972 A * 8/1999 710/129
5,959,994 A 3 9/1999 370/399
6,041,381 A 3 3/2000 .710/129
6,055,603 A 3 4/2000 711/113
6,075,863 A 3 6/2000 ..3s0/49
6,098,149A ‘ 8/2000 711/112
6,118,766 A * 9/2000 .370/249
6,148,004 A * 11/2000 . 370/463
6,230,218 B1 r 5/2001 710/20

FOREIGN PATENT DOCUMENTS

wo 98/36357 - s/1993

* cited by examiner

Primary Examiner—-Christopher B. Shin
(74) Attorney, Agent, or Firm—-Gray Cary Ware &
Freidenrich, LLP

(sn ABSTRACT

A storage router (56) and storage network (50) provide
virtual local storage on remote SCSI storage devices (60, 62,
64) to Fiber Channel devices. A plurality of Fiber Channel
devices, such as workstations, (58), are connected to :1 Fiber
Channel transport medium (52), and a plurality of SCSI
storage devices (60, 62, 64) are connected to a SCSI bus
transport medium (54). The storage router (56) interfaces
between the Fiber Channel transport medium (52) and the
SCSI bus transport medium (54). The storage router (56)
maps between the workstations (58) and the SCSI storage
devices (60, 62, 64) and implements access controls for
storage space on the SCSI storage devices (60, 62, 64). The
storage router (56) then allows access from the workstations
(S8) to the SCSI storage devices (60, 62, 64) using native
low level, block protocol in accordance with the mappingand the access controls.

8 Claims, 2 Drawing Sheets

 

  

 
  
 
 
 
 
 

 
 

STORAGE DEVICE

R
STORAGE DEVICE

aus WORKSTATION

- A STORAGE54 WORKSTATION

-I a STORAGE

 

  
 

  

WORKSTATION

I C STORAGE 70WORKSTATION

I D STORAGE I 72

74

Oracle Ex. 1025, pg. 752



Oracle Ex. 1025, pg. 753

U.S. Patent Jul. 16, 2002 Sheet 1 of 2
US 6,421,753 B1

WORKSTATION
E STORAGE

STORAGE DEVICE

-'WORKSTATION
-l C STORAGE

 

 
 
  
  
  
 

 WORKSTATION 55

A STORAGE IWORKSTATION 53

a STORAGE I
70

WORKSTATION
D STORAGE 72

Oracle Ex. 1025, pg. 753



Oracle Ex. 1025, pg. 754

U.S. Patent Jul. 16,2002 Sheet 2 0f2 US 6,421,753 B1

        
._

on_.%o_m~_n_mmbamH,_o<,ws~._nH.___z_$35200mom

 
 

oz_m$ooE%m_>E%m

 

dzz<=umam:

LIIVdzz<_._omam:

Oracle Ex. 1025, pg. 754



Oracle Ex. 1025, pg. 755

 

US 6,421,753 B1
1

STORAGE ROUTER AND METHOD FOR
PROVIDING VIRTUAL LOCAL STORAGE

RELATED APPLICATIONS

This application is a continuation of, and claims priority
from, US. patent application Ser. No. 09/001,799, filed on
Dec. 31, 1997 now U.S. Pat. No. 5,941,972, now pending,
the entire contects of which are hereby incorporated by
reference herein.

TECHNICAL FIELD OF THE INVENTION

This invention relates in general to network storage
devices, and more particularly to a storage router and
method for providing virtual local storage on remote SCSI
storage devices to Fibre Channel devices.

BACKGROUND OF THE INVENTION

Typical storage transport mediums provide for a relatively
small number of devices to be attached over relatively short
distances. One such transport medium is a Small Computer
System Interface (SCSI) protocol, the structure and opera-
tion of which is generally well known as is described, for
example, in the SCSI-1, SCSI-2 and SCSI-3 specifications.
High speed serial interconnects provide enhanced capability
to attach a large number of high speed devices to a common
storage transport medium over large distances. One such
serial interconnect is Fibre Channel, the structure and opera-
tion of which is described, for example, in Fibre Channel
Physical and Signaling Interface (FC-PI-I), ANSI X3230
Fibre ChannelArbitrated Loop (FC-AL), and ANSI X3272
Fibre Channel Private Loop Direct Attach (FC—PLDA).

Conventional computing devices, such as computer
workstations, generally access storage locally or through
network interconnects. Local storage typically consists of a
disk drive, tape drive, CD-ROM drive or other storage
device contained within, or locally connected to the work-
station. The workstation provides a file system structure, that
includes security controls, with access to the local storage
device through native low level, block protocols. These
protocols map directly to the mechanisms used by the
storage device and consist of data requests without security
controls. Network interconnects typically provide access for
a large number of computing devices to data storage on a
remote network server. The remote network server provides
file system structure, access control, and other miscellaneous
capabilities that include the network interface. Access to
data through the network server is through network proto-
cols that the server musl translate into low level requests to
the storage device. A workstation with access to the server
storage must translate its file system protocols into network
protocols that are used to communicate with the server.
Consequently, from the perspective of a workstation, or
other computing device, seeking to access such server data,
the access is much slower than access to data on a local
storage device.

SUMMARY OF THE INVENTION

In accordance with the present invention, a storage router
and method for providing virtual local storage on remote
SCSI storage devices to Fibre Channel devices are disclosed
that provide advantages over conventional network storage
devices and methods.

According to one aspect of the present invention, a
storage router and storage network provide virtual local
storage on remote SCSI storage devices to Fibre Channel

5

10

15

20

25

30

35

40

45

50

60

65

2

devices. A plurality of Fibre Channel devices, such as
workstations, are connected to 2: Fibre Channel transport
medium, and a plurality of SCSI storage devices are con-
nected to a SCSI bus transport medium. The storage router
interfaces between the Fibre Channel transport medium and
the SCSI bus transport medium. The storage router maps
between the workstations and the SCSI storage devices and
implements access controls for storage space on the SCSI
storage devices. The storage router then allows access from
the workstations to the SCSI storage devices using native
low level, block protocol in accordance with the mappingand the access controls.

According to another aspect of the present invention,
virtual local storage on remote SCSI storage devices is
provided to Fibre Channel devices. A Fibre Channel trans-
port medium and a SCSI bus transport medium are inter-
faced with. A configuration is maintained for SCSI storage
devices connected to the SCSI bus transport medium. The
configuration maps between Fibre Channel devices and the
SCSI storage devices and implements access controls for
storage space on the SCSI storage devices. Access is then
allowed from Fibre Channel initiator devices to SCSI stor-

age devices using native low level, block protocol in accor-
dance with the configuration.

A technical advantage of the present invention is the
ability to centralize local storage for networked workstations
without any cost of speed or overhead. Each workstation
access its virtual local storage as if it work locally con-
nected. Further, the centralized storage devices can be
located in a significantly remote position even in excess of
ten kilometers as defined by Fibre Channel standards.

Another technical advantage of the present invention is
the ability to centrally control and administer storage space
for connected users without limiting the speed with which
the users can access local data. In addition, global access to
data, backups, vints scanning and redundancy can be more
easily accomplished by centrally located storage devices.

A further technical advantage of the present invention is
providing support for SCSI storage devices as local storage
for Fibre Channel hosts. In addition, the present invention
helps to provide extended capabilities for Fibre Channel and
for management of storage subsystems.

BRIEF DESCRIPTION OF THE DRAWINGS

A more complete understanding of the present invention
and the advantages thereof may be acquired by referring to
the following description taken in conjunction with the
accompanying drawings, in which like reference numbers
indicate like features, and wherein:

FIG. 1 is a block diagam of a conventional network that
provides storage through a network server;

FIG. 2 is a block diagram of one embodiment of a storage
network with a storage router that provides global access
and outing;

FIG. 3 is a block diagram of one embodiment of a storage
network with a storage router that provides virtual local
storage;

FIG. 4 is a block diagram of one embodiment of the
storage router of FIG. 3; and

FIG. 5 is a block diagram of one embodiment of data flow
within the storage router of FIG. 4.

DETAILED DESCRIPTION OF THE
INVENTION

FIG, 1 is a block diagram of a conventional network,
indicated generally at 10, that provides access to storage
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through a network server. As shown, network 10 includes a
plurality of workstations 12 interconnected with a network
server 14 via a network transport medium 16. Each work-
station 12 can generally comprise a processor, memory,
inputjoutput devices, storage devices and a network adapter
as well as other common computer components. Network
server 14 uses a SCSI bus 18 as a storage transport medium
to interconnect with a plurality of storage devices 20 (tape
drives, disk drives, etc.). In the embodiment of FIG. 1,
network transport medium 16 is an network connection and
storage devices 20 comprise hard disk drives, although there
are numerous alternate transport mediums and storagedevices. ‘

In network 10, each workstation 12 has acces to its local
storage device as well as network access to data on storage
devices 20. The access to a local storage device is typically
through native low level, block protocols. On the other hand,
access by a workstation 12 to storage devices 20 requires the
participation of network server 14 which implements a file
system and transfers data to workstations 12 only through
high level file system protocols. Only network server 14
communicates with storage devices 20 via native low level,
block protocols. Consequently, the network access by work-
stations. 12 through network server 14 is slow with respect
to their access to local storage. In network 10, it can Also be
a logistical problem to centrally manage and administer
local data distributed across an organization, including
accomplishing tasks such as backups, virus scanning and
redundancy,

FIG. 2 is a block diagram of one embodiment of a storage
network, indicated generally at 30, with a storage router that
provides global access and routing. This environment is
significantly ditferent from that of FIG. 1 in that there is no
network server involved. In FIG. 2, a Fibre Channel high
speed serial transport 32 interconnects a plurality of work-
stations 36 and storage devices 38. A SCSI bus storage
transport medium interconnects workstations 40 and storage
devices 42. A storage router 44 then serves to interconnect
these mediums and provide devices on either medium
global, transparent access to devices on the other medium.
Storage router 44 routes requests from initiator devices on
one medium to target devices on the other medium and
routes data between the target and the initiator. Storage
router 44 can allow initiators and targets to be on either side.
In this manner, storage router 44 enhances the functionality
of Fibre Channel 32 by providing access, for example, to
legacy SCSI storage devices on SCSI bus 34. In the embodi-
ment of FIG. 2, the operation of storage router 44 can be
managed by a management station 46 connected to the
storage router via a direct serial connection.

In storage network 30, any workstation 36 or workstation
40 can access any storage device 38 or storage device 42
through native low level, block protocols, and vice versa.
This functionality is enabled by storage router 44 which
routes requests and data as a generic transport between Fibre
Channel 32 and SCSI bus 34. Storage router 44 uses tables
to map devices from one medium to the other and distributes
requests and data across Fibre Channel 32 and SCSI bus 34
without any security access controls. Although this exten-
sion of the high speed serial interconnect provided by Fibre
Channel 32 is beneficial, it is desirable to provide security
controls in addition to extended access to storage devices
through a native low level, block protocol.

FIG. 3 is a block diagram of one embodiment of a storage
network, indicated generally at 50, with a storage router that
provides virtual local storage. Similar to that of FIG. 2,
storage network 50 includes a Fibre Channel high speed
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serial interconnect 52 and a SCSI bus 54 bridged by a
storage router 56. Storage router 56 of FIG. 3 provides for
a large number of workstations 58 to be interconnected on
a common storage transport and to access common storage
devices 60, 62 and 64 through native low level, block
protocols.

According to the present invention, storage router 56 has
enhanced functionality to implement security controls and
routing such that each workstation 58 can have access to a
specific subset of the overall data stored in storage devices
60, 62 and 64. This specific subset of data has the appearance
and characteristics of local storage and is referred to herein
as virtual local storage. Storage router 56 allows the con-
figuration and modification of the storage allocated to each
attached workstation 58 through the use of mapping tables
or other mapping techniques.

As shown in FIG. 3, for example, storage device 60 can
be configured to provide global data 65 which can be
accessed by all workstations 58. Storage device 62 can be
configured to provide partitioned subsets 66, 68, 70 and 72,
where each partition is allocated to one of the workstations
58 (workstations A, B, C and D). These subsets 66, 68, 70
and 72 can only be accessed by the associated workstation
58 and appear to the associated workstation 58 as local
storage accessed using native low level, block protocols.
Similarly, storage device 64 can be allocated as storage for
the remaining workstation 58 (workstation E).

Storage router 56 combines access control with routing
such that each workstation 58 has controlled access to only
the specified partition of storage device 62 which forms
virtual local storage for the workstation 58. This access
control allows security control for the specified data parti-
tions. Storage router 56 allows this allocation of storage
devices 60, 62 and 64 to be managed by a management
station 76. Management station 76 can connect directly to
storage router 56 via a direct connection or, alternately, can
interface with storage router 56 through either Fibre Channel
52 or SCSI bus 54. In the latter case, management station 76
can be a workstation or other computing device with special
rights such that storage router 56 allows access to mapping
tables and shows storage devices 60, 62 and 64 as they exist
physically rather than as they have been allocated.

The environment of FIG. 3 extends the concept of a single
workstation having locally connected storage devices to a
storage network 50 in which workstations 58 are provided
virtual local storage in a manner transparent to workstations
58. Storage router 56 provides centralized control of What
each workstation 58 sees as its local drive, as well as what
data it sees as global data accessible by other workstations
58. Consequently, the storage space considered by the
workstation 58 to be its local storage is actually a partition
(i.e., logical storage definition) of a physically remote stor-
age device 60, 62 or 64 connected through storage router 56.
This means that similar requests from workstations 58 for
access to their local storage devices produce dilferent
accesses to the storage space on storage devices 60, 62 and
64. Further, no access from a workstation 58 is allowed to
the virtual local storage of another workstation 58.

The collective storage provided by storage devices 60, 62
and 64 can have blocks allocated by programming means
within storage router 56. To accomplish this function, stor-
age router 56 can include routing tables and security controls
that define storage allocation for each workstation 58. The
advantages provided by implementing virtual local storage
in centralized storage devices include the ability to do
collective backups and other collective administrative func-
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tions more easily. This is accomplished without limiting the
performance of workstations 58 because storage access
involves native low level, block protocols and does not
involve the overhead of high level protocols and file systems
required by network servers.

FIG. 4 is a block diagram of one embodiment of storage
router S6 of FIG. 3. Storage router 56 can ‘comprise 2: Fibre
Channel controller 80 that interfaces with Fibre Channel 52
and a SCSI controller 82 that interfaces with SCSI bus 54.
A buffer 84 provides memory work space and is connected
to both Fibre Channel controller 80 and to SCSI controller
82. A supervisor unit 86 is connected to Fibre Channel
controller 80, SCSI controller 82 and bulIer 84. Supervisor
unit 86 comprises a microprocessor for controlling operation
of storage router 56 and to handle mapping and security
access for requests between Fibre Channel 52 and SCSI bus54.

FIG. 5 is a block diagram of one embodiment of data flow
within storage router 56 of FIG. 4. As shown, data from
Fibre Channel 52 is processed by a Fibre Channel (FC)
protocol unit 88 and placed in a FIFO queue 90. A direct
memory access (DMA) interface 92 then takes data out of
FIFO queue 90 and places it in buffer 84. Supervisor unit 86
processes the data in buffer 84 as represented by supervisor
processing 93. This processing involves mapping between
Fibre Channel 52 and SCSI bus 54 and applying access
controls and routing functions. A DMA interface 94 then
pulls data from buffer 84 and places it into a bufier 96. A
SCSI protocol unit 98 pulls data from bulfer 96 and com-
municates the data on SCSI bus 54. Data flow in the reverse
direction, from SCSI bus 54 to Fibre Channel 52, is accom-
plished in a reverse manner.

The storage router of the present invention is a bridge
device that connects a Fibre Channel link directly to a SCSI
bus and enables the exchange of SCSI command set infor-
mation between application clients on SCSI bus devices and
the Fibre Channel links. Further, the storage router applies
access controls such that virtual local storage can be estab-
lished in remote SCSI storage devices for workstations on
the Fibre Channel link. In one embodiment, the storage
router provides a connection for Fibre Channel links running
the SCSI Fibre Channel Protocol (FCP) to legacy SCSI
devices attached to a SCSI bus. The Fibre Channel topology
is typically an Arbitrated Loop (FC_AL).

In part, the storage router enables a migration path to
Fibre Channel based, serial SCSI networks by providing
connectivity for legacy SCSI bus devices. The storage router
can be attached to a Fibre Channel Arbitrated Loop and a
SCSI bus to support a number of SCSI devices. Using
configuration settings, the storage router can make the SCSI
bus devices available on the Fibre Channel network as FCP
logical units. Once the configuration is defined, operation of
the storage router is transparent to application clients. In this
manner, the storage router can form an integral part of the
migration to new Fibre Channel based networks while
providing a means to continue using legacy SCSI devices.

In one implementation (not shown), the storage router can
be a rack mount or free standing device with an internal
power supply. The storage router can have a Fibre Channel
and SCSI port, and a standard, detachable power cord can be
used, the FC connector can be a copper DB9 connector, and
the SCSI connectorean be a 68-pin type. Additional modular
jacks can be provided for a serial port and a 802.3 10BaseT
port, i.e. twisted pair Ethernet, for management The
SCSI port of the storage router an support SCSI direct and
sequential access target devices and can support SCSI
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initiators, as well. The Fibre Channel port can interface to
SCSI-3 FCP enabled devices and initiators

To accomplish its functionality, one implementation of
the storage router uses: a Fibre Channel interface based on
the HEWLETFPACKARD TACHYON HPFC—5000 con-
troller and 21 GLM media interface; an Intel 80960RP
processor, incorporating independent data and program
memory spaces, and associated logic required to implement
a stand alone processing system; and a serial port for debug
and system configuration. Further, this implementation
includes a SCSI interface supporting Fast-20 based on the
SYMBIOS 53C8xx series SCSI controllers, and an operat-
ing system based upon the WIND RIVERS SYSTEMS
VXWORKS or IXWORKS kernel, as determined by design.
In addition, the storage router includes software as required
to control basic functions of the various elements, and to
provide appropriate translations between the FC and SCSI
protocols.

The storage router has various modes of operation that are
possible between FC and SCSI target and initiator combi-
nations. These modes are: FC Initiator to SCSI Target; SCSI
Initiator to FC Target; SCSI Initiator to SCSI Target; and FC
Initiator to FC Target. The first two modes can be supported
concurrently in a single storage router device are discussed
briefly below. The third mode can involve two storage router
devices back to back and can serve primarily as a device to
extend the physical distance beyond that possible via a direct
SCSI connection. The last mode can be used to carry FC
protocols encapsulated on other transmission technologies
(e.g. ATM, SONET‘), or to act as a bridge between two FC
loops (e.g. as a two port fabric).

The FC Initiator to SCSI Target mode provides for the
basic configuration of a server using Fibre Channel to
communicate with SCSI targets. This mode requires that a
host system have an FC attached device and associated
device drivers and software to generate SCSI-3 FCP
requests. This system acts as an initiator using the storage
router to communicate with SCSI target devices. The SCSI
devices supported can include SCSI-2 compliant direct or
sequential access (disk or tape) devices. The storage router
serves to translate command and status information and

transfer data between SCSI-3 FCP and SCSI-2, allowing the
use of standard SCSL2 devices in a Fibre Channel environ-ment.

The SCSI Initiator to FC Target mode provides for the
configuration of a server using SCSI-2 to communicate with
Fibre Channel targets. This mode requires that a host system
has a SCSI-2 interface and driver software to control SCSI-2
target devices. The storage router will connect to the SCSI-2
bus and respond as a target to multiple target I'Ds. Configu-
ration information is required to identify the target IDs to
which the bridge will respond on the SCSI-2 bus. The
storage router then translates the SCSI-2 requests to SCSI—3
FCP requests, allowing the use of FC devices with a SCSI
host system. This will also allow features such as a tape
device acting as an initiator on the SCSI bus to provide full
support for this type of SCSI device.

In general, user configuration of the storage router will be
needed to support Various functional modes of operation.
Configuration can be modified, for example, through a serial
port or through an Ethernet port via SNMP (simple network
management protocol) or a Telnet session. Specifically,
SNMP manageability can be provided via an 802.3 Ethernet
interface. This can provide for configuration changes as well
as providing statistics and error information. Configuration
can also be performed via TELNET or RS-232 interfaces
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with menu driven command interfaces. Configuration infor-
mation can be stored in a segment of flash memory and can
be retained across resets and power oif cycles. Password
protection can also be provided.

In the first two modes of operation, addressing informa-
tion is needed to map from FC addressing to SCSI address-
ing and vice versa. This can be ‘hard’ configuration data, due
to the need for address information to be maintained across
initialization and partial reconfigurations of the Fibre Chan-
nel address space. In an arbitrated loop configuration, user
configured addresses will be needed for AL___PAs in order to
insure that known addresses are provided between loop
reconfigurations.

With respect to addressing, FCP and SCSI 2 systems
employ different methods of addressing target devices.
Additionally, the inclusion of a storage router means that a
method of translating device IDs needs to be implemented.
In addition, the storage router can respond to commands
without passing the commands through to the opposite
interface. This can be implemented to allow all generic FCP
and SCSI commandsvto pass through the storage router to
address attached devices, but allow for configuration and
diagnostics to be performed directly on the storage router
through the FC and SCSI interfaces.

Management commands are those intended to be pro-
cessed by the storage router controller directly. This may
include diagnostic, mode, and log commands as well as
other vendor-specific commands. These commands can be
received and processed by both the FCP and SCSI interfaces,
but are not typically bridged to the opposite interface. These
commands may also have side effects on the operation of the
storage router, and cause other storage router operations to
change or terminate.

A primary method of addressing management commands
though the FCP and SCSI interfaces can be through periph-
eral device type addressing. For example, the storage router
can respond to all operations addressed to logical unit
(LUN) zero as a controller device. Commands that the
storage router will support can include INQUIRY as well as
vendor-specific management commands. These are to be
generally consistent with SCC standard commands.

The SCSI bus is capable of establishing bus connections
between targets. These targets may internally address logical
units. Thus, the prioritized addressing scheme used by SCSI
subsystems can be represented as follows: BUS:TARGET-
:LOGICAL UNIT. The BUS identification is intrinsic in the
configuration, as a SCSI initiator is attached to only one bus.
Target addressing is handled by bus arbitration from infor-
mation provided to the arbitrating device. Target addresses
are assigned to SCSI devices directly, though some means of
configuration, such as a hardware jumper, switch setting, or
device specific software configuration. As such, the SCSI
protocol provides only logical unit addressing within the
Identify message. Bus and target information is implied bythe established connection.

Fibre Channel devices within a fabric are addressed by a
unique port identifier. This identifier is assigned to a port
during certain well-defined states of the FC protocol. Indi-
vidual ports are allowed to arbitrate for a known, user
defined address. If such an address is notprovided, or if
arbitration for a particular user address fails, the port is
assigned a unique address by the FC protocol. This address
is generally not guaranteed to be unique between instances.
Various scenarios exist where the AL-PA of a device will
change, either after power cycle or loop reconfiguration.

The FC protocol also provides a logical unit address field
within command structures to provide addressing to devices
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internal to a port. The FCP_CMD payload specifies an eight
byte LUN field. Subsequent identification of the exchange
between devices is provided by the FQXID (Fully Qualified
Exchange ID).

FC ports can be required to have specific addresses
assigned. Although basic functionality is not dependent on
this, changes in the loop configuration could result in disk
targets changing identifiers with the potential risk of data
corruption or loss. This configuration can be
straightforward, and can consist of providing the device a
loop-unique ID (AL_PA) in the range of “01h” to
Storage routers could be shipped with a default value with
the assumption that most configurations will be using single
storage routers and no other devices requesting the present
ID. This would provide a minimum amount of initial con-
figuration to the system administrator. Altemately, storage
routers could be defaulted to assume any address so that
configurations requiring multiple storage routers on a loop
would not require that the administrator asign a unique ID
to the additional storage routers.

Address translation is needed where commands are issued
in the cases FC Initiator to SCSI Target and SCSI Initiator
to FC Target. Target responses are qualified by the FQXID
and will retain the translation acquired at the beginning of
the exchange. This prevents configuration changes occurring
during the course of execution of a command from causing
data or state information to be inadvertently misdirected.
Configuration can be required in cases of SCSI Initiator to
FC Target, as discovery may not elfectively allow for FCP
targets to consistently be found. This is due to an FC
arbitrated loop supporting addressing of a larger number of
devices than a SCSI bus and the possibility of FC devices
changing their AL-PA due to device insertion or other loopinitialization.

In the direct method, the translation to BUS :TAR-
GET:LUN of the SCSI address information will be direct.
That is, the values represented in the FCP LUN field will
directly map to the values in effect on the SCSI bus. This
provides a clean translation and does not require SCSI bus
discovery. It also allows devices to be dynamically added to
the SCSI bus without modifying the address map. It may not
allow for complete discovery by FCP initiator devices, as
gaps between device addresses may halt the discovery
process. Legacy SCSI device drivers typically halt discovery
on a target device at the first unoccupied LUN, and proceed
to the next target. This would lead to some devices not being
discovered. However, this allows for hot plugged devices
and other changes to the loop addressing.

In the ordered method, ordered translation requires that
the storage router perform discovery on reset, and collapses
the addresses on the SCSI-bus to sequential FCP LUN
values. Thus, the FCP LUN values O-N can represent N+1
SCSI devices, regardless of SCSI address values, in the
order in which they are isolated during the SCSI discovery
process. This would allow the FCP initiator discovery pro-
ccss to identify all mapped SCSI devices without further
configuration. This has the limitation that hot-plugged
devices will not be identified until the next reset cycle. In
this case, the address may also be altered as well.

In addition to addressing, according to the present
invention, the storage router provides configuration and
access controls that cause certain requests from FC Initiators
to be directed to assigned virtual local storage partitioned on
SCSI storage devices. For example, the same request for
LUN 0 (local storage) by two ditferent FC Initiators can be
directed to two separate subsets of storage. The storage
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router can use tables to map, for each initiator, what storage
access is available and what partition is being addremed by
a particular request. In this manner, the storage space
provided by SCSI storage devices can be allocated to FC
initiators to provide virtual local storage as Well as to create
any other desired configuration for secured access.

Although the present invention has been described in
detail, it should be understood that various changes,
substitutions, and alterations can be made hereto without
departing from the spirit and scope of the invention as
defined by the appended claims.

What is claimed is:

1. A data storage gateway capable of interfacing with and
providing connectivity and mapping between a Fiber Chan-
nel and SCSI channel interface, the data storage gateway
comprising:

a virtual storage;
a storage router in communication with and providing

mapping to the virtual storage such that a fiber channel
device remote from the virtual storage can communi-
cate data to and from the virtual storage; and

wherein the storage router is capable of configuring a
SCSI device to contain at least a portion of the virtual
storage.

2. The data storage gateway according to claim 1, further
including a memory work space for the storage router usinga buffer.

3. The data storage gateway according to claim 2 wherein
a Fibre Channel transport medium connects to the storage
router and interfaces with a Fibre Channel controller and
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wherein a SCSI bus transport medium connects to the
storage router and interfaces with a SCSI controller‘

4. A method for providing, through a storage router,
virtu al local storage on remote SCSI storage devices to Fibre
Channel devices, comprising:

interfacing with a Fibre Channel transport medium;
interfacing with a SCSI bus transport medium;
maintaining a configuration for SCSI storage ‘ devices

connected to the SCSI bus transport medium that maps
between Fibre Channel devices and the SCSI storage
devices and that implements access controls for storage
space on the SCSI storage devices; and

allowing access from Fibre Channel initiator devices to
SCSI storage devices using native low level, block
protocol in accordance with the configuration.

5. The method of claim 4, further comprising the step of
providing memory work space for the storage router using a
buffer.

6. The method of claim 5, wherein the Fibre Channel
transport medium connects to and interfaces with a Fibre
Channel controller and wherein said SCSI bus transport
medium connects to and interfaces with a SCSI controller.

7. The method of claim 5, wherein the maintaining step
and the allowing step are performed by a supervisor unit.

8. The method of claim 7, wherein the supervisor unit is
coupled to the Fibre Channel controller, the SCSI controller,
and the buffer.
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