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Emfiam

3y interest in land mobile radio (LMR) began in Europe when, as an

additional duty, I became our unit’s Site Security DICK Subsequent

exercises and real vorid events demonstrated tha need for reliable

intra-base communications, and how easily the communicaticn systems

(public telephone, field phone, and radio) could become saturated with

calls in an emergency.

Hybrid trunked LflR should go a long way to sélving these prcblems.

Although this thesis explores the effects of some increases in loading

on fleets of a cranked system, more research on LMR loads during

exercises would be profitable, of particular interest Would be the

probability distributipns and statistics (described in Chapter V} of

various LMR nets currently in use at Air Force bases during exercises,

In conducting this research I have been helped by many people. In

particular, I would like tn express gratitude to my sponsor,

Mr Gardner, who provided much of the background information about LMR

systems and answered many questions, and to my committee, Maj Prescott,

Ha j Norman, and CPT Shaw. (DPT Shaw deserves special thanks for the

time he spent and advice he gave, both on the queueing aspects of this

thesis, and on good engineering practices in general. I would also

like ta thank my parents who, through example, dgmonstrated the

benefits of academic discipline and self motivation‘ Finally, I would

like to thank the technical people I have knownj and learned from, who

are serving in the United States armed forces around the world.

Thomas C Farrell
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Trunked land mdbile’radio systems, currently being developed by

several companies, allow many groups 9f land mobilg radio (LMR) users

tn share a set of channals dynamically. reducing the total number ofII

channels needed to sfippnrt these groups. These systems also support
/

5fdynamic regroupingfi?’a reassigning individual users to different groups

through 30ftware in the contrailing computer. flybrid trunked systems

(KISS) have the added advantage of being able. in the event of

tontrolling system failure, to default to certain channels, adding a

degree of robustness to the system. HTSs seem to be an answer to many

of the Air Force’s intra~base communications needs. These needs

include the ability to support an ever increasing number of users with

a minimal increase in allocated channels, a very high level of system

reliability under extremely adverse conditions, and an ability to

manage users under a variety of contingencies (base attack, aircraft

crash, etc.) In order to derermiua the number oi channelS a HTS will

require for a specific facility, information about traffic loading. andI
4’

how the system reacts to ity is needed. wwM" ‘ ” » "WW

This paper discusses a computer model of existing LMR networks on

Wright Patterson Air Force Base (VPAFB), and a model of a possible

crunked system for the base. Data was collected from off the air

monitoring of LMR nets, and was used to dntetmine numerical V81u85 for

various parameters. These values were input to the computer models to

determine the time required for a user to obtain a channel while
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tra£fic load and (£0: the trunked model) user grouping were varied to

simulate varicus conditions.

A 5 (1 data, 4 voice) channel HTS was faund to adequately support

W?AFB, eVen with a loss of one repeater and an increase in LMR traffic.

With proper usat grnuping, trunked system yerformance is shown to be

suparior to the existing conventinnal system while using fewer

channels,
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A COMPUTER SIMULATION ANALYSIS OF CONVENTIONAL AND TRUNKED

LAND MOBILE RADIO SYSTEMS AT WRIGHT PATTERSON AIR FORCE BASE

mem

W

Land Mobile Radios {LMRs) (also called "walkie»talkies” or

"brick5") are small, hand held rgdios used by police, fire departments.

and other organizations desiring portable, rapid communications.

Because of the LMR'S decreasing cost and increasing availabllity, many

organizations on Air Force bases now have, or want, their own LMR

network (net). Because of this, the Air Force now faces the problem of

obtaining allocation'of a larger number of channels from the Federal

Communications Commission (FCC) and host nations.

Trunked LMR systems reduce this problem by allowing users to Share

a set of channels dynamically. In one type of Lrunked system, all of

the radios are originally tuned to a digital channel monitored by a

computer ariven central controller, If a user, a fireman for exampleX

wants to talk with his department, he keys the radio, which sends a

digital signal to the central controller. The controller examines the

set of allocated voice channels and. if it finds one not currently in

use, it sends a digital signal to every raélo on the fireman's net

(called "fleet" in trunked systems) rewtuning them to the channel.

When the fireman de~keys his radio all the radios in the fleet re»tune

back to the digital channel, Normally this whole procedure occurs so

PETITIONER‘S EXHIBIT 1017
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quickly the user dcesn’t notice any difference frcm a canventional

system. Bowever, if all of the voice channels are in use, other users

trying to get a channel are queued on a priority basis by the con-

troller.

Trunked systems have several advantages over conventional systems:

1. As mentioned above, the primary advantage is in requiring

fewer channels to Satisfy more users. This is based ofi the observation

that transmiasions usually take place on a ccnvenCional net for only'a

small percentage of time.

2. Individual radios in a trunked system can be reallocated to

different fleets based on programs stored in the cantral controlleri

This has great advantages on an Air Force base, particularly during

cantingencies when individuals are performing different missions,

reporting chains are changed, and same conventional LMR nets would

becoma saturated.

3. Assuming compatibility between Air Force trunked systems,

deployed units can communicate with other units at their new lucation.

For example: national guard units deployed overseas can integrate

their LMR system with that of their best basa.

4. Indiviéual radios can be "turned off" of a system. This is an

advantage in situations such as a hostage scenario where the hostage’s

captured radio can be taken off of the fleets used by the rescue force

and, if desired, assigned to its own fleet for use by the negotiating

team.

Hybrid trunked systems are trunked LMR systems with the added

advantage that, if the central controller goes down, radios automati-
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cally re-tune to preallocated channels. This is vital in the military

environment, where loss of one element of the system shouldn‘t com~

pletely eliminate communications.

The 1842 Electronics Engineering group, Scott AFB. 11 is develop~

ing‘Air Force requirements far the hybrid cranked LMR systems described

above and needs data to determine thé number af channels necessary ta

provide reliable communications in a contingency situation. They would

like to have a computer model developed which wiil simulate a trunked

system and determine its performance characteristics during various

contingencies.

WWW

The objective of this thesis is.t0 design and build a computer

simulation model of a cranked system for a specific Air Force base,

determine appropriate values for input parameters for both day to day

and contingency operations, and use the model to determine the number

of channels needea to provide the base LMR users with a reasonable time

to access a channel.

AW

Qang;§I Mgfifilfi» A computer model of a éonventional LHR system

was built as a baseline fer measuring performance differences between

it and the trunked model, In a conventional system there are two

possibln reasons a user would have to wait for a channel: 1) someone

else on the user's net is already talking, or 2) someone on another net

(sharing the channel) is talking. The computer model measures these

PETITIONER’S EXHIBIT 1017
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conditions for a given load and presents curves of the percent of

transmissions delayed vs. the amount of time they are delayed,

On a trunked system, delays in granting a user a channel can be

due to somebody else talking on the same fleet. al& of the voice

channels being in use, and mechanical flelay in the system'iwbich

includes delay in accessing the controller on the digital channol and

delay in the controller itself). The computer model of the trunked

system assumes a constant mechanical dolay anfl measures the other two

delay conditions for a given load, Like the conVentional model, the

results are plotted as tho percent of transmisaions delayed vs. the

amount of time they are delayed»

Both computer models were built using SLAM II, a FORTRAN based

simulation tool (7zvii). The models were verified by setting the input

parameters to match simple mathematical models and comparing results‘

ggllgggign gfi aggg1 Data was collected from off the air monitor-

ing of nats in use at Hright~Patterson Air Force Basa (WPAFB). The

data was used to determine, for each not, the number of messages per

hour, the mean transmission length, the mean time batween transmissions

(within a message}, and the mean number of transmissions per message.

(Usually a conversation over LMRS consists of several transmissions

making up a message. For example, a dispatcher asks for a police

officer's location, the officer tells him, and the dispatcher responds.

This is considered one message and consistfi of three transnissions:

one by the police officer and two by tho dispatcher.) The data was

also used to verify the legitimacy of the various distributions used in

the computer models.
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Normal Qanfiguzatign Emma. The data collected by off the air

monitoring was put into the computer models and they were set up to

simulate the existing conventional system, and a hypothetical trunked

system, at WPAFB. The models were run for various loads, and for

different numbers of channels in the trunked model. The curves

obtained were then,compared to determine how many channels a trunked

system would need to provide performance comparable to the existing

system‘

antingengx Syng, Various contingencies were also examined.

Contingencies can affect an LMR system in at.least three ways:

1. In certain circumstances, load might increase disproporv

tionately for a few nets (or fleets). For example. an automatic fire

alarm going off in a hospital stateroom might cause increased activity

on the fire net, the hospital net, and the security police net, but

would not affect the load-on other nets at all.

2. On a computer controlled trucked system, fleets might be

reellocated during certain contingencies, Host notably, if the base_is

located in an area that could become a war zone, contingency plans

probably call for reallocating resources (manpower and equipment) from

non—essential functions to areas vital to the base's wartime mission.

3. Certain contingencies might affect the LMR system itself. For

example. a fire in the room housing a repeater would not only increase

traffic load, but might take the repeater off the air.

These situations were examined with the trunked model.
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There appears to be no published data on call inter~arrival dis-

tribution and call length distribution specifically taken from Air

Force LMR nets, The assumption was made that these distributions, in

general, are similar to commercial nets as described in the literature

review. This assumption was checkeé to some extent through off the air

monitoring of WPAFB new (see Chapter V).

In off the air monitoring of QPAFB nets to determine mean call WW“

inter-arrival times and mean call lengths, the statistical fluctuation

over periods of time greater than several days was assumed,to be

negligible. This was necessary due to the time constraints of the

research.

The nature of the LMR users on WPAFB led to an assumption that

traffic intensity is fairly constant throughout the éay, and equal or

heavier (depending on the specific user) during daytime than at night.

This assumption was checked through off the air monitoring {see

Chapter V).

The Air force will require an adjustable 0 tor6 second "drop out“

time for its hybrid trunked systems (16). Drop out time is an inten—

tional delay in releasing a channel after a user do-keys, and allows a

user to complete a transmission if he inadvertently de-keys for a

moment. This is not modelled in the simulation and the effects on the

measured results are assumed to be negligible. (Actually, the simula»

tion models a trunked system with a drop out time set to 0 seconds,

Any other drop out time would require modifying the trunked computer

model.)
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A VAX/VHS computer system owned by the Air Force Inatitute of

Technology (AFIT) was used to run the simulation models, Data was

collected using a Realistic PRO-2004 programmable scanning rece$ver and

recorded on a Realistic VSC—QOOO variable speed cassette tape recorder.

both cwned by the researcher.
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Reeves (8:3) discusses several trunking schemes. One of these,

the simplest in terms of hardware required, includes a repeater for

aach channel and a number of mobile (or portable) radics, assigned to

specific netsi Each radio automatically scans through the channels,

stopping when it finds a.signal indicating a call is about to start on

the channel for that radio's net. A radio making a call finds an idle

channel and sends a signal indicating which net tha radia belongs to

and telling other radies on the net to monitor that channel.

Another technique (8:3) involves connecting a camputar driven

controller to tha repeaters and breadcasting an idle tone on an unused

channei. Each mobila radio Scans the channels until it finds the tone.

When a call is made, the contrullar has the channel’s repeater send a

signal indicating which net is involved. Radios not on that net then

continue scanning until they find the idle tone again, which the

central controllgr has moved to another idle channel.

A third technique discussed by Reeves, and described by Thro

(11:302), usas a computer to contrai the repeaters, as with the system

previously discussed, but uses one of the channels exclusively for

signalling. When radios are idle, they monitor the signalling channel.

When a call is made, the calling radio sends a digital signal to the

central contrnller, indicating which fleet the raaio is an. The

central controller then sends a digital signal OVer the signalling

channel telling each radio in the fleet to tune to an idle chrfihcl,

8
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When the call is over, each radio rehtunes back to the signalling

channel and continues monitoring. This technique gives the system fast

access time and good reliability.

mmmumm

As in the civilian sector. the Air Force faces an increasing

number of LHR users (about 30 nets on one base, tor example) (l;K~2—l)

and a limited number of channels available for their use. In addition,

the Air Force requireo a robust system capable of withstanding harsh

conditions while performing roliably. The ability to inter~not

(transfer a radio from one not or fleet to another) is also highly

desirable, as is the ability to deploy radios from one location to

another and use them with an existing system at the new location; An

Air Force Communications Command {AFGC) technical report (12:7)

examined several conventional and trunked LMR systems based on theae

requirements and concluded a hybrid trunked system would beat meet Air

Force needs.

As explained in the report, the hybrid trunked system operates

like the trunked system with a central controller and dedicated

signalling channel as described above, with the added advantage of

allowing each radio to operate in a conventional modo if the central

controller is disabled.

Air Force specifications for hybrid trunked portable radio

transceivers (15), hybrid trunked mobile transceivers (1&), hybrid

trunked control station transceivers (13), and trunked system central

aontroller equipment (16) are currently being written‘

Page 21 0f155 PETITIONER’S EXHIBIT 1017

~§

g-

L.”



Page 22 of 155

Wfimmmm

Zdunek describes an existing hybrid crooked system built by

notorola Inc. for use in the United States (1?) and a similar proposed

system for use in the United Kingdom {18). Both of these systems can

support between 5 and 20 channels and any of the four highest in

frequency can be used as the data channel. Since the radios automati»

cally scan until they find the data channel, there is protection

against system failure should the data channel's repeater fail: the

controller simply picks another channel and the radios quickly find it.

Each channel consists of two frequencies, one used as an inbound link

from the broadcasting radio to the repeater, and the other used as the

outbound link from the repeater to the radios in the fleet. These are

often referred to as the ”inbound channel“ and "outbound channel” in

the literature, even though both make up the channel.

Motorola's trunked system can operate so either the whole message

is assigned a channel, or each transmission is asoigned a channel,

which may, or may not, be tho same channel used in the last transmis»

sion. Zdunek shows better performance is realized with the transmis—

sion trunked mode (17:195).

The transmission trunked mode is easy to implement, because a

transmission is indicated to the central controller through the push to

talk (PTT) switch on the transmitting radio, A transmission starts

when the radio's user keys the PTT switch and ends when the PTT switch

is de~keyed. A desirable modification to this scheme is to allow a

small amount of ”drop out" time aftor dewkeying. This gives the

broadcasting radio's user a chance to complete a transmisaion if he

10
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inadvertancly de—keys for a mementx The Air Force will require a drop

out time of 0 to 6 seconds (adjustable thraugh the central controller)

(16). On a busy system channels might not always be immediately

available, and this might cause a delay in the middle of a message on a

transmission trunked system, This condition is very undesirable, and

is taken care of with a ”recent user" queue which gives fleets complet~

ing a transmission recently first priority in cbtaining a newly

available channel. The Air Farce will require a quaue allowing recent

users to reméin in it for between 0 and 90 seconds (adjustable through

the central caatroller) and operating on a lasc-in-first—oux discipline

(16}.

In the Motorola system, when the uaer keys the PTT switch on his

radio, the radio senda a 78 bit digital signal to the central con-

troller via the 3600 BPS inbound signalling channel (17:198). The ‘ '

radio coordinates these signals in time with received signals from the

central controller, 30 the 78 bit Signal always begins at the start of

a fixed length time slot (18:14). There is a chance two or more radios

may try to send signals at the same time, and, because these signals

are synchronized in time with the signals caning from the outbound

signalling channel (the scheme is a modification of slotted ALOHA) the

usable capacity of the inbound channel is about 1/(38) # 0.123 of the

total capacity on a fully loaded system (where e is the base of the

natural logarithm) (1?:197). A fully loaded system, in this case, is a

20 channel system with 3000 radios making an average of One call Qach

an hour. On a fully loaded system, taking into account the usable

11
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capacity/total capacity ratio, a total capacity of 34 slots/second is

raquired for the inbound channel (17:197).

When the central controller receives a request for a voice

channel, it checks and, if a channel is available, a digital signal is

sent over the outbound signalling channel telling all of the radios on

the requesting radio’s fleet (including the requesting radio itsolf) to

re«tune to the available channel. In the Hotcrola system, a 3600 BPS

handshaking signal is-sent over the outbouno voice channel until the

requesting radio re-tunes, recognizes the signal, and responds over the

inbound voice channel with an 1800 Hz tone. Both the radio and the

Controller continua to send subaaudible signals over the voice channel

for the duration of the transmission (digital data from the central

controller ano.a constant tone from the radio) (18:14-15). On the

proposed.United Kingdom trunked system, access time, the time betweon

the channel request and achieving the voice channel, is estimated to

take about 660 mseo when a channel is available (18:13). For the Air

Foroe system, a 350 msec access time will be required (16).

When the user finishes a transmission. be fie~keys the PTT switch,

and, after the appropriate drop out interval, his radio re—tunes to the

signalling channel. The other radios on the fleet detect the transmis-

sion is over and also re~tune to the signalling channel. The central

controller detects the transmission is over and assigns the channel to

another user as necessary,

mm

The obvious drawback to trunked systems is that a channel may not

always be available when needed. If nineteen users, from nineteen

12
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different fleets, are using a twenty channel system (nineteen voice

channels and one signalling channel) at a given time, other users will

have to wait to obtain a channel. (When they attempt to make a call,

they are said to be "blocked".) It is important for trunked system

designers to be able to predict, for a specific system with a certain

number of channels, what the probability of this Occurring will be.

Also of interest is the average wait time for a blocked user, and the

wait time cumulative distribution function (GDP).

Another issue is whether users tend to talk longer on trunked

systems than on conventional sharad repeater systema (systems in which

two or more distinct user groups share a common frequency). The

concern is, where users on-a conventional system can hear each other

ané may have a natural channel discipline (short, concise,

transwissions). trunked users, not being able to hear other floats, may

tend to transmit longer (11:305).

Many analyses have been done on these issuES, using at least three

different approaches; evaluation of systems already in operation,

mathematical modelling, and computer simulation.

Davis and filtchell (2:345) point out that in LMR systems the

traffic statistically has large inherent fluctuations. They show the

measurement of mean traffic loads on existing systems can be inaccurate

and an unreliable predictor.

Two General Electric systems in Chicago. one crunked and one

conventional, with shared repeaters. and both supporting commercial

users, were analyzed using automatic recording equipment (8:4). No

significant differences in transmission length were found, However. in

13
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a study presented a year later. Mctorola analyzed two trunked systems

chair own and another company’s, and one of their own conventional

systems, all located in Chicago (4:269). They found significant

differences in transmission lengths between the trunked and canven—

tional systems. The trunked systems’ transmission lengths were

appraximately 50% longer. Motorola use& human manitoring off the air,

They noted the human manitoring provided more conclusive resulta than

earlier studies they canducted with automatic regarding equipmenc,

Many mathematical models based en queueing theory have been

developed to analyze trunked systems. Using the Erlang C model the

probability of blocking can be found (8:2), as can the average-waiting

time for a blocked transmission (4:271). Formulas fur peak loaduand

variation in load have been found based on an observation that in

trunked systems used by businesses, peak hours are not correlated

(5:331).

The third approach to analyzing load on trunking systems. camputer

simulation, ig sometimes advantageous. Most mathematical models deai

with a situation where fleets all baVe identical call inter~arrival and

call length distributions. Haslett and Bonney (3:28) point nut that'

for public service systems (systems whose users include police depart-

ments, fire departments. etc.) this is not usually the case. Since the

number of fleets on a public service system usually isn't much more

than the total number of channels on the system. mathematical models

assuming an infinite number of fleets are, in this case, invalid‘

Haslett and Bonney could find no mathematical model to handla both a

finite number of fleets and unequal leading by the fleets for a system

14
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in which blocked calls are queued rather than lost. so computer

. simulation was used.

Motorola used computer simulation as an aid in developing their

trunked systems (112305). Based on observations of conventional

systems, they characterized message traffic to have a Poisoon arrival

tima with a mean of 1.9 me~sages per mobile per hour, an exponontially

distributed.transmission length with a mean of 2.5 seconds. an exponen»

tially distributed pause between transmissions with a mean of 2

seconds, and a truncated normal distribution of transmissions per call

with a mean of 4.

fl; Philips Research Laboratories, UK, built computer simulation

models comparing sevaral types of trunked systems using a Pascal based

simulation package (10:122). They included the time it takes the

II controliar to provide a channel once it is available, and modelled this
as an exponentially distributed random variable with a given mean (T2)

and distorted to have a given minimum (T1). They modelled a mesaage

II cranked syscem with call length exponentially distributed with a mean

of 20 seconds and distorted to have a minimum of 1 second. They had

new calls generated with a foisson distribution with a mean correspond~

ing to the traffic level (one of their independent variables). They

compared the results of this model with data collected from a real

system and found the model to be accurate for systems of 15 channels

V and less. They present results as curves of number of channels vs.

traffic/channel given various values for T1 and T2, and as curves of

time vs. probability of delay for given values of T1. T2, and number of

’ channels available on the system.

15
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There are two reasons a user may have to wait to make a call on a

conventicnal LMR system. First, other users an the caller’s net may

already be involved in a conversation. Second, Other users an another

net sharing the caller’s channel may be invclved in a conversation. In

practice, the distinction between the two can become fuzzy on some Air

Farce nets, because groups of users sharing the same channel may

sometimes talk between each other as if they were one lazge net, and

ather times act as two or more independent nets. The computer model

measures a single wait time for each call, regardless of the reason £0:

the wait, based on the natal traffic on the channel. In the case where

most of the calls on the channel being modelled are to or frem a single

base station, statistics on the average number of users.making a call

or wishing to make a call at a time can be callected,

The model was designed to simulate up to thirty channels. During

the design of the model, all cf the users sharing a channel were

considered to belong to Qne net, and the model is described in this way

througheut the chapter. The naxt section providea a physical descrip-

tion of the model itself and the section following relates it to the

real world. The final section of the chapter describes a mathematical

verificaticn that indicates the model does indeed appear to work as

expgcted.

16

 

 
PETITIONER’S EXHIBIT 1017



i:-¢.;.x._.-.z.'..;.‘al .14”: , A : . _‘ -. _ ..

Dgfinxiesign Qf Eh: Qamflflfifil flfldfil

ll Bath the computer model of the conventional LMR system and the

computer model of the trunked system were built using the SLAH XI

programming language. SLAM II is a language developed for simulation

and, fur descriptive purposes, uses its own unique set of flow charting

symbols {7:inside front cover}. These symbcls are used in Figure 1.

Figure 1 is a diagram of the canventicnal LMR model. The diagram

shows the madalliug £or a single net and, with the exception of the

node labeied MC, the SLAM code is replicated 30 times in the complete

model. The nets are numbered 1 through 30 in the complete model, and

these numbers are represented by I in Figure 1.Q‘. ~.

Entities are created at a rate that is random With an exponential

distribution. and the time of an entity's creation is assigned to its

I. ATRIB(&). The net number is assigned to the entity‘s ATRIB(1) and. if
h a unit of resource NETI is available, the entity proceeds to an AWAIT

ncde. (If nut, it is terminated.) The entity seizes one unit of

II resource NETI in the AWAIT node, and then values are as5igned to

ATRLB(3), ba$ed on a normal distribution (with a mean Qf MT9MI and

standard deviaticn of SDTMI), and ATRIB(2), which is set equal to

ATRIB(3) and is used later in the model as a counter, The entity then

moves to a second AWAIT node, where the one unit of resource CHANI is

assigned when available. The entity may have to wait in thia node for

» a certain length bf time, and that time is collected, along with the

wait times of the ether entities in that net, and is presented in the

SLAL output under the label WAIT TIME NET 1‘ The entity than preceeds

‘ to the node labeled MC, the only node common to all of the nets in the

17

Page 29 of 155 PETITIONER'S EXHIBIT 1017 ‘



... . . , .
$34-4.» . :— ‘ ‘ .. =..~.D “ ’ ,

Wfidfi.
M......

{2.2“......H..Ehazm......H......i»::.,..:....Fu....x1......1 ~on033*£30:.33“333380493mm,  
m..-....,-__

 
 

1:35}\xu...3.n.ci4:n:5.if...$.33;vii.......é...2:212: ,+(3.3x55.1.151d212:«il...4.]k\\*rl,.sx.\\

W

ts!!!3:!$1.i§.§1:13.32Eli;....ieiiiilxni.w
 

 

9.:3r‘dn~n~£~2z2¥hy3~¥bswhAiiixiisisiiaz},§l3.0fl.9m.:~._xb‘/
 

$11.31!}.
u3u_.0u£wmu~¢h%‘Ii...?#..3.3.2as?axilliw\//.$51!], v.:DII\/

{k

 

urwl.3§..su.n.uh¢:Iku.yaltrlulkoltiwunul»:

 

 

 

 

 

du..8.0.9!.2fiu3~0¢¥1l  

A

:a‘042»wxfl~:30t”w
 

 LA

PETITIONER’S EXHIBIT 1017

18

Page 30 0f155
mammw



“ Inlum‘ndkfiumzl Q». «Lens: 1.“ ‘ .» . . V ' . \.

nodal. In chi: node the wait times for 311 of the entities of the

Iodnl at: collected for prosgntation in the SLAM outyut under the label

TOTAL HAIT TIfiE. The entity then proceeds to tha node labeled MI ana.

from (bore, is delayed by a random gnount of time distributed pronsn»

tially with a nann of 1311. ATRIB£23 is than decremented by 1,0'and,

if ATRIB(2) is grantcr than 0.0, the entity is sent back‘to the node

labeled K! with I random, exponentially distributed, dalay with a.aean

of HTBTI. If ATRIB(2) is less than 0.0 after being degremented, the

entity flows through two nodes, freeing the units of resources CRANK

and NET! held by the entity. The entity is than terminated.

The shell program for this model is presented in Appendix A.

Before running the model, numerical values are Substituted for the

variables in boldface (using a word processor’s 'replacv" £e§tur¢)«

dem

In this ucdel. an entity represents a call on the LMR system. A

call is considered to be gznerated when an LHR use: decides he wants to

connunicatg, regardless cf whether he can begin right away or must wait

for the channel ta bacome free. Calls are generated randomly in time

with an :xponential discributian and a acan rate equal to

A ~ XX(1)*LOADI (i)

where

A - the mean call rate (messages/sec)

LOADI - thc lflld on net I (messages/sec)

XXCI) n 103d constant

19
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(For all equations in this accument, ”*”, when usea, represents multi-

plication.) The mean call rate is calculated independent of the number

of radios available for communications (is: radios of users not

already making a call 0r waiting to make a call) on a net, This is

easy to apply to a real LMR system because LOAD! can be determined from

of£~the«a1r manitoring without knowing how many radius are on the

system, or what each radio‘s individual call rate actually is, (A mare

sophisticated model could scale the-mean call rate by the number of

radios available ta make a call, but, because of the uncertainty of

estimating individual radios' call rates, 1? is doubtful a significant

improvement in results would be obtained.) XX(1), in Eq (1), is unit-

less and can be used between runs to change the load an all of the nets

without changing the 30 LOADI variables.

Each unit of resource NETI represents a radio an net I. Since

each entity seizes one unit, statistics collected on this resource

indicate, on average, how many users on a net are making a call, or

wish to make a call, at a givan tima (assuming calls on the mat £re

only made to or from a base station)‘ Entities created when there are

n9 units of NET: available are destroyed. (?his is most likely on nets

with few radios, under heavy load conditions‘) $0 avoid this, the

number of radios on a net can be set artificially high, (The scatis~

tics collected on NETI would then be invalid, of course).

The number of transmissions in a mesgage is assigned randomly with

a normal distribution. Tha numbar assigned is not an integer, but zhe

counter is decremented by 1.0 and tested as to whether it is greater

than 0.0. The effect of this is to take negative infinity to 1‘0 to be

20
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one transmission/message, 1,0+ to 2,0 to be two transmissiuns/message,

etc, The normal distribution was picked because that is what was used

in a Motorola model (82305). This distributian was checked with off

the air monitoring (see Chapter IV).

CHANI is a rgsource and is used to represent the channel‘ Only

one unit per net exists (because only one call can take 91308 on the

channel at a time) and the amount of time a caller has to wait for this

resource is the primary parameter of interest« The modal collects data

on this wait time for each net and for the entire system. The model

assumes a caller will wait for a message ta be ¢0mp1eted befure

initiating a new message an the net“

Both transmission length and time between transmissions within a

message are taken randomly, with an exponential distribution, in the

model.

mammammg

A simulation model can be tested by adjusting parameters to make

the system one for which a mathematical solution is known, and than

comparing the simulation results against the mathematical results.

The conventional LMR SLAK model was tested by comparing wait times

for a channel with the wait times in the queue af an M/En/l mathemati—

cal model. This model has a random, exponentially distributed, inter~

arrival rate, a single server, and a series of n sarvice stages each of

which takes a randam, exponentially distributed, amount of time to

complete. An entity can not begin to be served until the preceding

entity is completely served.

21
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For verification of the SLAK model, both the mean transaission

time and the mean zinc between transuiasions for all nets are taken as

2.0 saconds and the mean nunbez of transmissions/message is taken as a

with a standard deviation tnken as 0,0 (flaking all messages have

exactly 4 transmissions). In effect, this creates a seven stage server

with a mean service rate cf

3 ~ 1/{2,0*n) * 1/14 {messages/sec) (2)

(6:223), LOADI is set as'D.OOlé messages/second for all nets and XX(1)

is changed for each run. so the inter-arrival rate is

A u O»ODIA*XX(1) (messages/second) (3}

{ram Eq (1). (Infinite radios per net are assumed.) The mean wait

time. in seconds, in che queue of an H/En/l system can be calculated as

“marwk (14>
2n #Ublu)

(9:120), and the utilization factor can be calculated as

p um (a)

(6:18). The SLAX model was run with various values of XX(1) and the

total wait times wcra recorded. Only one run per value of XX(1) was

considered necessary because the total wait time is actually an average

22
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of tha Vlit times for the 30 indapcndontly operating nets. (The code

shown in Appendix A is written to unka 3 indcpendent runs for each

input. For thtso Costa, the cod: was altered appropriutoly.) Th:

nonaurod results var. campared with the mathematically gradictcd

results and close agrnamant was found. These results nre presented in

T:b1a I and Figure 2.

TABLE i .W

?redicted and Hensured Quit Tine: (Conventianal nodei)

xxm msmcmn msmzn

(swarms-i) ‘ (SECONDS)

’ o. o . 

 
 

 
  

  
  
  
  
  

  

  
0.039 326 325

0,078 0.681 0.7526

0_i18 1,066 0.9389
0.15? 1. 1,607
0.196 1. 1.806

0.235 2. 2.382 ~m
0,27& 3, 2.851
0.314 3. 3.861
0.353 a. 0.609
01392 5. 5.255

0.431 6. 6.57?
0.679 7. 7.082 ~
0.510 8. 8.632
0.5h9 9. 9.269

0.588 11.60
6.62? 12.62
0.666 15.1?

0,706 19.58 -
0.765 22.16

0,78A 29.47
0.823 3A.32
O. ‘ .29
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There are two reasons a user may have to wait t0 bagin his call on

a trunked system. First, as in the conventional system, others on the

user’s flaet may already be making a call. Second, all of the channels

on the trunked system may be in use handling traffic from users on

other fleets. Another source=cf delay on the conventional system, the

wait time a user of cne net must endure while a user on another net

sharing the same channsl is making a call, has no equivalent on the

trunked sygtem simply because unrelated users would generally be

assignad to separate flgetsJ The computer trunked system model

measures both the wait time for the fleet to become free and the wait

time for a channel,

Tha next section in this chapter gives a physical description of

the trunked system model and the section after that relates the model

to the real world system. ?he final section of the chaptgr describes a

mathamatical verification of the model whinh indicates the model does

indeed appear to operate as expected.

Wflmmm

Figure 3 shows the flow of entities for each fleet, The trunked

system model was designed to handle up to 30 fleets, so the SLAM code

for Figure 3 is replicated 30 times in the program. The parameter IAin

the figurg is replaced by the fleet number in the program. Entities

are created at a random rate, with an exponential distribution, and

25
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each entity is assigned the time of its creation to its ATRIB(4), An

entity then has its fleet number assigned to ATRIB(1), the fleef’s

priarity t0 ATRIB(6)‘ the fleet's transmission mean time (TMTI) to

ATRIB(7), the fleet's mean time between transmissions (MTBTI) to

ATRIB{8), the fleet’s mean transmissions per message (MTPMI) to

ATRIB(9), and the fleet’a standard deviation of transmi3sions per

message (SDTMI) to ATRIB(10). The Entity is than terminated if no

resources of RAD! are available: 0: Passed to an AWAIT node if at least

one unit of the resgurce is available, The entity seizes one unit of

resource RADI in-che first AWAIT made and moves on to a second AWAIT

node, where it waits until the one unit of resource FLTI becomes

available and seizes it} The entity passes through a COLCT node, where

the time it spent waiting for fLTI is recorded, and then flows into an

assign node, where the value of XX(I) is assigned to ATRIB(5). The

entity then peases to the node labaled MSGC, shown on Figure 4,

Figure A shows the ilow of entities after fleet specific actions

have been performed. Entities from all 30 fleets flow into the node

labeled HSGC, where each entity’s ATRIS(3) is assigned a random number.

based on a normal di$tribution with a mean of the entity‘s ATRIB(9) and

standard deviation of the entity‘5 ATRIB(10). ATRIB(2), which is used

later as a counter, is assigned to equal ATRIB(3). The entity then

flows to the node labeled TRAN and from there flows to either Bl or 82‘

depending on whether the current time in tha model is greater than the

time in tha entity's ATRIB(5) plus RU. In either case. the entgty then

has the current time assigned t0 its ATRIB(5), and flows into an AWAIT

node to wait for a unit of resource CHAN t0 become available. When a

27
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unit of the resourca dues become availabla. the entity flows through

II the node labeled B3 and then to a COLCT node specifically for the

entity's fleet‘ On its way to the COLCT mane. the entity is delayed by

the amount of time HD‘ In the COLCT node, the amount of time the

entity was delayea in the previous AWAIT node plus MD is collected and

the entity flows t0 the node labeled TCD. T60 is another COLCT node

which also collects the amount of time the entity was delayed in the

previous AWAiT noae plus MD. (The éifference between the first and

second COLCT nodes is, of course, the first collects data for a

specific fleet while the second collects it for the entire system.)

1‘ The entity than has its ATRIBC2) and ATRIB(3) compared and. if they are

equal, the total fielay of the entity to that point is collected. The

entity then flows through 84 and is delayed by a random amount of time

‘I with an exponential distribution and a mean equal to the entity's

ATRIB(7). The entity is than pass&d to an ASSIGN mode, where ATRIB(2)

is decremented by one and ATRIBCS) is assigned the current time. The

II entity than passes through a FREE node where the unit of resource CHAN

is released, and‘ if ATRIBfiZ) is greater than 0.0, the entity filows

back to the node labeled TRAN with a random delay which is distributed

exponentially with a mean equal to the entity's ATRIB(8). If ATRIB(2)

is less than or equal to 0.0, the entity flows to an ASSIGN node, where

the global variable used to indicate the time the last transmission on

the entity's fleet ended is set equal to ATRIB(S). The entity Chen

flows through 3 ?EEE node‘ where the unit of the resource FLTI is

released. through an ASSIGN node, where ATRIB(1) is set equal to itself

plus 30 (its original value no longer being needed), and through

29
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anothar FR££ node, whats the unit of resource RAD! {whose associated

file nunber is now equal to ATRIB(I)} is released. The entity is than

terminated.

The shell program for this model is presented in Appendix B. As

with the shell for the conventional model, numerical values are

subscitutad for the variables in boldface before running.

niaanzaign 9f Ihfl flfldfil

Hany parts of the conventional model have counterparts in the

trunked system model, and usually the discussion of these (in Chap»

tar III) also applies here. For exampie, in the stunted system model.

calls are represented by entities. as in the conventional nodal. and,

just as in the conventional model. a call is considered to be generated

when a user first wishes to communicate. The call generation rate is

distributed exponentially with a mean of ‘

A ~ XX(31)*LOADI (6)

where *

lpu the mean call rate (messages/sec)

LOADI - the load on fleet I (messages/sec)

XX(31) - load constant

The global variable XX€31) here plays a role analogous to XX(1) in the

conventional model. It is used to change the load on all of the fleets

without changing the 30 LOAD! variables. The call generation rate is

calculated independent of the number of radios on the fleet.

30
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The resource RADI in the trunked system model plays a role similar

II t0 NETI in the canventional model by representing the radios on fleet

I. As in the conventional model, an entity is destroyed if a unit bf

the resource is mat available,

The transmission length and time between transmissions are

calculatad based on exPonential distributions and the number of

transmissions per message is calculated based on a normal distributinn

in the txunked system medal, just as they are in the conventional

model. On both models, it is assumed a caller will wait for a message

in progress to eonclude before beginning a new message.

I: Some parts of a trunked system have no counterpart in a conven»

ciona1.model‘ Entitias waiting far a channel in the trunked system

model are assigned to one of two queues, depending on how recently the

‘I last transmission on the entity's fleet took place] If the last

transmisaion tank placa less than RU saconds ago, the entity is

assignedch the recent user queue (labeled RUQ in tha model). RU is

ll adjustable in the model. as it is in the real world systam (16). The

recent user quaue is served on a lastnin’first-nut (LIFO) basis. If

the last transmission tack place more than RU secnnds ago, the entity

is assigned to the channel queue (labeled GHQ in the model). This

queue is served on a priority basis, with priority assigned to each

entity based on its fleet. Entities with the same priority are served

M“ on a fir5t~in~first~ouc (FIFO) basis. Entities in the recent user

queue always have priority for a channel over entities in the channel

queue, The ability of emargency calls to preempt other calls on the

1 real world system is nut modelled in the simulation since the use of

31
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this priority should be rare enough that it will not significantly

influence statistical results.

Two types of wait times are recorded in the trunked system model.

The first is the wait to begin a message, due to other people talking

on the caller’s fleet before he even keys the PTT switch, and is

recorded by fleet under the statistic INT DELAY FLT I. After other

users on the caller's fleet are finished, and after he keys the PTT

switch, he must still wait for a free voice channel before beginning

each transmission. This wait time is recorded by fleet under the

statistic FLT I C8 DELAY, and for the system as 3 whole under the

statistic TOTAL CH DELAY. The total wait time to begin the first

transmission of a message is collected for the system as a whole under

the statistic MSG DELAY and can be used for comparison with the

conventional model’s TOTAL WAIT TIHE statistic.

There are CH units of the resource CHAN in the cranked system

model. Each unit represents a voice channel and, of course, the value

of CH is set to equal the number of voice channels being modelled.

The delay in assigning channels in the real word system due to

mechanical éeiays and contention on the digital channel is modelled

with the constant: MD. A constant, rather than a random distribution, """

was picked for this because the mechanical delays are much greater than

the contention delay (18:13), and mechanical delays are not expected to

vary by much from one transmission to the next.

Drop out time. the time the system keeps a channel with a fleet

after a caller releases the PT? switch, is not modelled in the trunked

system model.

32
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Another aspect of the crunked system not modelled is the Air Force

II requirement to automatically release a channel if a PTT switch is

depressed for more than one minute (16). This is used to counter the

possibility of a stuck switch in the real world system, a situation not

simulated in the model. The number of cases in which a transmission in

the model exceads one minute is expected to be rare enough not to

affect results significantly, so the added complexity was not con-

sidered to be worthwhile.

The trunked system model is more difficult to verify mathematical-

ly than the conventional modei because entities in the cranked system

model have to queue for a channel before each transmission’ Figure 5

!LE£?‘

I
I
I
9
3
1
l
i
I
I
I,
,f

 
’Lfifi‘f SO
 

Figure 5. Flow of Entities in The Modified Trunked System Model

shows the path entities take in the cranked system model after fleet

specific activities have been performed. To simplify analysis, only

33
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on: unit of the ch:nncl resourca and . 0.0 second wgic time between

transuissions within A 305543. are used in the verification (and shown

in thc figure). 7, in Figure 5, in the sun of wean intervarrival rates

iron the floats, A is the meta inter-arrival tut: of entities entering

the queue for the channel (note th1s is not ch: sumo A used in Eq (6)),

£113 the mean channel service rate (which is the inverse of the mean

transnissicn zinc), 91 is the probability the transmission in progress

is the last of the aessage. and p2 is the probability it is not.

This system can be analyzed marhauatically if the incer‘arrival

rates of entities are distributed cxponentially far nach-fleet, and the

channel service rate is exponential (6:149). Ihc ascend condition

occurs naturally in the trunked system model, and the first can be made

to occur if eneugh units of resource RAD! are available so entities are

never terminated prematurely and if the progran is nodified by removing

the AUAIT nodes in whiah entities wait for resaurce FLTI.

Of course, the cranked system model no longer simulates a real

vcrld systzn with this modification. The objective here is ta Verify

the prograa works as dgsired‘ If the wodified program produces results

similar to those predicted mathematically. the unacdified program can

be assumed to produce meaningful results.

For the verification tests, LOADI was set ta equal 0‘001h,

transmission mean tine (TfiTI) was set equal to 2.0 seconds, the wean

tine between transmissions (HTETI) wt: set equal to 0.0, the mean

number of transmissions per uessage (HTPHI) was set equal to 4. and the

standard deviation of transmissions per message (SDTMI) vns set equal

34
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Given the value for LOADI, the value of 7, into 0.0, for every fleet.

It is 30 times the results of Eq (6), orFigure 5, can bc calcu1.ted.

Y n 30*XX(31)*LOADI — 3D*0.0014*XX(31)

- 0.0b2*XX(31) (Entities/sec) (7)

where XX(31) is changed for diffarent runs of the nadel, to_chang¢ the

utilization factor. The nuubers listed for HTPHI and SDTRI abave cause

every message to consist of feur transmissions! so

(8)

(9)

and the mean channel service rate is just the inverse of,the transmis-

sion mean time, or

p — 1/TflTI * 1/2.0 — 0,5 (Entities/sec) (10)

The valué far A, in Figure 5, can then be calculated using the equation  A - 7+A*p2 (Entities/sec) (11)

(6:149), From this, the utilization factor for the queue can be

calculated as

P -J\/p (12)

35
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(6:18) and the svornge lcngth of tha queue can be cuiculatad as

L - 93/(1 - p) (Entities) (13)

(9:64). To determine this valua in the computer model. a modification

was made routing all a! aha cntities to the recent user quaue (instead

of letting some entcr the recent use: queue and the rest enter the

channel queue), and the average length of ch: quaue was recorded from

each run's output file.

Three simulation runs were made for each value of the utilization

factor testad. (The random number streams in the SLAH code were not

reset between the three runs for the results reported in this chapter.)

Results ofi the three runs. and the mathemgnital predictions, are

compared in Table~l1 and Figure 6; (The disparsion of resuits for

TAfiLE II

Predicted and Heasured Channel Quaue Length
{Rodified Trunked System nodel)

0 2
0,h
0.6

0.8
1.0
1.2
1.4
116
1.8

2.0
2.2
2.4

QOOQODOOOOCG wuwocooooooo a‘wNCOOOOOéOOUNHOOOOUOODQ WNHOOOOOOOQQ 
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Figure 6. Predicted and Measured Channel Queue Length

(Kodxfied Trunked System Model)

higher utilization factors is due to an increase in variance. and is a

common occurrenca in queueing models.) The close agreement of these

results indicates the model works as expected.

As a further verification. simulation runs were made far different

values of MTPMI. This change: the value: of 91 and p2 in Eqs (3) and

(9), and tests the assumptions about the model upon which Eq (11) 13

based. During these runs, XX(31) was made equal to 1.0 and the other

 
3?
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vari‘bles were left unch:nged fron the earlier test. Results of the

simulttion runs are compared with the mathematicxlly predicted results

in Tabla 111 :nd Figure 7‘ The close agreement of these results is 8

TASLE III

?redicted and Moasursd Channel Queue Length as the Number of
Transmission: £0: Hessage is Varied

(Hodified Trunked System flodel)

1

z;
a

M

LENGTH

A
W
a:
a
54

«H
u
I:

‘83W

O
.9 MTPHI

KEAfl TRANSMISSIONS PER HESSAGE

- Predicted Length
X neasured Length

 
Figure 7, Predicted and Heasured Channel Queue Length as the Number

of Transmissions Per Message is Varied (Modified Trunked
System Model)

further indication 0f the probable accuracy of the simulation medal.

38
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LMR channels in use at WPAFB were monitored, and traffic data was

collected and analyzeo to obtain input values for the computer modelo

Parameters evaluated for each channel were: mean transmission length,

mean time between transmissions, the number of transmissions per

message, and the number of messages per hour during each channel’s busy

hour.

Another parameter checked was whether the channel contained any

traffic at all. Some channels were either unused during normal

conditions, or were so lightly loaded that no messages were detected.

It should be emphasized the goal of this phase of the research was

simply to obtain eatimates accurate enough to model the base's normal

LMR traffic. Although the amount of time Spent monitoring each channel

was short (due to research time constraints), the sensitivity of the

computer models to input variance was checked (see Chapter VI) and

found to be reasonably small.

WMQWM

Channels were monitored using a Realistic PRO«2000 receiver

located about half a mile from the base. Although in some instances

only a single party of a message could be heard (generally the base

station), transmissions from mobiles located at the far end of the base

(about 5 miles from the receiver) were often heard clearly. The

limited range of portable and mobile radios dictates that, unless an

LMR net operates over a very limited area or uses a repeater, calls on

39
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the net must go through the base station. Since base stations could be

heard on all of the channels monitored in which traffic was detected,

the number of undetected messages must have been small,

A listing of LMR users and channel frequencies was obtained from

the WPAFB Sage Reception Plan (1:K*2v1 to K—2'3). According t0 this

document, three cf the nets used repeaters. (Traffic was detected on

nnly one of these.) Although the plan lists frequencies far these

. channels, the repeater’s transmission and reception frequencies are not

cleariy ifientified. Therefore to monitor each channel, the receiver

was set n? he scan through all of the channel’s frequencies. Other

nets, using single frequency channels, were monitored by keeping the

receiver locked an the channel’s frequency.

Channels were monitored fer approximately an heur at.a time and

recorded an a cassette tape recorder specially fiesigned to play back at

variable speads. In order to preperly measure lengths of time while

the tape recorder was in the variable speed mode, a one minute

calibration signal was recorded at the beginning of each tape.

HQHLLQKLBKL Bhfiifi 1

Monitoring was divided into two phases. The purpose of the first

phase was to learn enough about each channel to carry out the second

phase. Specific objectives of Phase I were to:

1. Determine which channels carry enough traffic, during normal

operations, to consider in the computer models.

2. Determine, roughly, the time of day each channel carries the

most traffic.

40
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3. Determine how much traffic each channel carries during its

busy time, and, from this, decide how long each channel should be

monitored during Phase II.

Monitoring was done from 1200 to 2400 hours during weekdays

(Monday through Thursday). Traffic on each channel was recorded for

two or three time periods during the day. A mechanical tape counter

was set to 000 at the beginning of each tape and the number of messages

to 700 on the tape counter (3107.5 seconds) were noted. (700 was

picked merely for convenience. It was necessary to measure for a time

period consistent between channels, and, due to the length of the

cassette tapes, a period slightly less than one hour was desired.)

Results are shown in Table IV.

Of the 19 channels monitored, no traffic at all was detected on

10. 5 channels were found to have traffic heavy enough that, during

Phase II, only three days of monitoring would be necessary to obtain

sufficient data. The remaining 4 channels were found to carry light

traffic and would be monitored for six or seven days during Phase II.

The nature of the users of the LMR channels on WPAFB leads to an

assumption that traffic intensity is probably fairly constant through~

out the day, and equal or heavier (depending on the specific user)

during daytime than at night. This tends to be confirmed by the data

collected during Phase I. Therefore, during Phase II, channels were

monitored from 1100 to 1900 hours.

WWII

During the second phase of monitoring, data on each channel was

collected and analyzed for use in the computer models. Each channel

él
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TABLE IV

>l. Number of Messages Noted During Various Times of the Day
(Measured During Weekdays For 310?.5 Seconds of the Hour)
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was monitored for about one hour a day at the same time each day. The

 

. mmcscaz 

cm ”/2733 A34  
 
 

E5"Ill

Security Police, Motorpool, Special Dispatch/POL/Base Operations, and

both af the Civi} Engineering channels were monitored for three days

each, the Mobility channel was monitored for six days, and the

Fire/Crash, Air Termina}, and Base Supply & Distribution C channels

were monitored for seven days each. As during Phase I, channels were

£2
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only monitored during weekdays (Monday through Thursday). During this

phase, so little traffic was detected on the Mobility and Air Terminal

channels they were not included in the camputer models for analysis of

normal operations.

After monitoring and recording the channels, the tapes were played

back twice; once at high spged (about twice the recording speed) to

count the number of messages and the number of transmissions per

massage, and than at slow speed (about 0.8 times the recording speed)

when the length of each transmifision and the time between each trans~

mission (within a message) was measured with a stop watch. The

measured times were then corrected far the difference between the

recording and playback speeds. The time between each transmission was

measured only when both sides of the conversation were detected.

W

The means and standard deviations of transmission length and time

between transmisaion for each channel are shown in Table V. In an

exponentially distributed sample, the mean will equal the standard

deviation. Since the means are fairly close to the standard devia»

tions, these parameters ar& adequately modelled with exponential

distributions,

ch means and standard deviations of the number of transmissions

per message for each channel are shown in Table VI. Histograms showing

frequencies of transmissions per message for each Channel are presented

in Appendix C. Although it is difficult to detect a specific distribu~

tion from which these values could be drawn, testing of the models

indicates the standard deviation is not a3 critical as the mean and,

a3
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TABLE V

fieasured Characteristics of Transmission Length and Time Between
Transmissions (Within a Message)

TX LENGTH TIME BTWN TX

(seconds) (seconds)

m ST W _ ST W    
 
 

 

SECURITY POLICE

MOTOR?OOL 
 

 BASE SUPPLY & DIST, C 
 

 
 
 
 
 

FIRE/CRASH

CIVIL ENGINEERS CH 1

CIVIL ENGINEERS CH 2

 S?ECIAL DISPATCfi/POL/
BASE OPERATIONS

therefore, the specific sample distribution used is‘prebably not too

critical, as long as the mean is chosen accurately. Normal distri~

butions are used in the models.

The channel loading to be used in the camputer models are Shawn 1“

Table VII (raunded to the nearest whole number of messages per hour)‘

To determine these numbers, the number of messages notad betwaen 000

and 700 on the tape counter (310?.5 seconds) for aach tape was recorded

and the number of messages per hour was calculated. With one excep*

tion, the worst case (highest loading) far each channel was ghosen. On

the Fire/Crash channel, on one day 23.17 messages per hour were noted

while the next highest value was only 8.109 messages per hour. Since,

on other days, the numbers of messages per hour noted for this channel

a4
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TABLE VI

Heasured Characteristics of the Number 9f Transmissions Pet Message

TRANSMISSIONS/HESSAGE
3.

SECURITY POLICE

MOTORPOOL

BASE SU?PLY & DIST. c

FIRE/CRASH

CIVIL ENGINEERS CH 1

CIVIL ENGINEERS CH 2

SPECIAL DISPATCH/POL/
, BASE OPERATIONS

 
TABLE VII ‘

Channel Load Used in the Computer Models to Simulate Normal Conditions

MESSAGES/HOUR

SECURITY PDLICE

MOTORPOOL

BASE SU9PLY & 813T. C

FIRE/CRASH

CIVIL ENGINEERS CH 1

CIVIL ENGINEERS CH 2

SPECIAL DISPATCH/POL/
BASE OPERATIONS 
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were even less, the 8.109 value was chosen as being representative.

(One cancingency scenario discussed in Chapter VII deals with an

increase in traffic on this channel.)

46
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This chapter reports on results of computer run$ designed to

explore characteristics of the existing conventional LMR system and a

hypothetical trunked system at VPAFB, during normal day to day ooera»

tions. (Contingency operations are examined in the next chapter.)

The main characteristic explored in this chapter is the wait time

to begin a massage. Wait times for both the conventional system, and

for trunked systems with different numbers of available voice channels,

are measured and compared while parameters of the model are varied.

Also explored is the effect of the recent user's queue on wait times

for a channel.

All runs were 58 hours long (simulation time)‘ For each set of

input parameters, three runs were made. Unless otherwise noted, the

results of the three runs were averaged to give the results reported in

this chapter.

mommmm

Most of the inputs to both the conventional and trunked models for

this series of runs were derived from the data evaluated and reported

on in Chapter V. Only the seven most active nets were considered, as

the rest do not have enough traffic to seriously affect the results of

the models during normal operations, Fleet priorities for the trunked

model were set (somewhat arbitrarily) so emergency services were

highest (Priority 2), flightline and essential base services were next

47
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(Prioxity 3), and other users were lowest (Priority 4)“ (Priority 1

was not used.) Fleet and net inputs are summarized in Table VIII. In

TABLE VIII

Fleet and Net Inputs Used in the Computer Simulation Models

to Compara the Conventional and Trunked Systems

mm

WW&DISI.C

mm

mm ('31

mwmmzs {32

mmm
m MOE

 
the trunkod model mechanical delay of the system, MD, was set to 0.350

seconds (the worst case delay allowed in the Air Force specifications)

(16), tho time allowed in the recent user's queue, RU, wag set to 5

seconds, and the number of voice channels, CH, was varied. XX(1) in

the conventional model and XX(31) in the trunked model were varied to

vary the load of all £he channels proportionally.

Runs were made using the conventional model, and the trunked model

with CH set from 1 to 7 channels (any more than 7 would necessarily

give similar results since only seven fleets were used), Load was

varied from 0.75 to 3.00 times the measured load for WPAFB (in incre»

ments of 0.25).

A8
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Sample SLAM outputs from the conventional and trunked models are

shown in Appendices D and E. For these runs, only the average wait

time to begin a message for the whole systam was measured (labeled

TOTAL UAIT TIME in the conventional model and MSG DELAY in the trunked

model). These are shown in the histograms presented in the outputs

whore percentage is shown across the horizontal axis while seconds

delay is shown down the vertical axis. The ”C” curve represents tho

cumulative peroentaga of callers who have obtained a channel by the

time shown on tho vertical axis. To summarize this data for each run

the following values wore recorded:

1. The percentage of calls completed immediately in the conven-

tional modal and within the first second in the trunked model. (This

is a fair comparison since, due to MD, no calls can be immediately

completed in the trunked model.)

2. The time the "C” curve reached 802. (Due to round off orror

when the histogram was made, this is not exactly when 80% of the

callers have obtained a channel‘ It is, howevex, close, and consistent

for all of the runs, This also applies for 3 and 4, below.)

3. The tima the "C“ curve reaohed 90%.

4. The time the ”6” curve reached 981.

The results are shown in Figures 8‘11.

WQW

For this series of runs, fleets on the trunked system were made

identical to nets on the conventional system, with each fleet ex—

periencing the same load as its corresponding net, and without any

division of fleets into sub-fleets. Under these conditions, the wait

49
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Figure 9, Wait Time Until 80% of Callers Obtain : Channel
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Figure 10, Hui: Tine Until 90! of Callers Obtain a Channel -
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time to begin a message cannot be any better for the trunked system

than for the conventional system. Wait time on the conventional system

is dictated solely by the time a user must wait for someone else on his

'net to conclude a message. The trunked system user must wait for this

(which will be about the same, given the same number of nears aod same

loading on the fleet as on the net) and than wait for a free voice

channel.

As shown in Figures 8-11f for the loads examined on the trunked

system, there is not a lot of difference in wait time between a 7

Channel and a a channel system, Also, for light loading} wait times on

2 and‘B channel systems are comparable to the 7 channel system. This

indicates that, under light loading, the delay 1% beginning a message

is primarily due to other users on the caller’s fleet. As load

increases, the delay due to channels not being available becomes more

significant.

Figures 9—11 Show that, as with almost every queueing system, the

wait times in the conventional and trunked syatems approach infinity as

the Load increases to an asymptote (6:99). For 1, 2, and 3 channel

trunked systems, the asymptote is determined primarily by the number of

channels. For trunked systems with more channels, it appears to be

determined primarily by loading within the fleets. Of course, the wait

time to obtain a channel in these systems becomes unacceptable long

before approaching infinity, but the curves can be kept lower, for

higher loads, by moving the asymptote as far to the right as possible.

It can be seen that increasing the number of channels in a system past

a certain point ?rovides no improvement in performance, unless

5a
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something is also done to decrease the loading within fleets, such as

dividing fleets into sub~f1eets (described below).

Except for ED, the wait time for the 7 channel model should be

about the same as far the conventional model; The difference due to MD

can be seen in Figures 8—11 to inarease as load increases. To confirm

this delay was due to MD, the trunked model was run with 7 voice

channals, MD set equal t9 zero, and leads sec to 1 and 3 times the load

measured at wPAFB, Results are comparedr in Table IX, with the

TABLE IX

Comparison Of 7 Channel/7 fleet Trunked Kodel (With MD Set To 0)
and the Corresponding Conventibnal Model

XX(1) a 1 IN CONVENTIONAL MODEL CONVEN»
XX(31) “ 1 IN TRUNKED MODEL TIOflAL

MODEL

2 CALLS COMPLETEE IMMEDIATELY IN CGNVENTIGNAL
fiODEL AND AFTER 1 SEC IN TRUNKED MODEL

TIME WHEN 90% OF CALLERS OBTAINED A CHANNEL

TIME WHEN 98% OF CALLERS OBTAINED A CHANNEL

 

XX(1) n 3 IN CONVENTIONAL MODEL CONVEN-
XX(31) W 3 IN TRUNKEB MODEL TIONAL

MODEL

1 CALLS COMPLETED IMMEDIATELY IN CONVENTIONAL
KODEL AND AFTER 1 SEC IN TRUNKED MODEL

TIME WHEN 80% OF CALLERS OBTAINED A CHANNEL
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conventional madel results. In this table, results of each of the

three runs per set of input parameters are presented separately

(instead 0f being averagea like the other results presented in this

chapter) to indicate the variability of results in the simulations.

MW

As digcussed above, the user of a trunked system must still wait

far other users on his fleet to finish before he can begin his message,

and, therefore, if the fleets on a trunked system are ccnfigured

identically to a conventional system, the wait tima of the trunked

system must be slightly warsa (although, of course, fewer channels are

needed). Trunked system performance can be dramatically improved by

dividing fileets into sub~fleecg, creating, essentially, more fleets

with less loading an each. (For this analysis, sub-fleets ara con-

sidered tn be independent of each other: there are no fleet—wide calls

to several sub-fleets.)

UanrCunately from the View of analysis, it is unlikely a base’s

LMRrugers will be divided intc sub»fleets based on wait time perfor-

mafice (unless, of course, performance of a desirad configuration

becomes unacceptable, farcing the LMR manager to reconfigure the

system). Mara likely will be a ingical division of fleets based on

users’ functions, personnel available to man base stations, etc” For

this reason. the trunked model was not set to simulate a particular

situation, but was instead used to examine the overall wait times of

several extreme cases of sub~fleet configuration.

In one series of runs, the original 7 fleets were divided into 30

independent fleets/subvfleets, each with a load (when XX(31) a l ) of
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about 8 messages/hour. (For example, the original Security Police

II fleet with 69 messages/hour was divided into 6 sub—fleets with 8

messages/hour each. All other characteristics of the sub~f1eets were

kept the same as in the ariginal fleet.) Althcugh it might be expected

that, at some point, the increased delay in obtaining a channel in a

system with many subafleets would overcome the decrease in delay due to

other users on the cub flaet, this did not occur, for the loads

measured, on the 30 fleet/sub—fleet system, except for the 1 channel

XX{31) w 1 ca 2. in which the system became unstabte (calls came in

too frequently for the system to handle).

if Two other series 0f runs were made, One of these examined the

division of the busiest fleet of the original configuration (the

Security 9o1ice fleet) intn two equally loaded sub~fleats, while the

II other examined the division of the lightest flee: (the Fire/Crash

fleet) into two equally loaded subnfleets‘ With XX<31) set equal to 2,

the configuration with the divided Fire/Crash fleet shoved slightly

II worse performance than the original configuration. For that case, the

increase in delay in nbtaining a channel did offset the imprcvement due

to fewer users on the subwfleet. For all three series of runs, MD was

set equal to 0.350 seconds and RU was set equal to 5 seconds.

The amount of time it took 982 of the callers to obtain a channel

in each of the three cases examined, are shown in Table X for both one

~ and two times the measured load at WPAFB. Runs were not made for

systems with certain numbels of channels if runs made with fewer

channels gave results similar to the system with the maximum number of

. channels“ For example. both the A channel and the 30 channel 30 fleet
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TABLE X

Comparisen of the Effects of Division Into Sub-fleets of the Original
Seven Fleet Trunked System

(Time For 982 of Callers to Obtain a Channel)

XX(1) n 1 IN CONVENTIONAL MODEL CONVENTIONAL SYSTEM: 24 SEC
XX(31) - 1 IN TRUXKED NOBEL

30 8 FLEET SYSTEK 8 FLEET SYSTEM

FLEET SECURITY POLICE FIRE/CRASH
SYSTEM FLEET DIVIDED FLEET DIVIDED

INTO 2 SUfi-FLEETS INTO 2 SUBvFLEETS

(SEC) (SECONDS) (SECONDfi)

mmmmbwww
w 0

XX(1) w 2 IN CONVENTIONAL MODEL CONVENTIONAL SYSTEM: é8.3 SEC
XX(31) w 2 IN TRUNKED MODEL

NUMBER OF 7 30 8 FLEET SYSTEM 8 FLEET SYSTEM

CHANXELS FLEET FLEET SECURITY POLICE FIRE/CRASH
SYSTEM SYSTEM FLEET DIVIDED FLEET DIVIDED

INTO 2 SUB-FLEETS INTO 2 SUB—FLEETS

(SEC) (SEC) (SECONDS) (SECONDS)

WNwU‘fi‘wwH
V; O
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systems with XX(31) - 1 took 3 seconds (on average) for 982 of the

callers to obtain a channel, 50 30 fleet systems with 5~29 channels

were not tested. Results of the original seven fleet system and the

canVentional system are also shown for comparison. These numberg ara

the overall wait times for all of the fleets in each system. 0f

coursa, in the two configurations where only one fleet was dividgd, all

0f the impravament took place in the divided fleet only.

W

The effect of prioritization on the overall wait time to begin a

message in the trunked model was investigated by running the model with

all fleet priorities set to the same value, and comparing results ta

results of runs with priorities set as in Table ViII. For bath sets of

runs, MD was set equal to 0.350 seconds, RU was set equal to 3 seconds,

and other input parameters were set as in Table VIII. A 2 channel

system was tested because, at XX(31) w 2 , measurabla delay due to

channel contention (when prioritization should be significant) occurs.

Rasults are presented in Table XI! Since they indicate no

significant change in averall wait time between the two configurations.

the resulta reported should be valid regardless of the prioritization

scheme. Of course, although the overall wait time is unaffected by

prioritization, the wait times for each individual fleet can be

expected to be affected significantly, with high priority users

obtaining channels quickly at the expense of lower priority users.

(This is the reascn for building prioritization into the trunked

system.)
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TABLE XI

  Comparison Between a Prioritized Trunked System and 3 Similar System
With Flam: Priorities Set to the Same Value 

 
 

 
 
 

 

 
 
 

PRIOR-
ITIZED
SYSTEM

21 CALLS COMPLETED WITHIN 1 SECOND 76.7 .

TIME WHEN 80% CALLERS OBTAINEQ CRANEEL (SEC)

TIMifi WHEfi 90% CALLERS OBTAiNED CHANNEL (SEC) 10.7

TIME WHEN 98% CALLERS OBTAINED CHANNEL (SEC)

“(31) ~ 2 PRIOR« EQUAL
ITIZED PRIORITY
SYSTEI’I SYSTEM

1 CALLS COMPLETED WITHIN 1 SECOND 4-3.5 142.6

TIME WHEN 80% CALLERS OBTAINED CflANNEL (SEC)

TIME WHEN 90% CALLERS' OBTAINED CHANNEL (SEC) 39.7

figflfiigizixx

These series cf runs were done to see how much error might result

 EQUAL
PRIORITY

SYSTEM

XX(31) - 1

 

 
 

 

 

 
 
  
 
 
 

 
 
 

 

  
  

 

 

 
 

  

 
 

 
  
 
 if inputg to the computer models, for (me £1291: or net, were off by a 
  certain amounn. BQCause results reported on earlier in the chapter

 
 

indicate a A channel trunked system would be adequate for WPAFB, this

 
 

model was tested, along with the conventional model, All inputs were

 

 

the same as in Table VIII. except for the one under test. M1) was set

equal to 0.350 seconds and RU was set equal to 5 seconds, 

 
 

The Security Police Fleet was chosen for investigation because, as

the busiest; fleet in the modela, it would probably tend to» influence 
  
 

the overall wait time for a channel the most. Mean transmission
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length. mean messages per hour, mean transmissions per message, and tne

standard deviation of transmissions per message, fur the Security

Palice fieet, were all varied and results are shown in Tables XII-XV.

TABLE XII

Effects of a Change in Mean Transmission Length of the Security
Police Fleet on the Conventional and a Channel Trunked Models

(Time For 981 cf Callers to Obtain a Channel)

% CHANGE FROM CONVENTIONAL MODEL TRUNKED MQDEL

ORIGINAL VALUE MSG DELAY MSG DELAY

2110 SEC 25 7 SEC

 

  
TRANSMISSION

LENGTH

2‘332 SEC
  
 

 2.624 
 
 

23.7

 2.915 27.3

3.207 29.0 
  3.h98 3G,?

TABLE.XIII

Effects of a Change in Mean MeasageS/Hour of the Security
Palice Fleet on the Conventional and a Channel Trunked Models

(Time For 98% of Callers to Obtain a Channel)

MESSAGES/HOUR X CHANGE FROM CONVENTIONAL MODEL TRUNKED MODEL
ORIGINAL VALUE MSG DELAY MSG DELAY

~20 Z 21 7 SEC 2% 3 SEC  
23.3
 
  
 

 

25.7

  2h.0 27.3 

25,0
 
 

29,3

 
 

27.3 31,0
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TABLE XIV

Effects of a Change in Mean Transmissions/Message of the Security
?olice Fleet on the Cunventional and 4 Channel Trunked Models

(Time For 982 of Callers to Dbtain a Channel)

' TRANSMISSIONS Z CfiANGE FROM CONVENTIONAL MODEL TRUNKED MODEL
PER MESSAGE . ORIGINAL VALUE fiSG DELAY MSG DELAY

3.152 -20 X 20.? SEC 24.0 SEC    
25.7
 
 27,
 
 

 3

29.3
 
 31.
  

0

TABLE XV

Effects of a Change in Standard Deviation of Transmissions/Massage of
the Security Police Fleet an the ConVentional and 4 Channel Trunked

Models (Time For 98% of Callers to Obtain a Channel)

STANDARD DEV Z CHANGE FROE CONVENTIONAL MODEL TRUNKED MODEL
0? TX/MSG ORIGINAL VALUE MSG DELAY' MSG DELAY

1.&29 ~20 23.7 SEC

 
 

 
 
 

 

 
 22,7 

 
 

 

26.0

24.0 
 

 
2¢.3

A comparison of the results indicates that changes in message delay are

similar for the two models. Therefore, even if the inputs to the

models were off for one fleet (if the Security Police parameters were
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measured during a busier week than normal, for example), relative

comparisons between the models would still be valid. Change in the

standard deviation of transmissions per message had very little effect

on the wait time, confirming the statement made in Chapter V that the

standard deviation is not as critiCal as the mean.

99.2mm:

In the proposed Air Force HTS, the amount of time o user remains

in the recent user queue will be adjustable between 0 and 90 seconds

(16). This is modelled as RU in the computer model and, in the series

of runs reported on in this section, this parameter was adjusted in an

attempt to find an optimum value.

The purpose of the recent user queue is to allow a message" once

begun, to continue, as much as possible, without interruption by giving

users who have initiated a message first priority in obtaining a

channel for subsequent transmissions. As the value of EU is increased,

there should be less delay in obtaining a channel for all transmissions

except for the first one of each message, until a point is reached

where little further improvement takes place. (Some delay in obtaining

a channel will still exist, because users who have initiated a message

must still contend with each other.) If RU were set too high, the

first transmission of a message, coming from a fileet that just

concluded a message, could be placed into the recent user queue. An

optimum RU can, therefore, be found by increasing the parameter while

looking at the wait time to obtain channels for transmissions other

than the first one in each message, and picking the minimum RU that

minimizes the wait time.
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To do this, the trunked model its nodifiad to record the wait time

for a channel fur trtnsuissions other than the first one in each

message (to tha noArcs: tenth of a secand). A significant delay dug to

channel contention was nacessaxy to obtain Insults, so a 2 channel

system with XX{31) - 2;25 was usmd. HD was set equal to 0.350

seconds and all othar input parametera were set as in Table VIII.

Results are shown in Figure 12. 5 seconds appears to be than optim

value for RU,

3"

m2
5oWU
anV)V

(Seconds)

 
Figure 12. Delay in Obtaining a Channel For Transmissions Other Than

the First On: in a Kessage as a Function of Parameter RU
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9221351311

This chapter reports on several runs made with the trunked model

to simulate various contingencies. Since the number of possible

contingency scenarios an Air Force base may become involved in is

unlimited, the possible combinations of inputs for computer simulations

are endless. Nevertheless, a relatively small number of runs tend to

characterize the system well enough to generalize about the number of

channels needed to handle a wide variety of possible contingency

conditions, In this chapter two types of runs are made, one where the

load on a single fleet, and two fleets, is increased disproportionate

to the other fleets on the system, and one where one and two new sub—

fleets are created and added to an existing system. {The baseline,

“normally loaded” system, is one with inputs as shown in Table VIII

(Chapter VI).]

WMLMLEQWMW

Thin series of runs measured the delay in obtaining a channel, at

the beginning of a message, for trunked systems wlth different numbers

of channels, Two fleets, Security Police and Fire/Crash, were

examined. Load was increased for each fleet individually and for both

fleets together.

Those two fleets were picked primarily because a wide variety of

contingency scenarios can cause their loads to increase. Security

 
?olice become involved in everything from civil demonstrations to

wartime base attacks. Increased load on this fleet could be a result
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of increased activitj, or a result of more users, as personnel frcm

ether base services are incorporated as Security Police augmentees

during a base contingency; The Fire/Crash fleet would Show increaseé

activity during several situations, such as an aircraft accident or

building fire (actually whenever the building’s alarm goes off, whether

it turns cut to be an actual fire or not). For a number of scenarios,

both the Security Police and the Fire/Crash fleet users would be

involved and both fleets would shew increased activity. For exampke,

Security Police might redirect traffic around a large fire, or cordon

off, and guard, an area around an off*base aircraft crash“

Another reasmn for yicking the Security Police and Fire/Crash

fleets for examination is they represent extremes in loading. As Shawn

in Table VIII, the Sesurity Police fleet is the most loaded on WPAFB,

while the Firg/Crash fleet is the lightest. Results common to tests of

both fleets can, therefore, ganerally be assumed to apply for similar

tests on other fleets.

F0: these runs all inputs to the model were as in Table VIII,

excapt for the 103d of the fleet or fleets under examination, MD was

set equal to 01350 secondg and RU was get equal to 5 seconds.

Results of an increased load on the Security Police fleet are

shown in Table XVI. The load of the fleet was picked to be 0,0217

messages/second because that value allowed about 502 of the users on

the fleet to enter the channel queue immediately. (No other user from

their fleet was already on the system.) This selection was, of course,

somewhat arbitrary. At some loading, the LMR manager would have to

divide the Security Police fleet into subwfleets. The 0.0217 mes~
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TABLE XVI

Results af an Increased Lcad on the Security Police Fleet

CHANNELS CALLERS PLACED IN 902 CALLERS 901 CALLERS

IN SYSTEM QUEUE IMMEDIATELY PLACED IN QUEUE OBTAIN CHANNEL
(PERCENT) (SECONDS) (SECONDS) 

sages/second value was picked fior these tests because a worst case

laading on the fleet. before it would be broken into sub-fleets, was

desired.

Results of an increased load on the Fire/Crash fleet are shown in

Table XVII. The load af 0.0331 messages/second was picked for tha same

TABLE XVII

Results of an Increased Load on the Fire/Crash Fleet

FIRE/CRASH FLEET WITH 0.0331 “SSS/SEC TOTAL MSG DELAY

CHANNELS CALLERS PLACED IN 90% CALLERS 902 CALLERS

IN SYSTEM QUEUE IMMEDIATELY PLACED IN QUEUE OBTAIN CHANNEL
(PERCENT) (SECONDS) (SECONDS) 
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reasons 0.0217 messages/second wag picked for the Security Paiice

fleet.

Results of increased loads on both the Security Police and

Fire/Crash fleets are shown in Table XVIII.

TABLE XVIII

Results of an Increased Load on the Security Police
and Fire/Crash Fleets
 

53,: mm mm 11.02171'83/533 W5mm (1,le MKS/SK;

  
 

MW mama! 9mm
WWW mmm mmm mmw
 <anx£> (mama) (gnaw)

a4,3 a5.o 39,3 '
w #35 w}
n ma 3L3
”a ma an
38.7 149.7 32
w $2 $3 

In all three of these cases, as shown in the tables, no sig—

nificant improvament in delay occurred in systems with more than three

channels. Most of tha delay occurred on the fleet or fleets with

increased load, and the overall delay increased from a system with all

inputs as in Table VIII. (For Example, in a a channel trunked system

with inputs as in Table VIII the average time for 902 of the callers to

obtain a channel was found to be 9.3 seconds.) It should also be noted

in all three tables that the values listed for the fleet or fleets

under test are the percentage of callers who immediately gntezgg the

ghggng; gggue, and the time for 90% of the callers to gnggx £h§ ghgnggi

flugna. Not included in those numbers is the amount of time the callers

spent waiting for the channel.
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As discussed above. if the load on a certain fleet becomes too

great, the LMR manager can break it into new sub«£leets. A logical

division, in the case where a specific situation causes the increased

load, Would be to divide users dealing with the specific situation into

one sub~fleet, while othet usars from the original fleet were put into

another sub«fleet.

For these runs, the Sacurity Police and Fire/Crash fleets are

considered. In the first set of runs the Security Police fleet was

divided into two sub—fleats, one with a load of 0.0136 messages/second

(as in Table VIII) simulating the sub~fleet of the Security Pnlice

dealing_with normal day-to‘day activities. and the other with a load of

0.0217 messages/second (picked for reasons stated in the previous

section) simulating the subwfleat cf Security ?olice dealing with the

contingency. Similarly, in the second set of runs the Fire/Crash fleet

was divided into two sub-fleets with loads of 0.0022 messages/second

and 0.0331 messages/second, and, in the third sat of runs, both the

Security Felice and Fire/Crash fleets were divided into sub-fleets.

Results of these runs are shown in Tables XIX»XXI. The average delays

in obtaining a channel for 7 fleet systems (with inputs as listed in

Table VIII) are shown in Tables XIXUXXI for comparison.

The tables Show, for all three cases, no significant improvement

resulted by increasing the number of channels beyond three. Since,

under normal conditions, the Security Police fleet is the most heavily

loaded and the Fire/Crash fleet is the least heavily loaded, the

similar results 0f these tests indicate results of breaking any fleet
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TABLE XIX

Overall Message Delay on the Trunked System With an Extra Security
9olice Fleet Added, Compared With the Normal 7 ?leet System

(Time For 902 Of Callers to Obtain a Channel)

CHANNELS IN SYSTEM OVERALL MSG DELAY

(SECONDS)

22.
18.
18.

18.
17,
18
19

 
 

 

7 FLEET SYSTEM

(SECGNDS)   
  

wwuww
 

  
   

TABLE XX

Overall Message Delay on the Trunked System With an Extra,
Pita/Crash Fleet Added, Compared With tha Narmal 7 Fleet System

(Time For 90: of Callers to Obtain a Channel)

CHANNELS IN SYSTEM OVERALL MSG DELAY 7 FLEET SYSTEM

(SECONDS) (SECONDS)

23 
  P

-f

into two sub—fleets would be similar. Furthermore, these results are

probably similar to the results of a model in which a fleet, with

loading too light to be measured in normal situations, suddenly

increased its load in response to a contingency (for example: a

situatian where the Explosive Ordinance Disposal unit had :0 use its
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TABLE XXI

I' Overall Message Delay on the Trunked System With Extra Security Police
and Fire/Crash Fleets Added, Compared With the Normal 7 Fleet System

(Time For 90% of Callers to Obtain a Channel)

CHANNELS IN gYSTEM OVERALL MSG DELAY 7 FLEET SYSTEM

.- (SECONDS) (SECONDS)

2

3
A

5
6
7
8
9

 
LMRS), Finally. these results are probably similar to the results of.a

model in which a new fleet is created out of users from several

II different fleets, a case which might occur when a situation required

intervcommunication among separate groups}

Failgre g: Eaggg Q: Eng Tgunfigd Sygtem

Both the computer driven central controller and the repeaters

could affect service throughout a trunked system if they failed. In a

hybrid trunked system, a failure of the central controller would causa

the root of the system to revert to a conventional mode of operation,

The number of channels required to operate the 4.;tem in this mode, on

WFAFB‘ will be discussed in Chapter VIII.

If a repeater failed, on a trunkad system. a voice channel would

be lost (the data channel would automatically switch if the repeater

supporting that channel went down) and the performance would be

identical to the performance of a fulIy functioning system with one
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less voice channel. (For example, users of a fcur voice channel

system, with one broken repeater, would experience the same wait time

to obtain a channel as users on a three channel system.) The results

reparted on in this document, comparing systems with different numbers

of voice channels, will be valid for a system with lost voice channels,

as long as the number of functioning voice channels is camsidered.
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The results reported in this document indicate, for W?AFB under

measured load conditions, a 3 voice channel trunked system would Show

only slight improvement over a 2 channel system; and no improvement

over a 3 channel system would be seen in systoms with moxa channelsv

Similar rasults were also seen with the selectiva increases in load

reported in Chapter VII. However, in the case where the load of every

LMR fleet on base were tripled, the 2 channel system would be totally

inadequate, and the 3 channel system would not show as good.results as

4, or more, channels.

Regardless of the number of channels aVailable on-the system, the

crooked model indicated an improvement in access time could be achieved

through a realignment of LMR users (dividing fleets into sub~fleets).

With the proper use of sub~fleets, trunkod systems with Z or more

channels showed better access time than the conventional system at

WPAFB‘

In Chapter VI, the optimum setting for the time in the recent user

queue was examined and found to be 5 seconds for wPAFB.

A A voice channel trunked LMR system should be able to support

WPAFB. 4 channels will be able to support the contingencies discussed

and will be able to handle at least three times the measured load. If

a repeater is lost, the 3 functioning voice channels will still

adequately support the base.
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A realignment of fleets in a trunked systom is a relatively simple

operation (compared to adding channels) and can probably best handle

problems of channel access by individual fleets due to temporary

increases in load (such as during contingencies). Of course, the

ability of users to intercommunicate as desired wili also be a factor

in realignment.

A trunked system should be better able to support W?AFB, while

using fewer channels, than the existing conventional system. with a

good alignment of users into sub~£leetsw a.trunked system-will have

better access timg than a corresponding conventional systam. This will

be more dramatic during high load conditions, such as contingencies,

since access time delay in the conventional system, caused by users on

the some net competing for the channel, is.reduced in the trunked

system when subwfleets ara used, (A trunked system can still function

without excessive delay even when a single channel on a conventional

system would be saturated.)

If a hybrid trunked system's central controller fails, the system

reverts to conventional operation. Since traffic was only measured on

nine nets at WPA?B (with fire having such light traffic data could not

be collected), no more than nine conventional channels should be

necessary under normal load conditions. (Other LMR users could share

channels with the busy users, for the duration of the central con—

troller failure.) Since only one of those nine nets used a repeater,

one possible configuration for a conventiona} mode of operation would

be to take the 10 frequencies of a A voice channel system (two for oach
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voice channel and two for the data channel), turn off all but one of

the repeaters, and use the 9 resulting channels.

Collection of data on LMR nets, via monituring, at other Air Force

bases, could be flame to check whether the results obtained for WPAFB

can be generalized, Collection of data during base exercises would

alsn be valufible, since this data could then be used with the trunked

made} to more accurately simulate contingency conditions. Most United

States Air Force bases in Europe, anfi many in the continental United

States, regularly exercise realistic contingency scenarios.

As the first hybrid trunked systems ars installed an baaes,

performance data should be collected and cnmpared_with-the computer

model's predicted results. Assuming the model is accurate, propoSed

configurations and changes in trunked systems can be simulated, and

adjusted, before implementation‘
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3

; ATRIB(1)-NET NUMBER
; ATRIB(2)*TRANSMISSIONS LEFT IN MESSAGE

; ATRIB{3)~TRANSMISSIONS IN MESSAGE
: ATRIB(4)-TIfiE TRANSMISSION STARTED
3

; XX(1) IS TEE LOAD FACTOR
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1NTLC,XX(1)~1;

NETWORK:

; EACH CHANNEL Is ASSIGNED A RESOURCE

RESOURCE/CHAN1(1),1;
RESOURCE/CHAN2(1),2;
RESOURCE/CHAN3(1),3;
RESOURCE/nHAN4(1),a;
RESOURCE/CHANS(1),S;

RESOURCE/CHAN6(1),6;
RESOURCE/CHAN7(1),7;

RESOURCE/CHAN8(1),8;
RESOURCE/CHAN9(1),9;
RESOURCE/CHAN10(1),13;
RESOURCE/CHAN11(1),11;
RESOURCE/CHAN12(1),12;
RESOURCE/CHAN13(1),13;

RESOURCE/CHAN14(1),14;
RESOURCE/CHAN15(1),15;
RESOURCE/CHAN16(1),16;
RESOURCE/CHAN17(1),17;

RESOURCE/CHAN18(1),18;
RESOURCE/CHAN19(1),19;
RESOURCE/CHAN20(1),20;

RESOURCE/CHAN21(1),21;

RESOURCE/CHAN22(1),22;

RESOURCE/CHAN23(1),23;
RESOURCE/CHAN24(1),24;
RESOURCE/CHAN25(1),25;

RESOURCE/CHAN26(1),26;
RESOURCE/CHAN27(1),27;

RESOURCE/CHAN28(1),28;
RESOURCE/CHAN29(1),29;
RESOURCE/CHAN30(1),30;

; EACH RADIO IS A UNIT OF RESOURCE

RESOURCE/NET1(#1),31;
RESOURCE/NET2(#2),32;
RESOURCE/NET3(#3),33;
RESOURCE/NETA(#A),34;

RESOURCE/HETS(#5),35;

RESOURCE/NET6(#6),36;
RESGURCE/NET7(#7),37;

RESOURCE/NET8(;3),38;
RESOURCE/NETQ(§9),39;
RESOURCE/NET10(§10),AO;
RESOURCE/NET11(#11),41;
RESOURCE/NET12(#12),42;
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RESOURCE/NET13(§13),a3;
ansouacz/NET1A(:14),Aa;

RESOURCE/NET15(}IS)*éS;
RESOURCE/HET15(;16),45;

RESOURCE/NET17(§17),47;

RESOURCE/nET18(§13),aa;
RESOURCE/Nawl9(;19),49;
RESOURCE/EET20(#20),5G;

RESOURCE/NET21(421),51;
RESOURCE/NETQ2(§22),52;
RESOURCE/NET23(#23),53;
RESOURCE/NET24(}24),34;
RESOURCE/NET25(#25),55;

RESOURCE/NET2$(#26),56;
RESOURCE/N3m27(527),57;
RESOURCE/NET28(#28>,5B;
RESOURCE/NET29ff29),SQ;
RESOURCE/NET3E(#30),60;

; EREATE ENTITIES FOR THE.NET AND ASSIGN NET # ATRIBUTE-I

CREATE,EXPON(1/XX(1)/1D%Dl),.4;
ASSIGN,ATRIB(1)-l,l;

; KILL CALL IF RADIO IS NGT AVAILABLE

AGT,,NNRSC{NET1).EQ.O,KILL;
ACT;

; SfiIZE A RADIO

AWA1T(31),NET1/l;

; ASSIGN er MESSAGE CHARACTERISTIC

ASSIGN,ATRIB(3)WRNORM(HTPHI,SDTHI).

ATRIB{2)%ATRIB(3);

THIS NDDE IS THE QUEUE OF ENTITIES WAITING TO FLOW
THROUGH THE SYSTEMv4v:w:..-

AHAIT(1),cuAng/1;

; COLLECT THE TIME EACH ENTITY HAD TO WAIT

GOLCT,INT(4).WAIT TIME NET 1;

' THE ENTITY GOES TO THE MAIN COLLECTION NODE WHERE THE

; TOTAL WAIT TIME FOR ALL THE ENTTTIES IN THE SYSTEM
; RECORDED

ACT,,,MC;
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M1

)
1

a..--.u-

SOON;

' THE ENTITY IS DELAYED FOR A TRANSMISSION TIME

ACT,EXPON(TKTI);

THE TRANSMISSION/MESSAGE COUNTER IS DECREMENTED

ASSIGN,ATRIB(2)~ATRIB(2)«1.0.1;

I? THERE ARE MORE TRANSMISSIONS IN THE MESSAGE THE
ENTITY IS DELAYED BY A TIME BETWEEN TRANSMISSIONS

AGT,EXPON(HTBT1),ATRIB(2).GT.0.0,M1;

IF THE MESSAGE IS OVER TEE ENTITY FREES THE CHANNEL
AND RADIO aND RETURNS TO ITS POPULATION QUEUE

ACT;

FREE,CHAN1/1;
FREE,NET1/l;
TERM;

THE PROCESS IS REPEATED FOR THE OTHER CHANNELS

CREATE,EXPON(l/XX(1)/LOAD2),,4;
ASSICN,ATR13(1)~2,1;

ACT,,NNRSC(NET2).EQ.O,KILL;
ACT;

AwAIT(32),NET2/1;
ASSIGN,ATRIB(3)=RNORH(HTPH2,SDTHZ),

ATRIB(2)«ATR13(3);
AWAIT(2),CHAN2/l;
COLCT,INT(4),WAIT TIME NET 2;

ACT,,,MC;

M2 SOON;

ACT,EXPON(THT2);
ASSIGN,ATRIB(2)wATRIB(2)‘1.0,1;

ACT,EXPON(KTBT2),ATRIB(2).GT.010,M2;
ACT;

FREE,CHAN2/1;

FREE,NET2/l;
TERM;

CREATE,EXPON(1/XX(1)/LOAD3),,4;
ASSIGN,ATRIB(1)~3,1:

ACT,,NNRSC(NET3).EQ.O,KILL;
ACT;

AWAIT<33),NET3/1;
ASSICN,ATRIB{3)NRNORM(HTYH3,SDTH3),
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ATRIB{2)-ATRIB(3);

AUAIT(3),CHAN3/1;
concw,1wr<a),waw TIME NET 3;

ACT,,,MC;

SOON;
ACT,EXPDN(THT3);

ASSIGN,ATRIB(2)~ATRIB(2)—1,0,1;
ACT,EXPON(KTBT3),ATRIB(2).GT,0.0,M3;
ACT;

FREE,CHAN3/1;

FREE,NET3/l;
TERM;

CREATE,EXPON(l/XX(1)/LOAba),,a;
ASSIGN,ATRIB(1)-4,1;

ACT,,NRRSC(NETA),EQ,U,XILL;
ACT;

AWAET£3A),NET4/l;
ASSIGN,ATRIB(3)wRNDRM(HTPflA,SDTHa),

\ATRIB(2)~ATRIB(3);
AVAIT(#),GHAN4/1;
COLCT,INT(A),WAIT TIME NET 4;

AC? 1 ’ :MC;

GOON;
ACT,EXP0N(TKT4);

ASSIGN,ATRIB(2)-ATRIB(2)»l.0,1;

ACT,EX?ON{HTBT&),ATRIB(2).CT.0.0,M4;
ACT;

FREE,CEAN4/1;

FREX,N£T4/l;
TERM;

CREATE,EX?ON(i/XX(l)/LDAD5),,4;
ASSIGN,ATRIB(1)~5,1;

ACT,,NNRscgNETS).EQ.o,KILL;
ACT;

AWAITQ35)3NETS/l;
ASSIGN,ATRIB(3)~RNORM(HHTM53SDTH5),

ATRIB(2)-ATRIB(3);
AWAIT(S),CHAN5/1;
COLCT,INT(4),WAIT TIME NET 5;

ACT,,,MC;

BOON;

ACT,EXPON(TMT5);
ASSIGN,ATRIB(2)—ATRIB(2)~1.0,1;

ACT,EXFON(HTBT5),ATRIB(2).GT.O‘O,MS;
ACT;

FREE,CHAN5/1;

FREE,NET5/1;
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TERM;

CREATE.EXPON(l/XX(1)/LOAD6),,é;
ASSIGN,ATRIB(l)-6,1;

ACT,.NNRSCCNETS).EQ.0.K1LL;
ACT;

AWAI?(36),NET6/1;
ASSIGN,ATRIB(3)*RNORM(MTPH6,SDTKG),

ATRIB(2)~ATRIB(3):

AWAIT(6),CEAN6/1:
COLCT,INT(4),WAIT TIHE NET 6;

AGT,,,MC;

GDON;

ACT,EXPON(TKT6);
ASSIGN,ATRIB(2)-ATRIB(2)»1.0,1;

ACT,EXPON(HTBT6),ATRIB(2),GT,0.0,M6;
ACT;

FREE,CHAN6/i;
FREE,NET6/l:
TERM;

CREATE,EXPQNgl/XX(1)/LOAD7).,4;
ASSIGN,ATRIB(1)~7,1;

ACT,,NNRSG(NET7).EQ.D,KILL;
ACi;

AWAITC37),NET7/1:
ASSIGN.ATRIB(3)~RNORM(KTPM7,SDTH?),

ATRIB(2)~ATRIB(3);

AWAIT(7),CHAN7/1;
COLCT,INT(4),WAIT TIME NET 7;

ACT,,,MC;

GOON;
ACT,EXPON(IHT?);

ASSIGN,ATRIB(2)*ATRIB(2)~1.0,1;

ACT,EXPON(HTBT7),ATRIB(2),GT.0,0,MY;
ACT;

FREE,CHAN7/1;
FREE,NET7/l;
TERM;

CREATE,£XPON(1/XX(1)/LOADS),,a;
ASSIGN,ATRIB(1)~8,1;

ACT,,NNRSC(NET8).EQ.O,KILL;
ACT;

AWAIT(38),NET8/1;
ASSIGN,ATRIB(3)-RNORM(HTPHS,SDTHS),

ATRIB(2)~ATRIB(3);

AWAIT(8),CHAN8/1;
COLCT,INT(A),WAIT TIME NET 8;

ACT,,,MC;
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M10

SOON;

ACT,EXPON(THT8);

ASSIGN,ATRIB(2)-ATRIB(2)«1.0,1;
ACT,EXPON(HTBT8),ATRIB(2).GT,0.0,M8;
ACT;

FREE,CHAN8/l;

FREE,NE$8/1;
TERM;

CREATE,EXPON(1/XX(1)/LOADQ),,4;
ASSIGN,ATRIB(i)w9,1;

ACT,,NNRSC(NET9).EQ.0,KILL;
ACT;

AwAIT(39),NET9/1;
ASSIGN,ATRIB(3)-RNORM(HTPH9,SDTKQ),

ATRIB(2)~ATRIB(3);

AWA1T(9),CHAN9/1;
COLCT,INT(&),WAIT TIME NET 9;

ACT,,,MC;

GOON;

ACT,EXPON(THT9);
ASSIGN,ATRIB(2)-ATRIB(2)w1.0,1;

ACT,EX?ON(HTBT9),ATRIB(2).GT.0.G,M9;
ACT;

FREE,CEAN9/1;
FREE,NET9/1;
TERM;

CREATE,EXPON(1/XX(l)/LOAD10),,4;
ASSIGN,ATRIB(1)~10,1;

ACT,,NNRSC(NET10).EQ.O,KILL;
ACT;

AWAIT(40),NETlO/1;
ASSIGN,ATRIB(3)nRNORM(HTPH10,SDTKlO),

ATRIB(2)-ATRIB(3);
AWAIT(10),CHAN10/1;
COLCT,INT(4),WAIT TIME NET 10;

ACT,,,MC;

GOON;

ACT,EX?ON(THTIO);

ASSIGN‘ATRIB(2)~ATRIB(2)~1.0,1;
ACT,EXPON(HTBT10),ATRIB(2).GT.0.0,M10;
ACT;

FREE,CHAN10/l;
FREE,NET10/l;
TERM;

CREATE,EX?ON(1/XX(1)/LOAD11),,A;
ASSIGN,ATRIB(1)*11,1;
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ACT,,NNRSC(NET11).EQ.O,KILL:
ACT;

AWAIT(41),EETll/1;
ASSIGN,ATRIB(3)-RNORM(8TPH11,SDTHll),

ATRIB(2)vATRIB(3);
AWAIT(11),CHAN11/1;
COLCT,INT(4),WAIT TIME NET 11;

ACT,.,MC;

SOON;

ACT,EXPON(THT11);

ASSIGN,ATRIB(2)*ATRIB(2)v1.0,1;

ACT,EX?ON(HTBT11),ATRIB(2).GT.O.fi,M11;
ACT;

FREE,CHAN11/1;
FREE,NET11/1;
TERM; '

CREATE,EXBON(1/XX(1)/LOADL2),.b;
ASSEGN5ATRIB(1)»12,1;

ACT,,NNRSC(NET12)§EQ;O,KILL;
AfiT;‘

AWA:T(42),NEle/1;
ASSXGNjATRIE(3)~RNORM(HTPH12,SDTHIQ),

ATRIB(2)~A?RIB(3);

AWAIT(123,6HANl2/1;

COLCT,INT<4),waT TIME NET 12;
ACT,,,MC;

GOON;

ACT,EXPON(THT12);
ASSIGN,ATRIB(2)—ATRIB(2)—1.0,1;

AGT,EXPON(HTBT12),ATRIB(2).GT~0.0,M12;
ACT;

FREE,CHAN12/1;
FREE,NET12/1;
TERM;

CREATE,EXPON(1/XX(l)/LOAD13),,4;
ASSIGN,ATRIB(1)»13,1;

ACT,,NNRSC(NET13).EQ.O,KILL;
ACT;

AWAIT(43),NET13/1;
ASSIGN.ATRIB(3)«RNORM(3TPH13,SDTHIS),

ATRIB(2)~ATRIB(3);

awAXT(13),CHAN13/l;
COLCT,INT(A),WAIT TIME NET 13;

ACT,,,MC;

SOON;

ACT,EXPON(TNT13)§

ASSIGN,ATRIB(2)mATRIB(2)~l.0,1Z
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M15

M15

ACT,EXPDN(HTBT13),ATR§B(2),GT.0.0,M13:
ACT;

FREE,CHAN13/l;
FREE,NET13/1;
TERM;

CREATE,EX?ON(1/XK(1)/LOAD14),,4;
ASSIGN,ATRIB(1)~14,1;

ACT,,NNRSC(NET14).EQ.O,KILL;
ACT;

AWAIT(AA),NET14/1;
ASSIGN,ATRIB(3)nRN0RM(HTPH1é,SDTM1&)I

ATRIB(2)~ATRIB(3);

AWAIT(14).CHANlé/1;
COLCT,INT(A),WAIT TIME NET 15;

ACT,,,MC;

SOON;

ACT,EXPON(TMT14) ;
ASSIGN,ATRIB(2)~ATRIB(23~1.0,1;

ACT,EXPON(KTBTI&)?ATRIB(2).GTl0.0,fi14;
ACT;

FREE,CHAN1&/1;
FREE,NET14/1;
TERM;

CREATE,EXPOh(1/XX(1)/LOADIS),,4:
ASSIGN,ATRIB(1)*15,1;

ACT,,NNRSG(NET15).EQ.O,KILL;
ACT;

AWAIT(45),NET15/l;
ASSIGN,ATRIB(3)mRNORM(HTPH15.SDTHlS),

ATRIB(2)«ATRIB(3);

AWAIT(15),CBAN15/1;
COLCT,INT(4),WAIT TIME NET 15;

ACT,,,MC;

SOON;

AGT.EXPON(THT15);
ASSIGN,ATRIB(2)%ATRIB(2)-1.0,1;

ACT,EXPON(XTBT15),ATRIB(2).CT.0.0,M15;
ACT;

FREE,CHAN13/1;
FREE,NET15/l;
TERM;

CREATE,EXPON(1/XX(1)/LDAD}6),,4;
ASSIGN.ATRIB(1)~16,1;

ACT,.NNRSC(NET16),EQ.O,KILL;
ACT;

AWAIT(46),NET16/l;
ASSIGN,ATRIB(3)WRNORM(£T?H16,SDTMIS),
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ATRIB(2)MATRIB(3);

AVAIT(16),CHAN16/l;

COLCT,INT(Q),WAIT TIME NET 16;
ACT,,,MC;

M16 SOON;

ACT,EXPON(TXT16);
ASSIGN,ATRIE(2)—ATREB(2)‘1.0,1;

ACT,EXPON(HTBT16),ATRIB(2).GT.0.Q,M16:
ACT;

FREE,CHAN16/1;
FREE,NET16;
TERM;

CREATE,EXPON(1/XX(1)/LOADI7),,4;
ASSIGN,ATRIB(1)~17.1;

ACT,,NNRSC(NET17).EQ.0,KILL;
ACT;

AWAIT§57),RET17/l;

ASSICN,ATRIB(3)~RNORE(HTPH17,SDTH17),
ATRIB{2}-ATRIB(3);

AWAIT(17),CHAN1?/l;

COLCT,INT(A),WAIT TIME NET 17;
ACT,.,MC;

M17 GQON;
ACT,EX?ON(THT17);

ASSIGN,ATRIB(2)-ATRIB(2)~1.0,1;

ACT,EXPON(HT8T17),ATRIB(2).CT.O‘O,H17;
ACT;

FREE,CHANl7/1;

fREE,NET17/1;
TERM;

CREATE,EXPON(l/XX(1)/LOAD18),,a;
ASSIGN,ATRIB(1)*18,1;

ACT,.NNRSC(NET18).EQ.O,KILL;
ACT;

AVAIT(48),N£T18/1;
ASSIGN,ATRIB(3)MRNORM(HEY318,SDTXIS),

ATRIB(2)—ATRIB(3);
AWAIT<18),CHAN18/l;
COLCT,INT(4),WAIT TIME NET 18:

ACT,,,MC;

M18 GOON;

ACT.EXPON(THT18);

ASSIGN,ATRIB(2)-ATRIB(2)'1.0,1;

ACT,EXPON(HTBT18),ATRIB(2).GT.0.0,H18;
ACT;

FREE,CHAN18/1;
FREE.NET18/1;

85

Page 97 0f155 PETITIONER‘S EXHIBIT 1017

 



319

M20

TEflH;

CREATE,EX?0N(l/XX(1)/LOAD19),,4;
ASSIGN,ATRIB(1)-19,1;

ACT,,NNRSC(NET19).EQ.0,KILL;
ACT;

AVAIT(A9),NET19/1;
ASSIGN,A?RIB(3)~RNORM(HEYN19,SDTHIQ),

ATRIB(2)-ATRIB(3);

AVAIT(19),CHAN19/l;
COLCT,INT(4),WAIT TIME NET 19;

ACT,.,MC;

SOON;

ACT,EXPON(T!T19);

ASSIGN.ATRIB(2)*ATRIB{2)-1.0,1;

ACT,EXPDN(HTBT19),AYRIB(2).GT.0.0,ML9;
ACT;

FREE,CHAN19/1;
FREE,NET19/1;
TERM;

CREATE,EXPON(1/XX(1)/LDAD20),,4;
ASSIGN.ATRIB(1)-2o,1;

ACT,,NNRSC(NET20).EQ.O,KILL;
Aflf:

AWAIT(SO),NET20/1;
ASSIGN,ATRIB(3>-Rnoan(uxra20,sornzo),

ATRIB{2)»ATRIB(3);

AWAIT<20),CHAN20/1;
COLCT,INT(4),WAIT TIME NET 20:

AC?,,,MC;

GOON;

ACT,EXPON(THT20);
ASSIGN,ATRIB(2)uATRIB(2)-1,0,l;

ACT,EXPON(HTBT20),ATRIB(2))GT.0.0,M20;
ACT;

FREE,CHAN20/l;
FREE,NET20/l;
TERM;

CREATE,EXPDN(1/XX(1)/LOAD21),,4;
ASSIGN,ATRIB(1)~21.1;

ACT,,NNRSC(NET21).EQ.O,KILL;
ACT:

AUAIT(51),NET21/l;

ASSIGN,ATRIB(3)~RNORM(HTP321,SDTMZI),
ATRIB(2)~ATRIB(3);

AWAIT(21),CHAN21/l;
COLCT,INT(4),wAIT TIME NET 21;

ACT,,,MC;
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M21

£22

M23

1»

SOON;

ACT,EXPO§(THT21);
ASSIGN,ATRIB(2)~ATRIB(2)«1.0,1;

ACT,EXPQN(HTETZI),ATRIB(2).CT.0.0,M21;
ACT;

FRfiE,CBAN21/1;
FREE,NETZl/1;
TERM;

CREATE,EXPON(1/XX(1)/LOAD22),,4;
ASS:GN,ATRIB(1)~22,1;

ACT,,NNRSC(NET22).EQ.0,KILL;
ACT:

AWAIT(52),NET22/1;

ASSXGN,ATRIB(3)~RNORM(HTYH22,SDTH22).
ATRIB(2)—ATRIB(3);

AHA:T(22),CHAN22/1;
COLCT,INT(&),WAIT TIME NET 22;

ACT,,,fiC:

GOON;

ACT,EX?ON(THT22);
ASSIGN,ATRIB(2)wATRIB(2)«1.0,1;

ACT,EXPON(HTBTZ2),ATRIB(2).G$.D.0.H22;
ACT;

FREE,CHAN22/1;

FREE,NET22/1;
TERM;

CREATE,EXPON(1/XX(1)/LOA923),,4;
ASSICN,ATRIB(1)~23,1;

AGT,,NNRSC(NET23).EQ.O.KILL;
ACT;

AWAIT(53),NET23/1;
ASSIGN,ATRIB(3)~RNORM(HTPH23,SDTHZB),

ATRiB(2)wATRIB{3);

AwA1T(23),CHAN23/1;

COLCT,INT(4>,waT TIME new 23;
ACT,,,MC;

GOON;

ACT,EXPON(THT23);
ASSICN,ATRIB(2)-ATRIB(2)~1.D,1;

ACT,EXPON(HTBTZB),ATRIB(2).GT.0.0,H23;
ACT;

FREE,CHAN23/l;

FREE,NET23/1;
TERM;

CREATE,EXPON(1/XX(1)/LOAD2&),.fi;
ASSIGN,ATRIB(1)~24,1;
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ACT,,NNRSC(NET2A).EQ.G,KILL;
ACT;

AWAIT£5b),NET24/1;
ASSIGN,ATRIB(3)wRNORM(HTPHZQ,SDTfiZé),

ATRIB(2)—ATRIB(3);

AWAIT<24),CHAN24/l;
COLCT,INT(4),WAIT TIME NET 24;

AST,,,MC;

M2fi GOON;

ACT,EXPON{THT24);

ASSiGN,ATRIB(2)-ATRIB(2}~1.0,l;
ACT,EXPON{HTBT2&),ATRIB(2).GT.0.0,M2&;
ACT;

FREE,CHAN2&/1;
FREE,NET2§/1;
TERK;

CREATE,EXPON(1/XX(1)/L0A925),.4;
ASSIGN,ATRIB(1)~25,1;

ACT,,NNRSC(NET25).EQ.O,KILL;
ACT;

AWAITiSS),NET25/1;
ASSIGN,ATRIB(3)-RNORM(XTPH25,SBTH25),

ATRIB<2>~ATRIE(3);
AWAIT(25),CHA§25/l;
COLCT,INT(4).WAIT TIME NET 25;

ACT,,,MC;

M25 SOON;

£CT,EXPON(THT25);
ASSIGN,ATRIBC2)-ATRIB(2)~110,1;

ACT,EXPON(HTBT25),ATRIB(2).GT.0.0,H25;
ACT;

FREE,CHAN25/1;
FREE,§ET23/1;
TERM;

CREATE,EX?ON(1/XX(1)/LOAD26),,4;
ASSIGN§ATRIB(1)~26;1;

ACT.,NNRSC(NET26).EQ.O,KILL;
ACT;

AWAIT(56),NET26/l;
ASSIGN,ATRIB(3)aRNORM(HXP826,SDIH26),

ATRIB(2)-ATRIB(3);
AWAIT(26),CHAN26/1;
COLCT,ENT(6),WAIT TIflE NET 26;

ACT,,,MC;

M26 GOON;

ACT,EXPON(THT26);
ASSIGN,ATRIB(2)¢ATRIB(2)-1.0,1;
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ACT,EKPON(HTBT26),ATRIB(2).GT.0.0,N26;
ACT;

FREE,CHAN26/1;
FREE,NET26/1;
TERH;

CREATE,EXPON(1/XX(1)/LOADQY),,4;
ASSIGN,ATRIB(1)~27,1;

ACT,,NNRSC{NET27).EQ.O,KILL;
ACT;

AWAIT(57),NET27/l;
ASSIGN,ATRIB(3)~RNORM(HT?H27,SDTHZ?).

ATRIB(2)-ATRIB(3);

AWAITC27),CHAN27/1;
coLCT,1NT(4),wAIT TIME NET 27;

ACT,,,MC;

SOON;

ACT,EXPON(TNTZ?);
ASSIGN,ATRIB(2)»ATRIE(2)«1,0,1;

ACT,EXPON{HTBT27),ATRIB(2).GT.D.0.MZ7;
ACT:

FREE,CHAN27/1;
FREE,NET27/1;
TERM;

CREATE,EXPON(1/XX(1)/LOA928),,a;
ASSIGN,ATRIB(1)»28,1;

ACT,,NNRSC(NET28).EQ.0,KILL;
ACT;

AWAIT<58),NET28/1;
ASSIGN,ATRIB(3)~RNORM(KTPH28,SDTH28),

ATRIB(2)~ATRIB(3);

AWAIT(28),CHAN28/1;
COLCT,INT(A),WAIT TIME NET 28;

AGT,,,MC;

Goon;

AGT,EXPO§(T3128);
ASSIGN,ATRIB(2)mATRXB(2)-1.0,1;

ACT,EXPON(£TBT28),ATRIB(2).GT,0.0,M28;
ACT;

FREE,CHAN28/1;
FREE,NET28/1;
TERH;

CREATE,EX?ON(1/XX(1)/IDADZ9),,4:
ASSIGN.ATRIB(1)—29,1;

ACT,,NNRSC(NET29).EQ.O,KILL;
ACT;

AWAIT(59).NET29/l;

ASSIGN,ATRIB(3)-RNORM(HTPK29,SDTH29),
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ATR:B(2;-ATRIB(3);
AUAIT(29),CHAN29/l;

COLCT,1NT(A),VAIT TIME NET 29;
AGT,,,MC;

K29 SOON;

ACT,EXPON(THT29);

ASSIGN,ATRIB(2)-ATRIB(2)~1.0,1;

ACT,£XPON(HTBT29),ATRIB(2).GT.0.0,M29;
ACT;

FREE,CHAN29/1;

FREE,NET29/1;
TERM

CREATE,EXPON(1/XX(1)/LOAD30).14;
ASSIGN,ATRIB(1)~30,1;

ACT,,NNRSC(NET30).EQ.O,KILL;
ACT;

AWAIT(60),NET30/1;
ASSIGN,ATRIB(3)~RNORM(HT¥K30,SDTHBO),

ATRIB(2)*ATRIB(3);

AWAIT(30),CHAN30/l;
COLCT,INT(4),WAIT TIME NET 30;

ACT,,,MC;

M30 SOON;

ACT,EXPDN(TKT30);

ASSEGN,ATRIB(2)*ATRIB(2)~l.0,1;

ACT,EXPON(HTBT30),ATRIB(2).GT.0.0,M30;
ACT;

FREE,CHAN30/1:

FREE,NET30/1;
TERM;

; TEE RAIN COLLECTION NODE COLLECTS THE WAIT TIMES FOR
; ALL THE ENTITIES IN THE SYSTEM

MC COLCT,INT(4),TOTAL VAIT TIME;’

; THE ENTITIES RETURN TO THEIR PARTS OF THE SYSTEM

ACT,,ATRIB(1).EQ.1,M1:
ACT,,ATRIB(1).£Q.2,H2;
ACT,,ATRIB(1).2Q.3,M3;
ACT,¥ATRIB(1).EQ.&,MQ;
ACT,,ATRIB(1).EQ15,M5;

ACT,,ATRIB(1).EQ.6!H6;
ACT,,ATRIB(1).EQ.7,N7;
ACT,,ATRIB(1).EQ1B,M8:

ACT,,ATRIB(1).EQ.9,M9;
ACT,,ATRIB{1),EQ.10,M10;
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ACT,,ATRIB(1)
AGT,,ATRIB(1)
ACT,,ATRIB(1>
ACT,,ATRIB(1).

ACT,,ATRIB(1)
ACT,,ATRIB(1).

ACT,,ATRIB(1)
ACT,,ATRIB(1)
ACT,,ATRIB(1).

ACT,,ATRZB(1)
ACT,,ATRIB(1)
ACT,,ATRIB(1).
ACT,,ATRIB(1)

ACT,,ATRIB(1).
ACT,,ATRIB(1).
ACT,,ATRIB(1).

ACT,,ATR{B(1).
ACT,,ATRIB(1).
ACT,,ATR§B(1).
ACT,,ATRIB(1).

KILL TERM;
ENDNETUORK;

INIT,0,1?7800;
MQNT,CLEAR,SOOO;
SXMULATE;

MONT,CLEAR,5000;

SEEDS,90700,99505,53629,163?9,5¢613.
$2880,12952,32307,5é941,6£952;

SIMULATE:

MONT,CLEAR,5000;
SEEDS,91291,39615,633¢8,97758,01263,

44394,10634,42508.05585,18593;
FIN;

Page 103 0f155

.EQ.11‘M11;

.EQ.12,M12;

.EQ.13,313;
EQ.14,M14;

.EQ.15,M15;
EQ.16,M16;

.EQ.17,M17;

.EQ.18,M18;
EQ.19,M19;

.EQ,20,M20;

.EQ.21,M21;
EQ.22,M22;

.EQ,23,M23;

EQ.2A,M24;
EQ.25,M25;
EQ.26,fi26;
EQ‘Z7‘M2?;

EQ.28,M28;
EQ.29,M29;
EQ.30,M30;

RUN FOR 48 flOURS
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WE: mmmmmm
Mal.

.

mm 2: FARRELL,HTS,7/1a/88,3,N,N;
umrsngogoo;

wvtvv§nwcw
: :mm; {TX imam §HEAN:DEV} :
; 3 mm: : m 3 TIM: : TX/ : TX/ 3 ;

; FL : ON FL: LOAD : TIME 1 3m TX§ MSG i use :1 9R :
pm: ~~~~~~ ~~~~~~ : ~~~~~~~~~ z ~~~~~~~ . ~~~~~~~
;1:#1:LoAmgm1gmngmm:snmgmg
;2}}2 :wmz:m2;mm}mx2§sm2:mg
;3:#3 :wws:m3;mr3;mns:snmgr3i
;a}§4 {mm:ma;mmgm:smgm§
;5:§5 :mmsi-msimrsgms35msgrs‘.
;6§§6 :wma:ms:mra:ms:svms:rsg
:7:§7 :m7gm7gm1‘7gmm:snmng
;8{f$ :wwsgmsgmrsgmgsomagrs§
:9!” imggmagm'r93mmgsnmgp9:
; 10 3 {10 ; mm: mm: mmo 1 m0: sumo: P10:
; 11 : {11 : Leann: M11; maul : mun: 51mm: P11:
; 12 g 512 3 Lawn: M12: mnz } mmz: 30211112: P12;
; 13 1 :13 : mama; m3; mus : mma: sums: 913:
: 1 g #14 {1.015914} ma: mun : M22114: 30mm; ma:
; 15 3 :15 : W15: M15} mus : ms; sums: ms:
; 16 3 #16 3 Lewis: M15: mus 1 males: soms; ms:
; 17 i #17 : 1.09.1317} m7; mm”! 1 m7: 51mm: P17:
; 18 § #18 : bowls; M18: mna ; mum: sums: P18:
; 19 : :19 : Loww: 13:19: 2473:1319 ; m9: SW9} r19:
; 20 § #20 : Lamaze: W20: KTBTZO § maze; same; 1920:
; 21 3 521 § 1.015021: ma: 813121 : mum: 81mm: P21}
; 22 j :22 : 1.053322: 121122: 313122 ; m2: snm2; P22:
; 23 i #23 : W23} 111123: 31:31:23 : m3: SW3: P23:
; 21. g #24. : Lemma: mu: mama : ma: sma} P213:
; 25 g #25 g LDADZS: m25§ m'rzs } mus: 5131325; 225;
; 26 g #26 : wwzs: “111126: mus § maze: sows: 926:
; 27 g {27 : many: M27: mm? : m7: 51311127: 927:
; 28 2 #28 : LOANS: M28: m’rzs ; maze} SDTH28§ 1’28}

; 29 i :29 g Lawn; M29} mrz'y ,' W29: 51317129; 929:. I I
i I I IMmum-ualbmw‘tdhafifibvhuovfiufiwwdnqma~o’h ...................

; CH 3 NUMfiER OF CHANNELS

; RU - TIME IN RECENT USER QUEUE
; MD - MECHANICAL DELAY

‘ ATRIB(1)-FLEET NUMBER
‘ ATRIB(2)*TRANSHISSIONS LEFT IN MESSAGE

' ATRIB(3)~TRANSMISSIONS IN MESSAGE

92

Page 104 0f155 PETITIONER’S EXHIBIT 1017



"I “'5'" Jfigwsu:udhahun . - :,. ,- , . _ ,‘

; ATRIB(&)~TIME MESSAGE STARTED

; ATRIB(5)~TIME TRANSMISSION STARTED/ENDED
; ATRIB(6)~PRIORITY
; ATRIB(7)~TRAN3EISSION MEAN TIME

; ATRIB(8)~KEAN TIME BETWEEN TRANSMISSIONS
; ATRIB(9)-MEAN TRANSMISSIONS/MESSAGE

; ATRIB(10)-STANDARD DEVIATION OF TRANSMISSIONS/MESSAGE

ASSIGN THE RECENT USER QUEUE AND THE QUEUE OF
TRANSKISSIONS WAITING FOR A CHANNEL TflEIR PROPER

* PRIORITIES

PRIDRITY/fil,LIFO/62,LVF(6);

; XK(31) IS THE LOAD FACTOR

INTLC,XX(31)*1;

; XX(1) THRU XX(30) ARE THE ENDING TIMfiS 0F TEE LAST
; TRANSMISSION OF A FLEET

INTLC,XX(1)~O;
INTLC,XX(2)-O;
INTLC,XX(3)-O;

INTLC,XX(4)a0;
INTLC,XX(5)~0;
1NTLC,XX(6)~0;

INTLC,XX(7)-O; ~~1
INTLC,XX(8)~O;

INTLC,XX(9)~O;
INTLC,XX(10)~0;
INTLC;XX(1l)-O;

INTLC,XX(12)~O; .'
INTLC,XX(13)~0; ‘
INTLC,XX(14)~O;
INTLc,xxgls)uo;

INTLC,XX(1e)—o;
INTLC,XX(17)~O;

INTLC,XX(18)-O;
IuTLc,xx<19)~o; *
INTLC,XX{20)~O;
INTLC,XX(21)~0;

INTLC,XX(22)~O;
INTLC,XX(23)-O;
INTLC,XX(24)~0;

INTLC,XX(25)~O; W
1NTLC,XX(26)~0;
INTLC,XX(27)-G;
INTLC,XX{28)~0;
INTLC,XX(29)~O;
INTLC,XX(30)~0;
y
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NETWORK;

 
 

; EAOH FLEET IS ASSIGNED A RESOURCE.
h

 RESOURCE/1,5LT1,1/2,FLT2,2/3,FLT3,3/A,FLwa,a;
RESOURCE/5,?LTS,S/6,FLT6,6/7,FLT7,7/8,FLT8,8;

RESOURCE/9,FLT9,9/lO,FLT10,10/11,FLT11,ll/12,FLT12,12;
RESOURCE/13,3LT23,13/14,?LT14,14/15,FLT15.15;
RESOURCE/16,FLT16,16/17,FLT17,17/18,FLT18,18;
RESOURCE/19,FLT19,19/20,FLT20.20/21,FLT21,21;

RESOURCE/22,FLT22,22/23,FLT23,23/2&,FLTZQ.24;
RfiSOURCEjQS‘FLTZS,25/26,FLT26,26/27,FLT2?,27;
RESOURfiE/28,FLT28,28/29,?LT29,29/30,FLT36,30;

 
 

  
  
  

  
  

 
 

 
 

RADIO IS aSSIGNED A RESOURCE

 
 RESOURCE/31,RAD1(#1),31;

RESOURCE/32,RAD2(#2).32;
RESOURCE/33,RADB(#3),33;

RESOURCE/34 RAD4(§k) 34;
RESQURCE/SS RADS(#5) 35; ' '
assovaca/sa RAD6(#6), 36;

RESOURCE/3? RAD7(#7) 37;
RESOURCE/38,8A98(#8),38;
RESOURCE/39,RAD9(#9),39;
RESOURCE/40,3A910(#1oy,Ao;
RSSGURCE/Al,RAD11(}11),51; '
RESOURCE/42,3AD}2(§12),42; **

RESOURCE/43,3ADL3<;13),aa; «
Rasouncg/44.RAnla(§1a),44;
RESOURCE/AS,RA915(§15),45;
RESOURCE/A6,RAD26(§16),46;
RESOURCE/h?,RADl7(#17),47;

R8800RCE/48,RA938(%18),48;
RESOURCE/49,RAD19(§19),49;

RESOURCE/50,RAD20({20),50;
RESOURCE/51,RAD21(#21),Sl;
REaOURCE/52,RA922(§22),52;

RESOURCE/53.RADZB(#23),53;
RESOURCE/54,RAD24(#2A),54;

RESOURCE/SS,RAD25(#25),55;
RESOURCE/56,RAD26(§26),56;
RESOURCEX57,RAD27(#27).57;
RESOURcz/53,RA928(g28),58;

Rasougca/59,RA929(§29),59;
RESOURCE/60,RADBQ(§30>,60;

 
 

  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  

   
 
   

 

VOICE CflANNEL IS ASSIGNED A RESOURCE

 

 

RESOURCE/CHAN(CH),61,62;

 

 

' CREATE ENTITIfiS FOR THE FLEET AND ASSIGN ITS ATRIBUTES
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CREATE,EXPON(l/XX(3l)/LOAD1),,4;
ASSIGN,ATRIB(1)*1,ATRIB(6)*?1,

ATRIB(?)-TflT1,ATRIB(8)-KTBT1,
ATRIB(9)-HTPH1,ATRIB(10)-SDTH1,1;

; KILL THE ENTITY IF NO RADKOS ARE AVAILABLE

ACT,,NNRSC(RA91).EQ.O,KILL;
ACT;

; ENTITY SEIZEs A RADIO

AWAIT(31),RADI/1;

THIS AVAIT NODE ONLY ALLOWS ONE ENTITY IN THE FLEET
TO BE IN THE SYSTEM AT A TIME«...u.n.

AWAIT(1),FLT1/l;

COLLECT THE TIKE AN ENTITY WAITS FROM THE TIfiE IT VANTS
TO MAKE CALL TO THE TIME ITS FLEET IS CLEAR..w.uvv.

COLCT,INT(6),1NT EELAY FLT 12

ASSIGN THE fiNDING TIHE OF THE LAST TRANSHISSIQN FROM THE

FLEET T0 ATRIB(5)..v4-~11“g
ASSIGH,ATRIB(5)~XX(1);

ACT, . .MSGC:

CODE RE?EATS FOR EACH FLEET-4

CREATE,Exyou(1/XX(31)/L0A92),,a;
ASSIGN,ATRIB(1)~2,ATRIB(6)M?2.

ATRIB(7)-§HH2,ATRIB(8)~HTBT2,

ATRIB(9)-KTPH2,ATRIS{10)~SDTK2,1;
ACT,,NNRSC(RA92).EQ,0,KILL;
ACT;

AWAIT(32),RADZ/l;

AWAIT(2),FLT2/1;
CQLCT,IuT(a),INT DELAY FLT 2;
ASSIGN,ATRIB(5)-XX(2);

ACT,,,HSGC;

CREATE,EX?ON(1/XX(31)/LOAD3),,A;
ASSIGN,ATRIB(1)m3,ATRIB(6)—?3,

ATRIB<7)wITfl3,ATRIB(B)—KTBT3,
ATRIB(9)mHTPH3,ATRIB(10)~SDTN3,1;

ACT,,NNRSC(RAD3).EQ.O,KILL;

ACT; .
AWAIT(33),RAD3/1;
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AWAIT(3),FLT3/1;
COLQTJNTMLINT DELAY FLT 3;

ASSIGN,ATRIB(S)~XX(3);
ACT,,,HSGG;

CREATE,EXPON{1/XX(31)/LDAD4),,A;
ASSIGN,ATRIB(1)-4,ATRIB(6)»P#,

ATRIB<?)*TMT6,ATRIB(8)~HTBT4,
ATRIB(9)-HTPH&,ATRIB(10)*SDTHA,1;

ACT,,NRRSC(RAD4).EQ.O,KILL;
ACT;

AW$IT(34),RADA/1;
AWAIT(4),FLTé/l;
COLCT,INT(4),INT DELAY FLT a;
ASSIGN,ATRI§(S)-XX(4);

ACT,,,HSGC;

CREATE§EXPON(1/XX(31)/IQAD5),,4:
ASSIGN,ATRIB(13:5)ATRIB(6)—P5,

ATRIB(7)~THT5,ATRIB(8)~HTBT5,

ATRIB<9)~HTPH5,ATRIBE10)-SDT55,1;
ACT,,NNRSC(RADS),EQ.O,KILL;
ACT;

AUAIT<35),RAD§/l;

AWAITiS),FLTS/1;
COLCT,INT(A),INT DELAY FLT 5;
ASSIGN,ATRIB(5)~XX(5);

ACT,,,fiSGC;

CREATEtEXPON(1/XX(31)/LDAD6),,a;
ASSIGN,ATRIB(1)-6,ATRIBfi6)mPé,

ATRIB<7)-Tflr6,ATRIB(8)~HTBT6,
ATRIB(9)~!TP86,ATRIB(IO)~SDTH6.1;

ACT,,NNRSC(RAD6).EQ.O,KILL;
ACT;

AWAIT<36),RADS/1;
AWAIT(6),FLT6/1;
COLCT.INT(4),INT DELAY FLT 6;
ASSIGN,ATRIB(5)-XX(6);

ACT,,,MSCC;

CREATE,EXPON(l/XX(31)/LOAD7),,b;
ASSIGN,ATRIB(1)~7,ATRIB(6)«P7,

ATRIB(?)~THT7,ATRIB(8)»HTBT7,

ATRIB(9)~KTPH7,ATRIB(10)~SDTM7,1;
ACT,,NNRSCiRAD7).EQ.O,KILL;
ACT;

AUAIT<37),RAD7/1;
AWAIT(7),FLT7/1;
COLCT,}NT(A),INT DELAY FLT 7;
ASSIGN,ATRIB(5)—XX(7);

ACT,,,MSGC;
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CREATE,EXPON(1/XX(31)/LDAD8),,4;

|| ASSIGN,ATRIB(1)~8.ATRIB(6)-P8,
" ATRIB(7)—THT8,ATRIB(8)-HTBT8,

ATRIB(9)-fi??fi8,ATRIB(10)~SDTK8,1;
ACT,,NNRSC(RADB).EQ.0,KILL;
ACT;

AWAIT(38),RADB/1;
AWAIT(8),FLT8/1;
CQLCT,INT(A),INT DELAY FL? 8;
ASSIGN,ATRIB(5)~XX(B);

ACT,,,MSGC;

g“ CREATE,EXPGN(1/XX(31)/LGAD9),,A;
ASSIGNiATRIB(1)n9,ATRIB(6)~P9,

ATRIB(7)~TKT9,ATRIB(8)-HTBT9,
ATRIB(9}-HTPH9,ATRIB(10)—89Tfl9,1;

ACT,,NNRSG{RAD9).EQ.O,KILL;
ACT;

AVAIT(39),RAD9/1;

HE AWAIT(9),FLT9/1;
COLCT,1NT(4),INT DELAY FLT 9;
ASSIQN,ATREB(S)~XX(9);

ACT,,,MSGC;

. CREATE,EXP0N(1/XX(31)/Inmnlo),,a;

|| ASSIGN,ATRIB(1)~10,ATRIB(6)~P10,
ATRIB<7)-TMT10.ATRKB(8)nHTBTlO,
ATRIB(9)~XTPH10,ATRIS(10)~SDTH10,1;

ACT,,NNRSCCRADIO).EQ.O,KILL;
ACT;

AHAIT(40),RA910/1;

II AWAIT(IO),FLT10/l;
COLCT,INT(a),1NT DELAY FLT 10;
ASSIGN,ATRIB(5)~XX(10);

ACT,,,MSGC:

CREATE,EXPON(1/XX(31)/Iflmbll),,A;

ASSIGN,ATRIB(1)-1l,ATRIB(6)*P11,
ATRIB(7)~THT11,ATRIB(8)~HTBT11,
ATRIBC9)-HTPH11,ATRIB(10)*SDTH11,1;

ACT,,NNRSC(RA011).EQ,O,KXLL;
ACT;

AWAIT(A1),RAD11/1:
* ANAIT(11),FLT11/1;

COLCT,INT(A),INT DELAY FLT 11;
ASSIGN,ATRIB(S)~XX(11);

ACT,,,MSGC;

1 CREATE.EXPON(1/XX(31)/L0AD12),,4;

’ ASSICN,ATRIB(1)~12,ATRIB(6)—P12,
ATRIB(7)—TNT12,ATRIB(8)~HTBT12.
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ATRIB(9)~MTPH12,ATRIB(10)-SDTK12,1g
ACT,,NNRSCCRADlZ).EQ.0,KILL;
ACT;

AWAIT(A2),RAD12/1;
AVAIT(12),FLT12/1;

COLCT,INT(4),INT DELAY FLT 12;
ASSIGN,ATRIB(5)-XX(12);

ACT,,,MSGC;

CREATE,EXPON(1/XX(31)/LDAD13),,6;
ASSIGN,ATRIB{l)w13,ATRIB(6)~P13,

ATRIB(7)-THT13,ATRIB(8)~HTBT13,
ATRIB<9>~HTPM13,ATRIB(10)*SDT313,1:

ACT,,NNRSC(RAD13).EQ.0,KILL;
ACT;

AWAIT(a3),RAD13/1;
AWAIT(13),FLT13/l;
COLCT,INT(A),INT DELAY FLT 13;

ASSIGN,ATRIB(5)~XX(13);
ACT, , ,MSGC;

CREATE,EXPON(1/XX(31)/IDA914),,4;
ASSIGN,ATRIB(1}-14,ATRIB{5)~P14,

ATRIB(7)-THT14,ATRIB(8)~HTB?14,
ATRIB(9)»HTPH1&,ATRIB(1D)*SDTHlA,l;

ACT,,NNRSC(RAD14).EQ.G,KILL;
ACT;

AWAIT(44),RAfilé/1;
AWAIT(1&),FLT14/1;
COLCT,INT(A),INT DELAY FLT 14;
ASSEGN,ATRIB(5)~XX(1£);

ACT,,,MSCC;

CREATE,EX?ON(1/XX(31)/1OAD15),,4;
ASSXGN,ATRIB(1)n15,ATRIB(6)‘P15,

ATRIB(7)—THT15,ATRIB(8)~HTBT15,

ATRIB(9)-MTPH15,ATRIB(10)*SDTH15,1;
ACT,,NNRSC(KAD15).EQ.0,KILL;
ACT;

AWAIT(&5),RADI$/l;
AWA1T(15),FLT15/l;
COLCT,INT(A),INT DELAY FLT 15;
ASSIGN,ATRIB(5)-XX(15);

ACT, , ,MSGC;

CREATE,EXPON(1/XX(31)/LOAD16),.4;
ASSIGN,ATRIB(1)~16,ATRIB{6)—P16,

ATRIB(7)-THT16,ATRIB(8)~HTBT16,

ATRIB(9}~HTPH16,ATRIB(10)-SDTH16,1;
ACT,,NNRSC{RADIE).EQ.0,KILL;
ACT;

AWAIT{ae),RAD16/1;
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AWAIT(16),FLT16/l;
COLCT,INT(4),INT DELAY FLT 16;
ASSIGN,ATRIB(S)-XX(16);

ACT,,,MSGC;

CREATE,EXPON(1/XX(31)/LOA017),,A;
AssrcN,ATRIB(13~17,ATRIB(5)up17.

ATRIBC7)~THT17,ATRIB(3)~HTBT17,
ATRIB(9)-ETP817.ATRiBC10)-SDTH17,1;

ACT,,NNRSC(RADI?).EQ‘O,KILL;
ACT;

AVAIT(a7),aAn17/1;
AVAIT£17),FLT17/l;
GOLC?,INT(A),INT DELAY FLT 17;
ASSIGN,ATRIB(5)~XX(17);

ACT,,,NSGC;

CREATE,EXPON(1/XX(31)/LQA918),,4;
ASSIGN,ATRIB(1)—18,ATRIB(6)—P18,

ATRIB(7)«THT18,ATRIB(8)~§TBT13.

ATRIB(9)-xrrn18.ATRIB(10)«snxula,1;
Acz,,NNRsc(RA918).EQ.0,xILL;
ACT;

AVAIT<48),RADla/1;

AHAIT<189;FLrle/1;
CQLCT,INT(4),INT DELAY FLT 18;
ASSIGN,ATRIB(5)—XX(18);

ACT,,,HSGC;

CREATE,EX?0N(1/XX(31)/LOAD19),,&;
ASSIGN,ATRIB(1)-19,ATRIB(6)~P19,

ATRIB(7)~THTI9,ATRIB(8)~HTBT19,

ATRIB(9)~HTPH19,ATRIB(10)~SDTM19,1;
ACT,,NNRSC(RA019).EQi0,KILL;
ACT;

AWAIT(a9),RAD19/1;
AWAIT(19),FLT19/1;
COLCT,}NT(A),INT DELAY FLT 19;

ASSIGN,ATRIB(5)-XX(19);
ACT,,,MSGC;

CREATE,EXPON(1/XX(31)/IQADZO).,a;
ASSIGN,ATRIB(l)-20,ATRIB(6)~P20,

ATRIB(7)-TNTZO,ATRXB(8)~XTBT20.
ATRIB(9)wKTPH20,ATRIB(10)~SDTHZO,1;

ACT,,NNRSC(RAD20),EQ.O,KILL;
ACT;

AWAIT(50),RADZO/1;
AWAIT(20),FLT20/1;
COLCT,INT(Q),INT DELAY FLT 20;
ASSIGN,ATRIB{S)wXX(20);

ACT,,,MSCC;
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CREATE,EXPQN(l/XX(31)/LOADZI),,4;

.1 ASSIGRATRIBGVZI,aTRIBié)-P21,
ATRIB(7)-THT21,ATRIB(8)~HTBT21,

ATRIB(9)-HTPH21,ATRIB(10)~SDTH21,1;
ACT,,NNRSC(RAD21).EQ.0,KILL;
ACT;

AWAIT(51),RAD2l/1;
AWAIT(21),FLT21/1;

COLCT,INT(&),INT DELAY FLT 21;
ASSIGN,ATRIB(5)«XX(21);

ACT,,,MSGC;

CREATE,gxyon<1/XX(31)/L0A922),,4;
ASSIGN,ATRIB(1)-22,ATRIB(6)~222,

ATRIB<7)-Txrzz,ATR:B(8)~KT3122;
ATRIS(9)-HTPH22,ATRXB(10)—SDT322,l;

ACT,,NNRSC(RAD22).EQ.O,KILL;
ACT;

. AWAIT(S2),RAD22/l;

I: AVAITCZQ),FLT22/1;
COLCT‘IN?(&),INT DELAY FLT 22;

ASSIGH,ATRIB(5)»XX(22);
ACT,,,HSGC;

CREATE,EXPQN(1/XX(31)/L0A023)1,fi;

If ASSIGN,ATRIB(1)-23,ATRIB(6)uP23,
ATRIfi(7)-THT23,ATRZB(8)~HTBT23,

ATR15(9)-HTPH23,ATRIB(10)-snrn23,1;
AST,,NNRSC(RAD23).EQ.O,KILL;
ACT;

AWAIT(53),RAD23/1;

I AWAIT(23),FLT23/1;
‘ CQLCT,INT(4),INT DELAY FLT 23;

ASSIGN,ATRIB(5)—XX{23);
ACT,,,HSGC;

CREATE,EXPON(1/XX(31)/LOADZQ),,a;
ASSIGN,ATRIB(1)-24,ATRIB(6)-P2¢,

ATRXBC7)»!KYQA,ATRIB(8)~81312&,
ATRIB(9)-HT¥H2A,ATRIB(10)~SDTH24,1;

ACT,,NNRSC(RADZA).EQ‘O,KILL;
ACT;

AWAITCSQ),RAD24/1;
.1 AWAIT<24),FLT24/1;

COLCT,INT(A),INT DELAY FLT 24;
ASSIGN,ATRIB(S)~XX(24);

ACT,,,MSGC;

CREATE,EXPON(1/XX(31)/LDA025),,h;
ASSICN,ATRIB(1)~2S,ATRIB(6)-?25,

ATRIB(7)~THT25,ATRIB(8)~HTBT25,
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ATRIB(9)-HTPfl25,ATRIE(10)~SDTK25,1;
ACT,,NNRSC(RAD25).EQ.O,XILL;
ACT;

AWAIT(55)‘RA925/1;
AWAIT€25),FLT25/l;
COLCT,INT(4),INT DELAY FLT 25;
ASSIGH,ATRIB(5)~XX(25);

ACT, , ,Mscc;

CREATE,EXPON(1/XX(31)/10AD26),‘4;
ASSIGN,ATRIB(1)~26,ATRIB(6)~P26,

ATRIB(7)-THT26,ATRIB(8)—HTBT26.
ATRIB(9)uHTPHZG,ATRIB(10)~S£GIQG,1;

ACT,,NNRSG(RAD26).EQ.O,KILL;
ACT;

AWAIT(S6),RAD26/l;
AHAIT<26),FLT26/1;
COLCT,INT(4),INT DELAY FLT 26;
ASSIGN,ATRIB(5)~XX(26);

ACT,,,MSGC;

CREATE,EXPON(1/XX(31)/IDAD27),,4;
ASSIGN,ATRIB(1)-27,ATRIB(6)~P27,

ATRI8(7)~Tn127,ATRIB(8)-RTBT27,
ATRIB(9)~HTPHZ7,ATRIB(10)~SDTH27,1;

ACT,,NNRSC(RAD27).EQ.0,KILL;
ACT;

AWAIT(S7),RADZ7/1;

AWAIT(27),FLT27/l;

COLCT,INT(A),1NT DELAY FLT 27;
ASSIGN,A'I'RIB(5)~XX(27);

ACT, , ,MSGC;

CREATE,EXPON(l/XX(31)/LOA028),,h;
ASSIGN,ATRIB(1)~23,ATRIB(6)~P28,

ATRIB€7)uTKT28,ATRIB{8)~HTET28,
ATRIB(9)~HTPH28,ATRIB(10}‘SDTfl28,1;

ACT,,NNRSC(RAD28).EQ.O,KILL;
ACT;

AWAIT(58),RA028/l;

AWAIT(28),FLT28/1;
COLCT,INT(A),INT DELAY FLT 28;
ASSIGN,ATRIB(S)~XX(28);

ACT,,,MSGC;

CREATE,EXPON(1/XX(31)/LDA929),,4;
ASSIGN,ATRIB(1)~29,ATRIB(6)~P29,

ATRIB(7)~THT29,ATRIB(8)¢HTBTZ9,

ATRIB(9)~HTPH29,ATRIB(10)—SDTH29,1;
ACT,,NNRSC(RA029).EQ.O,KILL;
ACT;

AWAIT(59),RA929/1;
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AWAKT<29),FLT29/1;
COLCT,INT(¢),INT DELAY FLT 29;
ASSIGN,ATRIB(5}~XX(29); "‘

ACT,,,MSGC;

CREATE,EXPON(1/XX{31)/LOAD30),,4;
ASSIGN,ATRIB(1)~30,ATRXB(6)~230,

ATRKB(7)—TfiT30,ATRIB(8)—5$ST30,
ATRIB(9)~£TPKBO,ATRIfi(10)~SDTHBD,1;

ACT,.NNRSC(RADBO).EQ,0,KILL; ‘”
ACT;

AWAIT(60),RADSO/1;
AWAIT(30),FLT30/1;
GOLCT,INT(4),INT 0ELAY FLT 3G;

ASSIGN,ATRIB(5)~XX(30);
ACT,,,MSGC;

; DETERMINE TRANSMISSIONS/MESSAGE

MSGC ASSIGN,ATRIB(3)-RNORM(ATREB(9),ATRIB(10)).
ATRIB(2)~ATRIB(3);

; DETERHINE WHETHER THE CALL IS SENT To THE RECENT USER
; QUEUE

TRAN GOON,1; . ,

ACTIVITY,.TNOW.LE.ATRIB(5)+RU,81; “ ‘
ACT...BQ;

; FILE 61 IS THE RECENT USER QUEUE AND IS SERVED LIFO

Bl ASSIG&,ATRIB(5}-TNOW; .
RUQ AWAIT(61),CHAN/1; -U.

ACT,,.BB;

FILE 6? IS THE QEEUE 0F TRANSMISSIONS WAITING FOR A
CHANNEL. IT IS A PRIORITY (LOW NUMBER SERVED FIRST)
QUEUE, TIES IN PRIORITY ARE SERVED FIFO "1w»..~..w.‘

82 ASSIGN,ATRIB(5)~TNOW;
GHQ AWAIT(62),CRAN/1;

ACT,,,33

£3 GOON,1;
’

; MD SIHULATES THE WORST CASE MECHANICAL DELAY FOR CHANNEL
ASSIGNMENT

1

2 COLLECT STATISTICS 0N DELAY DUE TO THE CHANNELS BEING
; UNAVAILABLE
)
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ACTIVITY,XD,ATRIB(1).EQ.1,CD1;

ACTIVITY,HD,ATRIB(1).EQ.2,CD2;
ACTIVITY,HD,ATRIB(1).EQ,3,CD3;

ACTIVITY,HD,ATRIB(1).EQ.A,CD&;
ACTIVITY,MD,ATRIB(1).EQ.5,CD5;

ACTIVITY,HD,ATRIB(1),EQ.6,CD6;
ACTIVITY,HD,ATRIB(1).EQ,7.CD7;

ACTIVITY,HD,ATRIB(1).EQ.8,CD8;
ACTIVITY,HD,ATRIB(1).EQ.9,CD9;
ACTIVITY,HD,ATRIB(1),EQ.10,CDIO;

ACTIVITY,HD,ATRIB(1).EQ.11,CDll;
ACTXVITY,HD,ATRIB(1).EQ.12,CDIZ;
ACTIVITY,HD,ATRIB(1).EQ.l3,CD13;

ACTIVITY,HD,ATRIB(1).EQ.1&,CD1&;
ACTIVITY,HD,ATRIB(1).EQ.15‘CDIS;

ACTIVITY,HD,ATRIB(1).EQ.16,CDl§;

ACTIVITY,HD,ATRIB(1)_EQ.17,CD17; ,:
ACTIVXTY,HD,ATRIB(1).EQ118,0013; "W
ACTIVITY,HD,ATRIB(1),EQ.19,CD19; ~~
ACTIVITY,HD,ATRIB(1).EQ.20,CD28;

ACTIVITY,HD,ATRIB(1).EQ121,CDZI;

ACTIVITY,HD,ATRIB(1).EQ.22,CD22;
ACTIVITY,HD,ATRIB(1).EQ.23,CDZ3; ”“
ACTIVITY,HD,ATRIB(1).aq.24,cnza;

ACTIVITY,MD,ATRIB(1).EQ.25,c025;

ACTIVITY,HD,ATRIB(1).EQ.26,CD26;
ACTIVITY,HD,ATRIB(1).EQ.27,CD27;
ACTIVITY,HD,ATRIB(1).EQ.28,CDZS;
ACTIVITY,HD,ATRIB(1).EQ.29,GD29; ‘
ACTIVITY,MD,ATRIB(1).EQ.30,CD30;

CD1 COLCT,INT(§);FLT 1 CH DELAY;
ACT,,,TCD;

CD? COLCT,INT(5),FLT 2 CH DELAY;
ACT,,,TCD;

CD3 COLCT,INT(5),FLT 3 CH DELAY;
ACT,,,TCD;

CD4 COLCT,INT(5),FLT 4 CH DELAY;
ACT,,,TCD;

ODS COLCT,INT(5),FLT 5 CH DELAY;
ACT,,,TCD; A

CD6 COLCT,INT(5),FLT 6 CH DELAY;
ACT..,TCD;

CD7 COLCT.INT(5),FLT 7 CH DELAY;
ACT,,,TCD;

CD8 COLCT,INT(5),FLT 8 CH DELAY;
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CD9

CD10

6911

CD12

CD13

3914

6915

ngé

C917

CD18

C019

C020

énzx

c922

C023

CD24

C025

(3925

CD2?

CD28

CD29

C830

TCD

ACT,,‘TCQ;
COLCT,INT(S),FLT 9 CH DELAY;

ACT,,,TCD;
COLCT,INT(5),FLT

ACT,,,TCD;

COLCT,INT(S),FLT
ACT,,,TCD;

COLCT,INT(5),FLT
ACT,,;YCD;

COLCT,INT(5),FLT
ACT,,,TCD;

COLCT,INT(5),FLT
ACT,,,ICD;

GOLCT,INT(5),FLT
ACT,,,TCD;

COLCT,INT(S),FLT
ACT,,,TCD;

GOLCT,INT(5),ELT
ACT,,,TC§;

COLCT,INT(5),FLT
ACT,,,TCD;

COLCT,INT(5),FLT
ACT,,,TGD;

COLCT,INT(5).FLT
ACT,,,TCD;

COLCT,INT(5),FLT
ACT,,$T68;

ESLCT,INT(S),FLT
ACT,,,TCD;

COLGT,INI(5),FLT
ACT,,,TCD;

COLGT,INT(5),FLT
ACT,,,TCD;

CDLCT,INT(5),FLT
ACT,,,TCD;

COLCT,INT(5),FLT
ACT,.,TCD;

COLCT,INT(S),FLT
ACT,,,TCD;

COLCT,INT(5),FLT
ACT.,,TCD;

COLCT,INT(5),FLT
ACT,,,TCD;

COLCT,INT(S),FLT
ACT,,,TCD;

COLCT,INT{5),TOTAL CH DELAY,,1;

Pagell60f155

10 CH DELAY;

11

12

13

14

15

16

17

18

19

20

21

22

23

2A

25

26

27

28

29

30

CH

Cfi

CH

CR

CH

CH

CK

CH

CH

CH

CH

CH

CH

CH

CH

CH

CH

CH

CH

CH

DELAY;

DELAY;

DELAY;

DELAY;

DELAY;

DELAY;

DELAY;

DELAY;

DELAY:

DELAY;

DELAY;

DELAY;

DELAY:

DELAY;

DELAY;

DELAY;

DELAY;

DELAY;

DELAY;

DELAY;
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; COLLECT STATISTICS ON TOTAL DELAY~«THIS IS DELAY DUE
; T0 WAIT TIME WITHKN A FLEET PLUS DELAY WAITING FOR A
; CHAKNEL FOR THE FIRST TRANSMISSION IN A MESSAGE

ACTIVITY,,ATRIB(3).NfliATRIB(2)*BA;
ACT;

COLCT,INT(4),MSG DELAY;
BA SOON;

TRANSMISSION $IMEu.

ACTIVITY,EXPDN(ATRIB(?));

; ASSIGN TIfiE TRANSMISSION ENDS

ASSIGN,ATRIB(2)-ATRIB{2)»1.0.ATRIB(5)~TNOW;

FREE CHANNEL AT END OF TRANSMISSION ANfi, IF THERE ARE

MORE TRANSMISSIONS IN THE MESSAGEg WAIT THE TIME

BETWEEN TRANSMISSIONS \ND REENTER THE QUEUE~.~‘V.«aw.
FREE,CHAN/1,1;

ACTIVITY,EXPON(ATRIBC8)},ATRIB(2),GT10.O,TRAN;
ACT;

SET THE GLOBAL VARIABLE EQUAL $0 THE ENDING TRANSMISSION
TIMEvu.uno-.

ASSICN,II~ATRIB(1),
XX(II)*ATRIB(5)§

; AT THE END OF MESSAGE RELEASE THE FLEET RESOURCE

FREE,ATRIB(1)/l,1;

; FREE THE RADIO

ASSIGN,ATRIB(1)—ATRIB(1)+30;
FREE,ATRIB(1)/1;

KILL TERM;
ENDNETWORK;

INIT,0,177800; RUN FOR 48 HRS
MONTR,CLEAR,5000;
SIMULATE;

MONTR,CLEAR,SOOO;

SEEDfi,90700,99505,58629,16379,54613,
£2880,12952,32307,569A1,64952;
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SIMULATE:

MONTH , CLEAR, 5000;

SEEDS , 91291 , 39615 1 633% , 97758 ,01263 ,
£44394, 10634, 42508 , 05585,18593;

FIN;
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HESSAGES

TRANSMISSIONS

 
Figure 13. Frequency of fiessages 8y Rumba: of Transmissions For the

Security Police,Net
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Figure 10. Frequency of Hessages By Number Of Transmissions For the

Motorpaol Net

MESSAGES

TRANSHISSIONS

 
Figure 15, Fraquency of Messages By Number of Transmissions For :ha

Base Supply & Distribution C Net
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TRANSMISSIONS

8 
Figure 16. Frequency of ”essagas By Number of Transaissicns For the

Fire/Crash Net

HESSACES
ulllll
2 a a

TRANSMISSIONS

8 
Figure 17. Frequoncy of Messages By Number of Transmissions For the

Civil Engineers Channel 1 Net
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Figure 18, Frequency of fiessages 8y Nuubcr of Transmissions For the

Civil Engineers Channel 2 Net
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Figure 19, Frequency of Hezsages By Number of Transmission: For the

Specitlisc Dispatch/POL/Basa OperatLOns Net
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This output was produced using the conventional LMR model with

7 nets with inputs a3 shown in Table VIII.

****,************‘k‘k*'kir*‘k***‘k*‘k**~k‘k****‘k**zk*‘k‘k‘ksfi**'k**~k‘k***‘k****§k“k********

*
it
‘1:

NUMBER AS FOLLOWS:

SERIAL NUMBER: 202063

*
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1

1 *ilNTERMEDIATE RESULTS**

8 L A M I I S U M M A R Y

SIMULATfON PROJECT CONVEKTIONAL LflR

DATE 8/25/1988

CURRENT TIME 0.1778E+06

R E P O R T

fiY T C FARRELL

RUN HUMBER

STATISTICAL ARRAYS CLEARED AT TIME 0.5000E+04

1 OF

**STATISTICS FOR VARIABLES BASED ON GBSERVATION**

MEAN
VALUE

WAIT TIME NET 1
WAIT TIflE NET 2

WAIT TIME NET 3 .392E+OD
WAIT TIME NET fi .1?8E+GO

D,&72E+01
0
D

O

WAIT TIME NET 5 0.6OOE+DO
0
0

0.

‘97¢E+DO

WAIT TIME NET 6 .29k£+01

WAIT TIME NET 7 .204E+01
TOTAL WAIT TIME 229E+01

STANDARD COEFF. 0F MINIMUM MAXIMUM No.0?
DEVIATION VARIATION

0.

CDC>C>CDC>C>C3
108E+02

.361E+01

.258E+01

.1402+Ol

.289E+01

.794E+01

.5823+01

.709E+01

**FILE STATISTICS**

FELE AVERAGE STANDARD

NUHBER LABEL/TYPE LENGTH SEVIATION LENGTH

1 AUAIT 0.063 0.284
2 AWAIT 0,012 0.115
3 AWAIT O 002 0.039

4 AWAIT 0.000 0.021
5 AWAIT 0.00& 0.061
6 AWAIT 0.0&0 0.227
7 AWAIT 0.027 01181
8 0.000 0.000
9 0.000 0.000

10 0.000 0.000
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0.228E+01
0.37OE+01
0.6593+01

0.786E+01
0,4828+01

O.270E+01
012863+01
0.310E+01

O€>C>C¥C$C7CMO
VALUE

.OOOE+00
1OOOE+OO
.QOQE+OO
.0008+OG
.OOOE+OO
.000E+QO
.000E+00
1000E+00

OC’C)M)#‘N>N)N>U3¢‘
PETITIONER’S EXHIBIT 1017

C3C>OC>C>OD13
VALUE

.9023+02

.36AE+02

.3322+02

‘205E+02
.242E+02
.7503+02
,522E+02
.902E+02

C>OC106&3¢>C>Ct0 0‘0C>N>B>C3C>010b

CBS

2314
2098
658
384

1042
2375

2257
*w**

MAXIMUM CURRENT AVERAGE
LENGTH WAIT TIME

.717

.974

.392

.1?8

.600

.943

.039

.000

.000

.000



- >4: M, ,1. wt. .‘....

11 0.000 0.000 0 0 0.000
12 0.000 0.000 0 0 0.000

13 0.000 0.000 0 0 0.000
14 0.000 0.000 0 0 0.000

15 0.000 0.000 0 0 0.000
16 0.000 0.000 0 0 0.000
17 0.000 0.000 O 0 0.000
18 0.000 0.000 0 0 0.000
19 0.000 0.000 0 0 0.000

20 0.000 0.000 0 0 0.000
21 0.000 0.000 0 0 0.000
22 0.000 0.000 0 0 0.000

23 0.000 0.000 0 0 0.000

20 0.000 0.000 0 0 0.000
25 0.000 0.000 0 0 0.000 '

26 0.000 0.000 0 0 0.000 ~
2? 0.000 0.000 0 0 0.000
28 0.000 0.000 0 0 0.000

29 0.000 0.000 0 0 0.000
30 0.000 0.000 0 0 0.000
31 AWAIT 0.000 0.000 1 0 0.000 -

32 AWAIT 0.000 0.000 1 0 0.000 ..
33 AWAIT 0.000 0.000 1 0 0.000
3a AUAIT 0.000 0.000 1 0 0.000
35 AWAIT 0.000 0.000 1 0 0.000

35 AWAIT 0.;00 0.000 1 0 0.000
37 AWAIT 0.000 0.000 1 0 0.000 *~»
38 0.000 0.000 0 0 0.000 *~
39 0.000 0.000 0 0 0.000 '
#0 0.000 0.000 0 0 0.000

01 0.000 0.000 0 0 0.000
02 0.000 0.000 0 0 0.000
03 0.000 0.000 0 O 0.000
40 0.000 0.000 0 0 0.000
05 0.000 0.000 0 0 0.000
46 0 000 0.000 0 0 0.000

07 0.000 0.000 0 0 0.000
08 0.000 0.000 0 O 0.000
49 0.000 0.000 0 0 0.000

50 0.000 0.000 0 0 0.000
51 0.000 0.000 0 0 0.000

52 0.000 0.000 0 0 0.000
53 0.000 0.000 0 0 0.000

Sh 0.000 0.000 0 0 0.000
55 0.000 0.000 0 0 0.000
56 0.000 0.000 0 0 0.000
57 0.000 0.000 0 0 0.000
58 0.000 0.000 0 O 0.000
59 0.000 0.000 O 0 0.000

60 0.000 0.000 0 0 0.000
61 CALENDAR 7.910 0.860 13 7 7.844
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Aw» 14.23;“: .a‘a‘wfiu ~\~\‘»’~lc A» ‘»u 2-3a} 4;? .4, ."

**RESOURCE STATISTICS**

RESOURCE RESOURCE CURRENT AVERAGE STANDARD HAXIMUH CURRENT
NUMBER LABEL CA?ACITY UTIL DEVIATION UTIL UTIL

1 CHANI 1 0.27 O.k&3 l 0
2 CHAN? 1 0.12 0.323 1 0
3 CHANB 1 0.04 61204 1 O
a CHARA 1 0.03 0.17& 1 O
5 CHANS l 0.07 0.257 1 0

6 CHANS 1 0,21 0.605 1 0
7 CHAN? 1 0.17 0.376 1 0

8 NETI 100 0‘33 01608 5 0
9 NETZ 100 0.13 0.372 a 0

10 NETS 100 0.04 0.214 3 0
11 NETQ 100 0.03 01178 3 0
12 NETS 100 0.07 0.276 3 0
13 NETé 100 0.25 05529 5 0
14 NET7 100 0.20 O.A67 a 0

RESOfiRCE RESOURCE CURRENT AVERAGE MINIMUM MAXIMUM
NUMBER LABEL AVAILABLE AVAILABLE‘ AVAILABLE AVAILABLE

I CHANI 1 0.7312 0 1

2 CHANZ 1 0.8817 0 1

3 CHANS 1 0.9567 8 l
a CHANQ 1 0,9686 0 1
5 CHANS 1 0,9292 0 1
6 CBANé 1 0.7930 0 1
7 CHAN? 1 0.8298 0 l
8 NETI 100 99.6680 95 100
9 NET2 100 99.8700 96 100

10 NETB 100 99.9552 97 100

11 NET& 100 99.9682 97 100
12 NETS 100 99.9255 97 100
13 NETS 100 99.7526 95 100

14 NET? 100 99,8030 96 100
1 **HISTOGRAM NUMBER 8**

TOTAL WAIT TIME

OBS RELA U?PER

FREQ FREQ CELL LIM 0 20 a0 60 80 100
+ + + + + + + + + + 4,»

M»): (1335 0,000,300 a““wummmummmmwuwmwamwmm +
98 0.009 0.1008+01 + c +
84 0.008 O.20()E+01 + c +
99 0.009 O.BOGE+01 + c +
87 0.008 O,&OOE+01 + C +
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94
90

86
72
72
95
59

65
61
45
56
60

50
43
51

42
40
38

18
23

25

20

20
20

15

16
13
12
15

19
10

3
17

10

M

“OMNNWU‘U'NJNU‘OO‘i‘Q
*‘k‘k
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0.008
0.008

0.008
0.006
0.006

0.009
0.005
0.006
0.005

0.00h
0.005
0.005

0.004
0.004
0.005

0.004
0.004
0.003
0.002
0.002
0.002
0.002

0.002

0.002
0.001

0.001
0.001
0,001

0.001
0.002
0.001

0.000
0.002
0.001

0.001
0.001
0.001
0.000

0.001
0.001
0.000
0.000
0.000
0.000
0.000
0.000
0.003

0.SOOE+01
0.600E+01

0.7OOE+01
0.800E+01
0.QOOE+01
0.100E+02

0.110E+02
0.IZOE+02
0.1308+02

0.1&OE+02
0.150E+02
0.150E+02

0.170E+02
0.1803+02
0.190E+02

0.200E+02

0.210E+02
0.2203+02
0.230E+02
0.240$*02
0.2SOE+02

0.260E+02
O.27OE+02
0.280£+02
0.2908+02
o.3oos+02

0.310E+02
9.3202+02

O.330E+02
O.340E+02
0.350E+02

0.3603+02
O.370E+02
0.38OE+02
0.390E+02
0.AOOE+02

0.410£+02
O.420E+02

0.a302+02
o.aaoz+02
0.4502+02
O.AGOE+02
0.470E+02

0.4803+02
0.49OE+02

O.SOOE+02
INF

4.

c>+++++++++++++++++++++++++++++++++++++++++++++++
or)

man

“0000 ++++++++++++++++++
(Wt-“.1000

<3c:c:c:car>c:o++++++++
h.1,

{30000+++++
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**STATISTICS FOR VARIABLES BASED ON OBSERVATION**

MEAN
VALUE

STANDARD CORP?“ OF HINIHUM HAXIHUM N0.0F

DEVIATION VARIATION VALUE VALUE OBS

TOTAL WAIT TIME 0.229E+01 O.709E+01 0.310E+01 0‘000E+00 0.9OQE+02 ****
1

1 **INTERHEDIATE RESULTS**

S L A H I I S U M H A R Y

SIflULATION PROJECT CONVENTIONAL LMR

DATE 8/25/1988

CURRENT TIME O.17?8E+05
STATISTICAL ARRAYS CLEARED AT TIME O.5000E+0h

R E P 0 R T

BY T C FARRELL

RUN NUMBER 2 OF

**STATISTICS FOR VARIABLES BASED ON OBSERVATION**

OOOOOO

VALUE

.844E+02

.309E+02

.232E+02

.1463+02

.351E+02

.7888+02

,557E+02
84¢E+02

WOOCOU‘!

CBS

2371
2097

690
334

1033
2b95

2189
****

”AXIMUM CURRENT AVERAGE
LENGTH WAIT TIME

.236

.866
“337
.151

.510
,235

MEAK STANDARD COEFF. Q? HINIMUM MAXIMUM No.0?

VALUE DEVIATION VARIATION VALUE

WAIT TIME NET 1 0.52AE+01 O.119E+02 0,22?E+01 0,000E+00 0
WAIT TIME NET 2 O.866E+OO 0.310£+01 0.35BE+01 O‘ODOE+OO O

WAIT TIME NET 3 0.337E+00 0.216£+01 0.641E+01 0‘000E+00 0
WAIT TIME NET 4 0.1513+00 0,1268+01 0.837E+01 O‘GOOE+DO 0
WAIT TIME NET 5 0.510E+00 O,277E+01 0.544E+01 0.000E+OO 0
WAIT TIME NET 6 0,323E+01 0‘3623+01 O.267E+01 0,000E+00 0
WAIT TIME NET 7 0.208E+01 0.60&E+01 0.291E+01 0.000E+OO 0
TOTAL WAIT TIME 0.247E+01 0.771£+01 0.313E+01 0.000E+00 0.

**FILE STATISTICS**

FILE AVERAGE STANDARD

NUMBER LABEL/TYPE LENGTH DEVIATION LENGTH

1 AWAIT 0.072 0,318 4
2 AWAIT 0.011 0,107 2

3 AWAIT 0.001 0.037 1
4 AWAIT 0.000 0.017 1

5 AWAIT 0.003 O 059 3
6 AWAIT 0.057 0,249 Q
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10

11
12

13
14
15

16
'17

18
19

20
21
22
23
24
25
26
27
28

29
30
31
32
33
34
35

36
37
38

39
40
Al
42
A3
A4

45
06

47
08
A9

50
51

52
53

SA
55
56
57
58
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AWAIT

AWAIT
AWAIT
AWAIT

AWAIT
AWAIT

AWAIT
AWAIT

0.026
0.000

0.000
0.000
0.000
0.000

0.000

0.000
0.000

0.000
0.000
0.000
0.000
0.000

0.000
0.000
0.000

0.000
0.000
0.000
0.000
0.000

0.000
0.000

0.000
0.000
0.000
0.000
0.000

0.000
0.000
0.000
0.000

0.000
0.000
0.000

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

0.000
0.000

0.000
0.000

0.000
0.000

0.000

0.183
0.000
0.000
0.000
0.000
0.000

0.000
0.000

0.000
0.000
0.000

0.000
0.000

0.000
0.000
0.000

0.000
0.000

0.000
0.000
0.000
0.000

0.000
0.000

0.000.
0.000
0.000
0.000

0.000
0.000
0.000
0.000

0.000
0.000
0.000
0.000

0.000
0.000

0.000
0.000
0.000
0.000

0.000
0.000

0.000
0.000
0.000
0.000
0.000

0.000

0.000
0.000
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2.078
0.000

0.000
0.000
0.000
0.000

0.000
0.000
0.000
0.000
0.000
0.000
0.000

0.000
0.000

0.000
0.000

0.000
0.000
0.000
0.000
0.000
0.000

0.000

0.000
0.000
0.000
0.000

0.000
0.000
0.000

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

0.000
0.000
0.000

0.000
0.000

0.000
0.000

0.000
0.000
0.000

0.000

0.000
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3 59 0.000 0.000 0 0 0.000
s 60 0.000 0.000 0 0 0.000

1| 61 CALEXDAR 7.911 0.302 13 0 7.333

,' **RESOURCE STATISTICS**

RESOURCE RESOURCE CURRENT AVERAGE STANDARD MAXIMUM CURRENT

'7 000022 LABEL CAPACXTY 0111 00v111100 UTIL 0211

1 CHAN! 1 0.27 0.040 1 0

2 00002 1 0.11 0.318 1 0

L. 3 00AN3 1 0.00 0.205 1 0
a 00204 1 0.03 0 150 1 0

5 08005! 1 0.07 0 259 1 0
0 00000 1 0.22 0.412 1 0

7 00007 1 6.16 0.370 1 1

0 NETI 100 0.35 0.636 s 0
~ 9 0022 100 0.13 0.363 3 0

i0 10 0013 100 0.05 0.210 2 0
11 0024 100 0.03 0.161 2 0

12 NETS 100 0.08 0.270 a 0
13 0090. 100 0.26 0.552 s 0
10 0027 100 0.19 0.463 4 1

I

00300202 02300000 0000002 AVERAGE MINIMUM MAXIMUM
NUMBER LABEL AVAILABLE AVAILABLE AVAILABLE AVAILAELE

1 00101 1 0.7260 0 1

II 2 00002 1 0.8855 0 1
, 3 00003 1 0.9500 0 1

0 00000 1 0.9703 0 1
5 00105 1 0.9275 0 1

0 anns 1 0.7020 0 1
1 00107 0 0.8368 0 1

a 0021 100 99.0540 95 100

9 0922 100 99.0750 97 100
10 0013 100 99.9540 90 100
11 0020 100 99.9740 99 100
12 0005 100 99.9205 96 100
13 0025 100 99.7303 95 100

9~ 10 0027 99 99.3100 95 100
1 0*013000010 000000 8**

10211 0119 2100

OBS RELA UPPER

FREQ FREQ CELL LIM 0 20 40 6O 80 100

p + + + + + + + + + + +
‘ mm 0.829 0.0005300 +29:Myewaemrmmmhwnhmwwhicnvt“9:009:091m0 +
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109
104

85

102
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I x
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.010

.009

.008

.009

.008

.008

.007
. 009

.007

.006

.007

.007
.006

.004
.005

.005

.0012
. 005

.003
. 003

. 003

.003

.002

.002

.002

. 002

.002

.001

.001

.002

.001

.001

.001

.001

.001

.001
.001
.001

.001

.001

.001

.001

.001

.001

.001

.001

.000

.000

.000

.000

.005

Page 131 0f155

0.1003+01

o.2oog+01

0.3oog+oz
0.aooz+01

o.5oos+01
o.eoos+01

0.7oog+01
o.sooz+01

0.9002+01
0.xoos+02

0.1103+02
0,1202+02
0,13eg+02
0.1aan+02
o.1503+02

o.1eos+02
o.17os+02
o.1sos+o2

0,1903+02

0,2ooz+02
0.2195+92
o.2205+02

0.2308+02
0.2aos+02

0.2sog+02
o.2502+02

o.27os+02
o.2soz+02
0.2gos+o2
o.3oog+02
o.310n+02

0.3203+02
0,3303+o2
o.3402+02
0.3505+02

D.360E+02

o.3702+02

o.3aox+02
o.3905+02

o.aoos+o2
0.410E+02

0.420E+02
0.430E+02

o.aaox+02
0.4503+02
o.asog+o2
o.a7oa+02
o.aeoa+02

o.a9on+02

0.5oog+o2
INF

++++++++++++++++++++++++++++++++++++++++++++++++++++
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aunt 0 20 A0 60 80 100

**STATISTICS FQR VARIABLES BASED ON OBSERVATION**

NEAR STANDARD COEFF. 0F MINIMUH MAXIMUM N0.0F
vaLUE DEVIATION VARIATION VALUE VALUE OBS

TOTAL WAIT TIME 0.247E+01 0.77IE+01 0.313E+01 0,000E+00 0.844E+02 ****
1

1 **INTERMEDIATE RESULTS**

1

S L A X I I S U fi M A R Y R E P O R T

SIHULATION PROJECT CONVENTIDNAL LMR BY T C FARRELL

DATE 8/25/1988 RUN NUHBER 3 OF 3

CURRENT TIME_ 0‘177SE+06

STATISTICAL ARRAYS CLEARED AT TXME 0.50003+oa

**STATISTICS FOR VARIABLES BASED ON OBSERVATION**

NEAN STANDARD COEFFI 0F MINIMUM MAXIMUM no.0?  VALUE DEVIATION VARIATION VALUE VALUE oas

WAIT TIME NET 1 o.a923+01 0.1105+02 o.2233+01 o.oeos+90 0,836E+02 2342
WAIT TIME NET 2 O.101E+01 0.3552+01 0.3503+01 o.oooa+oo o.a17E+02 1979
VAIT TIflE NET 3 0,47QE+00 0.2555+01 o 5422+01 0.000E+00 0,3oaa+02 698
HAIT 11x2 NET a O.366E+00 o.2a22+91 o.5eoz+01 0.000E+OD c.2472+02 389
WAIT TIHE NET 5 0‘5592+on 0.3032+01 oIsasg+01 o.ooos+oo o 4252+02 1007
waw TIME NET 6 o.3252+01 0.9013+01 o.2772+01 o.ooos+oo 0.8825+02 2328
WAIT TIME NET 7 o,2133+01 O.607E+01 0.28SE+01 o.ooon+oo 0.598E+02 2309

TOTAL WAIT Tins 0,2a53+01 0.753£+01 0.307E+01 o.aooz+oo 0.8823+02 ****

**FILE STATISTICS**

FILE AVERAGE STANDARD MAXIMUM CURRENT AVERAGE

NUMBER LABEL/TYPE LENGTH DEVIATION LENGTH LENGTH WAIT TIME

1 AWAIT 0.067 0.294 a o a.923
" 2 AWAIT 0.012 0.117 3 o 1.015
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AWAIT
AWAIT
AWAIT
AVAIT
AWAIT

AWAIT
AUAIT

AWAIT

AWAIT
AWAIT
AWAIT
AWAIT

0.002
0.001

0.003
0,004

0.028
0.000

0.000

0.000
0.000

0.000
0.000
0.000

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

0.000
0.000
0.000

0.000
0.000
0.000

0.000
0.000
0.000
0.000
0.000

0.000

0.000
0.000
0.000
0.000
0.000
0.000
0.000

0.000
0.000

0.000
0.000
0.000
0.000

0.000
0.000
0.000
0.000
0.000

0.046
0.029
0.061

0.245
0.184
0.000
0.000

0.000
0.000
0.000
0.000
0.000

0.000
0.000
0.000
0.000

0.000
0.000
0.000
0.000

0.000

0.000
0.000
0.000

0.000

0.000
0.000

0.000
0.000

0.000
0.000
0.000

0.000
0.000
0.000
0.000

0.000
0.000
0.000

0.000
0.000
0.000

0.000

0.000
0.000

0.000
0.000

0.000
0.000

0.000
0.000
0.000
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.472
.366
.559
.252

.126

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000
.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000
.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000
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SS

56
57
58
59

60
61

NUMBER

F‘P‘k‘r‘b’ a~u:a:»*o
RESOURCE
NUMBER

pd

Oxomwmmbwww
0.0.». WNW

mOOCZIOOO VOOOOQO

 

.000

.000

.000

.000

.000

.000

.903

MAXIMUM CURRENT
UTIL

0.000 0.000 O
0.000 0.000 0

0.000 0.000 0
0.000 0.000 0
0.000 0.000 0

0.000 0.000 0
CALENDAR 7.905 0.862 13

**RESOURCE STATISTICS**

RESOURCE RESOURCE CDRRENT AVERAGE STANDARD
LABEL CAPACITY UTIL BEVIATION UTIL

CHANI 1 0.28 0.447 1
CHANZ I 0.11 0.312 1
CHANB 1 0.04 0.206 1

CHANQ 1 0.03 0.177 1
CRANE 1 0.07 0.256 1
CHANG 1 0.20 0.000 1
CHAN? 1 0.17 0.378 1
NETI 100 0.34 0.619 5
NETZ 100 0.12 0.363 A
NET3 100 0.05 0.220 3

NET4 100 0.03 0.180 2
NETS 100 0.07 0.270 A

NET6 100 0.24 0.539 5
NET? 100 0.20 0.473 a

RESOURCE CURRENT AVERAGE MINIMUM

LABEL AVAILABLE AVAILABLE AVAILABLE

CHANI 1 0.7231 0
CHANZ 1 0.8908 0
CHAN3 1 0.9556 0
CHANé 1 0.9675 0
GEARS 0 0.9297 0
CHANS 1 0.8004 0
CHAN? 1 0.8276 0
NETI 100 99.6563 95

NETZ 100 99.8792 96
NETB 100 99.9538 97

NETA 100 99.9666 98
NETfi 99 99.9260 96

NETé 100 99.7566 95
NET? 100 99 7993 96H :5
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**HISTOGRAH NUMBER 8**
TOTAL WAIT TIME
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05$ RELA

FREQ FREQ

*** 0.825
l03 0.009
103 0.009

96 0.009
90 0.009

106 0.010
97 0.009
86 0.008
80 0.008
82 0.007

72 0.007
79 0.007
73 0.007

56 0.005
61 0.006
58 0.005
53 0.005

50 0.005
43 0.004
09 0.004
39 0.000
37 0.003

32 0.003

28 0.003
27 0.002
33 0.003
18 0-002

18 0.002
21 0.002
17 0.002

18 0.002
16 0.001
17 0.002
15 0.001
14 0.001
17 0.002

0.001

0.001
0.001
0.000
0.001

0.001
0.001

0.001
0.000
0.001
0.000

0.000
0.000

Mr—‘N‘JLJQ‘CI’GOO‘MXOCOO‘
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UFPER

CELL L1H

0.000E+00

0.1OOE+01
0.ZOOE+01
0.300E+01
0.AOOE+01
0.SOQE+01
0.600E+01
0.7OOE+01
0.8OOE+01
0.9003+01
0.100E+02
0.110E+02

0.IZOE+02
0.130E*02

0,1405+02

0.150E+02~
0.1608+02

O.1?OE+02
0.180E+02
0.190E+02
Q.200£+02

0.210E+02

0.2202+02
0.230E+02
0.2&OE+02
0,2505+02
0.260E+02

O.270E+02
0.2803+02
O.290E+02
0.3GOE+02
O.310E+02
0.3ZOE+02
D.3302+02
0,3aos+02

0.3SOE+02
0,36OE+O2

0,370E+02
D.380£+02
O.390E+02

0,AOOE+02
0,410E+02
0.420E+02
0.h30£+02
O.AAOE+02
O,450E+02
0.460E+02
0.470E+02
0.480E+02

0 20 AD 60 80 100
+ + + + + + + + + +

+********w*****************************w**
C
C

C
C

C
C
C

C

C
C

C
C
C

C

C
C
C

OUGDGO

C")C'}00000.moonnnnnnnao$9$$+$+$++++++++++++++++++++++++++++++
+

+
+
+

4.
4.
+
+

+
.1.
“'9“
+

4*
+

+
4,.
4.
4..
+
.1.
.1.

+
4.
+
4,.
+

q.

‘9'
+

+
4}.
+
+
+
+
+
+

+
+

4.
+
+

+
+
+
+

+
+
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**STATISTICS FOR VARIAfiLES BASED ON OBSERVATION**

flEAN STANDARD COEFF. OF MINIMUM MAXIMUM N010F
VALUE DEVIATION VARIATION VALUE VAEUE 058

TOTAL wAIT TIME O.245E+01 O.753E+Ol 0.307E+01 Q.GOGE+00 0.8SZE+02 ****
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This output was produced using the trunked model with 7 fleets with

inputs as shown in Table VIII.

set equal to 5 seconds, and CH was set equal to 7.

MD was set equal to 0.350 seconds, RU was

+***’:k‘k*:k**2???*******k********'k****‘k*~k****‘k**‘k*‘k*ir*****************3¥******

71'

§\'
>\'

NUMBER AS FOLLOWS:

SERIAL NUMBER: 202063X'X-36>?**X~’(fl>(v>(>x~>éX-=+X~X'36$3FX‘$*fl-¥-X~%w3§>§$%$%~$$x~%fi&
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SLAM II VERSION h.O

ALL RIGHTS RESERVED

PRITSKER AND ASSOCIATES. INC.
P.0. BOX 2&13

WEST LAFAYETTE, INDIANA £7906

(317)&63~5557
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*

3%

**************‘k

C COPYRIGHT 1983 BY ?RITSKER AND ASSOCIATES,

INC. AND LICENSEE,

INC.

THIS SOFTWARE IS PROPRIETARY TO AND A TRADE SECRET OF PRITSKER &

ASSOCIATES, INC, ACCESS TO AND USE OF THIS SOFTWARE IS GRANTED
UNDER THE TERMS AND CONDITIONS OF THE SOFTWARE LICENSE AGREEMENT
BETWEEN ?RITSKER & ASSOCIATES, IDENTIFIED BY

THE TERMS AND CONDITIONS OF THE AGREEMENT SHALL BE STRICTLY

ENFORCED. ANY VIOLATION OF THE AGREEMENT MAY VOID LICENSEE'S
RIGHT TO USE THE SOFTWARE. *X‘riv$>¥3é$>é>é~fivé+¥39$)???>P$=6>E$$$>636>939>¢$$3¥$$3k$$fi~3§$
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1 **INTERfiEDIATE RESULTS**

8 L A M I I S U M M A R Y R E ?'O R T

SIHULATIGN PROJECT HTS BY T C FARRELL

DATE 8/29/1988 RUN mam 1 OF 3

CURRENT TIME 0.177BE+06

STATISTICAL ARRAYS CLEARED AT TIflE OVSOOOE+04

**STATISTICS FOR VARIABLES BASED ON OBSERVATION**

MEAN STANDARD COEFF‘ 0F MININUM MAXIMUM No.0?
VALUE DEVEATION VARIATION VALUE VALUE OBS

INT BELAY FLT 1 0.629E+01 0,132E+O2 0.209£+01 0.000E+00 0.1128+03 2290
INT DELAY FLT 2 0.105E+01 U.353£+01 0.335E+01 0.GGOE+00 0.301E+02 2078
INT DELAY FLT 3 0‘322E+00 0.213E+01 O.663E+01 0.000E+OO 01274£+02 655

INT DELAY FLT 4 0.43BE+00 0.244E+01 0.559E+01 0,GOOE+OG 0.238E+02 386
INT DELAY FLT 5 0,802E+OO 0.343E+01 0.427E+01 0.000E+00 0.298E+02 1039

INT DELAY FLT 6 0.33GE+01 0.823E+01 0.2é5E+01 0,000E+QO 0,642E+02 233fi
INT DELAY FLT 7 O.2OQE+01 0.6GIE+01 0,287E+01 0.00UE+00 D~SBSE+02 2228
FLT 2 CH DELAY 0.349E+00 0.335E»02 0.960E«02 D.344E+OO 0.3528+00 ****
FLT 2 CH DELAY 0.349E+00 0.33éE-02 0.9628-02 0~3aéE+00 0.3522+00 7582
FLT 3 CH DELAY 0,3&9E+00 0.32éfiw02 O.928E«02 O.3&4E+OG 0.352E+00 2192
FLT 4 CH DELAY 0,349E+00 O.355E»02 0.1OZE«01 0.36&E+OO 0.352E+00 1312
FLT 5 CH DELAY 0,349E+OO 0.330E«02 0,9QQE'02 0.34AE+00 013525+00 3721
FLT 6 CH DELAY 0.349E+00 D.336E~02 0.962E-02 0.344E+00 0.352E+00 7771

FLT 7 CH DELAY 0.3h9E+OO 0.3308—02 0.946E~02 0.344E+00 0.352E+00 9177
TOTAL CH DELAY 0.3498+OO 0.33hE»02 0.956Ew02 0.344E+00 0.352E+00 ****
MSG DELAY 0.310E+01 O.811£+01 O.261E+01 0‘3&&E+00 0.1IZE+03 ****

**FILE STATISTICS**

FILE AVERAGE STANDARD MAXIMUM CURRENT AVERAGE

NUMBER LABEL/TYPE LENGTH DEVIATION LENGTH LENGTH WAIT TIME
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AWAIT
AWAIT
AVAIT
AVAIT

AWAIT
AWAIT

AWAIT

AUAIT

AWAIT

AWAIT
AWAIT
AWAIT
AWAIT

AWAIT COOCOOOCOOOODOOCOOOOOCOCOOOCOOOOOOOGDDOOOOOOOOOOOGOO
.083

.013

.001

.001

.005

.045

.027

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.346

.117

.037

.031

.072

.231

.178

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

.000

OOOCJOOODOCOOO0000000000QOOOOOOOOOOOOOOOOOOOO00000000
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6.295

1.052
0.322
0.438
0.802

3.362
2.090
0.000
0.000

0,000
0.000

0.000
0.000

0.000

0.000
0.000

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

0.000
0.000
0.000

0.000
0.000

0.000
0.000
0.000

0.000
0.000
0.000

0.000

0.000
0.000
0.000
0.000

0.000
0.000

0.000
0.000
0.000
0.000

0.000
0.000
0.000
0.000
0.000
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53 0.000 0.000 0 0 0.000
54 0.000 0.000 0 0 0.000

55 0.000 0.000 0 0 0.000
56 0.000 0.000 0 0 0.000
57 0.000 0.000 0 0 0.000
58 0.000 0.000 0 0 0.000
59 0.000 0.000 O O 0.000

60 0.000 0.000 0 0 0.000
61 RUQ AWAIT 0.000 0.000 1 0 0.000
62 GHQ AWAIT 0.000 0.000 1 0 0.000

63 CALEXDAR 7.98& 0.881 13 8 2.771

**RESOURCE STATISTICS**

RESOURCE RESOURCE CURRENT AVERAGE STANDARD MAXIMUM £URR£NT  NUHBER LABEL CAPACITY UTIL DEVIATION UTIL UTIL

1 1111 1 0.29 0.451 1 o
2 1112 1 0.13 0.335 1 o

3 1113 1 0.05 0.208 1 o

4 1114 1 3.03» 0.183 1 o
3 1115 1 0.03 0.275 1 o
s FLTS 1 0.22 0.112 1 1
7 1117 1 0.19 0.389 1 o

31 1111 100 0.37 0.666 5 o
32 RAD? 100 0.10 0.386 3 0
33 2193 100 0.05 0.217 3 o

31 RADA 199 0.04 o 190 2 o
35 RADS 100 0.09 0.300 3 o
36 RADG 100 0.25 0.512 a 1
37 RAD? 100 0.21 0.477 4 0
38 CHAN 7 0.55 0.743 5 o

RESOURCE RESOURCE CURRENT AVERAGE HINIMUM MAXIMUM

RUMBER LABEL AVAILABLE AVAILABLE AVAILABLE AVAILABLE

1 1111 1 0.7100 0 1
2 1112 1 o 3703 o 1
3 1113 1 0.9517 0 1

A FLTA 1 0.9655 0 1
5 FLTS 1 0.9172 0 1

s FLT6 0 0.7839 0 1
7 FLT? 1 0.8136 0 1

31 1191 100 99,626? 94 100
32 RADZ 100 99.8576 97 100

33 RADB 100 99.9535 97 100
34 RA04 100 99.9645 98 100
35 RADfi 100 99.9123 97 100
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35 RADS 99 99.7385 96 100
37 RAD7 100 99.7856 96 100

38 CHAN ? 6.3071 2 7
1 **HISTOGRAH NUMBER16**

MSG DELAY

OBS RELA UPPER

FREQ FREQ CELL Lin 0 20 00 60 80 M CC)
+ + + + + + + + + + +

0 0.000 0.0008+00 + +
*** 0.820 0,100E+01 +*********************************t******* +
100 0.009 O.200£+01 + C +

83 0.008 0.3000+01 + c +
93 0.008 0.0008+01 + c +
85 0.008 0.5000+01 + c +

100 0.009 0.600E+01 + c +
88 0.008 0.7OOE+01 + C +
87 0.008 0.8002+01 + c +
80 0.007 0.9008+01 + C +

73 0.007 0.1003+02 + C +
?0 0.006 0.1100+02 + C +
69 0.006 0.120E+02 + C +
72 0.007 0.1308+02 + C +
?7 0.007 0.1002+02 + C +

65 0.006 0.1SOE+02 + C +
53 0.005 0.160E+02 + c +
61 0.006 0.17OE+02 + C +
48 0.004 0.180£+02 + C +
39 0.004 0.1902+02 + C +
50 0.005 0.200E+02 + C +
00 0.004 0.2102+02 + C +
27 0.002 0.2208+02 + c +

35 0.003 0.2308+02 + C +
36 0.003 0.2AOE+02 + C +
33 0.003 0.250E+02 + c +

22 0.002 0.2608+02 + C +
19 0.002 0.270E+02 + C +

28 0.003 0.280E+02 + 0+
23 0.002 0.29OE+02 + 0+
20 0.002 O.300£+02~+ 6+
23 0.002 0.310E+02 + 0+

25 0.002 0.320£+02 + ~ 0+
17 0.002 0.330E+02 + 0+
20 0.002 0.300E+02 4» (3+

13 0.001 0.350E+02 + 0+
17 0.002 O.360£+02 + 0+
18 0.002 0.3708+02 + 0+
13 0.001 0.380E+02 + 0+

8 0.001 0.390E+02 + 0+
7 0.001 0.400E+02 + C
5 0.000 0.010£+02 + C

6 0.001 0.4202+02 + C
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;? ; 0 0.000 0.4302302 + c

i 7 0.001 0.400E+02 + C
l 9 0.001 0.450002 + c7 0001 0.0600002 + c

0 0.000 0.0702032 + c

, 5 0.000 0.080840” + c

is; 5 0.000 0.0000002 + c1 0.000 0.500£+02. + c
53 0,005 mm + 0

-~ + + + + + + + + + + +

w: 0 20 00 60 80 100

**STATISTICS 000 VARIABLES 30500 00 OBSERVATION**

MEAN STANDARD 00001:. 00 MINIMUM MAXIMUM 00.00
VALUE 0001001001 VARIATION VALUE VALUE 003

MSG DELAY 0.3100+01 0.0110031 0.2010401 0.3000300 0.112m03 MN
1

1 *HN'I‘ERMEDIATE 11050133“

1

I SLAM 11 SUMMARY REPORT

0100100300 10203000 HTS 0*: r c FARRELL

DATE 8/29/1988 0.00 0000311 2 0? 3

CURRENT TIME O.1778E+06
STATISTICAL ARRAYS CLEARED AT TIME 0.SOOOE+Oh

**STATISTICS FOR,VARIABLES BASED ON OBSERVATION**

MEAN STANDARD COEFF. OF MINIMUM MAXIMUM N0.0F
VALUE DEVIATION VARIATION VALUE VALUE OBS

INT DELAY FLT 1 0.628E+01 O.138E+02 0.220E+01 0.000E+00 0.116E+03 2345
INT DELAY FLT 2 0.107E+01 O.3?1£+01 0.3A7E+01 0.000E+00 0.4A4E+02 2166
INT DELAY FLT 3 0,349E+00 O.207£+01 0.594E+01 0.000E+OO 0.2088+02 712

INT DELAY FLT 4 0.2298+00 0.177E+01 0.77OE+01 0.000E+OO 0.2AOE+02 355
INT DELAY FLT S O.825E+00 O.368E+01 0.406E+01 0.000E+OO O.350E+02 1032
INT DELAY FLT 6 0.301E+01 0.8228+01 O.273E+01 D.000E+OO 0.796E+02 2361

INT DELAY FLT 7 00241E+01 0‘673E+01 0.2795+01 0.000E+00 0.586E+02 2258
FLT 1 CH DELAY 0.349E+00 O.336E~02 0.963E-02 0.34&E+OO 0.352E+00 ****
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FLT 2 00 DELAY 0.3090+00 0.3330«02 0.9500«02 0 3000+00 0.3520+00 7803
FLT 3 00 DELAY 0.3090+00 0,336E-02 0.961E~02 0.3442+00 0.3520+00 2362

FLT 0 00 DELAY 0.3092+00 0.331E-02 0.9400-02 0.3000+00 0.3520+00 11?7
FLT 5 00 DELAY 0.309E+00 0.301E~02 0.9770~02 0.300E+00 0.3520+00 3050

FLT 6 cu DELAY 0.3490+00 0.3400'02 0.9740-02 0.3400+00 0.352E+00 7750
FLT 7 00 DELAY 0.3090+00 0.3303—02 0.968E~02 0.3aan+00 0.3520+00 9051
TOTAL 00 DELAY 0.349E+00 0.33?E—02 0.9600-02 0.3400+00 0.3520+00 ****
use DELAY 0.309E+01 0 3050+01 0.2700+01 0.3000+00 0.1100+03 ****

**FILE STATISTICS**

FILE AVERAGE STANDARD MAXIMUM CURRENT AVERAGE

000000 LABEL/TYPE LENGTH DEVIATION LENGTH LENGTH WAIT TIME

1 AWAIT 0.005 0.353 5 0 6.280

2 AwAIT 0.013 0 122 3 o 1.070
3 AWAIT 0 001 0.002 3 0 0.309
A AWAIT 0.000 0.022' 1 0 0 229
5 Awar 0.003 0.074 2 0 0.825

6 AWAIT 0.001 0.230 0 0 3.010

7 AWAIT 0 031 0 190 a 0 2.010
8 0 000 0.000 0 0 0.000
9 0 000 0.000 0 0. 0.000

10 0 000 0 000 0 0 0.000
11 0.000 0 000 0 0 0.000
12 0.000 0.000 0 0 0 000
13 0.000 0 000 0 0 0 000
14 0.000 0 000 0 0 0 000

15 0 000 0 000 0 0 0 000
10 0.000 0 000 0 0 0 000

17 0 000 0 000 0 0 0 000
18 0.000 0 000 0 0 0.000
19 0.000 0 000 0 0 0.000
20 0 000 0.000‘ 0 0 0 000
21 0.000 0 000 0 0 0 000
22 0.000 0 000 0 0 0.000

23 0.000 0.000 0 0 0.000
20 0.000 0.000 0 0 0 000
25 0.000 0.000 0 0 0.000
26 0.000 0.000 0 0 0 000
27 0 000 0 000 0 0 0 000
20 0.000 0 000 0 0 0 000
29 0 000 0 000 0 0 0.000
30 0.000 0 000 0 0 0 000
31 AWAIT 0.000 0.000 1 0 0 000
32 AWAIT 0 000 0 000 1 0 0.000
33 AWAIT 0.000 0 000 1 0 0.000
34 AWAIT 0 000 0 000 1 0 0 000

35 AWAIT 0 000 0 000 1 0 0 000
36 AWAIT 0.000 0 000 1 0 0 000
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37 00011" 0. 000 0.000 1 0 0.000
30 0 .000 0.000 0 0 0 .000
30 0.000 0 .000 0 0 0. 000
00 0 , 000 0 .000 0 0 0.000
01. 0 .000 0. 000 0 0 0.000
02 0. 000 0.000 0 0 0. 000
03 0 .000 0.000 0 0 0.000
00 0 .000 0.000 0 0 0 .000

05 0.000 0.000 0 0 0. 000
00 0.000 0.000 0 0 0. 000

2.7 0.000 0.000 0 0 0.000
08 0.000 0.000 0 0 0.000
09 0.000 0 .000 0 0 0 .000
50 0.000 0.000 0 0 0.000
51 0.000 0 .000 0 0 0.000
52 0.000 0.000 0 0 0.000

53 0.000 0.000 0 0 0 .000
50 0.000 0.000 0 0 0.000
55 0. 000 0. 000 0 0 0. 000
50 0.000 0 .000 0 0 0.000

b 57 0.000 0.000 0. 0 0.000
58 0.000 0.000 0 0 0 .000
59 0. 000 0.000 0 0 0 .000
60 0. 000 0, 000 0 0 0.000

61 RUQ AWAIT 0.000 0.000 1 0 0.000
02 000 00010 0.000 0.000 1 0 0 .000
03 CALENDAR 7.900 0.095 13 0 2. 7:10

**RESGURCE STATISTIGS**

RESOURCE RESOURCE CURRENT .AVERAGE STANDARD MAXIMUM CURRENT  0000012. 1.0001. CAPACITY 0m. 000101100 0011. 0111.

1 01.01 1 0.30 0.057 1 0
2 01.02 1 0. 13 0. 301 1 0
3 01.173 1 0.05 0.210 1 0
0 ma 1 0.03 0.173 1 1
5 0105 1 0.08 0.271 1 0

0 01.00 1 0.21 0.010 1 0
7 01.07 1 0.19 0.390 1 0

31 12001 100 0.33 0.073 6 0
.32 10102 100 0.15 0.303 a 0
33 0003 100 0.05 0.228 0 0
30 10100 100 0.03 0.177 2 1
35 0.005 100 0.08 0.296 3 0
30 0000 100 0.25 0.530 5 0
37 11.0.07 1.00 0.23 0.090 5 0
30 0000 7 0.00 0.757 5 0
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RESOURCE RESOURCE CURRXNT
NUMBER

1
2
3

h
5
6
7

31
32
33

34

35
36
37
38

OBS RELA

FREQ FREQ

0 0.000
*** 0,326

110 0.010
99 0.009
90 0.008
77 0.007

100 0,009

99 0,009
81 0.007
77 0.007

93 0.008
85 0.008

78 0,007
48 0.004

71 0.006
59 0,005
07 0.004
«7 0.004

48 0.004
32 0.003
43 0,00a

51 0,005
46 0.004
36 0,003
32 0,003

29 0.003
19 0.002

LABEL

FLTl
FLT2

FLT3
FLTQ
FLT5
FLT6
FLT?
RADI

RAD2

RAD3
RADA

RADS

RADé
RAD7
CHAN

U?PER
CELL LIM

0.000E+00
0.1003+01
O.200E+01

O.300E+01
0,4003+01
0.500E+01

0,600E+01
0.700E+01
0,8008+01
00900E+01

0.100E+02
0.110E+02
0.12OE+02
0.13OE+02

0.140E+02
0.150E+02
0.1608+02
0.170E+02

0.1808+02
0.1908+02
0.200E+02
0,210E+02
0.220E+02
0.230E+02
0.240E+02

0.250E+02
0.260E+02
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AVAILABLE AVAILABLE

0
+

+

+9c‘k*‘i‘tfiri‘fl‘k‘i‘fi***M****fi'*‘§***‘k********‘k‘k‘kaV‘k

+++++++++++++++++++++++++

F‘PRP‘C)F‘#‘P‘
100
100

100
99

100

100
100

7

+

AVERAGE

0‘
.8659
.9499
.9690
.9202

.7868

.8059
,6186

99.
99‘

99.

99.
99a
99.

6.

0013000
99

7039

8526

9084

9686
9134

7455
7744

03398
**HISTOGRAM NUMBER16**

KSG DELAY

+
a0

+

133

HINIMUE
AVAILABLE

MAXIMUM
AVAILABLE

0 1
0 1
0 1
0 1

0 1
0 1
0 1

94 100
96 100
96 100
98 100

97 100
95 100
95 100
2 7

60 80 100
+ + + +

C
C

C

C
G

C
C

C
C
C

C

C
0

000000 ++++++++++++++++++++++++++++
OOC‘IC‘EOO
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35 0.003 0.2700402 + 0+
21 0.002 0.280}Z+02 + 0+

I 20 0.002 0.290002 + 0+
, 20 0.002 0.3000+02 + (3+

19 0.002 0.3100+02 + 0+
17 0.002 0.3202+o2 + 0+
10 0002 0.3300032 + 0+
13 0.001 0.300.0+02 4- 0+

”- 12 0.001 0.3502402 + 0+
.. 13 0.001 0.3600402 + 0+

8 0.001 0.3?00+02 0 0+
9 0.001 0.3000402 + 0+

10 0.001 0.390£+02 + 0+

...I a 0.001 0.0000302 + 0+
? 0.0.01 0.0100002 «1» 0+
0 0.000 0.0200300 + 0+

0 0.001 0.03000): + 0
3 0.000 0.6&OE+02 + C

5- 0.000 0.0500002 + C
. 9 0.001 0.0500002 + 0

» u: :2 0.000 0.0700+02 + 0
0 0.000 0.4000+02 + a
2 0.000 0.090E+02 + C
7 0.001. 0.5000402 + c

76 0.00.7 INF + 0

g . - w + + + + + + + + + +

I my»? 0 20 00 60 80 100

**STATISTICS F‘OR VARIABLES BASED ON OBSERVATION**

I MEAN STANDARD 002100. 0:? MINIMUM MAXIMUM 00.00
VALUE DEVIATION VARIATION VALUE VALUE 003

MSG DELAY 0.3091001 0.8468m1 0.2702401 0.3040000 0.1102403 MM
1

1 **INTERHEDIATE RESULTS**

3.

SLAM 11 SUMMARY REPORT

I...“

smumrww 01200001? ms BY T c FARRELL

DATE 8/29/1988 RUN NUMBER 3 0? 3

l' CURRENT TIME 0.177SE+06
STATISTICAL ARRAYS 01.00120 AT "mm 0.5000000.
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F **STATISTICS FOR VARIABLES BASED ON OBSERVATION**
MEAN STANDARD COEFF. OF MINIMUM ”AXIMUM N0.0F
VALUE DEVIATIDN VARIATION VALUE VALUE OBS

INT DELAY FLT 1 O.575E+01 0.123E+02 0.213E+01 0.000E+00 0.100E+03 2336

INT DELAY FLT 2 0.112E+01 0.39lE+01 0.349E+01 0.000E+00 0.343E+02 2084
INT DELAY 3LT 3 0.309B+00 0.224E+01 0.725E+01 0.000E+00 0.333E+02 680

INT DELAY FLT é 0.3768+00 0.2198+01 0.5862+01 0.000E+00 0.240E+02 387
INT DELAY FLT 5 0.9BSE+00 0.641E+Ol 0.408E+01 0.000E+00 0.450E+02 1081

INT DELAY FLT 6 0.287E+01 0.?64E+01 O.267E+01 0.000E+00 0.583E+02 2333
INT DELAY FLT 7 0.241E+01 0.6528+01 0.270E+01 0.000E+00 0.618E+02 2237 “ ‘
FLT 1 CH DELAY 0.349E+00 0.3410-02 0.9768~02 0.3h4£+00 0.3523+00 **** ‘
FLT 2 CH DELAY 0.349E+00 0.3388w02 0.970E—02 0.344E+00 0.352E+00 7575
FLT 3 CH DELAY 0.349E+00 0.3372-02 0.9648-02 0.344E+00 0.352E+00 2229

FLT 4 CH DELAY 0.349E+00 0.324E-02 0.9268-02 0.344E+00 O.352£+00 1229
FLT 5 CH DELAY 0.3498+00 0.3232-02 0.925Em02 0.344E+00 0.352E+00 3659

FLT 6 CH DELAY 0.3098+00 0.3363~02 0.963E»02 0.304E+00 0.3528+00 7755 ’”
FLT 7 CH DELAY 0.3492+00 0.328E*02 0.939E—02 0.344E+00 0.352E+00 9116 “ 3
TOTAL CH DELAY 0.3AQE+00 0.3358-02 0.960E-02 0.344E+00 0.3SZE+00 **** .

MSG DELAY 0.298E+01 0.7798+01 0.2628+01 0.344E+00 0.104E+03 ****

**FILE STATISTICS**

FILE AVERAGE STANDARD MAXIMUM CURRENT AVERAGE

NUMBER LABEL/TYPE LENGTH DEVIATION LENGTH LENGTH WAIT TIME

1 AWAIT 0.0?8 0.315 A 0 5.708

2 AWAIT 0.014 0.125 3 0 1.120 ””
3 AUAIT 0.001 0.035 1 0 0.309
4 AWAIT 0.001 0.029 1 0 0.374
5 AWAIT 0.006 0.092 4 0 0.985

6 AWAIT 0.039 0.215 3 0 2.866
7 AWAIT 0.031 0.190 3 0 2.011 "“”
8 0.000 0.000 0 O 0.000
9 0,000 0.000 0 0 0.000

10 0.000 0.000 0 0 0.000
11 0.000 0 000 0 0 0.000

12 0.000 0.000 0 0 0,000
13 0.000 0.000 0 0 0.000
14 0.000 0.000 O 0 0.000 ”
15 0.000 0.000 0 0 0.000

16 0.000 0.000 0 0 0.000
17 0.000 0.000 0 0 0.000

18 0.000 0.000 0 0 0.000
19 0.000 0.000 0 0 0.000

20 0.000 0.000 0 0 0.000
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21
22
23
24

25
26

27
28

29
30
31
32
33

as.

.35
36

3?
38

39
£0

1.1
«2
as

4:.
2.5
46

1.7
as
09

so
51

52
53
54
SS

36
57
58
59
60
61

52.
63

RESOURCE RESOURCE CURRENT
NUMBER

1

"‘ um.w;..»z:s.)uv:.n; L151; 0 arr... : ..r‘:.

AWAIT

AWAIT
AWAIT

AWAIT

AVAlf
AWAIT
AWAIT

RUQ AWAIT
CBQ AWAIT

CALENDAR

0.000
0.000
0.000
0.000

0,000

0.000
0.000

0.000
0.000
0.000

0.000
0.000
0.000

0.000

0.000

0.000
0.000
0.000

0.000
0.000
0-000

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

0.000

0.000
0.000
0.000
0.000

0.000
0.000
0.000
0.000
0.000
0,000
7.980

0.000
0.000

0.000
0.000

0.000
0.000
0.000

0,000
0.000
0.000
0.000

0.000
0.000
0.000
0.000
0.000

0.000
0.000
0.000
0.000
0.000

0.000
0.000
0.000

0.000

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

0.000
0.000
0.000
0.000
0,880

**RESOURCE STATISTICS**

LABEL

FLTl

Page 148 0f155
“Wm

CAPACITY UTIL

l 0.29

136

H

AVERAGE STANDARD
DEVIATION

0.h55

3‘HHOO0060000000OOOOOOOCOOOWHWHWHWOOCODOQOOO
WWWWWW.M m... w...

0.000
0.000
0.000
0.000

0.000

0,000
0,000
0.000
0.000
0.000
0.000
0.000
0,000
0.000
0.000

0.000
0.000
0,000
0.900
0.000
0.000
0.000

0.000
0.000
0.000

0.000
0.000

0,000
0.000

0.000.
0.0130
0.000
0.000

0,000
0.000
0.000

0.000
0.000
0.000
0.000
0.000

0.000
2.771

00COCOGOO‘OOOOOOOOOOOOOOOOOOOOQQOOOOOOOOOOOOO
HAXIHUM CURRENT

UTIL UTIL

1 0
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2

3
l;

5
6
7

31
32
33
34
35

36
37

38

RESOURCE
NUMBER

Page 149 of 155
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FLTZ

FLT3
FLTk

FLTS
FLT6
FLT?
RADl
RADZ

RADB
RADA
RAD§
RAD6
RAD?
CHAN

RESOURCE CURRENT

LABEL AVAILABLE AVAILABLE

P-‘HP-‘P-‘HW
100
100

100
100
100
100

OOGOOOOOOOOOOO
.13
,OS
.03
.08
.22
.18
.37
.14
.05

.03
109

.26

.22
.65

AVERAGE

.335

.210

.177

.271

.413

.387

.645

.389

.218

.184

.306

.526
1488

01749

0000000000000 wbb¥J3010»u:4HHyaya;a 0:4C>C>C)C>C)C1H‘C)CIOoC
MINIMUM MAXIMUM
AVAILABLE AVAILABLE

FLTl 1 0.7073 0 1
FLTQ 1 0.8715 0 1
FLT3 1 9.95h0 0 1
PLTé 1 0.96?7 0 1
FLTS 1 059199 0 1
FLTG 1 0.7824 0 1
FLT? 0 0.8162 0 1
RADI 100 99.6295 95 100
RADQ 100 99.8579 96 100
RADB 100’ 99.9527 98 100
RADQ 100 99,9688 98 100
RAfiS 100 99.9138 95 100
RAD6 100 99.743? 96 100
RAD? 99 99.7851 96 100
CHAN '7 6.3a80 1 7

**HISTOGRAK NUMBER16**
MSG DELAY

UPPER

CELL LIM 0 40 60 80 100
+ + + + + + + + +

0.000E+00 + +
0,1OQE+01 +w*****w***x************w***************** +
O.200E+01 +* C +
013OOE+01 + C +
0.AOOE+01 + C +
0.500E+01 + C +
0.600E4fi? + C +
0.7OOE+01 + c +
01800E+01 + C +
0.900E+01 + c +
0.100E+02 + C +
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65 0.006 0.1IOE+02 + C +
86 0.008 0.120£+02 + C +
65 0.005 0.13OE+02 + c +
60 0.006 0.1400+02 + c +

52 0.006 0.lSOE+02 + C +
57 0.005 0.1603+02 + C +
53 0.005 0.170E+02 + C +

45 0.004 0.180E+02 + C +
02 0.000 0.190E+02 + C +
56 0.005 0.2005+02 + C +
37 0.003 0.2105+02 + C +

04 0.000 04220E+02 + C +
33 0.003 0.2303+02 + C +
30 0.003 0.2008+02 + C +

38 0.003 0.250E+02 + C +
30 0 003 0.2608+02 + 0+
26 0.002 0.270E+02 + 0+

24 0,002 0.280E+02 + 6+
1? 0.002 0.290E+02 + 0+
19 0.002 0.300E+02 + 0+
23 0.002 0.310E+02 + 0+

12 0.001 0.3208+02 + 6+
16 0.001 0.3300+02 + 0+

1a 0 001 0.300E+02 + 0+

15 0.001 0.350E+02 + C?
10 0.001 0.360£+02 + 0+
17 0.002 0,37OE+02 + 6+
10 0.001 0.3SOE+02 + 0+
15 0.001 0.39OE+02 + C

7 0.001 O.éOOE+O2 + C
7 0.001 0.AIOE+02 + C
3 0.000 0,420E+02 + C
7 0.001 0.430E+02 + c

0 0 000 0.000E+02 + c
a 0.000 0.450E+02 + C
5 0 000 0.000E+02 + C

3 0.000 0,07OE+02 + C
7 0.001 0.ASOE+02 + 0

5 0.000 0.090E+02 + c
5 0.000 0.500£+02 + C

39 0.004 INF + C
--~ + + + + + + + + + + +

*** 0 20 40 60 80 100

**STATISTICS FOR VARIABLES BAS ED 0N OBSERVATION**

MEAN STANBARD COEFF. OF MINIMUM MAXIM No.01?
VALUE DEVIATION VARIATION VALUE VALUE OBS

MSG DELAY 0.298E+01 0.779E+01 0.2620+01 0.3400+00 0.1an+03 ****
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Capt Farrell was born at a very young age“
-119 first became invnlved in mommunications at; the

age of 5, when he attempted to build a long—haul circuit (several

 
hundred feet) with two paper cups and a length of string. Although the

project was abandoned due to technical difficulties (8 small hillock on

the line«of~site path caused the string to become "grounded") his

interest never waned. He attended Lehigh UniVersity, in-Bethlehem.

Pennsylvania, where he learned to survive on nothing but pizza and

beer, and graduated with a Bachelcr of Science in Electrical Enginaer~

ing in June 1984. Somehow, he managed to receive a commisgién in the

usaf through the ROTC program,Mand was assigned to RAF Croughton in the

United Kingdom. At Croughton, he gained valuable experience with HF,

satellite, wideband, and LMR communications systems, particularly when

the technicians actually let him touch the equipment. Upan his

departure from Croughton, he received his Murphy’s Law degree and was

made an honorary Tech~Controller (not necessarily in that order), Much

to his surprisa, be way accepted to AFIT, and entered the School of

Engineering in Jgne 1987i
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19. Ahfiilfial

Trunkod land mobile radio systems, currently being dovolopad by
several companies, allow many groups of land mobile radio (LMR) users
to share a set of channels dynamically, reducing the total number of
channels needed to support these groups. These systems also support
"dynamic regrouping“, reassigning individual users to different groups
through software in the controlling computer. Hybrid trunked systems
(HTSs) have the added advantage of being able, in the event of

controlling system failure, to default to certain channels, adding a

degree of robustness to the system, HTSS seem to be an answér to many
of the Air Force's intra*base communications needs. These needs

include the ability to support an ever increasing number of users with
a minimal increase in allocated channels. a very high level of system

reliability under extremely adverse conditions, and an ability to

manage users under a variety of contingencies (base attack, aircraft
crash. etc.) In order to determine the numbar of channels a HTS will

require for a specific facility, information about traffic loading, and
how the syotem reacts to it, is needed.

This paper discusses a computer model of existing LMR networks on
Wright Fatterson Air Foroe Sage (WPAFB), and a model o£.a possible
cranked system for the base. Data was collected from off the air

monitoring of LMR nets, and was used to detormino numerical values for
various parameters. These values were input to the computer models to
determine the time required for a usar to obtain a channel while
traffic load and {for the trunked model) user grouping were variod to
simulate various conditions.

A 5 (1 data, A voice) channel HTS was found to adequately support
WPAFB, even with a loss of one repeater and an increase in LMR traffic.

With propor user grouping, trunked system performance is shown to be
superior to the existing conventional system while using fewer
channels.
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