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The Global Positioning System can be used to give every 
terminal a geographic address for multicasting to and from 

recipients within specified geographical areas.

GPS-Based Geographic 
Addressing, Routing, and

Resource Discovery
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Geographic messaging is the ability to send a mes-
sage selectively to specific geographic subareas defined
by latitude and longitude—for example, sending an
emergency message to everyone in a specific area, such
as a building, train station, or highway. The ability to
send a message to a distinct geographical area would
make it possible to perform geographically targeted
advertising through the Internet. For example, a busi-
ness might want to advertise a given service only to
clients within a certain geographic range, say, within
two miles of the company’s store. Conversely, users
could use geographic messaging to locate services or
resources within a geographical region, such as in their
direct proximity. One can imagine a “Who is around?’’
service that would locate and identify the people pre-
sent in a given geographic area. Assuming that termi-
nals are also equipped with cameras, users could point
their terminals in a specific direction and get annota-
tion (links) on and to the objects displayed by camera
viewers; the whole external world could be viewed as
one large Web page, so a building, for example, might
include a link explaining its business function. Links
could also be attached to mobile objects appearing on
the camera viewer.

To support such applications, location has to be a
first-class citizen in networking protocols, like the
Internet Protocol (IP) and Asynchronous Transfer
Mode (ATM) and those in the application layer. Rout-
ing protocols for geographic messages should therefore
be developed to allow routing to a specific area defined
by a polygon of geographic coordinates. Location
should also be a parameter in Web access protocols to
deliver pages on servers within a given distance from
the user. Distance-based Web bookmarks could help
define the relevance of Web pages by using distance as
an extra criterion when accessing material on the Web. 

Our main objective here is to show how new ser-

vices and new network functions could emerge as a
consequence of location being universally available to
mobile terminals. But how do the protocols have to be
rewritten to support location-aware services, such as
geographic messaging, geographic service discovery,
and geographic service advertising? Geographic rout-
ing is a key requirement, and the exact routing mech-
anisms to make it happen are critical. We also look
into geocasting, or broadcasting to geographical areas
defined as arbitrary polygons, as well as the intersec-
tion of geocasting and multicasting.

Linking an IP address with a geographic location
has been of interest to network researchers for quite
some time. The first attempt to design a system that
routes packets according to their geographic destina-
tion, and the work most like ours, was dubbed “Carte-
sian routing” by Gregory Finn in 1987 [5]. Xerox’s
PARC research laboratory also pioneered location-
dependent services [10].

The recently proposed redesign of IP and the
advent of the GPS [11,12] has given new impetus for
this work. In the proposed redesign of IP [2], IP
address type space was specifically allocated for geo-
graphic addresses [3, 9] that would be assigned to sub-
nets and hosts based on geographic criteria. However,
the sender of a “geographic message’’ would be unicas-
ting messages only to hosts with geographic IP
addresses. Our methods seek to provide the more gen-
eral ability of sending a message to all recipients within
a geographical area, regardless of whether or not the
hosts have geographical addresses.

Addressing Model 
2D geographic positioning offers latitude and longi-
tude information as a 2D vector < latitude,
longitude >, where longitude ranges from 2180º
(west) to 180º (east) and latitude ranges from 290º
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(south) to 90º (north). Thus, < 40.48640, -
74.44513 > are the geographic coordinates for
New Brunswick, N.J., U.S.A.

Assuming the use of single precision floating-point
numbers, 4B of addressing space are needed to store
latitude and 4B to store longitude. Thus, a total of
only 8B are needed to address the Earth’s entire surface
with precision down to 0.1 mile. A destination geo-
graphic address would be represented by some closed
polygon, such as: point; circle( center point, radius );
polygon (point1, point2, ... , pointn21, pointn, point1),
where each vertex of the polygon is represented by
geographic coordinates. This notation would be used
to send a message to everyone or to a group of people
within a specified geographical area defined by the
closed polygon.

Consider sending a message to the city hall of
Fresno, Calif. We would specify its geographic limits
as a series of connected lines forming a closed polygon
surrounding city hall. Therefore, the address of Fresno
city hall could look like: polygon([36.80,2119.80],
[36.85,2119.76], ... )

In this hypothetical Fresno scenario, a user interacts
with a zoomable map through a graphical user inter-
face. The address of the message is specified as a poly-
gon on the map. The polygon is then translated into
geographic coordinates, and the message is sent to
clients located within the bounds of that polygon. Fig-
ure 1 shows such a scenario, in which a polygon is
drawn around the banks of a river.

Routing Geographically 
In trying to deliver a message to any
geographical destination, three basic
types of solutions seem to work best—
the geographic routing method, the
geographic-multicast routing method,
and the domain name service (DNS)
method. We chose these solutions so
the necessary geographic routing infra-
structure in the Internet would vary
from very little to significant. So far, we
have implemented geographically aware
software routers employing the geo-
graphic routing method. Evaluations of
these geographic routers were published
in [7] and demonstrated to the U.S.
Defense Advanced Research Projects
Agency (DARPA) and members of the
DARPA research community during
the DARPA/ITO Global Mobility
(GloMo) meetings in 1997 and 1998.

All three of these solutions assume users can deter-
mine their own locations. While outdoors, they can
use the GPS to determine their locations. When
indoors, they have to use a different method; one pos-
sible solution is for each room in any building to
include a radio beacon embedded in its ceiling. Each
beacon would have its own geographic address, which
it would broadcast periodically. The geographic
address of the mobile hosts would be the same as that
of the beacon. Therefore, mobile users would have an
associated geographic address, even though they are
indoors and their GPS modules are useless.

Geographic routing method. For routing, the
GEO (short for geographic) routing method uses the
geographic destination area information directly, in a
form represented by a closed polygon, and includes it
in the header information of a geographic message.
Ideally, geographic routing would be implemented as
part of the Network Layer (Layer 3) of the Open Sys-
tems Interconnect (OSI) protocol stack. However, to
facilitate research and testing, we implemented the
routing and forwarding logic in GEO as an applica-
tion-layer software router. The software routers are
designed to create a virtual internetwork overlaid onto
the current IP network by using multicasting to dis-
cover neighbor routers and IP tunnels to transport
data packets through areas that do not support geo-
graphic routing.

The GEO system includes three main compo-
nents: GeoRouters, GeoHosts, and GeoNodes (see
Figure 2). GeoRouters, or geographic routers, are in
charge of moving a geographic message from a
sender to a set of receivers. They are essentially IP
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routers that are geographically
aware. Each is charged with per-
forming geographic routing
functions for the networks to
which it is attached directly.
Each GeoRouter keeps track of
the geographic area it services
(called its service area) by calculat-
ing the union of the geographic
areas covered by the networks
attached to it. A GeoRouter’s ser-
vice area is represented as a single
simple closed polygon whose ver-
tices are denoted by geographic
coordinates.

Before a geographic router can
determine where to forward an incoming packet, it
must first have a routing table containing information
about the network topology and geography. Several
protocols are available today for discovering the net-
work topology and automatically configuring a rout-
ing table; they can be adapted to distribute a router’s
geographic location information, in addition to the
other information already being passed along. For the
purposes of geographic messaging, we extended the
popular Routing Information Protocol (RIP) to
include geographic location information. Using this
protocol, which we call GeoRIP, a router has a routing
table entry for each destination in the network. Each
entry contains information on a destination’s geo-
graphic location, its IP address, the shortest number of
intermediate routers between the current router and
the destination, and the preferred neighbor router to
use as the next step on the path to the destination.

When forwarding an incoming packet, a router uses
the routing table information to determine where the
final destinations for the message reside and which
neighbor routers have to be sent a copy of the packet.
First, the geographic router uses the information in the
routing table to search for and discover where to send
the packet. The router then creates a list of the neigh-
bor routers on the shortest paths to the destinations,
and a copy of the message is sent to each neighbor
router on the list. When a geographic message has
been forwarded all the way from the sender to all the
receivers, the routers will have created a shortest-path
routing tree with the root at the sender and the leaves
at all the receivers.

In order to reduce forwarding costs, the router
keeps a cache of the next-hop destinations of the most
recent geographic message packets. When a router
receives a geographic message packet, it uses the
incoming packet’s sender IP address and destination
polygon together as a key into the cache. If this is not

the first packet to arrive for this destination and if the
timer on the cache entry has not yet expired, the cache
returns a list of all of the neighbor routers to which
copies of the packet must be sent.

GeoHost software, which has to be installed on all
computer hosts, consists of an application program-
ming interface (API) and a location-monitoring
process. The API can be used to create programs for
sending and receiving geographic messages. The loca-
tion-monitoring process continually updates the host
computer’s knowledge of its location by interfacing
with GPS devices (if available) and by determining the
address of the local geographic router.

A GeoNode is a buffer for messages whose lifetimes
are due to expire. The GeoNode’s main function is
storing incoming geographic messages with lifetimes
greater than zero for the duration of their lifetimes and
periodically multicasting them on all the subnets or
wireless cells to which they are attached. Each subnet
and each wireless cell would have at most one GeoN-
ode; it could also lack a GeoNode, but the geographic
messages would lack lifetime expirations. The sender
of the message would specify the lifetime of a geo-
graphic message; specifying message lifetimes might be
necessary, because mobile receivers of geographic mes-
sages might arrive at the message destination some
time after the geographic message first arrives. 

Moreover, because several geographic messages
would probably reside in a GeoNode at one time, the
multicasting of the various messages would have to be
scheduled. The scheduling algorithm would have to
take into account the size of the message, its priority,
and the speed of the subnet’s transport medium. The
GeoNode stores the message locally and assigns a mul-
ticast group to it. It periodically multicasts the message
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schedule to a well-known group address and multi-
casts each message to its assigned group. The Geo-
Hosts receive the message schedule and determine
whether the host computer is located inside the mes-
sage’s destination area. Software clients that want to
receive a geographic message would then tune in to the
appropriate multicast group to receive it.

In Figure 3, a user on Rutgers University’s Busch
Campus wants to send a message to the destination
polygon around the Rutgers College Ave. Campus.
The message is first passed to the Busch Campus
router. Using the information in its routing table, the
router determines that it does not service the target
area, but it also realizes that the College Ave. router
services the destination area. So it forwards the mes-
sage to the county router, because the county router is
the next router on the shortest path to the destination.
Using the same algorithm, the county router decides
to forward the message to the College Ave. router. The
College Ave. router then transmits the message to all
the wireless cells intersecting the destination area.

Geographic-multicast routing method. The geo-
graphic-multicast routing method leverages the
power of multicasting to transport geographic mes-
sages to their destinations. We use two terms—
“atoms” and “partitions”—to describe its operation.
Atoms are the smallest geographical areas with geo-
graphic-multicast addresses. Partitions are larger geo-
graphical areas that also have geographic addresses. A
state, county, or town might constitute a partition.
Partitions and atoms are arranged in a hierarchical
fashion. Each partition contains either a whole num-
ber of atoms or a whole number of smaller partitions.
The sizes and shapes of the atoms and partitions are
determined by the density of subnets and wireless

cells in a particular geographic
area.

Each partition and atom
would have a geographic-mul-
ticast address for use by
routers. By “geographic-multi-
cast address,” we mean each
partition and atom would be
mapped to a multicast address.
The multicast group address
would be chosen so it could be
calculated using the geographic
position of the atom or parti-
tion. With the large address
space available through IPv.6,
the multicast address itself

could be encoded using longitude and latitude, sim-
plifying the calculation of the appropriate group
address for an atom or partition. Every GeoNode has
to join the multicast groups for the atoms and parti-
tions intersecting its geographic range. Thus, a GeoN-
ode has to know not only its own range but also
information about the partitions intersecting its range.
The key idea here is to approximate the destination
polygon with the smallest partition or atom that con-
tains it and use the multicast address corresponding to
that partition or atom as the address of that message.
Since the partition or atom being used is only an
approximation of the destination polygon, some
GeoNodes outside the destination polygon erro-
neously receive the geographic messages.

In order to counter the erroneous receipt of mes-
sages, the original destination polygon is inserted into
the multicast packet body. The GeoNodes then use
the destination polygon to determine whether they
should have actually received the message; if not, the
message is ignored.

Multicast group information has to be propagated
carefully. Because of the large number of atoms and
partitions and the resulting large number of multicast
groups, we will modify the Protocol Independent
Multicast Sparse Mode (PIM-SM) [4], which is slated
by the Internet Engineering Task Force to be the
future standard multicast protocol. PIM-SM is meant
to be used in wide-area networks, networks in which
bandwidth is poor, and multicast groups with few or
widely scattered members. PIM-SM assumes that not
everyone wants to receive the multicast packets and
relies on explicit join messages from group members.
As a result, PIM-SM has the advantage of having to
send multicast packets only to where they have been
requested and not having to broadcast the initial pack-
ets, as the current multicast protocol does. PIM-SM is
similar to core-based multicast trees [1] in that it uses
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