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Preface

X/Open

X/Open is an independent, worldwide, open systems organisation supported by most of the
world’'s largest information systems suppliers, user organisations and software companies. s
mission is to bring to users greater value from compulting, through the practical implementation
of open systems.

X/Open’s strategy for achieving this goal is to combine existing and emerging standards into a
comprehensive, integrated, high-value and usable open systein environment, called the
Common Applications Environment (CAE). This environment covers the standards, above the
hardware level, that arte needed to support open systeins. It provides for portability and
interoperability of applications, and s protects invesunent in existing software while enabling
additions and enhancements. It also allows users to move between systems with a minimum of
refraining.

X/Open defines this CAE in a set of specifications which include an evolving portfolio of
application programming interfaces (APls) which significantly enhance portability of
application programs at the source code level, along with definitions of and references 10
protocols and protocol profiles which significantly enhance the interoperability of applications
and systems.

The X/Open CAE is implemented inreal products and recognised by a distinctive trade mark —
the X/Open brand — that is licensed by X/Open and may be used on products which have
demonstrated their conformance.

X/Open Technical Publications

X/Open publishes a wide range of technical literature, the main part of which is fooussed on
specification development, but which also indudes Guides, Snapshots, Technical Studies,
Branding/Testing documents, industry surveys, and business titles.

There are two types of X/Open specification:
o CAE Specifications

CAE (Common Applications Envitonment) specifications are the stable specifications that
form the basis for X/Open-branded products. These specifications are intended to be used
widely within the industy for product development and procurement purposes.

Anyone developing products that implement an X/Open CAE specification can enjoy the
benefits of a single, widely supported standard. In additon, they can demorsturate
compliance with the majority of X/Open CAE specifications once these specifications are
referenced in an X/Open component or profile definition and induded in the X/Open
branding programme.

CAE specifications are published as soon as they are developed, not published 10 coincide
with the Taunch of a particular X/Open brand. By making its specifications available in this
way, X/Open makes it possible for conformant products 10 be developed as soon as is
practicable, so enhancing the value of the X/Open brand as a procureinent aid to users.

Protocols for X/Open PC Interworking: SMB, Version 2 ix
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Preface

» Preliminary Specifications

These specifications, which often address an emerging area of technology and consequently
are not yet supported by multiple sources of stable conformant implementations, are
released in a conurolled manner for the purpose of validation through implementation of
products. A Preliminary specification is not a draft specification. In fact, it is as stable as
X/Open can make it, and on publication has gone through the same rigorous X/Open
development and review procedures as a CAE specification.

Preliminary specifications are analogous (o the trial-use standards issued by formal standards
organisatons, and product development teams are encouraged to develop products on the
basis of them. However, because of the nawure of the technology that a Preliminary
specification is addressing, it may be untried in muldple independent implementations, and
may therefore change before being published as a CAE specification. There is always the
intent to progress to a corresponding CAE specification, but the ability to do so depends on
consensus among X/Open members. In all cases, any resulting CAE specification is made as
upwards-commpatible as possible. However, complete upwards-compaubility from the
Preliminary to the CAE specification cannot be guaranteed.

In addition, X/Open publishes:
» Guides

These provide informaton that X/Open believes is useful in the evaluation, proourement,
development or management of open systems, particularly those that are X/Open-
compliant. X/Open Guides are advisory, not normative, and should not be referenced for
purposes of specifying or claiming X/ Open conformance.

» Technical Studies

X/Open Technical Studies present results of analyses performed by X/Open on subjects of
interest in areas relevant to X/Open's Technical Programime. They are intended to
communicate the findings to the outside world and, where appropriate, stimulate discussion
and actions by other bodies and the industry in general.

» Snapshots

These provide a mechanism for X/Open to disseminate information on its current direction
and thinking, in advance of possible development of a Specification, Guide or Technical
Study. The intention is to stimulate industry debate and prototyping, and solicit feedback. A
Snapshot represents the interim results of an X/Open technical activity. Although at the time
of its publication, there may be an intention to progress the activity towards publication of a
Specification, Guide or Technical Study, X/ Open is a consensus organisation, and makes no
commitment regarding future development and further publication. Similarly, a Snapshot
doses not represent any commiument by X/Open members to develop any specific products.

Versions and Issues of Specifications

As with all live doouments, CAE Specifications require revision, in this case as the subject
technology develops and to align with emerging associated international standards. X/Open
makes a distinction between revised specifications which are fully backward compatible and
those which are not:

» a new Version indicates that this publication incdludes all the same (unchanged) definitive
information from the previous publication of that title, but also indudes extensions or
additional information. As such, it replaces the previous publication.

X/Open CAE Spedification (1559
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Preface

+ a new Jssue does include changes to the definitive information contained in the previous
publication of that tle (and may also include extensions or additional information). As such,
X/Open maintains both the previous and new issue as current publications.

Cocrigenda

Most X/Open publications deal with technology at the leading edge of open systems
developiment. Feedback from implementation experience gained from using these publications
occasionally uncovers errors or inconsistendies. Significant errors or recormmmended solutions to
reported problems are communicated by means of Corrigenda.

The reader of this document is advised to check periodically if any Corrigenda apply to this
publication. This may be done in any one of the following ways:

» anonymous ftp to ftp.xopen.org
» fipmail (see below)
+» reference to the Corrigenda list in the latest X/ Open Publications Price List.

To request Corrigenda information using ftpmail, send a message (o ftpmail@xopen.org with the
following four lines in the body of the message:

open
c¢d pub/Corrigenda
get index
quit
This will return the index of publications for which Corrigenda exist. Use the same email
address to request a copy of the full corrigendum information following the email instructions.

This Document

Of all the gypes of computers, personal computers are the most abundant. Originally intended
to be a personal productivity tool, an ever-increasing number of them are being connected to
computer networks, thus becoming parts of distributed information systeimns.

Fersonal computers normally run under single-user operating systems with interfaces differing
from those specified in the X/Open Portability Guide. However, X/Open realises how
important it is to facilitate interworking between personal computers and X/Open-compliant
systems in a standardised way.

Two areas have to be addressed to achieve this goal: interoperability, and programming
interfaces to server functions facilitating applications portabilicy. Interoperability means that
personal computers and X/Open-compliant systems can interchange information using the
same network protocols. Standardisation of programming interfaces to server functions, in
addition to standardisadon of protoools, makes it possible to write disuibuted client/server
applications whose server component will be portable to all X/Open-compliant systeims.

For interoperability via asynchronous serial links, X/Open has already defined in the X/Open
Portability Guide, Issue 3a file wansfer protocol and a set of features provided on X/Open-
compliant systems for terminal emulators. Now it is time o address interworking in local area
networks (LANSs).

In the X/Open (PC)NFS and SMB Developers Specifications intecoperabilicy of personal
computers and X/Open-compliant systems is addressed. The applications portability
components, containing definitions of programmatic interfaces to server functions, are
dooumented in the X/Open CAE Spexification, IPC Mechanisms for SMB and the X/Open CAE
Specification, Use of XTI to Access NetBIOS.

Protocols for X/Open PC Interworking: SMB, Version 2 xd
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Preface

When connecting personal computers and X/ Open-compliant systems via standard transport
protocols, there appear to be two possibly overlapping but distinct market segments. In the first
one, personal computers are added to existing networks of X/Open-compliant svstems which
already have a distributed file system, the most widely-adopted one being the Network File
System originally designed by Sun Microsystems. In the second one, X/Open-compliant servers
are added (0 LANs consisting primarily of personal computers. For personal computers running
under DOS or OS/2operating systems, which is the vast majority, the generally accepted non-
proprietary protoool is the Server Message Block from Microsoft Corporation.

Therefore, for connecting personal computers to X/Open-compliant systems, both the (PC)NES
(see the X/ Open Developers’ Specification, Protocols for X/ Open PC Interworking: (PC)NFS)
and the SMB protocols have been adopted by X/Open.

The following diagram illustrates the relationship of the service protocols (defined in the
X/Open (PC)NFS and SMB Developers’ Specifications) to their underlying transport protocols.
It also reflects the organisation of the two documents. The (PC)NFS specification describes the
protocols for NFS, RPC and XDR. The SMB specification describes the protocols for SMB, the
mapping of NetBIOS over an OSI transport (TOP/NetBIOS) and the mapping of NetBIOS over
an Internet Protocol Suite transport (RFC 1001/RFC (8.

NFS
SMB
RPC/XDR
TOP/NetBIOS RFC 1001/ 1002
TCP UDP
Connection- Defined Defined
Connectionless oriented outside the outside the
Transport Transport Specification Specification
Services Services
(ISPTAS5)
Defined
outside the Defined P
Specification outside the
Specification Defined
outside the
Specification

Since SMB and NFS protocols do not easily map onto the seven layer OSI Reference Model, the
diagram does not use it.

X/Open CAE Spedification (1559
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Throughout the specification “DOS” is used to refer 1o the MS-DOS or PCDOS personal
computer operatung system.

Protocols for X/Open PC Interworking: SMB, Version 2 xiii
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Chapter 1

Introduction

1.1 Why Republish

A previous version of this specification has been published. The previous version desaribed the
SMB protocol up to a dialect level called extended. Since that ume, a new dialect has been added
and several errors and omissions were found in the specification. This version of the
specification corrects the ervors and omissions and contains the definition for the extended 20
SMB dialect. The extended protocol of the previous version of this doaument js now called
extended 10which is to be distinguished from the new extended 20dialect.

1.2 This Document

The relevant parts of this CAE Specification include the speci fication of the SMB protoco! itself,
definition of the conventions used in mapping SMB redirector semantics onto X/Open
semantics, specifications of the binding of the NetBIOS interface 1o popular protocol stacks, and
selection of protocol profiles to permit interoperability.

Information regarding NetBIOS is provided because the great majority of SMB redirector
implementations of the SMB protocols refy on NetBJOS as well.

The nterface to the NetBLOS implementation on the CAE system is outside the scope of this
specification. Within this document only the NetBIOS service definition to the Internet Protocol
Suite RFC X0V 1008 (see Appendices F and G) and an OS] transport (TOP/NetBIOS) (see
Appendix E on page 281 are considered.

In this second publication, the SMB definitions necessary for Inter-process Communication (PC)
from SMB redirectors to processes executing on the same CAE system as the LMIX server have
been removed. These definitions are found in the X/ Open CAE Specification, IPC Mechanisms
for SMB.

This specification does include the SMB protocol and the SMB service definition 1© be
implemented by an LMX server. The SMB service definition of the SMB redirector as well as
user interfaces necessatry (0 access network resources are outside the scope of this specification.

Protocols for X/Open PC Interworking: SMB, Version 2 1
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Overview of Document Layout Introduction

1.3

Overview of Document Layout
Chapter 2provides an overview of the service and securicy model for the SMB protocol.

Chapter 3 discusses the conventions related to the rules the SMB protocol maintains. This
chapter describes the environments majntained within the SMB protocol model as well as rules
governing file locking and user securicy.

Chapter 4 describes conventions that can be followed for mapping the SMB protocol model
described in Chapter 3into the CAE environment. This chapter provides guidelines for such
things as how filenames in the CAE environment are viewed by the SMB protocol environmenc.

Chapter 5defines the basic structure, data items and constant definitions for the SMB protocol.
The core dialect is defined in Chapter Sthrough Chapter 9Q

Additions to the core dialect that make up the core plus dialect are found in Chapter 10
Chapter 11through Chapter 14define the extended 1OSMB dialect.

The additions for the extended 20SMB dialect are covered in Chapter 15and Chapter 16

A description of the mapping of DOS and OS/2 system calls to SMB protocol requests,
desariptions of support of NetBIOS names on TCP/IP and OSI protocols, and additional SMB
protocols that may be used for LMX server adiminjstration are contained in the appendices to
this specification.

X/Open CAE Spedification (1559
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Chapter 2

SMB File-sharing Service Model

This CAE Specification describes the X/Open LAN Manager (LMX) acchitecture, the Server
Message Block (SMB) protocol, and their applicability to interoperability between X/Open-
compliant LAN Manager implementations running in an X/Open Common Applications
Environment (CAE) and SMB redirectors running DOS or OS/ 2

LMX provides a file and print-shating service which preserves, as far as possible, the same
semantics as provided by a DCS or OS/2system to an application. This service is provided by
mapping the SMB redirector semantics onto those supported by the CAE system in which the
LMXserver runs.

This model is in conuast (o a file-sharing service, in which the LMX server provides a complete
emulation of the SMB redirector’s flle storage architecture, but does not permit aceess o that
emulation from applications running on the same CAE system. The intent behind the LMX
approach is to permit applications existing on SMB redirectors and CAE systems to cooperate in
the processing of informaton. Within this acchitecture the SMB redirector can assuime that only
the file contents are stored in the same format as in the SMB redirector’s operating system. That
is, directory information does not need to be stored on the CAE system in a file or have the same
layout as in the SMB redirector’s operating systein.

In LMX resources are shared by making the name of the resource available for access from the
network. For example, the LMX server named XOPEN will make a resource DOCUMENTS that
contains this document available. This allows users on SMB redivectors to connect to this
resource and access this data. In this example the resource DOCUMENTS could point to a
direciory tree that contains the tiles belonging to this document. The user will see this directory
and its files as if they are on the local SMB redirector’s system.

Protocols for X/Open PC Interworking: SMB, Version 2 3
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2.1

SMB Protocol Principles

File and print sharing are implemented using the SMB protoool. This protocol is used between
two types of system: SMB redirectors and LMX seivers. When a user on an SMB redirector
wants (o inake use of SMB file and print services available in the network the user needs an SMB
redirector implementation of the SMB protocol. Upon request the SMB redirector will connect to
an LMXserver. Throughout this document the termn LMX server does not imply any partcular
design.

The SMB protocol requires a reliable connection-oriented virtual drcuit provided by a NetBIOS
implementation.

Each LMXserver in the network will offer resources. \When a user on an SMB redirector wishes
to use a resource, or resources, from an LMXserver, the user of the SMB redirector will cause the
SME redirector to set up a single LMX session with the desired LMX server using NetBIOS. The
action of setting up the LMX session includes using NetBIOS to locate the system in the network
then negotiating the level of SMB support desired by the SMB redirector. If multiple resources
are desired by the SMB redirector, the SMB redirector will use the single LMXsession to perform
all SMB exchanges. So, if the user requests use of both a file system share and a printer share on
the same LMX server, then only one LMX session exists between the SMB redirector and this
LMXserver system.

Once the LMX session has been established the SMB redirector will take initiative to request
services offered by the LMX server by sending SMB requests across the LMX session. Each SMB
request is executed by the LMX server and the result is sent back to the SMB redirector in an
SME response. SMEB redirector implementations may support multiple simultaneous
connections to different LMXservers.

The SMB protocols can be divided into:
« core protocol
+ core plus protocol
« extended LOprotocol
« extended 20protocol

each one being a superset of the previous one. The extended protocols offer a richer set of
functionality and are required for some of the IPC mechanisms described in the X/Open CAE
Specification, IPC Mechanisms for SMB.

In the extended protocols, mechanisims exist to have users authorised by the LMX server (see
Section 22). If an SMB protocol supporting user authorisation is negotiated the LMXserver will
authorise the one user working on the SMB redirector upon request of the SMB redirector. This
is commonly referred to as a logon procedure.

Once the level of protocol is negotiated, and if necessary the user has been authorised, the SMB
redirector will request acoess to a specific resource. The resource requested may be a directory
tree, spooled device, 1/0 device, etc. If the requested resource has been made available by the
LMX server for access by that user, file and spool operations can be executed (for example, open
file, show print queue) firom now orn.
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2.2
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222

Protocols for X/Open PC Interworking: SMB, Version 2

Security Overview

The networks using the SMB protocol will contain not only multi-user systems with user-based
security models, but also single-user systems that have no concept of user IDs or permissions.
Once these systems are connected to the network, however, they are in a mult-user
environment and need a method of access control. First, unsecure systems need (o be able to
provide some sort of bona fides to other systems in the network which do have permissions.
Second, unsecure nodes need to conurol access to their resources by others.

The SMB protocol defines a mechanism that enables the network software o provide the
security where it is missing from the operating system, and supports user-based seourity where
itis provided by the operating system. The mechanism also allows systems with no concept of
user ID 1o demonsurate access authorisation (o systems which do have a permission mechanism.

The LMXserver will define the security mode that is being used; it cannot be negotiated by the
SMB redirector. Within the SMB protocols two forms of secu rity exist:

» share-level security mode

Can be applied to restrict the access to a shared resource, placing access concrol at the level of
the resource.

» user-level securicy mode

Can assign user context to anyone establishing an LMX session. This way different access
rights can be granted to people connecting to the same resource. This form of securicy can
only be used when an extended SMB protocol has been negotiated.

Share-level Security Mode

A share-level security made LMX server makes a resource available to all users on the network.
Any user who knows the name of the LMX server, the name of the resource, and the password,
has the same access to everything (for exaimple, read-only) within a resource. The password is
optional.

For example, the LMX server named XOPEN offers the resource DOCUMENTS. This is a file
system subtree where each individual file or directory will have the same permissions for all
users, for example, read-only or read/write. Access (0 this resource is conuolled by a password.
The LMX server could make a second resource available with a different password and different
access rights pointing to the same directory with the files belonging to this dooument.

User-level Security Made

A user-level security mode LMXserver also makes a resource available, but in addition requires
the user to provide a username and optional password in order (o gain access.

Thus the LMX server is now able to allow differing access rights depending on the validated
user. The access rights may not only be specified per resource but may be set individually for
each file or directory accessible via a resource name. One user may have full access, another
read-only and perhaps another no access to different files and directories within the shared
resource.

For example, on the LMX server named XOPEN with the resource DOCUMENTS a user called
BOB could be the author of the document and a user called JAN a reviewer for the document.

Now BOB can have read /write access to the document while JAN is only able to read the files
belonging to the document.
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Chapter 3

SMB Protocol Conventions

Much of the SMB protocol definition is design and implementation-independent. In addition to
the SMB protocol and specific meaning of fields, the LIMX server has to obey certain rules. This
chapter indudes a summary of SMBs and defines generic conventions for LMXservers, such as:

1 SMBEnvironments
user-level and share-level security modes

connection protocols

BWwoN

naming
wildcards and the interpretation of wildcard pathnames

fite attributes

~N O O

locking, including opportunistic locking, and an implicit variety of locking for enhancdng
the performance of applications which do not imake explicit lock requests

o0

chaining, and the mechanism for making multiple requests in a single SMB

<o}

exception and error handling
10 timeouts

11 downward-compatibility support

31  Summary of SMBs

The following table lists the SMBs (requests and responses) which are required for various levels
of the SMB protocol. The table gives the name of each request/response and a brief description,
the section of this specification in which the SMB is desaribed. and indicates whether the request
is part of the core (C). core plus (C+), extended 10 (E) or extended 20 (E2 SMB protocol. The
SMBs used to implement file and print sharing are defined here. Additional SMBs can be found
in the X/Open CAE Specification, IPC Mechanisms for SMB and the appendices to this
specification.

In the following tables, the SMB names ending with capital X indicate that the SMB request
permits chaining (see Section 390n page 22).

Protocols for X/Open PC Interworking: SMB, Version 2 7
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Name Description Section Protocol
SMBchkpath Verify pathis directory 87 C
SMBclose Close file 710 C
SMBcopy Copy file 141 E
SMBcreate Create/Open file 71 C
SMBdskattr Get the LMX server file 86 C
systetn information
SMBecho Test an LMX session 142 E
SMBexit Indicate process exit 64 C
SMBfcleose Close active search 132 E
SMBffirst Active search 131 E
SMBfindclose Close an active search 1a4* Ez2
SMBfindnclose Notification of dose for 123" Ez2
an active seaich
SMBflush Flush data for file(s) 79 C
SMBfunigue Ore-timeactve search 133 E
SMBgetatr Get file attributes 84 C
SMBgetattrE Get extended file 134 E
attributes
SMBlock Lock byte-range of file 77 C
SMBlockingX Lock multiple ranges 22 E
and X
SMBlockread Lock and read byte-range K03 C+
SMBiseek Set current file poineer 7.6 C
SMBmkdir Create new directory 81 C
SMBEm#knew Create new file 72 C
SMBmove Move files by copying 14.4 E
SMBEmv Change name of file(s) 711 C
SMBnegprot Negotiate Protocol 6l *
SMBopern OpenTile 7.3 C
SMBopenX Extended open and X 121 E
SMBread Read fiom file 7.4 C
SMBreadbmpx Read block muldplexed 125 E
SMBsecpkgX Negotiate security 1.2 E
packages and X
SMBtrans2(TRANSACT2 FINDFIRST) Active search 163 E2
SMBtrans2(TRANSACT2 FINDNEXT) Active search 164 E2
SMBtrans2(TRANSACTZ MKDIR) Create new directory 1613 E2
SMBtrans2(TRANSACTZ OPEN) Open File 162 E2
SMBtrans2(TRANSACTZ2 SETFSINFO) Set file system 166 E2
information
SMBtrans2(TRANSACTZ2 QPATHINFO) Query file information Be7 E2
SMBtrans2(TRANSACTZ2 SETPATHINFO) Set file information 168 E2
SMBtrans2(TRANSACTZ2 QFILEINFO) Query file information 169 E2
SMBtrans2(TRANSACTZ2 SETFILEINFO) Set file information 1610 E2
SMBtrans2(TRANSACT2 FINDNOTIFYFIRST) Monitor file or directory 1611 E2
changes
SMBtrans2(TRANSACT2 FINDNOTIFYNEXT) Continue monitoring 1612 E2

() The SMBnegprot response changes if elther extended dialect of SMB is being negotiated.

8 X/Open CAE Spedi fication (1559
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SMB Protocol Conventions Summary of SMBs
Name Description Section Frotocol
SMBreadbraw Read block raw 101 C+
SMBreadX Read and X 123 E
SMBrmdir Delete empty ditectory 82 C
SMBsearch Directory wildcard 83 C

lookup
SMBsesssetupX Session setup and X 113 E
SMBulogoffX User logoff and X 155 k2
SMBsetatr Set file atributes 85 C
SMBsetattrE Set extended file 135 E
attributes
SMBsplcicse Close and queue spool a3 C
file
SMBsplopen Create spool file al C
SMBspiretq Get spool queue info Q4 C
SMBsplwr Wite to spool file az C
SMBtcon Tree connect &z C
SMBtconX Tree connect and X 1.4 E
SMBudis Tree disconnect a3 C
SMBunlink Delete file 712 C
SMBunlock Unlock byte-range of file 7.8 C
SMBwrite Wite to file 7.5 C
SMBwritebmpx Wite block multiplexed 126 E
SMBwritebraw Wite block raw | OV= C+
SMBwriteclose Wiite and close file 15 E
SMBwriteuniock Wiite and unlack byte- 104 C+
range
SMBwriteX Wite and X 124 E
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SMB Environment D efinitions

The following environments are defined for the purpose of specifying the SMB protocol. An
LMX server does not need to construct such an environment, as long as the required semantics
are preserved.

The hierarchy of environments is summarised below:

LMX Session Environment

User Environment (UID)

Resource Environmene (T1ID)
Process Environment (F1D)
Muliiplex Request Environment (MID)
File Environment (F1ID)

1 LMXSession Environment

This consists of one L MX session established between an SMB redirector and an LMX
server. The LMXsession represents the logical connection between the SMB redirector and
the LMXserver. This connection is inidated by the SMRB redirector and is onty considered
an LMX session after the SMBnegprot protocol exchange has successfully completed. Only
one protocol dialect can be negotiated on a single LMX session.

An ] MXsession isimplemented using a NetBIOS session.

For each LMX session the maximum buffer size for subsequent SMB requests and
responses is set by the LMX server and sent to the SMB redirector. It is the SMB
redirector's responsibility not to send larger SMB requests than expected by the LMX
server.

An LMX server may drop the LMX session after the last resource environment has been
terminated. When an LMX session beooimes inactive for some period of time and the LIMX
server is not maintaining any file environment information for the SMB redirector, the
LMX server may choose to terminate the LMX session. This allows other SMB redirectors
to connect and use the LMXsession resource. Itis the responsibilicy of the SMB redirector
to reestablish the LMXsession after it has been terminated due to this timeout.

If the LMX session environment is terminated, all PIDs, TIDs and FIDs within it will be
invalidated.

User Environmen, also called the Logon Environment

This is represented by a user ID (UID). A UID uniquely identifies a user within a given
LMX session environment. Within dialects of this document, there is exactly one UID per
LMXsession. An LMX server exeouting in user-level security mode uses this to identify
the scope and type of access allowed for this user. In share-level securicy mode this
environimentis not used.

If the user environment is terminated in the extended 20dialect via SMBulogoffX, all FIDs
and TIDs currendy held by the UID are invalidated. In the extended LO dialect no
termination SMB exists other than the termination of the LMXsession.

Resource Environment

This is represented by a TID. A TID uniquely identifies a resource being shared within the
LMX session between the SMB redirector and the LMXserver. The TID is requested by the
SMB redirector and assigned by the LMX seiver. The resource being shared may be a
directory wee, spooled device, 1/O device, etc. More than one TID may exist within a
single LMXsession environment.

X/Open CAE Spedification (1559
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In an LMX server executing in share-level security mode, the TID also identifies the scope
and type of accesses allowed across the connection.

\Within the core SMB protoool it is possible for the LMX seiver to set a new maximum
buffer size for subsequent SMB requests within this resource environment. The new
maximum buffer size is not only valid for the new resource environment, but for all
resouroces environments established within the LMXsession. 1cis the SMB redirector’s and
the LMXserver's responsibility not to send larger SMBs than negotiated.

If a resource environment is terminated (via an SMBtdis request) all PIDs and FIDs within
it will be invalidated. The LMXsecver will close all files, free all locks, release all active file
searches and terminate all processes created on behalf of that TID.

4  Prooess Environment

This is represented by a process ID (PID). A FID uniquely identifies an SMB redirector
process or thread within a given LMX session environiment. Most SMB requests include a
FID w indicate which process initiated the request. SMB redirectors inform LMX servers
of the creation of a new process by simply introducing a new PID. The LMX server does
not majntain any Prooess relationships.

\Wthin the core SMB protocol the SMBexit request terminates the Process environiment.
Otherwise, there is no mechanism for the LMX server to determine a process exit on the
SMB redirector. It is the SMB redirector’s responsibility to close a resource when the last
SME redirector process referencing the resource closes it.

Files opened by one process may be manipulated by another process in the same resource
environment (that is, possessing the same TID).

If in the SMB core protocol a process environment is terminated, the LMX server will
invalidate all FIDs created by that PID.

5 File Environment

This is represented by a file ID (FID). An FID identifies an open file and is unique within a
given LMXsession environment. Another LMXsession environment may be given an FID
of the same value, but the FID will refer to a different open instance of the same or different
file. The scope of the FID is the user environment. This means a file may be opened and its
D passed to another process (using a different PID in the same LMX session) for use
without being opened by this process. The second process must use the same UID and
TID as the process which opened the file.

If a file environment is terminated (via an SMB request) or invalidated, all locks placed on
that FID will be released.

6 Multiplexed Request

This is represented by a multiplexed ID (MID). This is not an environment, but a part of
the SMB request that needs 0 be discussed at this time. An MID uniquely identifies an
SMB request within the LMXsession. By using the MID, an SMB redirector is able to send
multiple requests to the LMX server and deterinine which SMB response is associated with
each SMB request. There is no termination of the Multiplex Request Environmenc. It is
maintained for the SMB redirector's use only. The core and core plus protocol do not use
an MID.

Protocols for X/ Open PC Interworking: SMB, Version 2 11
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Share-level and User-level Security Modes

Share-level Security Mode

The following section applies to the acoess of LMX servers that use share-level securicy. By
default all SMB requests are refused as unauthorised. When an administracor of the LMX server
chooses o allow access to resources, he or she would establish each share with the following
attributes:

« The resource type (see Section 5360n page 49 that will be used in SMBtcon and SMBtconX
requests.

« The mapping of the resource type 10 the resource on the CAL system (for example, file
system subtrees will be idendfied on the CAE system with the root of the offered subtiee
being the directory shared).

« Anindication of which access to this resource is permitted (for example, read-only).

« Optionally, a password (to be supplied in the SMBtcon or SMBtconX requesy) is required
before access o the resource is permited.

Note that when a file system subtree is shared, all files underneath that directory are then
affected. If a particular file is within the range of multiple offers, connecting to any of the offers
gains access to the file; the access rights gained (for example, read versus read /write) will depend
upon the aaributes of the offer that the SMB redirector connected to. The LMX server will not
check for nested directories with more restrictive permissions.

For example, if the LMX server is offering a read/write share JAZZ, corresponding to path
fusrfiazz, and a read-only share JAZZCAT, corresponding to path fuscfazzkatalog, an SMB
redirector which connected to the JAZZ share would be permitted read/write access to the file
catalog/myrecs, even though that file is also contained within the scope of a read-only share.

User-level Security Maode with Extended Protocols

LMX servers with user-based file security (in user-level security mode) will require the SMB
redirector to present a usernaine and password (if any) along with the requested UID value prior
to acoessing resources.

A username and password are sent by the SMB redirector and validated by the LMX server via
the SMBsesssetupX protocol. 1F the username and password are valid the LMX server responds
with a UID that is used to identify the user on all subsequent SMB requests and prove to the
LMX server that this user has been authenticated. The SMB redirector must associate the UID
with the user and indude the UID for all network resource accesses made by that user.

The SMBtcon and SMBtconX protocols are still used to define the directory subtree or other
resource available to the user, but the LMX server uses the UID to allow differing types of access
to the same resources under a given TID. Note that a single SMB redirector may issue multiple
SMBtcon or SMBtconX in order to gain access to multiple shared resources.

An LMX server in user-level security mode will sill require administrative action to make a
share available. The attributes of the share are the saime as for share-level security mode, except
that a single password is no longer used for the share.

IF the LMX server responds to an SMBnegprot request and selects the extended protocal, it will
indicate in the SMB response the security made in effect. This allows the SMB redirector to
know whether the User Logon inforimation is needed in the SMBsesssefupX request.

X/Open CAE Spedification (1559
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Each LMX server may maintain a list of valid users. It may then verify every access by these
users.

From the LMXserver’s point of view, the UID is therefore not associated with a particular shared
resource, but with the authenticated user. The UID may be used to access any shared resource
conuolled by the LMXserver which has been connected to via the TREE CONNECT! protocol.

User-level Security with Core Protocol

There is no support within the core protocol to allow user-level securicy for SMB redirectors that
are onlv capable of working with the core protocol. An LMXserver in user-level security mode
may decline connections with an SMB redirector requesting only the core protocol.

In an effort to be flexible, the LMX server may select o support the core-only SMB redirector by
mapping the SMB redirector inw the userdevel security environment. This mapping could be
performed by the following steps:

1L 1If the SMB redirector’s systein naime is defined as a username @nd the password supplied
with SMBtcon matches), the user logon will be performed using that value.

2 1If the above fails, the LMX server may reject the request or assign a default usernaime
(probably allowing limited access).

3 The UID will then be ignored and all access will be validated assuming the usermame
selected above.

The above allows LMX servers in user-level securicy mode’’ to acoommodate SMB redicectors
supporting only the SMB core protocol.

1 The term TREE CONNECT s used to represernt either the SMBteon or SMBteanX request nsage.

Protocols for X/Open PC Interworking: SMB, Version 2
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Connection Protocols

No network traffic is generated when an LMX server makes resources available for sharing. The
required information is simply stored until requests from SMB redirectors arrive.

The SMB protocol makes use of a NetBIOS wansport facility. NetBIOS defines a set of network
transport facilities. The interface is outside the scope of this document. The NetBIOS functions
can be implemented over a variety of transport protoools, however within this document only
the mapping of NetBIOS over TCP and UDP (see Appendices F and G) and NetBICS over ISO
transport services (see Appendix E on page 281) are considered.

To establish an LMX session the SMB redirector will establish a NetBIOS session with the LMX
server. Therefore the LMXserver listens on the LMXNetBIOS name (see Section 350n page 15.

After the LMX session has been established the SMB redirector will negotiate the SMB protocol
level sending an SMBnegprot. The SMBnegprot must be the first SMB request sent on the
NetBIOS session. In the SMBnegprot response the LMX server will specify the maximum buffer
size that the SMB redirector is allowed to request or send. Due to the nature of the NetBIOS
transport service the maximum buffer size will be in the range of K w 64K bytes. Each SMB
request or response will be sent as a single NetBIOS message.

When the user of the SMB redirector issues a command to connect to a particular share, the SMB
redirector generates an SMBtcon or SMBtconX request containing the name of the shared
resource and the associated password. The password could be empty. If the LMX seiver is in
user-level securicy mode the username and password will be supplied via the SMBsesssetupX
request. If no SMBsesssetupX request is received, the LMX server may use the SMB redirector's
system name as described in Section 3330n page 13to perform user authorisation.

When running in share-level security mode, on receiving the SMBtcon or SMBtconX request, the
LMX server verifies the resource name/password combination and returms either an eitor code
or an identifier (the TID).

The resource name is incduded in the TREE CONNECT request and the identifier (T1D)
identifving the connection is returnied. The meaning of this identifier (TID) is LMX server-
specific; the SMB redirector must not associate any speci fic meaning o it.

The SMB redirector must associate the identifier with the device name being redirected
(specified by the user in the command which inidated the TREE CONNECT) and include the
TID for all future netwoik resource acoesses.
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Naming

Wichin the SMB protocols three types of name formats can be distinguished:
+ NeBIOS names
+ names acoording to the Uniform Naming Convention (UNC)
« long fitenames

An LMXserver supports the following hierarchy of names for file and print sharing:

file and pathname
resource naime
1. MXservername

The first layer, the LMX servername, is used by the SMB redirector to identify the specific LIMX
server desired. This LMX servername is typically used by the user on the SMB redirector when
he wants to connect to a particular resource maintained by that LMXserver. The mapping of the
LMX servernamee to the NetBIOS name may be obtained by converting the LMX servermame to
upper case, padding up to the fifteenth byte with k20 and adding k2D in the sixteenth byte.
This approach restricts the length of the LMXserveimame to 15characters.

Resource Names

Each LMX server supports a collection of resource names. A resource name represents a resource
provided by the LMXserver. This name is at a minimmum in 8 3format (refer 1o Section 3530n
page 168, however, actual restrictions on this name are implementation-specitic. Examples of
reSOUTrCes are:

» file system subtrees
s printers

» IPC facilities (outside the scope of this specification, see the X/Open CAE Spedification, IPC
Mechanisims for SMB)

» administrative data, which can be accessed and modified via remote administration (see
Appendix B on page 333

» direcdy accessible devices (outside the scope of this specification)

A resource name is also commonly referred 0 as a share pame. The resource name for IPC
facilities JPC 3 and the resource name for adminisuatve data ADMIN $are reserved and cannot
be used for other seivices.

NetBIOS Names

NetBIOS names are used to establish a NetBILOS session between the LMX serverr and the SMB
redirector, the LMX session. Other NetBIOS names are used for messaging services, as
desaribed in the X/Open CAE Spexitication, IPC Mechanisms for SMB. A NetBIOS name has a
length of 16 bytes. NetBIOS names have no suucture; that is, there is no concept of network
nuimber, host number, socket number, and so on. Each participant in a communication uses a
NetBIOS name. NetBIOS names are dynamically claimed and relinquished. Thereare two types
of NetBIOS name: unique, which can be claimed by only one system at a time, and group, which
can be claimed by several systems at a time.

Since NetBIOS names are used to connect systeims with the SMB protoool, some structure on the
NetBIOS name is imposed. For the LMX servername, the first fifteen bytes normally comprise
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356.5

the LMXservername in all upper-case characters. Any remaining bytes are padded with wailing
blanks (ASCII k&) to bring the total length of the NetBIOS name o 15 bytes. LMX
servernames are usually simple, unstructured names, such as XOPEN-PCIG, TOOLSVR,
JASONZ.

The sixteenth byte is used to distinguish various uses of the SMB protocol, as follows:

Q00 Used by the SMB redirector to name its end of a file-sharing connection; also used for
the sending end of messaging circuits and the sending and receiving ends of class 2
mailslot datagrams (see the X/Open CAE Specification, IPC Mechanisms for SMB). A
NetBIOS name ending in O«QDis also said to be in redirector format.

D Used by LMX servers as the NetBIOS name to which they listen for incoming
connections (LMXnetwork name). A NetBIOS name ending in (x2Dis also said to be in
server format.

Itis important to note that a single system may use all forms at various times, depending upon
the type of interaction and the system with which itis interacting.

So, as an example, the SMB redirector will use a NetBIOS name ending in (xQDas the caller name
and a NetBIOS name ending in (xzDfor the LMX servername.

Uniform Naming Convention

UNC names are constructed from names having an 8 3format that are separated by a backslash
(\). An 83format name consists of two components: a one (o eight-bvte basename must be
present and an optional one o three-byte extension may be added. If the second compaonent is
specified, the two components are separated by a period (), hence the term 83 format. Within
an 83format name the following bytes are illegal:

o "/N[):] =>4 =, 2D (space)
» bytes less than x2D

Note that the characters *and ?are used in some SMB requests as wildcard characters.

Canonical Pathnames

For all of the dialects defined in this document, except for the extended 20 SMB pratocol, file
and directory names need ta follow the Uniform Naming Convention (UNC). The backslash (\)
separator is the directory separator. Two specdial directory names, . and .., must be recognised.
They have the usual CAE meanings; . points to its own directory, .. points o its parent
directary. In the root directary of the file system subtree, . and .. are not present.

Note that it is the LMXserver's responsibility to ensure that virtual root as defined by the TID.

Long Names

The extended 20protocol allows for the creation of long file and directory names with a total
length up to 256 characters. These names are case-insensitive and may be case-preserving
(implementation-dependent). That is, the names File and file will represent the same name.
Long names have a free format, compared to UNC names. It is possible to create a long name
for a file which contains multiple instances of the component separator .. Directories are still
delimited by the \ character.
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36  Wildcards

Some SMB requests support wildcard filenames as the last 83 or long filename format of a
pathname. These are filenames which refer to a number of files based on a pattem-match
defined by the wildcard string. Only filenames which are acceptable under the filename
convention (see Section 4.2on page 28 can be matched by wildcards.

Each part of an 8 3forimat name - the basename and the extension (if applicable) - is treated
separately. For long filenames the . in the name is significant even though there is no longer a
restriction on the size of each of the components on either side of the ..

« The *character matches an entire part, as will an empty specification of that past. If received,
it is interpreted to mean filling the remainder of the component in the name with 7 and
pecforming the search with this wildcard character. Any characters that ocour after the *are
ignored.

+ The 7 character mactches exactly one character. Multiple ? characters at the end of a part
match that number of characters or fewer-.

For example, the strings ABC.TXT and A.TXI would match the wildcard *TXI, but ABC.T
would not; AB.C and ABC.C would match A72.C, but ABCD.C would not; ** would match all
filenames.
Some SMBs, such as SMBmv and SMBcopy. use wildcards to transform filenames. In this case,
two wildcard patterns would be supplied; the non-special characters in filenames matching the
first wildcard would be replaced with the non-special characters in the same relative positions
from the second wildcard, and the wild fields would be left unchanged.
For example, the wildcards *F and *FOR would transform ABC.F to ABC.FOR, but ABC.F1
would not match the firse wildcard and would not be wransformed; AB?2.C and XZY?72TXT
would transform A BZ2C o XTYZ2TXT, but A IBZ2A.C would not match the first wildcard.

37  File Paradigm
All resource type information is stored using a file paradigm. For the resource type the
following file types are defined:

» regular files on file system subtrees

» spool files for printers

Oxher types defined that are outside the scope of this specification are:

» named pipes for IPC fadilities

» mailslots for IPC facilities

» devices on directly accessible devices

Note that directories are never treated as files, but require special SMB requests to be read.
Protocols for X/Open PC Interworking: SMB, Version 2 17
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371  Regular Files

In SMB requests the following atiributes are known:

read-only file If this attribute is set, write access is denied. Otherwise read and write
access is allowed.

hidden file The file is excluded from normal directory searches.

system file The file is excluded from normal directory searches.

volume ID 11-byte volume label to identify a file system subtree. It is implemented

as a special file and must reside on the root directory of the file system
subtree. Some SMB redirectors expect this to be a file.

directory The file is a directory.

archive file If this atuibute is set it indicates that the file has been changed since the
last backup. Typically it is set whenever the file has been written o and
will be cleared by backup programmes.

The volume ID attribute cannot be specified together with other attributes. The other attributes
can be set conourrendy. Files without any attribute set are referred to as regular files.

372 Open Modes

There are two groups of file exclusion which can be selected via the SMB protocol when a file is
opened. A file opened in any deny mode may be opened again only for accesses allowed by the
deny mode. The two groups and their subtypes are:

Group 1
DENYNONE  Anyone else may read and/or write.
DENY ALL Deny other users any access to this file.

DENY READ Other users may acoess for writing,
DENYWRITE  Other users imay access for reading.

The deny modes provide exclusion at the fite level. A file opened in any deny mode may be
opened again only for the access allowed by the deny mode. This exclusion applies to all
subsequent opens of the file even if it is from the same process requesting the original deny
mode open. The DENY READ and DENY ALL modes deny opening a file for exeoution
(reference Section 5350n page 44).

Subsequent opens of a file may specify more resttictive deny modes as long as the new
exclusions do not conflict with the existing deny modes granted.
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The following table outlines access to the file:
Existing New open requesting
Deny Mode  access | DENYALL|DENY WRITE|DENY READ|DENY NONE
DENYALL R/W |fail fail fail fail
READ | fail fail fail fail
WRITEF fail fail fail fail
DENYWRITE R/W | fail fail Fail READ
READ | fail READ fail READ
WRITE | fail fail READ READ
DENYREAD R/W |fail fail fail WRITE
READ | fail WRITE fail WRITE
WRITE| fail fail WRITE WRITE
DENYNONE R/W | fail fail fail ALL
READ | fail ALL fail ALL
WHRITE| fail fail ALL ALL

373
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Group 2

Compatibility ~ Within an LMXsession, once a file has been opened in compatibility mode, all
subsequent opens of that file by any process must be in compatibility mode
until the last open instance has been closed. 1f a process opened a file for any
access, another process using the same LMX session may open the same file

for any access.

Across LMXsessions, compatibilicy mode opens are mapped as follows:

DENY WRITE
DENY ALL

Coinpatibility Read Only
Coimpatibility White Access

<>
<>

The rules for group lopen modes apply.

Write Behaviour

The SMB protocols make assumptions on the state of written data; that is, whatever data is
written is assumed to be what will be read at a later instant. The actual placing of the data onto
the storage medium is a function of the LMX server. Yet, the SMB protocols do allow the SMB
redirector to make suggestions about the placing of the data.

There are two types of write behaviour:

Wiite through ~ The data is to be placed on the storage medium prior to the response to the

write request.

Wiite behind It is acceptable to cache the dawa internally to the server and respond to the

write request immediately.

These write behaviour imodes are only availabe in the extended dialects of the SMB protocols.
The core and core plus dialects assume a write through behaviour.
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Locking Conventions

Byte Locking

The SMB protocol supports a form of record locking for read access or write access. This lock
covers a range of bytes and cannot overlap any other locked range. Access to a locked range of
bvtes from a process which did not obtain the lock is prevented. Processes need not take a lock
to determine if any other process had that range locked as well.

Opportunistic Locking

Opporwnistic locking is a perforimance enhancement available in the extended protoools which
enables an SMB redirector to reduce the number of SMB requests to a minimum when it is the
only SMB redirector accessing a file opened in non-exdusive mode. This forim of locking allows
the SMB redirector to cache locking requests as long as no other progess is attempting to aceess
the file. The support of opportunistic locking is the one instance within the SMB protocols
where the LMX server will make requests of the SMB redirector.

An SMBredirector requests an opportunistic lock (or oplock) in two ways:

L by setting bit 5 (and optionally bit 6for additional notifications such as file defetion) in the
smb_flg field of the SMB header (see Section 5 1 on page 37) of the SMBopen, SMBcreate or
SMBmknew core SMB requests. The oplock is granted by bit Sbeing set in the smb_flg field
of the SMB response. If bit 5is not set in the regponse then the aplock was not granted.

2 by setting bit 1 (and optionally bit 2) of the smb_flags field in the SMBopenX extended SMB
request. The oplock is granted by bit 150f smb_action being set in the response.

An opportunistic lock may only be granted if no other SMB redirector has the file open. An LMX
server need not implement opportunistic locking; such an implementation would simply deny
all oplock requests.

The LMX server must break the oplack and notify the SMB redirector in the following cases:
» anather process attempts to open the file

« if bit 6and bit Zwere set in the oplock request and an operation that changes the file {for
example, SMBunlink, SMBmv, SMBmove) was received by the LMX server

When an LMX server decides to break an oplock, it must perform the following steps:
L Hold off the request which caused it to break the oplock.
2 Send to the SMB redirector which has the oplock an SMBlackingX request with MID == L

3 Permit the SMB redirector to flush any data that was cached by sending the appropriate
SMB WRITE requests. The SMB redirector must flush any cached byte-range locks as well.
These lock requests can be embedded in the SMBlockingX request which must be issued in
response to the braken oplock notification.

4  Finally, the SMB redirector sends an SMBlockingX request responding to the request issued
instep L IF the SMBlockingX request contained any lock requests, a response by the LIVIX
server must be generated. 1f the request did not contain lock requests, no response by the
LMX server is generated. Note that the SMBlockingX request should contain no unlock
requests, as the SMB redirector was not explicitly locking to the LMXserver while it had an
opportunistic lock.

The SMB redirector with the oplock may choose to close the file during step 3processing. IF it
does so, the LMXserver may grant an opportunistic lock to the new requesting SMB redirectorif
all other conditions are met.

X/Open CAE Spedification (1559

Page 39 of 535



SMB Protocol Conventions Locking Conventions

If the SMB redirector has issued an SMB CLOSE request on the file at the same time the LIMX
server has atempted to break the oplock, the SMB redirector will ignore the SMBlockingX
request; the LMX server must handle the SMB CLOSE request correctly and not expect a
response (o its attempt to cancel the oplock.

It is possible that notification of a broken oplock (the SMBlockingX request), and some other
request from the SMB redirector, cross on the network. In this case, the LMX server must note
that the notification is outstanding and cause all SMB requests to fail (by returning zero-length

data, for example). The SMB redirector will respond to the broken oplock notification and retry
the SMB request.

An LMX server is permitted to detect access to an opporwnistically-locked file from an LMX
server-resident process and break the lock; however, this functionality is not mandatory.

Protocols for X/Open PC Interworking: SMB, Version 2 21
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39  Chaining of Extended SMB Requests

Cenain extended SMB protocol requests (those whose names end with X) can have an additional
SMB request chained to them; however, each SMB request which permits chaining allows only a
subset of the possible SMB requests to be chained. The chaining of SMB requests allows for a
reduction in the number of request/response actions that need to be aken in some instances.
For example, if an application on the SMB redirector requests a lock of a byte range followed by
a read of the data in this byte range, the SMB redirector may choose to cache the sending of the
locking request until the acwal read occurs then send an SMBlockingX, SMBreadX chained
request.

The following rules must be obeyed by chained SMB requests:

1

The chained SMB request does not repeat the SMB header information. Rather, it starts
with itsown smb_wct field. The smb_com2 field in each SMB ... X request specifies the SMB
command code for the chained SMB request.

All chained SMB requests and their data must fit within the negotiated maximum buffer
size. This size limitation also applies to the amount of data in the SMB request.

There is one SMB request sent containing the chained SMB requests and there is one SMB
response o the chained SMB requests. The LMX server must not elect to send separate
SME responses o each of the chained SMB requests.

All chained SMB responses must fit within the negotiated maximum buffer size. This
limits the maximum value on an embedded READ, for example. ltis the SMB redirector's
responsibility not to request more bytes than will fit within the multiple SMB response.

If the last request of a chained series is a chained SMB request (that is, SMB. .. X), the
smb_com2 field must be OxQXF (also referred o as the NIL command).

The LMX server will implicitly use the result of the prior SMB requests in chained SMB
requests. For example, the TID obtained via SMBtconX would be used in a chained
SMBopenX, and the FID obtained in the SMBopenX would be used in a chained SMBread. If
chained requests reference an FID, the smb_fid field in each SMB request imust contain the
same FID value. In other words, each SMB request can only reference the same FID (and
TID) as the otherr SMB request in the combined request. The chained SMRB requests can be
thought of as performing a single (imulti-part) operation on the same resource.

The first SMB request to encounter an error will stop all further processing of chained SMB
requests. The LMXseiver shall not undo SMB requests that succeeded.

Suppose SMBopenX and SMBread were requested; if the LMX server were able 1o open the
file successfully but the read encountered an error, the file would remain open. This is
exactly the same as if the SMB requests had been sent separately,

If an error ocours while processing chained SMB requests, the SMB response element of the
chained SMB responses in the buffer will be the one which enocountered the error. Other
unprocessed chained SMB requests will have been ignored when the LMX server
encountered the error and will not be represented in the chained SMB response. More
specifically, the last valid smb_com2 (if not the NIL command) will represent the SMB
ocommand code on which the error occurred. If no valid smb_comZis present, then the error
ooourred on the first SMB request and smb_com contains the SMB command code which
failed. In all cases, the error class and code are returned in the smb_rels and smb_err fields
of the SMB header at the start of the SMB response.

Each chained SMB request and SMB response contains the offset (from the start of the SMB
header) to the next chained SMB request/responise in its own smb_off2 field. This permits
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chained SMB requests to be built without packing them. There may be space between the
end of the previous SMB request (as defined by smb_wct and smb_bec) and the start of the
next chained SMB request; this simplifies the building of chained SMB requests.

10 The data in each SMB response is expected to be truncated to the negotiated maximum
number of 512 byte blocks which will fit (aligned at a 22bit boundary) in the maximum
buffer size, with any remaijning bytes in the final buffer.
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3101

3102
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Exception and Error Handling

Exception handling within the SMB environment is built upon the various environments (see
Section 32on page 10. When any environment is tenminated in either an orderly or disorderly
fashion, all contained environments are terminated.

Disorderly LMX Session Dissolution
The rules for disorderlv LMX session termination are as follows:

« An LMXserver may terminate the LMX session to an SMB redirector ac any time if the SMDB
redirector is generating invalid SMDB requests. However, wherever possible the LMX server
should first return an error code to the SMB redirector indicating the cause of the LMX
session abort.

« If an LMX server gets a hard error on an LMX session (such as a send failure) all LMX
sessions from that SMB redirector may be aborted.

An SMB redirector is expected to reestablish an LMX session in the case where it was dropped
by the LMXserver due to inactivity.

On write-behind activity, a subsequent WRITE or CLOSE of the file will return the fact that a
previous WRITE failed. Normally, write-behind failures are limited o hard disk errors and file
system out-of-space conditions.

Errors and Error Handling

In the case of success for file and print sharing, the LMX server must return eiror dass SUCCESS
and errar code SUCCESS. For situations where no error is defined by the SMB protoco!, the error
class ERRSRV and error code ERRerror are to be returned.

The contents of SMB response paraimeters other than the SMB header fields are not guaranteed
in the case of an errvor return. In particular, the LMX server may choase to return only the SMB
header portion from the SMB request in the SMB response; that is, the SMB header fields
smb_wect and smb_bee (see Section & 1on page 37) may both be zero (.
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311 Timeouts

The extended protocols provide for timeouts on the LMX server. SMB requests which may
timeout include:

« opens to directly accessible devices
» byte-range locking
« read or write on directly accessible devices, mailslots and named pipes (refer to the X/Open

CAE Specification, IPC Mechanisms for SMB)

If an LMX serverr cannot suppoit timeouts, then the erroir <ERRSRV, ERRtimeout> is retwurmned,
just as if a timeout had occurred, if the resource is not avaijlable immediately upon request. A
timeout can indicate a delay time, an indefinite delay, or that a system default should be used.
Default timeouts apply to direct access devices, mailslots and named pipes only.

312 Downward-compatibility Support

The core and extended SMB protocol requests and responses are variable length. Thus
additional fields may be added in the smb_vwv[] and the smb_buff ] areas in future dialects (see
Section 5 1on page 37). LMXservers must be implemented such that additional fields in either
of these areas will not cause the SMB request to fail. If additional fields are encountered, which
are not recognised by the LMX seiver's level of implementadion, they should be ignored. This
allows for future upgrade of the SMB protoool and eliminates the need for reserved fields.

Protocols for X/Open PC Interworking: SMB, Version 2 5
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Chapter 4

LMX Considerations

This chapter highlights passible behaviours of LMX servers and deals with aspects that are
caused by hosting LMX serversinthe CAE.

The conventions an LMXserver must adhere to are:
L user mapping from SMB redirectors to CAE enviromiment

2 fitename mapping, which defines the mapping from the namespace provided by the SMB
canonical pathname formatc to the namespace of CAE

3 aceess and atwibute mapping, which defines the mapping from CAE access rights to SMB
fite attributes and vice versa

4 locking, which defines the mapping from the SMB-supported locking operations to those
locking operations supported by CAE

Other items where LMX servers may choose differing approaches are:
1 SMB protocol dialect (or dialects) and password enaryption
2 consequences of the CAE fite system
3 LMXserver caching
a

method of support for printer spooling

[@)]

usage of the underlying network, including the choice of the network protocol,
interoperabilicy with other file-sharing principles and extensions beyond a single
subnetwork

41 LMX Username Mapping

CAE file system security is based on a user or process having a CAE UID and one or more CAE
GIDs (refer to the X/Open Portability Guide, Issue 3 Volume 2 XSI System I[nterface and
Headers). Personal computers remotely accessing a CAE file system via an LMX server must not
compromise the CAE fite system securicy.

An LMX server must provide a mechanism to map a user to a CAE UID and CAE GIDs. This
mapping may be different for share-level and user-level security mode (refer to Section 330n
page 19. For example, an LMX server running in user-level securicy mode may map each user
to its own unique CAE UJD and CAE GIDs, while an LMXserver running in share-level seauity
mode may map all users to a common CAE UJD and CAE GJIDs. This mapping of a useimame
and password into the CAE environment may use the CAE user account systein to hold the
usernames and passwords. Or, there may be a separate user account system for users of SMB
redirectors that maps these users into the CAE environment. Regardless of the approach taken,
an LMX server must guarantee that a user does not have any more access permissions than a
CAE process with the same CAE UID and CAE GIDs.

When running in user-level security mode, the UID vsed in the SMB requesis may be relative to
the LMX session. The LMX server therefore needs to map each pair (LMX session, UID) 1o the
individual CAE UID and CAE GIDs.
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LMX Filename Mapping

This convention governs the mapping between SMB pathnames (see Section 354 0n page 16
and names maintained in the file system on the CAE systern. The SMBsesssetupX request uses a
bit (bit 4in the smb_flg; see Section & 1on page 37 in the SMB header which indicates whether or
not the pathnames in subsequent SMB requests have been wanslated to SMB canonical
pathnames. LMXservers must support this bit being set.

In addition to this flag, in the extended protocols another bit (bit 3in the smb_flg) in the SMB
header indicates whether the SMB redirector desires case-insensitive pathnames. If this bit is set,
operations should be case-insensitive. LMXservers must support this bit being set.

If an LMX server does not support the functionality of either bit 3or bit 4 when not set, the
server may choose to ignore these bits and attemipt o use the pathname provided in the SMB
request in the manner it would for the condition where the bits are set. This means that when an
SMB redirector performs a request with one (or both) of these bits cleared and the server does
not suppoit that form of pathname, the SMB redirector will receive an error condition produced
by the normal functioning of the LMXserver (that is, fie not found).

With regard o both these flags, the LMX server must generate pathnames in SMB responses
which macch the requested form. If the SMB redirector did not request canonical pathnames, the
LMX server must not map pathnames in responses, but simply use the local representation.

Pathnames following the Uniform Naiming Convention (see Section 354 0n page 19 from the
SMB redirector side are to be mapped by the LMXserver into the CAE file system. Characters
with values larger or equal to k80 may not be supported or converted from upper to lower-case
(and vice versa) by LMX servers. All other characters are mapped according to the following
rules:

1 Filenames with . and extension are used as is.

2 Convert all characters of value less than (k8D to lower case (unless case-sensitive mode
was requested).

3 The directory separator \ is converted to /.
4 Accept the special names . and .. asis.

& Leave any other special characters as they are. If any forbidden characters (see below)
remain in a name, reject the request.

Names of files on the CAE system are mapped by the LMX server to canonical pathnatmes
according to the following rules. An LMX server implementation may map a wider range of
CAE filenames into a canonical pathname bypassing some of the restrictions below. However,
all mappings need to obey rules one to three.

L Names which are all lower case are splitinto filename and extension at the first period (.).
If case-insensitive mode was requested, all characters of value less than x8Dare converted
0 upper case.

2 Thespecial files . and .. are not translated and are used as is.
3 Thedirectory separator / is converted to \.

4 If case-insensitive mode was requested, names conaining an upper-case letter are invisible
and inaccessible from the SMB redirector. If case-sensitive mode was requested files of
mixed case are visible to the SMRB redirector.

& Basenames longer than 8characters are invisible and inaccessible from the SMB redirector
depending on the dialect chosen. The extended 20 dialect allows for longer file and
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directory names.

6 Names containing a leading . (that is, a null basename part) are invisible and inaoccessible
from the SMB redirector.

7. Names containing a trailing . (thatis, a null extension with an extension separator present)
are invisible and inaccessible from the SMB redirector.

8 Narmes containing more than one . are invisible and inaccessible from the SMB redirector.

9 Names containing more than three characters following a . are invisible and inaccessible
from the SMB redirector.

10 Names containing characters not permitied in canonical pathnames are invisible and
inaccessible from the SMB redirector. Those illegal characters are:

“" (as anything but a separator for the extension)

“ " (the space character, ASCII k&)

any value [ess than ASCIL Oc2D

XB "+ XEB [, @D " k2A " OEF T, x3A " kEC "\
B, XF"/" XD "= XA < RE S, k2" KT

&L
Examples:
CAE filename | SMBredirector (case-insensitive mode)
a| A
acn | ACN
main.c | MAIN.C
12H56730 | <notaccessible: too long>
124578 | 1245678
/users/acn/main.c | \USERS\ACNAMAIN.C
file. | <notaccessible: trailing dot>
MSnet | <not accessible: upper-case letter>
ACN | <notaccessible: upper-case letter>
file.baad | <not accessible: extension too long>
8.CcX | <notaccessible: (0o many dots>
Protocols for X/Open PC Interworking: SMB, Version 2 2
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LMX File Mapping

SMB File Attributes

SMB file attributes (see Section 37 on page 17) are not the same as CAE file attributes. The
mapping of the read-only and directory attributes is the minimuni set of required functionality.
Any other attributes not supported by the LMXserver may be ignored. If the read-only attribute
is specified, the SMB redirector has no write permission. For files created, cthe LMX server will
turn off the CAE write permission. If the directory attribute is specified, the requested name will
map to a CAE directory. LMX servers may support more SMB file attributes but are not allowed
to use different semantics for the read-only and directory attribute.

Changing the read-only aturibute via SMBsetatr or SMBsetattrE will affect the write mode of the
file from the LMXserver's perspective; hence, in user-level security mode che UID specified must
map o that of a CAL process with appropriate privilege.

CAE File Access Permissions

CAE provides a mmask (refer to the X/Open Portability Guide, Issue 3 Volume 2, XSI System
Interface and Headers) to define the default file access permissions to be used when a new file is
created. An LMXserver must provide a mechanisim to define the umask to be used for CAE files
created on behalf of the users. The mechanism is implementation-dependent. For example, an
implementation may provide a common umask for all users or may define a nmask per user.

In CAE environinents, it is necessary to have both the read and search attributes on a directory
to be allowed to view and uansverse the directory (refer to the X/Open Portability Guide, Issue
3 Volume 2 XSI System I[nterface and Headers). An LMX server must provide support that
allows for SMB redirectors to create directories that can be viewed and transversed.

When the LMX server opens a file an behalf a user (that is,the SMB redirector's user mapped to a
CAE UID and CAE GIDs) the CAE access permissions for that file must be obeyed.

File System Issues

CAE provides a method whereby the maximum allowed size of an individual file can be
controlled. This control is provided via ulimit (refer to the X/Open Portability Guide, Issue 3
Volume 2 XSI System Interface and Headers). An LMX server may provide support where this
feature can be used to govern the maximum file size allowed for all users of the LMX server or
even individual users.

[f this support is provided, it is not possible to retrieve the value for utfimit from SMB redirectors.
Therefore, SMB redirectors cannot tell the difference between a file size restriction or a file
systen being out-of-space. The manner by which an LMXserver handles the CAE ufimit feature
is implementation-dependent.

The LMX server will report either the free space of a single file system or the total free space of
all file systems that the shared file system subtree, accessible from the SMB redirector, may span.
Thus it is possible to get into a state where a directory path on the LMXserver has run out of free
space, but another directory path has not. In this state, SMB redirectors will report to the user
that there is free space available on the server and yet the user will not be able to write data to
files on the file system subtree or vice versa.

It is possible in a CAE environment that the LMX server has no control over the creation time
given (o a particular file. Therefore, support for the setting of the creation time provided by an
SMB redirector is implementadon-dependent.
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When returning available space on the LMXserver to the SMB redirector (see Section 86on page
109, it may be necessary for the SMB server to report an allocation unit that is larger than the
512byte units of the CAE system in order 1o avoid overflowing the number of allocation units
available in the SMB response. This can resultin a rounding error for the free space inforination.

Some CAE systems provide no way for a program to block until the local file cache has actually
flushed to the disk, but simply indicate that a flush has been scheduled and will complete soon.
An LMX server should nonetheless take steps to maximise the probability that the data is truly
on disk before the SMB redirector is notified.

CAE Special Files

LMX servers may allow access to CAE special files, such as CAE-defined FIFOs or character and
block special files (refer o the X/ Open Portability Guide, Issue 3 Volume 2 XSI System Ineerface
and Headers). Support for special file access is not a requirement for LMX servers,

Deleting or Renaming a File

The specification for deleting or renaming a file via an SMB request for an example, see Section
7. 120on page Z2or Section 7. 11on page 89 specify that for a file to be deleted no other pracess
may have the file open. In a CAE environment, it may not be possibie for the LMX server o
determine whether another CAE application has the file to be deleted open. Therefore, it is
implementaton-dependent whether the LMX server will not allow an SMB redirector to defete
or rename a file while another CAE application has the file open for use. Additionally, it is
passible for a CAE application to delete or rename a file while an SMB redirector has the file
open for use. The actions taken by the LMX server under these circumstances are
implementation-dependent.

Long Filenames

When using the extended 20 protocol dialect, an LMX server may support the use of long
filenames. These are filenames which do not conform to the 8 3format (refer to Section 3550n
page 18. It is possible that the CAE system on which the LMX server is executing does not
support filenames to the maximum length allowed in the long flename definition. In this case,
the LMX server may support names longer than the 83format yet restrict the maximum length
of the name to the length supported by the CAE systemm. As an example, suppose the CAE
system supports names up to fourteen characters in length. An LMX server on this system is
allowed to provide long naime support to the SMB redirectors and restrict the maximum length
of such names (o fourteen characters. Tt is not required that an LMX server supporting long
flenames guarantees support of the maximum name length in the long filename definition.

Extended A ttributes

The extended 20 protocol allows for the storage and retrieval of extended attributes on a file
stored on the LMX server. Extended attributes are name=valve pairs where the length of the
combination of the name=value pair will not exceed @535 bytes. Both the name and the value
portion of the pair are free format and applicadon-specific. The application will store and
retrieve the information based on the name. Support for extended attributes is optional.

Some SMB redirectors will store a collection of default extended attributes (EAs) when the
support for extended attributes is provided by the LMX server. Known examples of names and
values for EAs stored are:

COMMENTS=  An ASCIIZ string giving some general discussion on the contents of the file.
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LMX File Mapping
HISTORY= An ASCIIZ string indicating creation and change history for the file.
KEYPHRASES= A collection of key words or phrases that pertain to the file.
SUBECT= A subject line for the file.
TYPE= The type of the file; that is, it is a document file, plain text or a spreadsheet.

For imoving or copying files in an environment where LMX servers may or may not be
supporting EAs, SMB redirectors will copy all of the data contents of a file between servers and
warn the user about loss of EA information. The specifics of the SMB error codes that must be
supported by the LMXseiver to generate this warning are discussed in Chapter 16on page J7.
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44 LMX File Locking

The locking model and functionality provided by the SMB protocols (and thus expected by SMB
redirector processes) and the model being used by applications running in a CAE environment
are quite different. This mismatch makes it impossible to require an LMX server to properly
mediate interlocking between an SMB redirector process and CAE application acocessing the
same file.

Some forms of interlocking mediation are possible. If an LMX server chooses to support file
locking, it should support at least the features described in this section.

The SMB protocol does deny modes on open (see Section 37.2on page 18 and byte-range locks.
The core SMB protocol supports only one type of byte-range lock via the SMBlock request that
excludes that byte-range from any other [ock, read or write access by otherr SMB redirectors. The
extended protocols support additionally read-only locks via SMBlockingX.

The CAE does not define any forms of deny mode as in the SMB protocols. The CAE, however,
specifies two forms of locks (see the X/Open Portability Guide, Issue 3 Volume 2 XSI System
Interface and Headers):

F_RDLCK  Lock byte range allowing multiple readers (shared lock); a process may write to
the range (with or without an F_RDLCK) if no other process has an F_RDLCK on
that range. The file must have been opened with read access.

F_WRLCK Lock byte range allowing R/W (read and write) for locking process only (exclusive
lock). The file must have been opened with write acoess.

These locks are advisory, rather than mandatory. With advisory locking, cooperating processes
must acquire locks to determine whether any other process has locked that range as well.

441 Interlocking Bebaviour

Deoy Modes

An LMX server must mediate deny modes between multiple SMB redirector processes. But it
cannot completely enforce those access denials against other LMX server-resident applications,
since those other processes may not be making lock requests against the file, and the CAE does
not provide a mandatory locking function. LMXservers may provide some forms of deny-mode
between an SMB redirector and a CALE application.

When interlocking for deny modes is supported, the LMX server may place the following locks
when an SMB redirector requests a byte-range lock:

SMB requested mode Action

Opens for DENY ALL with all access modes, DENY | No action.
WRITE with READ access mode, and COMPATIBILITY
with all access modes.

Opens for DENY NONE or DENY READ with READ | F_RDICK only.
access mode.

Opens for DENY NONE, DENY READ or DENY WRITE | E_WRLCK only.
with WRITE and R/W access modes. In the case of
DENY WRITE with R/ W access, the record to be locked
will be promoted to F WRILCK. A record to be unlocked
will be demoted to £ RDLCK.
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442

443

Although LMX servers acquire an advisory lock prior to each READ or WRITE when
interlocking is in effect, applicaion developers should use byte-range locks whenever
cooperating with CAE applications. This specification requires an LMXserver to retuim an efror
if an access o a locked range takes place, which will cause many applications to fail.

Byte-range Locking

LMX servers must provide byte-range locking to SMB redirectors. There are some restrictions
on the ability of an LMX seiver to completely emulate the required functionaligy of the SMB
byte-range lock as itinteracts with the acoess mode in which the file was opened. A file opened
read-only access cannot have an F WRLCK placed on it, as a CAE advisory write lock requires
write permission. Because of this, an LMX server cannot simulate the SMB redirector R/W
record locking semantics for read-only access.

Since the semantics of the SMB byte-range lock are mandatory rather than advisory, an LMX
server must cause accesses by an SMB redirector to locked byte ranges to fail. Ideally, LMX
servers would also cause access to those ranges from LMX server-resident processes to fail. This
can only be accomplished if the LMX server-resident process is cooperative, that is, places
advisory locks on byte ranges of interest, and if the LMX server places advisory locks on behalf
of SMB redirector SMB requests.

The semantics of SMB locking require that an SMB redirector attempting to access (without
locking) a range of bytes already locked by an LMXserver-resident process must receive an error
for that request. This means that an LMX server must place advisory locks for all SME redirector
SMB requests. These implicic locks exist solely for the time required for the requested operation
and do not persist beyond that time. If an SMB redirector has already explicidy requested a lock,
the LMX server need only maintain that lock and permit the SMB redirector to explicitly release
it

SMB byte-range locks can be larger than CAE file locks. The LMX server must support byte-
range locks beyond standard CAE offsets.

Locking Timeouts

The extended dialect's requests for locking define timeout values that indicate how long the
SMB redirector would like to wait before a lock attempt is failed. Support for these timeout
values is not a requirement for an LMX seiver and may be ignored. If an LMX server cannot
support timeouts, then the error <ERRSRY, ERRtimeout> is rewrned, just as if a timeout had
acaurred, if the resource is not available immediately upon request.

Read-only Locks

In the extended protocols, an LMX server may choose not to support read-only locks. It will
then treat any request for such a lock as though a read /write lock has been requested .
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46

47
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LMX Server Caching

An LMX server may perform its own internal caching in an effort to increase performance for
SMB redirectors. A simple example of this would be if the LMX server responds o write
requests prior to making the CAE call necessary o write the data in the CAE system. This action
by the LMX server is referred to as write-behind in the remainder of this dooument. By
responding prior to writing the data, it means the SMB redirector may receive the response prior
to the data being reflected in the CAE file system. If an LMX server does caching, it is required
that it maintain this internal cache insuch a manner that other SMB redirectors will see the same
data if chey make a read request prior to the CAE write by the server. Itis not required that after
an SMB redirector performs a write request, and receives the write response, that the data is
reflected immediately o other CAE applications on the LMX server system. If an LMX server
pecforms write-behind, it is required that the server honour SMBflush requests and not respond
to these requests prior to flushing all appropriate, internally-cached data to the CAE file system.

LMX PrintSpooling

‘The SMB protocols allow for staws information on print jobs submitted to the LMXserver. The
LMX server, however, may choose to deal with print requests by a number of methods. One
example would be for the LMX server to queue print requests internally o the server and then
issue the requests (o the CAE print spooling environment one job at a time, waiting for each job
to complete before the next is spooled. This approach allows the LMX server to maintain state
information concerning print requests that can be rewumed o the SMB redirector when
necessary. Another approach is to couple the LMX server print queueing support with the CAE
print spooling support. Depending on the degree the two are merged, it may not be possible for
the LMX server to maintain the exact status of the print request, but a reasonable status must be
estimated when necessary.

The print spooling protocols defined in Chapter S allow for the transmission of printer setup
data, and give an indication of the type of data contained in the file (that is, text or graphics).

An LMXserver implementation may choose to use or discard the printer setup data. The text or
graphics mode indicator may be used by the LMX server to perform printer initialisation, or
ignored.

SMB Error Codes

Chapter 5defines a number of constants and descriptions of possible meanings for SMB error
codes. In subsequent chapters, as each SMRB is described, a table mapping possible error
conditions to error codes is provided. If an LMX server implementation experiences an error
condition that is not described in the table for the specific SMB, the LMX server imay retum any
of the error codes defined in this dooument that best describe the error condition.

The ERRHRD class may cause an SMB redirector to notify the user of the error via an exception
handling routine. Where the ERRHRD and ERRDOS class of eivors overlap, the LMX server
implementation has the option to use either class.
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49

410

Security Policy

An LMX server must provide a security policy. 1t may provide either share-level securicy, user-
level security, or a combination approach (refer 1o Section 220n page Sand Section 330n page

1.

Another aspect of security is the support for encryption of user passwords. An LMXserver may
choose 10 support the encryption technique described in Appendix D or Section 112on page
138 Itis also acceprable for an LMXserver not to support password encryption at all.

Negotiated Dialect

An LMX server may choose (o support only one, a combination of, or all of the SMB dialects
described in this dooument. Since the process of negotiating an SMB dialect is open-ended it is
also possible that an LMXserver supports dialects not described in this specification.

Network Issues

This specification assumes the LMX server implementation uses the transport support described
in Appendix E on page 281 (TOP/NetBLOS), Appendix F on page 349 (RFC 100]) and Appendix
G on page 419 Itis for this reason that these RECs are republished in this document.

For the binding of NetBIOS to the TCP/IP protocol suite (refer to Appendices F and G) only
those aspects for B-node functionalicy are required.

Animplementation may choose to support the full M-node functionality, as that is a superset of
B-node.

For the binding of NetBIOS to OS] transport (refer co Appendix E on page 281) the NetBIOS user
agentis optional.

This specification defines a default method by which LMX servernames are mapped 0 NetBIOS
names (refer to Section 3520n page 19. It is possible that an LMXserver implementation and
compatible SMB redirector implementation may use additional methods of mapping LMX
servernames to NetBIOS names.

SMB protocols are only specified to run on a single LAN subnetwork, but interoperation in
connected subnetworks is not precluded.

X/Open has defined other types of PC connectivity support; refer to the X/ Open Developers’
Specification, Protocols for X/Open PC Interworking: (PC)NFS. (PC)NES and SMB protwocol
implementations, or other connectivity implementations, on the same server are not required to
interwork with respect (o additional features beyond those provided by XSl (for example,
extended DOS file open modes). Additionally, if the CAE system is supporting access to other
CAE systems via XNES (reference X/Open CAE Specification, Protocols for X/Open
Interworking: XNES), it may be possible to configure an LMX server o allow SMB redirectors
acoess to the resources of the other CAE systems via the XNFS connection, but this is not a
requirement.
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Data Objects and Constants

This chapter describes the SMB format, common data structures, tlag tields and other objects
commonly used in SMB requests and responses. Jt also defines various symbolic constants and
indicates their @equired) values. Throughout the specitication the following definitions will be

usecl:

8bit field  An octet: sometimes veferrved to as a byte.
16 bit Two 8&bit fields with the 1east significant &bit field first (liale-endian).
Z2bit Two IGDbitelements with the least significant 16bit element first (litile-endian).
51  SMB Format
All SMBrequests and responses (except where noted) have a common header, as follows:
Offset | "Iype Field Name | Description .
@ 8 bit field smb_idf14] contains O304l (x42
(0:] 8Dbit field smb_com command code
05} 8Dbit field smb_rcls error class
B 8Dbit field smb_reh reserved for future
o7 16Dbit field | smb_err error code
@] 8 bit field smb_flg flags
| @) 16Dit field | smb_res[7] reserved for future
24 16bit field | smb_tid authenticated resource identifier
5 6-bit field | smb_pid caller’s process 1D
= 16bit field | smb_uid unauthenticated user ID
30 16bit field | smb_mid multiplex ID
2 8Dbit field smb_wct oount of 16bit fields that follow
3B 16Dit field | smb_vwv]|] variable number of 16bit fields
- 16bit field | smb_bce oount of 8bit fields that follow
8Dbit field smb_bufl] variable number of 8 bit fields
The structure defined from smb_idf through smb_wct is the fixed pordon of the SMB structure
someti mes referred to as the SMB header. Following the header there is a variable number of
16bit fields (defined by smb_wct), and following that is smb_bce which defines an additional
variable number of & bit fields. The SMB header fields are defined as follows:
smb_idf SMBidentification string, always Ok ff <530« Ad (k42
smb_com SMB command code (see Section 520n page 4).
smb_rcls Error class (see Section 560on page 49, set in the SMB response only.
smb_err Error code (see Section 560n page 49, set in the SMB response only.
smb_flg A bit-encoded field. The flag bits are defined as follows:
BicO  When set (returned) by the LMX server in the SMBnegprot response,
this bit indicates that the LMX server supports the SMBlockread and
SMBwriteunlock requests.
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smb_tid

smb_pid

smb_uid
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Bit 1 Used only in requests when an extended SMB protocol is negotiated.
When set, the SMB redirector guarantees a receive buffer is already
posted; this has implications for the type of underlying transport
service which may be used insending a response.

Bit 2 Reseived; MBZ Must Be Zero).

Bit 3  When on, all pathnames in the protocol must be treated as case-
insensitive. If one of the extended protocols is negotiated and the bit
is set off, the pathnames are case-sensitive. The LMX server can
assume the value is always set to on.

Bic4  Used only in the SMBsesssetupX request. When on, the SMB
redirector indicates that all pathnames will be specified as canonical
pathnames, already obeying the file naming conventions (see Section
35 on page 19. When off, pathnames are in the LMX server
representation. The LMX server can assuime the value is always set
to on.

Bic5 Used only in the SMBopen, SMBcreate and SMBmimew
requests/responses. When set in a request, the SMB redirector asks
that the file be opporwnistically locked, a feature of the extended
SMB protocols. If the LMX server places the opporwnistic lock, this
bitis setin the SMB response. This bit is referred to as the oplock bit.

Bic6  Used only in the SMBopen, SMBcreate and SMBmlnew requests when
an extended protocol is negotiated; meaningful only if bit 5is also
set. When set. the SMB redirector is asking to be notified of any
operation which can modify the file (for example, delete, setting of
attribuctes, rename, etc.). This allows the redirector to cache the
complete file. If not set, the SMB redirector need only be notified if
another open request is received for the file. This bit is referred to as
the opbatch bit.

Bit 7 Always set in responses. The smb_com (command code) field usually
oontains the same value in a request from the SMB redirector 1o the
LMXserver as in the matching SMB respornise from the LMX seiver to
the SMB redirector. This bit unambiguously distinguishes the SMB
request from the SMB response. On a multiplexed LMX session on a
system where both LMX server and SMB redirector are active, this bit
can be used by the system’s SMB delivery system to help identify
whether this protocol should be routed to a waiting SMB redirector
or to the LMX server.

Used by the LMX server to identify a resource (for example, a file system
subtree). The value Off is reserved. The LMX server is responsible for
enforcing use of a valid TID where appropriate (see Section 3 Zon page 10.

Generated by the SMB redirector to uniquely identfy a process within the
SMB redirector's system. An SMB response will always contain the same
value in smb_pid (and smb_mid) as in the corresponding SMB request.

User identifier. It is used by the extended protocol when the LMX seiver is
executing in user-level securicy mode to validate access on requests which
reference named resources (such as file open). Refer 1o Section 320n page 1O
Secion 330n page 12and Section 43 1on page 3for addidonal information.
Thus differing users accessing the same TID may be granted differing access to
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smb_mid
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the resources defined by the TID based on smb_vid. The username and
password requested are validated by the LMX server via the SMBsesssetupX
exchange (refer to Section 113on page 1449, The LMX server returns a value
in smb_uid that will be used by the SMB redirector o represent the user
identity requested.

Note that ifffe (-2 is reserved as an invalid UID. In share-level security
mode this field is not used.

This field is used for multiplexing multiple SMBs on a single LMX session.
The PID (in smb_pid) and the MID (in smb_mid) uniquely identify a request and
are used by the SMB redirector o correlate incoming SMB responses to
previously sent SMB requests (refer to Section 3Z2on page 10.
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This table shows the mapping between the symbolic name for an SMB request or respornise and
the value to be placed in the smb_com field of the SMB header. The Protocol column indicates the
protocol class to which the request belongs:

C  Core protocol; all dialects.

C+ Core plus protocol as generated by the 1(3dialect.

E  Extended protocol; only those dialects defined as extended 10

E2 Extended protocol; only those dialects defined as extended 20

Not generated by dialects of LAN Manager; induded for reference purposes only.

Data Objects and Constants

Name smb_com Protocol
SMBmkdir (D C
SMBrmdir 0%(0]] C
SMBopen 0.(0% C
SMBcreate B C
SMBclase (007} C
SMBflush (005} C
SMBunlink 00 9) C
SMBmy xO7 C
SMBgelatr 0.(0: C
SMBsetatr xS C
SMBread XxCa C
SMBwrite x> C
SMBlock > C
SMBuinlock xQd C
SMBctemp (e Reserved
SMBmknew 00} C
SMBchkpth x 10 C
SMBexit 11 C
SMBlseek X2 C
SMBlockread X3 C+
SMBwriteiinlock x4 C+
SMBreadbraw X 1a C+
SMBreadbmpx b E
SMBreadbs XxXIc E
SMBwritebraw x 1d C+
SMBwritebmpx ke E
SMBwritebs XK E
SMBwritec XA E
reserved 21 -
SMBsetattrE X2 E
SMBgetattrE 23 E
SMBlockingX XA E
SMBtrans X5 E See Note.
SMBtranss 10:¢%8) E
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Name smb_com FProtocol
SMBioctl xz27 E
SMBioctls xB E
SMBcopy x20 E
SMBmove X E
SMBecho XD E
SMBwriteclose 0 ¢ E
SMBopenX Ocal E
SMBreadX (03¢ & E
SMBwritaX &g E
SMBtrans2 (0¢6% E2
SMBtranss2 0666} E2
SMBfindclose XA E2
SMBfindnclose 046 ) E2
SMBlogon 0.(c8] -
SMBbind 61 -
SMBunbind xe2 -
SMBgetaccess 63 -
SMBlink x&4 -
SMBfork xX65 - Reserved for
SMBgeipath 1053} - proprietary
SMBreadh 055} - dialects
SMBrdchk 0(3) -
SMBmhnod 045 -
SMBrlink x&d -
SMBgetlatr xee -
SMBtcon X0 C
SMBtdis XxX7] C
SMBnegprot x72 C
SMBsesssetupX xX73 E
SMButlogofX 74 B2
SMBtconX XD E
SMBdskattr X8 C
SMBsearch 8] C
SMBffirst &2 E
SMBfunique &3 E
SMBfclose xX& E
SMBsplopen xcO C
SMBsplwr el C
SMBsplclase xcz2 C
SMBsplretq xc3 C
SMBsends XxdO C
SMBsendb xd 1 C
SMBfwdname xd2 C
SMBcancelf Xxd3 C
SMBgetmac xxd4 C
SMBsendstrt Xxd5 C
SMBsendend Xxd6 C
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' Name smb_com Protocol |
SMBsendtx1 Xxd7 C
Never valid xfe Never sent

Implementation-dependent  (Xff -

Note:  The SMBirans request is used within the extended SMB protocols only for services
described in the X/Open CAE Specification, IPC Mechanisms forr SMB and is outside
the scope of this specification.
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5.3 Data Objects
This section defines various fields, objects and structures used in more than one SMB request or
response.

531 Time Fields

There are two time field formacs; one 16 bits in lengch, and one 2 bits in length. Many SMBs
contain a 16bit quantity whose value indicates a particular time. Unless otherwise specified, the
time is encoded in the following format:

M4, B3, 2, 11, 0,9 8,7, 6,5,4, 3,2,1,0

h| h| h| h| h|m|m m|m m m| x| x| x| x| X

hhhhh Bits 11- 15contain the current hour; range is O- 23
mmmmmm  Bits 5 10contain the current minute; range is O 39
XXXXX Bits O 4 contain the current seconds in units of two seconds; range is 029

Oxher SMBs contain a 22Dbit value which represents a time, in seconds, relative to midnight on
Bnuary 1, 1970 (the Epach). This 32bit valueis a signed, but always positive, 32bit integer, and
issplitinto two 16bit values in the SMB. The low-order 16 bit values are always first, followed
immediately by the high-order 16bit values. This pair is usually referred o as time low and
time high.

532 Date Fields

Many SMBs contain a 16bit value indicating a particular date. Unless otherwise spedified, the
date is encoded in the following format:

B K4 3,12 1N, 0, 9 8,7, 6,5,49, 3,2,1,0

viylylyl ylvyv|ly | m| | m m| m|d|d|d|d]|d

yyyYyyyy Bits 9 15 contain the current year, less 1950 range is O 119 indicatng 19020
Note that the base year Is not 1970

mmmm Bits 5 8contain the current month: range - 12 where lis hnuary.

ddddd Bits O-4 contain the current day of the month; range 131

533 File Attributes Fields

Many SMBs contain one or more 16bit values, each of which encodes file attributes. Unless
otherwise specified, the attributes are encoded in the following format:

BitO  The file is read-only.

Bit 1 The fileis hidden.

Bit2  The fileisasystem fie.

Bit3  The fileis a volume identifier.
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234

335

Bit4  The fileis a directory.
Bit5  The fileis flagged as changed since last archive.

All other bits are reserved and Must Be Zero. If none of the attribute bytes are set, the file
atrributes refer (o a regular file. Note that use of this field is governed by the File Attributes
conventions (see Section 4.3 1on page 3.

Buffers

Many of the core SMBs contain typed buffers in the smb_buf field. A buffer consists of a single 8
bit field, indicating the type of buffer, followed by a string of 8bic fields, which are the contents
of the buffer. The buffer type defines the termination method for the buffer contents. The buffer
types are:

01 Data Block. The buffer contains a 16bit value containing the length of the data block,
followed by that number of 8Dbit fields of data. This buffer is not null-terminated.

Dialect. The buffer is a null-terminated suing of bytes making up a dialect name (see
Section 54 on page 48.

ASCIIZ. The buffer is a null-terminated suing of ASCII characters.

2 B

Variable Block. The buffer contains a 16bit value containing the length of the data block,
followed by that number of 8Dbit fields of data. This buffer is not null-terminated.
File-sharing Control

SMEBs which open files make use of a 16bit value to control the extent of file sharing to be
permitted. This 16bit value has the following format:

n 4,13, 2, 11,10,9, 8,7,6,5,4,3,2,1,0

O|lw| | O|O| OO0 O|lr|x|x| x|y | Vv Vvl |y

Bits 8 18and bit 15are reserved and should be ignored by the LMXserver.

w Wite-through mode. Neither read-ahead nor write-behind caching for this file is
permitted. An LMX server should not respond to any SMB request involving this file
until all data related to the SMB request is on stable store (that is, on disk). This mode
is generated in extended protocols only.

r Reserved. Ignored by the LMX server.

XXX Exclusion mode. Values are:
O DOS compatibility mode (exclusive to an LMX session, but that LMX session
may have multiple opens).
1 DENY ALL {exclusive to this operation).
2 DENY WRITE. Other users may access the file in READ mode. Open for

executing is not allowed.
DENY READ. Other users may access the file in WRITE mode.

4 DENY NONE. Allow other users to access the file in any mode for which they
have permission.
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56 Illegal. SMB redirectors should not specify these values.

7 FCB open mode (see below).
yyyy  Typeof access requested. Values are:
o) Open the file for reading.
1 Open the file for writing.
2 Open the file for reading and writing.
3 Open the file for executing (extended protocols only).

414 Illegal. SMB redirectors should not specify these values.
15 Illegal, except for FCB open (see below).
For the exclusion modes see Section 37.2on page 18

Special semantics, called an FCB open, are associated with a file-sharing control value of Ox(Off.
This type of open will cause a DOS compatibilicy open with the read /write modes set to the
maximum perimissible. Generally, this will cause any access violations to be detected when the
first read and/or write is attempted, rather than during open processing.

The open for execute bit maps to read-only, and writes to these files from SMB redirectors are
not allowed while that attribute is set.

Resource Types

In SMBtcon and SMBtconX an ASCIIZ buffer (type O4) is used w0 specify the resource type. The
following are acceprable:

A: File system share.

LPTL  Spoolable device.

COMM Character immode device.
IPC$  Mailslots or named pipes.

SMBopenX contains a 16bit field denoting a resource type. The permissible values for this field
are:

O Tileor directory, as deiermined by the atribute field smb_attr related o the same file.
Stream mode named pipe - see the X/Open CAE Specification, IPC Mechanisims for SMB.
Message mode named pipe - see the X/Open CAE Specification, IPC Mechanisms for SMB.

Printer device.

DWW N

Character imode device. When an extended protwcol has been negotiated, it allows a device
w be opened (via SMBopenX) for driver-level /0. This provides direct access to real-time
and interactive devices such as modems, scanners, eic.
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237

538

539

Named Pipes, Mailslots and Messagiog

Named pipes, mailslots and messaging are IPC mechanisms defined in the X/Open CAE
Specification, IPC Mechanisms for SMB which are outside the scope of this specification. To
supporc named pipes and mailslots extended SMB protoool elements are required that will use
specific resource types as defined above. Two such types of devices are defined:

COMM Communication devices like modems or terminals.

LPT1  Printer devices which will be accessed directly.

Access Modes

Some SMBs which open files return an indication of the type of access granted to the requestor.
This 16Dbic field rakes che following values:

0O Read-only access granted.
1  Wiite-only access granted.
2 Read/write access granted.

23 Reserved; do not use.

Open Function

The open function field controls the way a file should be treated when it is opened for use by
certain extended SMBrequests. This 16 bit field is bit-encoded:

Bits O 1 This field determines the action to be taken if the file exists. The values and meanings
for this field are:

O The request should fail and an error returned indicating the prior existence of the
file.

1 The file should be appended to.
2 The file should be truncated to zera (O length.
3 Reserved, this value should not be used.

Bit 4 If the file does not exist and this bit is dear, the request should fail; if this bit is set, the
file should be created.

All other bits are reserved and should be ignored by the LMXserver.

Resource Names, Pathnames, Filenames and N etwork Pathnames
A pathnameisa 1to 258byte long UNC name that routes to a directory.

A flename is an 8 3format or long filename format naime that routes to a file. In the case of the
extended 20 dialect a filename may be up 0 256 bytes in length. A pathname may be induded
to specify a divectory where the file resides.

A network pathname is a filename proceeded by the LMX seivername and has the following
format:

\\<LMXservername>\<pathname>\<filename>
where:

<LMXservername> isa one to fifteen byte LMXservername.

X/Open CAE Spedification (1559
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<pathname> is a collection of component names in either the 83 format or in a long
filename format.

<filename> is the final 8 3or long fllename format name.

5310 File Identifiers

Many SMB requests and responses contain a 16Dbit file identifier (FID). These are created by the
LMX seiver upon an open request and need to be maintained by the SMB redirector. All values
but - 1 (XFFFF) are valid. The - Lis used to specify all FIDs or no FID, depending on the context
by which itis used.
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5.4

5.5

SMB Dialects

To distinguish between various levels of SMB protocols the SMB redirector will send in the
SMBnegprot request (see Section 6 1on page 59 a set of dialect strings from which the LMX
server will select one (o be used for the LMXsession. The currently known dialect strings are:

|

Dialect String Referved to as

PC NETWORK PROGRAM 1.0 core protocol
MICROSOFT NETWORKS 1.03 | core plusdialect
MICROSOFT NETWORKS 3.0 extended LOprotocol
LANMAN 1.0 extended LOprotocol
LM1.2X002 extended 20protocol

MICROSOFT" NETWORKS 20 and LANMAN 10 specify the same SMB protocol dialect.
MICROSOFT NETWORKS 30is used by DOS SMB redirectors and LANMAN 10is used by
OS/2SMB redirectors. The MICROSOFT NETWORKS 1CBstring specifies a slightly extended
version of the core protocol. The LM L2XOE protoocol specifies the second extension o the
protocols. This dialect is used to provide longer names to files and other file characteristics 0
the SMB environment.

Timeouts

Some of the SMB protocols allow for the operation to time out prior to its success or failure. This
timeout feature allows SMB redirectors to auempt to open devices which may not open
immediately. For example, an application that requires the services of a modem may be running
on the SMB redirector system. An LMX server may provide a modem pool and allow SMB
redirector access to this modem pool. When the SMB redirector attempts to open a modem
device, the open request may be queued untl a modem is free. By specifying a timeout on the
open request, the SMB redirector is able to return a busy erior to the user of the modem
application when all of the modeims are busy rather than waijt indefinitely.

Timeout values within the SMB protocol are typically 32bit values representing the number of
milliseconds the SMB redirector would like before the request is returned with an error
{exceptions are noted in the text when a timeout is defined). Some timeout values are reserved
for the following function:

O  Return immediately if the request cannot be satsfied at this time.
—1 Maitindefinitely.

—2 MAait for an LMX server-defined default. This default time is implementation-dependent.
Suggested defaults depend on the type of activity requested. For example, writes may have
an infinite timeout, but opens may have a timeout in the range of 100 ZDseconds.
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56 SMB Error Codes

This section specifies the error class and error code values for the SMB headers. In SMB
responses the error class will be set in the SMB header field smb_rcls. The error code will be set
in the SMB header field smb_err. If a value is not listed it is considered reserved for future use.
Some of the error codes will only occur when SMBs are used to implement the X/Open CAE
Specification, IPC Mechanisms for SMB, which is outside the scope of this specification.

In the case of success, the LMX server must return error class SUCCESS and error code
SUCCESS. An undefined error (for example, caused by a corrupted SMB, internal LMX server
ecror) should bein error class ERRSRV and error code ERRerror.

261 SMB Error Class Mappings

Unless otherwise stated, the following error classes may be returned.

Name Value | Description

SUCCESS XA | 'The request was successful.

ERRDOS 01 | Erroris considered to be operating system related.
ERRSRV X2 | Errorisgenerated by the LMXserver.

ERRHRD (3 | Errorisahardware error.

ERRXOS k04 | Reserved.

ERRRMX1 kel | Reserved.

ERRRMX2 ke2 | Reserved.

ERRRMX3 ke3 | Reserved.

ERRCMD Xff | Command was not in the SMB format.

The ERRXOS, ERRRMX 1, ERRRMXZ and ERRRMX3 error classes are not used in the SMB
protocols defined in this speci fication.

562  Error Codes forthe SUCCESS Class
The following etrtor codes may be generated with the SUCCESS error class.

Name Value | Description

SUCCESS QD | 'The request was successful.

BUFFERED kB4 | Message was buffered (used in Messaging).
LOGGED k85 | Message was logged (used in Messaging).
DISPLAYED k56 | Message was displayed (used in Messaging).

Note:  Messaging is described in the X/Open CAE Specification, IPC Mechanisins for SMB
and is outside the scope of this specification.

56.3 Error Codesforthe ERRDOS Class

In general, the ERRDOS class is used to return OS-specific errors to SMB redirectors. Since the
SMB redirector needs to understand these error codes for all LMX servers, it is impossible to
define CAE-specific errors. Instead, the list of possible error codes, with some explanatory text,
appears below. An LMX server may elect to return one of these more specific error codes any
time a system-speci fic error occurs.

The Name column gives the symbolic name for the error. The Value column indicates the
numeric value for the constant, and a description follows in the Description column. A hint to
the CAE error code (see Chapter 23 Error Numbers, of the X/Open Portability Guide, Issue 3
Volume 2 XSl System Interface and Headers) that may be mapped to the SMB error code is
given in the description text.

Protocols for X/Open PC Interworking: SMB, Version 2 0
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Name Value | Description

ERRbadfunc 1 | Invalid function. The LMXserver's OS did not
recognise or could not perform a system call
generated by the LMX server; for example, set
the directory file aribute on a data file, invalid
seek mode. [EINVAL]

ERRbadfile 2 | File not found. The last component of a file's
pathname could not be found. [ENOENT]

ERRbadpath 3 | Directory invalid. A directory component in a
pathname could not be found. [ENOENT]

ERRnofids 4 | Too many open files. 'The LMX setver has no
FIDs available. [EMFILE]

ERRnoacoess 5 | Aocess denied, the requestor’s context does not
permit the requested function. This includes
the following conditions: invalid rename
command, write to FID open for read-only,
read on FID open for write-only, attempe to
delete a non-empty directory. [EPERM]

ERRbadfid 6 | Invalid FID. The FID specified was not
recognised by the LMXserver. ([EBADF]

FRRnomem 8 | Insuffident LMX server memory to perform
the requested function. [ENOMEM]

ERRbad mem S | Invalid memory block address. [EFAULT]

ERRbadenv 10 | Invalid environment.

ERRbadaccess 12 | Invalid open mode.

ERRbaddata 13 | Invalid data (generated only by [OCTL calls
within the LMXserver). [EZRIG]

ERRres 14 | Reserved.

ERRbaddrive 15 | Invalid drive specified. [ENXO]

ERRremcd 16 | A Delete Directory request attempted to
remove the L MXserver's current directory.

ERRdiffdevice 17 | Not the same device (for example, a rename
across different flle systeims was attempted).
[EXDEV]

ERRnofiles 18 | A File Search command can find no more files
matching the specified criteria.

ERRbadshare 2 | The sharing mode specified for an Open
conflicts with existing FID on the fie.
[ETXTBSY]

ERRlock 3B | A Lock request conflicted with an existing lock
or specified an invalid mode, or an Unlock
request attempted o remove a lock held by
another process. [EDEADLOCK]

ERRfilexists The file named in a Create Directory, Make

New File or Link request already exists. The
error may also be generated in the Create and
Rename transaction. [EEXIST]
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Name Value | Description

FERRbadpipe 230 | Named pipe invahd.

FRRpipebusy 231 | Allinstances of the requested pipe are busy.
FRRpipeclosing 2% | Named pipe clase in progress.
FRRnotconnected 233 | No process on the other end of the named pipe.
FRRimoredata 23 | There is more data to be returned.

ERROR_EAS_DIDNT_FIT

ERROR_EAS NOT _SUPPORTED

275 | There are no extended atwibutes, or the
number of atwributes available did not fit into
the SMB response.

22 | The LMX server does not support storage of
extended attributes.

Error Codes for the ERRSRV Class
The following error codes may be generated with the ERRSRV ervor class:

Name Value | Description

ERRerror 1 | Non-specific error code. It is returned under the following
oonditions: resource other than file system space exhausted
(for example TIDs), first command on the LMX session was
not SMBregprot, multiple SMBnegprots acempted, or internal
LMXserver error.

ERRbadpw 2 | Bad password - name/password pair in an SMBtcon,
SMBtconX or SMBsesssetupX are invalid.

ERRbadtype 3 | Reserved.

ERRaccess 4 | The requestor does not have the necessary acvess rights
within the specified context for the requested function. The
context is defined by the TID or the UID. [EACCES]

ERRinvnid 5 | TheTID specified in a command was invalid.

ERRinvnetname 6 | ITnvalid LMXservername in SMBtcon or SMBtconX

ERRinvdevice 7 | Invalid device - printer request made to non-printer
connection aor non-printer request made (o printer
connection.

ERRqfull 49 | Printquevetull (that is, too many queue items) - returned by |
open print file.

ERRqtoobig 30 | Printqueuefull (that is, no space or queued item too big).

ERRinvpfid 72 | Tnvalid print file specified in smb_fid.

ERRsmbcmd 4 | The LMX server did not recognise the command code
received.

ERRsrverror & | The LMXserver encountered an internal eror.

ERRfiespecs 67 | The FID and pathname parameters contained an invalid |
combination of values.

ERRbadlink €8 | Reserved.

ERRbadpermits 0 | The access pecmissions specified for a file or directory are |

not a valid combination. The LMX server cannot sei the
requested attribute.
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Name Value | Description

ERRbadpid 7 | Reserved.

ERRsetattrimode 71 | The awtwibute mode in the Set File Aturibute request is
invalid.

ERRpaused 81 | Message server is paused. (Reserved for messaging.)

ERRmsgoff &2 | Not receiving messages. (Reserved for messaging.)

ERRnoroom &3 | No room to buifer message. (Reserved for messaging.)

ERRrmuns 87 | Too many remote usernames. (Reserved for messaging.)

ERRtimeout &8 | Operation timed out.

ERRnoresource & | No resources currently available for SMB request.

ERRtoomanyuids D | Too many UIDs active on this LMX session.

ERRbaduid 91 | The UID given (smb_uid) is not known as a valid ID on this |
LMXsession.

ERRuseMPX 290 | Temporarily unable to support Raw imode operation, use
MPXimode,

ERRuseSTD 251 | Temporarily unable to support Raw mode operation, use
standard read /write.

ERRoontMPX 22 | Continue in MPXmode.

ERRBadPW 2 | Reserved.

ERRnosupport Offff | Function not supported.

3.6.5

Error Codes forthe ERRHRD Class

The following error codes may be generated for hard errors on the LMX server with the
ERRHRD error class. CAE error mapping hints to each of these errors are noted at the end of the
error descripton.

The ERRHRD error class may cause an SMB redirector to notify the user of the error conditon
via an exception handling routine. Where ERRHRD and ERRDOCS error classes overlap, the
LMXserver implementation has the option to choose an appropriate class for the error.

Name
ERRnowrite
ERRbadunic
ERRnouready
ERRbadcind
ERRdata
ERRbadreq
ERRseek
ERRbadmedia
ERRbadsector
ERRnopaper
FERRwrite
ERRread
ERRgeneral
ERRbadshare
ERRlock

Value

BR2UBBEYBLRBREBE

Description

Awempt to write on wiite-protected diskette. [EROFS)
Unknownunit. [ENODEV]

Drive not 1eady, [EUCLEAN]

Unknown command.

Data eror (CRC). [EIO]

Bad 1equest structure length. [ERANGE]

Seek error.

Unknown media type.

Sector not found.

Princer out of paper.

Wiice fault.

Read fault.

General hardware failure.

Anopen conflicts with an existing open. [ETXTBSY]

A Lock request conflicted with an existing lock or specified
an invalid node, or an Unlock 1equest attemptecd| to 1emove
a lock held by another process. [EDEADLOCK]
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Name Value | Description
ERRwrongdisk 3 | The wrong disk was found in a drive.
ERRFCBUnavail 35 | No FCBsare available to process the request.
ERRsharebufexc 35 | A sharing buffer has been exceeded.
ERRdiskfull 3 | No space on file system. [ENCSPC]
Protocols for X/Open PC Interworking: SMB, Version 2 5
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Chapter 6

Core SMB Connection Management Requests

This section defines the elements of the core SMB protocol related 0 connection management.

They are:

SMBnegprot negoltiate protocol
SMBtcon wee connect
SMBtdis ree disconnect
SMBexit process exit

61 SMBunegprot Specification

SMBnegprot Detailed Description

This core protocol request is sent as the first request o establish the LMX session, negotiating the
protocol dialect that the SMB redirector and LMX server will use when communicating with
each other. The SMB redirector sends a list of dialects that he can communicate with. The LiVIX
server responds with a selection of one of those dialects (numbered Oto n) or — lindicating that
none of the dialects were acceptable. Exactly one negotiate message must be sent on each
NetBIOS session; subsequent negotiate requests must be rejected with an ercor response and no
action will be taken.

The SMB protocol does not impose any particular sttuciure on the dialect strings. Iimplementors
of particular protocols may choose to include, for example, version numbers in the siiing. An
LMX server may choose o support one or more of the dialects identified in Section 54 on page
48 The fields described here are only valid when the core protocol has been negotiated. The
other SMB dialects impose some differences on the SMBnegprot format; refer 1o the sections
discussing the different dialects for inforimation on these differences.

SMBnegprot Deviations

None.

SMBnegprot Field Descriptions

Field descriptions for the core protocol (SMBnregprotf) are as follows:

- From SMEB redirector N To SMRB redinecior
Field Name Field Value “ield Name Field Value
smb_com SMBnegprot smb_com SMBnegprot
smb wct O smb_wet 1
smb_bee min=2 smb_vwv[(} smb_indax
smb_bufl] dialectO smb_bee (@)
dialectn
Protocols for X/Open PC Interworking: SMB, Version 2 %
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SMBnegprotError Code Descriptions

If any error ocaurs, the server will return <ERRSRV, ERReiror>; otherwise, <SUCCESS,
SUCCESS> will be rewurmed.

SMBaegprot Preconditions

The SMB redirector attempting to negotiate a protocol must have established a NetBIOS session
with the server.

SMBaegprot Postconditioas

The SMB redirector that negotiated this protoocol must be able to handle all aspects of the dialect
negotiated.

SMBnegprot Side Effects

The LMX server will keep record of which dialect the SMB redirector negotiated and will use
only that dialect in conversations with the SMB redirector.

Cooventions

None.
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6.2 SMBtcon Specification

SMBtcon Detailed Desccptioo

SMBtcon Specification

This core protocol request is sent to establish direct access to a resource on an LMXserver. The
exact behaviour of this request and the semantics of the password argument depend upon the

securicy mode of the LMXserver.

» share-level security mode

The password establishes the user's rights to access this resource. lt must match the
password (if any) defined by the server ad ministrator when the resource was made available

for sharing (offered).

» user-level securicy mode

Based on the negotiated dialect, an LMX server in user-level security must behave in one of

two differentways:

— If one of the extended SMB protocol dialects was selected the SMB redirector has already
issued an SMBsesssetupX request. This request contained a username and password and
resulted in the LMX server assigning a valid UID (refer to Section 3320n page 19. In
this case, the password field will be meaningless and must be ignored.

— If the core or core plus dialect was selected, the SMB redirector will issue an SMBtcon
request as if the LMX server were in share-level security mode. The LMX server may
select (o support a mapping to user-level security (refer to Section 3330n page 13. The
password supplied with the SMBtcon request can be used for this validation.

SMBtcon Deviations

None.

SMBtcon Field Descriptions

From SMB redirector To SMB redirector

Field Name Field Value Field Name Field Value

smb_com SMBtcon smb_com SMBtcon

smb_wct @] smb_wet 2

smb_becc min=4 smb_vwv[(] smb_maxxmt

smb_buf|] smb_path smb_vwv(]] TID
smb_password smb_bce @]
smb:device _

smb_path An ASCIIZ buffer (type O4 refer to Section 534 on page 44 containing a

resource name preceded by the LMX servername. The format is like a
network pathname (refer to Section 339o0n page 49. For example, a resource
called src residing on a server called lmserverl would be referenced by

\\ Imserver]\ src.

smb_password An ASCIIZ (type O4) bulfer containing the password for the resource. Total
length of (he buffer must be less than or equal to 15bytes. For the extended
protocols the enarypted password string can be up to 24 by es.

smb_device An ASCITZ (type O4) buffer containing the resource type. Refer to Section 536

on page 45

Protocols for X/Open PC Interworking: SMB, Version 2
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smb_maxxmt

TID

Core SMB Connection Management Requests

A 16bit integer defining the largest message that the SMB redirector can send
o the LMXserver and vice versa.

(Tree ID) A 16Dbit integer used by the LMX server in subsequent SMB
redirector requests to refer to a resource relative to smb _path. Most access to
the server requires a valid TID, whether the resource is password protected or
not. The smb_tid field in the SMB header of this request is ignored. The value
OxfiYY is reserved.

SMBtcon EcrocCode Descriptions

CAECode |DOSClass |DOS Code Description

- SUCCESS | SUCCESS Everything workec, no problems.

- ERRDOS | ERRnomein A memory related resource has depleted.

- ERRDOS |ERRbadpath The CAE path related to the resource is not
valid.

- ERRSRV ERRinvdevice |Resource type mismatch for connect.

- ERRSRV ERRaccess User not authorised to access specified resource.

- ERRSRV ERRerror Ran out of TIDs.

- ERRSRV ERRerror First command on the NetBIOS session wasn't
SMBnegprot.

- ERRSRV ERRerror LMX server internal error.

- ERRSRV ERRbadpw Bad password, name/password paic in an
SMBtcon isinvalid.

= FRRSRV ERRinvnetname | Invalid resource name supplied in the SMBtcon.

SMBtcon Preconditions

L The SMB redirector attempting to set up this SMBtcon must have established an LMX
session with the LMXserver.

2 The path, password and device name must all be valid instances of those types.

SMBtcon Postconditions

L If there are no errors the TID is valid to be used in future SMB requests until it is nullified
with an SMBtdis request. Otherwise, the TID should not be used in future transactions.

2 If there are no errors the smb_maxxmt size will represent the negotiated maximum buifer
size for the LMX session.

SMBtcon Side Effects

Norne.

Caaventions

» Resource Names (see Section 5390n page 49 applies to the smb_path field.
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6.3

SMBtdis Specification

SMBtdis Detailed Description

SMBtdis Specification

This core protocol request is sent to invalidate the resource (file or print) sharing connection

identified by the TID.

SMBtdis Deviations

None.

SMBtdis Field Descdptions

From SMB redirector To SMB redirector
Field Name Field Value Field Name Field Value
smb_com SMBtdis smb_com SMBtdis
smb_wct O smb_wct 0
smb_bce 0 smb_bcc O

There are no parameters of interest besides the TID (passed in the smb_tid field of the SMB
header). IFan invalid TID is sent, the server will ignore the request and return an error.

SMBtdis Error Code Descriptions

CAECode [DOSClass |DOS Caode Description
SUCCESS |SUCCESS Everything worked, no problems.
FRRSRV ERRbaduid The UID given (smb_uid) is not known as a valid
ID on this LMX session.
- ERRSRV ERRinvnid TID specified in comimand was invalid.
- ERRSRV ERRerror LMXserver inteinal error.

SMBtdis Preconditions

1L The SMB redirector attempting to invalidate this TID must have established an LMX

session with the LMXserver-.

2 The SMB redirector attempting to invalidate this TID should have established this TID as a

valid one with the LMXserver.

SMBtdis Postconditioas

1 If there are no errors then the TID will be invalidated and the SMB redirector should not
use the TID again.

2 If an error other than TID Invalid ocaurs, the TID will be invalidated and the SMB

redirector should not use the TID again.
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SMBtdis Side Effects

The TID that was sent no longer has any meaning o the LMXserver.

Cooventiops

None.
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6.4

SMBexit Specification

SMBexit Detailed Descciption

SMBexit Specification

This core protocol request inforims the LMX server that an SMB redirector process has

terminated.

The LMXserver will release any locks and close any resources owned by the exiting prooess.

Note that there is no process creation SMB request. PIDs are assigned by the SMEB redirector.

SMBexit Deviations

An LMXserver should accept this request from any L MX session regardless of dialect.

SMBexit Field Descriptions

From SMB redirector To SMB redirector
Field Name Field Value Field Name Field Value
smb_com SMBexit smb_com SMBexit
smb_wct O smb_wct 0
smb_bce @] smb_bcc 0

The smb_pid Feld from the SMB header indicates the process to be terminated.

SMBexit Error Code D escriptions

CAECode [DOSClass |DOS Caode Description
SUCCESS |SUCCESS Everything worked, no problems.
ERRSRV ERRinvnid Bad TID.
ERRSRV FERRerror Soime other error ocaurred.
SMBexit Precondltions

The SMR redirector must have registered a UID and established a TID wiih the LMXserver.

SMBexit Postcondlitions

None.

SMBexit Side Effects

None.

Canventons

None.
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Chapter 7

Core SMB File Operation Requests

This section defnes the elements of the core SMB protocol related to normal file access. They

are:
SMBcreate open a file; create icif it doesn't exist
SMBmknew areate and open a new file; fail if it exists
SMBopen open an existing file

SMBread vead from a file

SMBwrite write 10 @ file

SMBiseek set the current pasition ina file

SMBiock flock a range of bytes in a file

SMBunlock unlock a range of bytesina flle
SMBflush force any buffers of a flle o disk
SMBclose close a file

SMBmv rename a file

SMBunlink delete a file

71  SMBcreate Specification

SMBereate Detailed Description

This core protocol request is used o create and open a new regular file, or open an existing
regular file and uuncate its length  zero. The file-sharing mode for the open operation cannot
be specified. The FID returned can be used in subsequent commands.

SMBcreate Deviations

1L The archive, system and hidden file atttibute bits may be ignored, in accordance with the
File Attribute mapping convenuon (see Section 43 1on page 3.

2 The create time specified is used to ser the LMIX server’s last inodify time for the file.

SMBereate Field Descriptions

From SMEB redirector To SMB redirector
Field Name Field Value Field Name Field Value
smb_com SMBcreate smb_com SMBcreate
smb_wc! 3 smb_wet 1
smb_vwv[(} smb_altr smb_vwv[( smb_fd
smb_vwv[ -4 smb_time smb_bce (@)
smb_bce min=2,
smb_bufl] smb_pathname .
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smb_attr This is a file auribute field (see Section 533 on page 43. It defines the
attributes to be given to the newly-created file. The bits 3and 4 (volume label
and directory) are not allowed to be set. If the file already exists, this field is
ignored.

smb_time A 32Dbit integer which sets the LMX server’s idea of the last modify tme for
the file. A value of zero indicates a null dme field (see Section 53 1on page
43.

smb_pathname  An ASCIIZ (type O4) buffer containing the name of the file to be created.

smb_fid This signed integer is the FID rewurned by the LMX server for the opened file.
The SMB redirector will use that FID in other requests to refer to this
particular file.
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SMBcceate Ecror Code Descriptions

SMBcreate Specification

CAECode |DOSClass |DOS Code Description
BACCES ERRDOS | ERRnoaccess File does not exist and the directory in which the
fileis to be created does not permit writing.
EACCES |ERRDOS |ERRnoaccess | Search permission is denied on a component of
the path-prefix.
FACCES |ERRDOS |ERRnoaccess | File exists and write permission is denied.
EAGAIN |ERRDOS |ERRbadshare |File exists, mandatory file/record locking is set,
and there are outstanding record locks on the
file.
EFAULT ERRSRV ERRerror Path points outside the allocated address space
of the process.
EINTR ERRSRV  |ERRerror A signal was caught during the operation.
EISDIR ERRDOS |ERRnoaccess | Named file is an existing directory.
EMFILE ERRDOS |ERRnofids Maximum number of fle descriptors arve
currently open in this process.
ENFILE ERRDOS | ERRnofids System file table is full.
ENCENT |ERRDOS |ERRbadfile Component of path-prefix does not exist or
pathname is null.
ENOSPC |ERRSRV ERRerror File must be created. and the system is out of
resources necessary to create files.
ENOTDIR |ERRDOS | ERRbadpath Component of path-prefix is not a directory.
ENXIO ERRSRV ERRerror Nammed file is a character-special or block-special
file and the device associated with this special
file does not exist; or O_NDELAY is set, file is a
FIFO, O_WRONLY is set and no prooess has the
file open for reading.
EROFS ERRSRV ERReiror Narned file resides on read-only file systeim.
ETXIBSY |ERRSRV ERRaccess File is a pure procedure file that is being
executed.
- ERRSRV ERRinvnid TID specified in command is invalid.
- ERRSRV ERRinvdevice | File creation request made to a share that is not a
file system subtree.
- ERRSRV ERRaccess Named file exists as a directory, special file or
named pipe.
ERRSRV ERRaccess Wfite and Create pertnissions required, or the
file attributes specified a voluime label.
- ERRSRV ERRbaduid The UID given (smb_uid) is not known as a valid
ID on this LMX session.
- SUCCESS |SUCCESS Everything worked, no problems.
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SMBecceate Preconditions

1 The SMB redirector has sent a valid SMB request with a valid TID for a file system subtree
and valid UID.

2 The SMB redirector must have write permission on the file's parent directory in order o
create a new file, or write permission on the file itself in order o truncate it. The
permission is granted via the securicy mode used (refer to Section 330n page 12).

SMBeceate Postecoaditions

L The LMXserver obeys the rules for mapping the new file into the CAE file system. If the
read-only attribute is set, the CAE write permission bits for the mode of the file are wrned
off.

2 The LMXserver's last modify time for the file will be set according to smb_time. If smb_time
was zero, the last modify time for the file will be left unchanged.

3 The SMB redirector will be granted read /write access to the file if it was created (even if
the read-only bit was set). If the fille existed, access rights will be granted according to the
existing access mode.

4 The newly-created or truncated file is opened in the DOS read /write compatibility mode.

SMBcceate Side Effects

File is created or truncated.

Cooventions
+ Attribute (see Section 4.3 1on page ).
+» Filename (see Section 350n page 15.
» Opportunistic Locking (see Section 3820n page 2.
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7.2 SMBmknew Specification

SMBmkoew Detailed Descciption

SMBmbknew Specification

This core protocol request is equivalent (o the SMBcreate request except that it will fail if the

named file already exjsts.

SMBmkoew Deviations

1 Thearchive, system and hidden file attribute bits are ignored.

2 The create time specified is used to set the LMXserver's last modify time for the file.

SMBmkoew Field Descriptions

From SMB redirector To SMB redirector
Field Naime Field Value Field Name Field Value
smb_com SMBminew smb_com SMBmknew
smb_wct 3 smb_wct 1
smb_vwyv[() smb_attr smb_vwv(( smb_fid
smb_vwy[ 13 smb_time smb_bce 0
smb_bce min=2
| smb_buf{) smb_path _
smb_attr A file attribute field (refer to Section 533 0n page 43 containing attributes to

be given to the new file. The bits 3and 4 (volume label and directory) are not

allowed to be set.

smb_time A 32Dit integer to be used as the file areation tinte.

smb_path An ASCIIZ (type O4) buffer containing the name of the file to be areated.

smb_fid A 16hit integer containing the FID the SMB redirector will use to refer to the
opened file.

Protocols for X/Open PC Interworking: SMB, Version 2
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Core SMB File Operation Requests

SMBmkoew Error Code Descriptions

CAECode |DCSClass |DOS Code Description

BEACCES ERRDOS | ERRnoaccess Search perinission is denied on a component of
the path-prefix, or the parent directory does not
permitwriting.

BFACCES |ERRDOS |ERRnoaccess | Requested perinission is denied for the named
file.

EEXIST ERRDOS ERRnoaccess O CREAT and O EXCL are set and the file exists.

EFAULT ERRSRV ERRerror Path points outside the allocated address space
of the process.

FINTR ERRSRV ERRervor A signal was caught during the operation.

EMFILE ERRDOS ERRnofids Maximum number of file desaiptors are
currently open in this prooess.

ENFILE ERRDOS | ERRnofids System file table is full.

ENCENT |ERRDOS |ERRbadfile Component of path-prefix does not exist.
ENOSPC | ERRSRV ERRerror The system is out of resources necessary (0 create
files.

ENOTIDIR |ERRDOS | ERRbadpath Component of path-prefix is not a directorv.
EROFS ERRSRV ERRerror Named file resides on read-only file system.
- ERRSRV ERRaccess Write and create permissions for the directory
required.
- ERRSRV ERRinvnid TID specified in command is invalid.
- ERRSRV ERRinvdevice |File creation request made to a share that is not a
file system subtree.
5 ERRSRV ERRbaduid The UID given (smb_uid) is not known as a valid
| 1D on this LMX session.
SUCCESS |SUCCESS Everything worked, no problems.

SMBmkoew Preconditions

1

2
3

The SMB redirector has sent a valid SMB request, with a valid UID and valid TID for a file
system subtree.

The SMB redirector must have appropiiate permissions inorder 1o create the new file.

The named file must not exist before the request is sent.

SMBmkoew Postconditions

1

2

)]

A new file with the given pathname will be created and opened, or an error will be
returned.

The LMXserver obeys the rules for mapping the new file into the CAE file system. If the
read-only file atribute is set, the CAE write permission bit of the mode for the new file
imust be trned off.

The LMX server’s last modify time for the fite will be set to smb_tme, If smb_time is zero,
the LMX server will assign the current time.

The SMBredirector is granted read /write access (o the file regardless of smb_attr.

The newly-created file is opened in DOS read/write compatibilicy mode.

X/Open CAE Spedification (1559
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SMBmkoew Side Effects

None.

Cooventions
+ Attribute (see Section 4.3 1on page 3).
+» Filename (see Section 350n page 15.
» Opportunistic Locking (see Section 3820n page 2.
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7.3 SMBopen Specification

SMBopen Detailed Description

This core protocol request is used to open an existing regular file and obtain an FID which is
used to refer to the file in subsequent requests. It cannot be used to open directories or LMX
named pipes (refer to the X/Open CAE Specification, IPC Mechanisms for SMRB).

SMBopen Deviations

The archive, system and hidden file awribute bits in the output awibute field are weated
according to Section 43 1on page 30

SMBopen Field Descriptions

From SMB redirector To SMB redirector
Field Name Field Value Field Name Field Value
smb_com SMBopen smb_com SMBopen
smb_wct 2 smb_wct 7
smb_vwyv[() smb_mode smb_vwv(( smb_fid
smb_vwy[ 1] smb_iattr smb_vwv(]] smb_oattr
smb_bce min=2 smb ywv([23 smb_time
smb_buf(] smb_path smb_vwv(44 smb_size
smb_vwv(d smb_access
smb_bcc O
smb_mode A file-sharing conurol field which indicates the access modes and deny modes
being requested (see Section S350n page 44).
smb_iattr Attriburtes to be assigned to the file. Ignored.
smb_path An ASCIIZ (type O4 buffer containing the name of the file to be opened.
smb_fd A 16Dit signed integer containing the FID returied for the opened file.
smb_oatlr Attributes currently assigned to the file (see Sectionn 533on page 43.
smb_time A 2bit integer tinie of the last modification to the opened file (see Section
53 lon page 43.
smb_size A 32Dbit signed integer which contains the current size of the opened file, in
bytes.
smb._access An access mode field (see Section 537 on page 49 indicating the access

permission set actually granted to the opening process.
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SMBopen ErcocCode Deseriptions

SMBopen Specification

CAECode |DOSClass |DOS Code Description

BFACCES ERRDOS | ERRnoaccess Search permission is denied on a component of
the path-prefix.

EACCES |ERRDCOS |ERRnoaccess |Requested access permission is denied for the
named file.

FAGAIN |ERRDCOS  |ERRbadshare | File exists, mandatory file/record locking is set,
and there are outstanding record locks on the
file.

EFAULT ERRSRV ERRerror Path points outside the allocated address space
of the process.

EINTR ERRSRV ERRerror A signal was caught during the open operation.

EISDIR ERRDOS  |ERRnoaccess | Named file is a directory and oflag is write or
read /write.

EMFILE ERRDOS |ERRnofids Maximum number of file descriptors are
currenty open in this pProcess.

ENFILE ERRDOS |ERRnofids System file table is full.

ENCENT |ERRDOS |ERRbadfile File does not exist, or component of pathname
does not exist.

ENOTDIR |ERRDOS |ERRbadpath Component of path-prefix is not a directory.

ENXIO ERRSRV ERRerror Generic LMXserver open failure.

EROFS ERRSRV ERRerror Named file resides on read-only file system and
requested access permission is write or
read /write.

EIXTBSY |ERRDOS |ERRnoaccess |File is a pure procedure file that is being
exeouted and requested acoess  perimission
specifies write or read/write.

- FRRSRV  |ERRaccess Permission  conflict  between  requested
permission and permissions for (he shared
resource; for example, open for write of a file in
aread-only file system subtree.

- ERRSRV ERRinvnid TID specified in command is invalid.

- ERRSRV ERRKRinvdevice | File creation request made to a share that is not a
file system subtree,

- ERRSRV ERRbaduid The UID given (smb_uid) is not known as a valid
ID on this LMX session.

- ERRDOS  |ERRnoaccess | Open mode failure. See rules for Compadbility
and DENY mode opers.

SUCCESS  |SUCCESS Everything workedl, no problems.
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SMBopen Precooditions
1 The SMBE redirector has sent a valid SMB request, with a valid UID and a valid TID.
2 The file being opened must exist.
3 The pachname specified is not an LMXnamed pipe.

SMBopen Postconditions

L The file will be opened in the requested mode with the retumed FID, o an error will be
returned.

2 The file will be opened only if the user has the appropriate permissions and there is no
conflict between already-granted access or deny modes and the requested access or deny
modes.

SMBopen Side Effects

The file exclusion mode requested will be in effect for subsequent open commands.

Cooventiops
» Access (see Section 432on page 3.
+ Attribute (see Section 43 1on page 3.
» Filename (see Section 350n page 15.
» Opportunistic Locking (see Section 3820n page A).
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74  SMBread Specification

SMBread Detailed Description

This core protocol request will read bytes from a regular file and, if an extended protocol is
negotiated, from a named pipe, mailslot or directly accessible device. End-of-file is indicated by
rewurning fewer bytes than requested; a read starting at or beyond end-of-file returns zero bytes.

SMBread Deviations

None.

SMBread Field Descriptions

From SMB redirector To SMB redirector

Field Name Field Value Field Name Field Value
smb_com SMBread smb_com SMBread
smb_wct 5 smb_wct 5
smb_vwv[(] smb_fid smb_vwy (O] smb_count
smb_vwv|[ ] smb_bytecount smb vwy(1-4] rsvd (MBZ)
smb_vwv[23 smb_offset smb_bec length of data + 3
smb_vwv 4] smb_countleft smb_bufl) smb_data
smb_bcec (1

smb_fid

smb_bytecount

smb_offset

smb_countleft

smb_count

A 16hit signed integer indicating the file from which smb_data should be read.

A 16Dbit unsigned integer indicating the amount of data (o be read. The SMB
redirector will ensure that the amount requested will fit in the negotiated
maximum buffer size.

A 22hit unsigned integer defining the file pointer position.

A 16bit unsigned integer. This field is advisory, and some SMB redirectors
will set it to zero, in which case it should be ignored. If the value is not zero,
then it is an estimate of the total number of bytes that will be read, incdluding
those read by this request. This additional information may be used by the
[LMXserver to optimise buffer allocation and/or read-ahead.

A 16bit unsigned integer giving the actual number of bytes returned (o the
SMB redirector. This must be equal to smb_bytecount, unless:

L End-of-file was reached before reading smb_bytecount bytes. The nurber
of bytes actually read, along with that data, is returned.

2 smb_doffset pointed at or beyond end-of-fite. A zero (3 value is returned.

rsvd These four [6Dit fields are reserved and must be zero.
smb_data A Data Block (type O1) buffer containing the actual data read fron the file (see
Section 3340n page 44).
Protocols for X/Open PC Interworking: SMB, Version 2 3
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SMBread Ecror Code Descriptions

Core SMB File Operation Requests

CAECode |DOSClass |DOS Code Description

EIO ERRHRD | ERRdata A problem has ocaurred in the physical 1/0.

ENXO ERRHRD | ERRwrite The device associated with the file descriptor is a
block-special or character-special file and the
value of the file pointer is out of range.

EBADF ERRSRV ERRerror An FID was validated by the LMX server but
unacceptable to the system.

EAGAIN ERRDOS ERRlock O_NDELAY set and (a) read from empty CAE
FIFO atempted. or (b) file open on the LMX
server and a record lock on the file exists.

EDEADLK |ERRSRV ERRerror The read would block and deadlock would
result.

ENOLCK |[ERRDOS |ERRnoaccess |File is open on the LMX server in enforced-lock
mode, a record lock exists on the file, and the file
was opened with O NDELAY set.

- ERRDOS |ERRnoaccess Auempt to read from a portion of the file that
the LMX server knows has been locked or been
opened indeny-read.

- ERRDOS |ERRbadaccess |Read permission required.

- ERRDCOS | ERRbadfid Attempt to read from an FID that the LMX
server does not have open.

- ERRSRV ERRerror Corrupt SMB request has been encountered.

- ERRSRV ERRinvdevice |Attemptto read from an open spool file.

- ERRSRV ERRinvnid Invalid TID in request.

- ERRSRV ERRbaduid The UID given (smb_uid) is not known as a valid
ID on this LMXsession.

SUCCESS |SUCCESS Everything worked, no problems.

SMBread Preconditions

L The SMB redirector has sent a valid SMBrequest.

2 The SMBredirector’'s read request will fit in an SMB buffer of the negotiated size.

3 The SMB redirector must have a valid TID for a file system resource with the appropriate

permissions for the read operation.

4  The SMB redirector must have a valid FID and at least read access.

SMBread Postconditions

L If the read was successful, the LMX server has returned to the SMB redirector either the
data for all of the requested read or all the data that was available up to the EOF.

2 If the read failed, the LMX server has returned to the SMB redirector an SMB response
indicating the reason for the failure of this read or a previous block operation.

74
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SMBread Side Effects

None.

Cooventiops

» Locking (see Section 440n page 3.
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75 SMBwrite Sp

Core SMB File Operation Requests

ecification

SMBwrite Detailed Descriptioo

This core protocol request writes bytes from a regular file and, if an extended protocol is
negotiated, 1o a naimed pipe, mailslot or directly accessible device. It can also be used to truncate
a file to a given point or extend a file beyond its current size.

SMBwrite Deviations

None.

SMBwrite Field Descriptions

smb_fid

smb_bytecount

smb_offset

smb_countleft

smb_data

smb_count
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[rom SMB redirector To SMB redirector
Field Name Field Value Field Name Field Value
smb_com SMBwrite smb_com SMBwrite
smb_wct 5 smb_wct 1
smb_vwv[(] smb_fd smb_vwv|[() smb_count
smb_vwv[]] smb_bytecount smb_bec o)
smb_vwv[23 smb_offset
smb_vwv[4] smb_countleft
smb_bcc length of data + 3
smb_buf]| smb_data

The FID to be written to.

An unsigned integer indicating (he number of bytes to be writtert. If this value
is zero, the file should be wuncated or extended to the size indicated in
smb_offset. If extended, the bytes between the old and new EOF will be zero.

A Z2hit unsigned integer defining the hle position at which the data should be
written.

A 6bit unsigned integer. This field is advisory, and some SMB redirectors
will set it to zero, in which case it should be ignored. If the value is not zero,
then it is an estimate of the total number of bytes that will be written,
induding those written by this request. This additional information may be
used by the LMXserver to optimise buffer allocation or perform write-behind.

A Data Block (type O buffer containing the actual bytes to be written (see
Section 3340n page 44).

A 16Dbit unsigned integer containing the actual number of bytes written. 1f
this is less than smb_bytecount but no explicit error is returned, then
insuffident file system space prevented more than smb_count of bytes from
being written.

X/Open CAE Spedification (1559



Core SMB File Operation Requests

SMBwrite Specification

SMBwrite EcrocCodes

CAECode |DOSClass |DOS Code Description

EIO ERRHRD | ERRdata A problem ocaurred during physical 1/O.

ENXO ERRHRD | ERRwrite An error occurred on the FID being written to.

EBADF ERRDCOS | ERRbadfid A valid smb_Ad mapped o an LMX server FID
not accepted by the operating system.

EAGAIN |ERRDOS |ERRnoaccess | Resources for1/0 temporarily exhausted

EFBIG SUCCESS |SUCCESS The file has grown too large (size exceeds ulimit)
and no more data can be written to the file. An
smb_count of O will be returned to the SMB
redirector in the count field of the SMB response.
This indicates to the SMB redirectors that the file
systeim is full.

ENOSPC  [SUCCESS  |SUCCESS No space on the file system; smb_count will be O,
indicating the file system is full.

EPIPE ERRHRD |ERRbadunit Wiite to a named pipe with no reader.

EDEADLK |ERRSRV ERRerrvor The write would block due 0 locking. but
O_NDELAY was set.

ERANGE |ERRSRV ERRerror Attempted write size is outside of the minimmum
and maximuim ranges that can be written to the
supplied FID.

ENOLCK ERRDOS ERRnoaccess A record lock has been taken on the file, or the
SMB redirector has attempted to write to a
portion of the file that the LMX server knows
has been locked, opened in deny-write open
mode, or opened in read-only mode.

- ERRDOS |ERRbadaccess | Wite permission required.
- ERRDOS | ERRbadfid Invalid FID specified.
- ERRSRV ERRerror Corrupt SMB request was received.
- ERRSRV ERRinvdevice |Attempt to write to an open spoo! file.
- ERRSRV ERRinvnid Invalid TID specified.
- ERRSRV ERRbaduld The UID given (smb_uid) is not known as a valid
ID on this LMX session.
SUCCESS |SUCCESS Everything worked, no problems.

SMBwrite Preconditions

L The SMBredirector has sent a valid SMB request.

2 The SMBredirector’s write request will fit in an SMB buffer.

3 The SMB redirector must have a valid TID to a regular file system resource with
appropriate permissions for the write operation.

4  The SMB redirector must have a valid FID with at least write access.

Protocols for X/Open PC Interworking: SMB, Version 2
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SMBwrite Postcooditions

1 If the write was successful, the LMX server has rewuined to the SMB redirector either a
oount value for a write of the entire amount or a count value for less than the entire write
amountif file system space is exhausted or the file has reached the maximum file size.

2 1f the write failed, the LMX server has returned to the SMB redirector an SMB request
indicating the reason for the failure of this write or a previous block operation.

SMBwrite Side Effects

The data is not necessarily reflected in the file system undl an SMBflush or the FID is closed.

Cooventions
+» Locking (see Section 440n page 33.
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76  SMBIlseek Specification

SMBlseek Detailed Descriptioo

The SMBIseek core protocol request sets the current file pointer for a regular file. The response
returns the new flle pointer expressed as the offset from the start of the file, and may be beyond
the current end-of-file. An attempt to seek to a position before the beginning-of-file sets the file
pointer to beginning-of-file.

Note that the current file pointer at the start of this command reflects the offset plus data length
specified in the previous read, write or seek request, and the pointer set by this command will be
replaced by the offset specified in the next read, write or seek command.

SMBlseek Deviations

None.

SMBlseek Field Descriptions

From SMB redirector To SMBredirector

Field Naime Field Value Field Name Field Value

smb_com SMBlseck smb_com SMBlseek

smb_wct 4 smb_wct 2

smb_vwyv[() smb_fid smb_ywv(O ] smb_offset

smb_vwy[ 1] smb_mode smb_bec O

smb_vwy[23 smb_offset

| smb_bcc O

smb_fid The FID whose pointer is to be manipulated.
smb_mode A 16bit field indicating where (beginning=0 current paosition= 1 end=2 the

seek is to take place.

smb_offset A 32Dbit signed integer. In the request, indicates how far to move from the
position indicated by smb_mede. Positive values move forward in the file
towards EOF; negative values move backward through the file towards BOF.

In the response, indicates the resulting position after the move, relative to
BOF.

Protocols for X/Open PC Interworking: SMB, Version 2 ™
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SMBIseek EcrocCode Descriptions

Core SMB File Operation Requests

CAECode |DOSClass |DOS Code Description
EBADF FRRDOS | ERRbadfid FID is valid but not accepted by the system.
EINVAL ERRDOS ERRnoaccess Invalid smb_maode.
ESPIPE ERRDOS |ERRnoaccess | Cannot seek on this file (named pipe).
- ERRDOS ERRbad fil The SMB redirector has supplied an invalid FID.
- ERRDOS |ERRnoaccess | The SMRB redirector's context does not permit
this acoess.
- ERRSRV | ERRinvnid TID specified in command isinvalid.
- ERRSRV  |ERRinvdevice | Aaempt to seek on a non-regular file.
- ERRSRV ERReitor The LMX server has received a corrupt SMB
request.
- ERRSRV ERRbaduid The UID given (smb_uid) is not known as a valid
ID on this LMX session.
SUCCESS | SUCCESS Everything worked, no problems.

SMBlseek Preconditions
1 The SMB redirector has sent a valid SMB request with a valid TID for a file system

resourcoe.

2 The SMBredirector must have acquired a valid FID from the LMXserver.
3 The SMBredirector has specified a valid smb_mode value.

SMBlseek Postconditions
1 If the SMBIseek was successful, the LMXserver has returned to the SMB redirector the new
fiie pointer position.

2 If the SMBiseek was unsuccessful, the LMX server has reiurmed an error indicating the
failure of this operation or of a previous block operation.

SMBlseek Side Effects

The current fite position maintained by the LMX server is changed to the offset returned 10 the
SMB redirector.

Cooventions

None.
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17

SMBlock Specification

SMBlock Detailed Descciption

This comimand is sent by an SMB redirector process to lock a given byte range of a regular file. A
lock prevents attempts to lock. read or write the byte range by any other SMB redirector.
Multple non-overlapping lock ranges are allowed on the same file. Overlapping locks are not
allowed. Byte ranges beyond the current end-of-file inay be locked; however, such locks will not
cause allocatdon of file space. A lock may only be unlocked by the process (PID) that performed

the lock.

SMBlock Deviations
Refer to Section 440n page X3

SMBlock Field Descriptions

SMBlock Specification

smb_fid
smb_count

smb_offset

The FID to be locked.

From SMB redirector To SMB redirector
Field Naime Field Value Field Name Field Value
smb_com SMBlock smb_com SMBlock
smb_wct 5 smb_wct 0
smb_vwyv[() smb_fid smb_bec 0
smb vwyv[1-3 smb_count
smb_vwy[3 4 smb_offset
smb_bce O

A 2Dhit unsigned integer containing the number of bytes in the lock range.

A 3hit unsigned integer containing the offset to the start of the lock range.

SMBlock Error Code Descriptions

CAECode [DOSClass |DOS Code Description
EBADF ERRSRV ERRerror A valid FID was rejected by the underlying
system,
EACCES ERRDOS |ERRnoaccess File access rights do not match 1equested locks.
EACCES ERRDOS | ERRlock A lock has already been taken out on this record.
ENOLCK |ERRDOS |ERRlock Insufficdent resources to place the requested
lock.
EDEADLK |ERRSRV ERRerror The lock request would block and cause a
deadlock with another process.
- ERRDOS ERRbadfid Aninvalid FID was specified.
- ERRDOS | ERRlock Byte range is already locked by another serving
]process.
- ERRSRV  |ERRerror Aninvalid SMB request was sent.
- ERRSRV | ERRinvnid TID specified in command is invalid.
- ERRSRV ERRinvdevice | Amemptto lock on a non-regular file,
- ERRSRV ERRbaduid The UID given (smb_uid) is not known as a valid
1D on this LMX session.
- SUCCESS | SUCCESS Everything worked, no problems.
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SMBlock Precoaditions

L The SMB redirector has sent a valid SMB request with valid acoess to the file system
subtree.

2 The SMB redirector must have a valid FID.

SMBlock Postcooditions

The given byte range of the file will be locked preventing access by other SMB redirectors not
using the same FID.

SMBlock Side Effects
Only requests using the PID as sent in the SMBlock request may access the locked record (s).

Cooventiopns

+» Locking (see Section 440n page 33.
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7.8 SMBunlock Specification
SMBunlock Detailed Descciption
This core protocol request is used o unlock a byte range. The byte range specified must be
exactly the same as that specified in a previous successful lock request from the same SMB
redirector process (that is, the PID must be the same). An unlock request for a range that was
not locked is treated as an error.
SMBanlock Deviations
None.
SMBunlock Field Descriptions
From SMB redirector To SMB redirector
Field Name Field Value Field Name Field Value
smb_com SMBunlock smb_com SMBunlock
smb_wct 5 smb_wct O
smb_vwyv [ smb_fid smb_bec O
smb vwy[1-3 smb_count
smb vwv[3 4 smb_offset
smb_bee 0O
This request is identical in format to SMBlock (see Section 7.7on page 81).
SMBunlock Error Code Descriptions
Additional applicable error codes can be found in the specification of SMBlock (see Section 7.7on
page 81).
CAE Code |DOSClass |DCS Cade Description
ERRDOS | ERRlock The record cannot be unlocked with this PID or
a lock on this range does not exist for this PID.
- SUCCESS |SUCCESS Everything woiked, no probleins.
SMBunlock Precoaditions
1 The SMB redirector has sent a valid SMB request with a valid TID for a file system
resource.
2 The SMBE redirector must have a valid FID.
2 The byte range and PID specified must exactly match a byte range and PID specified in a
previous successful lock aperation on this FID).
SMBunlock Postconditions
‘The specified byte range of the file will be unlocked, or an error will be returmed.
Protocols for X/Open PC Interworking: SMB, Version 2 8
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SMBunlock Side Effects

The record is now open for reading/writing/locking by other SMB redirectors.

Cooventiops

+» Locking (see Section 440n page 33.
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7.9  SMBflush Specification

SMBflush Detailed Description

This core request flushes data and allocation information for a specified file or for all files open
under this LMXsession.

SMBflush Deviatioas

Some CAE systems provide no way for a programme to block undl the local file cache has
actually flushed to the disk, but simply indicate that a flush has been scheduled and will
complete soon. An LMX server should nonetheless take steps to maximise the probabilicy chat
the data is truly on disk before the SMB redirector is notified.

An LMX server may always flush all files supported on the LMX session even if a single-file
flush was requested.

SMRBflush Field Descriptions

From SMDB redirector To SMB redirector
Field Naime Field Value Field Name Field Value
smb_com SMBflush smb_com SMBflush
smb_wct 1 smb_wct 0
smb_vwyv[() smb_fid smb_bcc 0
smb_bce O
smb_fid The FID o be flushed. If this field is set to XffiF (that is, — 1), all files open in

the LMX session environment will be flushed.

SMBflush Error Code Descriptions

CAECode [DOSClass |DOS Code Description

ERRSRV ERRinvnid Bad TID.
ERRDOS | ERRbadfid The specified FID is not open.

ERRSRV ERRerror Other CAE errors mapped here.
ERRSRV ERRbaduid The UID given (smb_uid) is not known as a valid
ID on this LMX session.
- SUCCESS |SUCCESS Everything worked, no probleins.

SMBflash Precooditions

L The SMB redirector must have issued a valid SMB request with a valid UID and valid TID
for a shared resource.

2 The specified FID must be open, or it must be OIFE.
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SMBflush Postconditions
1 All modified dawa and retrieval state informadion is scheduled to be flushed o stable store.

2 Buffered named pipe data, if any, is flushed through to the cooperating processes.

SMBflush Side Effects

Eventually, the data will be written to stable store.

Cooventiops

None.
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710 SMBclose Specification

SMBclose Detailed Description

SMBclose Specification

This core protocol request is sent by an SMB redirector process to invalidate the given FID for
that process. All locks held by the SMB redirector process on that FID will be released as part of
the close. The FID cannot be used by the SMB redirector for further file access requests.

SMBclose Deviations

None.

SMBclose Field Descriptions

From SMB redirector To SMB redirector
Field Name Field Value Field Name Field Value
smb_com SMBclose smb_com SMBclose
smb_wct 3 smb_wct 0
smb_vwv|[O] smb_fid smb_bcc 6]
smb_vwy[1-3 smb_time
smb_bce 0
smb_fid The FID to be closed.
smb_time An LMXserver may optionally update the last modification time for the file to

smb_time. A zero (O or AR smb_time results in the LMX server using the
default value.

SMBclose Error Code Descriptions

CAECode |DCOSClass |DOS Code Description
EBADF ERRDOS | ERRbadfid The FID is valid but no longer accepted by the
operating system.
- ERRDCS | ERRbadfid The SMB redirector has supplied aninvalid FID.
- ERRSRV ERRinvnid TID specified in command isinvalid.
ERRSRV ERRinvdevice |Attempt to close an open spool fle.
ERRSRV ERRbaduid The UID given (smb_uid) is not known as a valid
ID on this LMX session.
- SUCCESS |SUCCESS Everything worked, no problenis.

SMBclose Preconditions
L The SMBredirector has sent a valid SMB request, with a valid UID and TID.
2 The SMBredirector has sent a valid FID for an open file.
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SMBclose Postconditions

L If the file being closed was written to, all the modified buffers for the file will be flushed to
the file system.

2 Any remaining locks on the FID (indluding opportunistic locks) will be removed.
3  The last modify time for the file will be set to the time specified by the SMB redirector.
4 The FID will be invalidated for further file acoess requests.

SMBclose Side Effects

None.

Cooventiops

None.
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711 SMBmyv Specification

SMBmv Detailed Description

This core protocol request changes the name of one or more files or directories. Multiple files
may be renamed in response to a single request, as SMBmv supports fllenames with wildcards in
the last 8 3component of the pathname; wildcards elsew here in pathnaimes are not permitted.

Every file that matches the attribute field and the first pathname is renamed according to the
second pathname, provided that file does not dready exist (see Section 36on page 17 for more
details of the name transfonmation).

Wildcards are not allowed in the destination path for directories. A move of a directory cannot
have a destination located in the directory itself or any subdirectory within the source directory.
In these conditions the error <ERRDOS, ERRbadpath>is to be returned.

If a *is received it indicates to the LMX server to fill the remainder of the component with 7.
Any characters provided after the *will be ignored and the usual ? wildcard mapping applies.

A file to be renamed can be open. Ifitis opened by the requesting process, the open must be in
compatibilicy mode. Otherwise, the rename fails with <ERRDOS, ERRnoacoess>. If the file is
opened by another process, that process has an oplock on the file, and the process has asked for
extended notification, the rename request will block until after the oplock has been broken. If
the process with the oplock closed the file, the rename takes place; if nog, it fails.

There must not already be a different file existing with the new name. If there is, the rename will
fail. If wildcards are used in a rename operation, and only some of the renames fail for any
reason, the request will fail silendy; that is, no error will be retuimed.

Because an LMX server may serve multiple requests on the same resource simultaneously, there
may be interactions between the execution of this request and ongoing searches of the same
resource (SMBsearch, SMBffirst, SMBfunique, SMBfclose). Although there is no prohibition on
renaming directories actively being searched, an LMX server may cause the search to appear to
have reached the end of the directory since no more entries will be found.

SMBmv Deviations

Some LMX servers will ignore the auribute field; others wreat it according to the Atwibute
convention.

An LMXserver may choose (o return the error <ERRDOS, ERRdiffdevice> if the move requested
spans ewo different CAE file systems.

SMBmv Field Descriptions

From SMB redirector To SMB redirector
Field Naime Field Value Field Name Field Value
smb_com SMBmv smb_com SMBmv
smb_wct 1 smb_wct 0
smb_vwyv[() smb_attr smb_bcc 0
smb_bce min=4
smb_buf(] smb_oldpath

smb_newpath

smb_attr A Hle attribute field. An LMX server should match file attributes against this
field when selecting files which match smb_oldpath to rename. Items that
match this field are added with regular files 1o the list of items moved.
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smb_oldpath

smb_newpath

Core SMB File Operation Requests

An ASCIIZ (type O4) buffer containing the name of the file or files o be
renamed. Only the filename component (not directory comgponents) may
contain wildcards.

An ASCIIZ (type &4 buffer containing the new name(s) to be given to the
file(s) which match smb_oldpath.

SMBmv EcrocCode Descriptions

CAECode |DOSClass |DOS Code Description

ENOIDIR |ERRDOS | ERRbadpath A component in the old pathname is not a
directory.

ENOENT |ERRDOS |ERRbadfile The old file does not exist.

FACCES |ERRSRV ERRaccess A component in a pathname denies the required
permission.

EEXIST ERRDOS |ERRnoaccess | The new file already exists.

EXDEV ERRDOS | ERRdiffdevice | Atiempt to rename to a different device.

EROFS ERRHRD  |ERRnowrite Atempt to write on a read-only file system.

EMLINK |ERRDOS |ERRnoaccess | Too many links to old file.

ENOSPC |ERRDOS |ERRnoaccess | The directoryis full.

EBUSY ERRDOS  |ERRnoaccess | The old path is the mounted point for a file
system.

ETXTBSY |ERRDOS |ERRnoaccess |The old path is the last link to an execuung
programine.

- ERRSRV ERRaccess Anatempt was made to change a volume label.
ERRSRV ERRerror Internal error.
- FRRSRV FERRbaduid The UID given (smb_uld) is not known as a valid
ID on this LMX session.
SUCCESS |SUCCESS Everything worked, no problems.

SMBmv Preconditions
L SMB, UID and TID are valid; TID is for a file system resource.

=W

smb_oldpath must refer to one or more files.
Transformation with smb_newpath must not match any existing files.

Frocess has appropriate permissions for all directories in both path arguments; write

permissions on last directory in each path argument.

SMBmv Postconditioos

smb_oldpath no longer points to any existing files. (This condition may not persist in the
presence of other file-sharing activity, or if some of the new names conflicted with already-

existing fites.)
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SMBmv Side Effects

Searches involving renaimed directories may be prematurely terminated.

Cooventions
» Aocess (see Section 4320n page 3.
+ Attribute (see Section 4.3 1on page 3.
» Filename (see Section 350n page 19.
» Opportunistic Locking (see Section 3820on page 2.
» Wildcards (see Section 360n page 17).
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712

SMBunlink Specification

SMRBunlink Detailed Description

This core protocol request is sent to delete a regular file or files. Read-only files may not be
deleted unless the read-only auribute is set in the SMBunlink request. \ldcards in the filename
part of the pathname are supported.

The effect of the SMBunlink will be LMX server implementation-dependent. Normally only the
referenced filename can be deleted. If another SMB redirector has the file open, the contents of
the file will remain available until that SMB redirector closes the handle w the file. If
opportunistic locking is supported and another SMB redirector has been granted an oplock on
the file, the process has asked for notification of the SMBunlink request. The SMBunlink request
being processed will block undl the oplock has been broken (reference Section 382on page ).

If a wildcard pathname inatches more than one file, and ot all of the files could be unlinked, the
request fails silendy.

The smb_attr field may be applied as an additional filter on files matching the wildcard string in
smb_path. LMXservers may optionally provide this filtering function.
SMBunlink Deviations

Only the specified directory entry is immediately deleted. The file contents are deleted only
when all the fil€'s directory enuies have been deleted and all the FIDs associated with it have
been destroyed.

Some LMX servers may ignore the smb_attr field. Others will treat it in accordance with the
atrribute convention (refer to Section 3 7on page 17).

LMXservers require the user (o have write permission in the target fil€'s parent directory.

SMBunlink Field Descoiptioas

From SMB redirector To SMB redirector
Field Naime Field Value Field Name Field Value
smb_com SMBunlink smb_com SMBunlink
smb_wct 1 smb_wct 0
smb_vwyv[() smb_attr smb_bcc 0
smb_bcc min= 2
| smb_buf{) smb_path _
smb_attr A file attribute field. Some LMX servers treat it as indicating the attributes
that the target file must have.
smb_path An ASCITZ (type O4) buffer indicating the file to be unlinked.
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SMBunlink ErrorCode Desceiptions

SMBunlink Specification

CAECode |DOSClass |DOS Code Description
ENOIDIR |ERRDOS | ERRbadpath A component in the path-prefix is not a
directory.
ENCENT |ERRDOS |ERRbadfile The specified file does not exist.
EACCES |ERRSRV ERRaccess A component in the path denies the required
permission.
EPERM ERRDOS  |ERRnoaccess  |The specified file is a directory.
EROFS ERRHRD |ERRnowrite Attempt to modify a read-only file system.
EBUSY ERRDOS  |ERRnoaccess | The specified file is a directory.
ETXTBUSY |ERRDOS |ERRnoaccess | The specified file is the last link to a shared text
file.
- ERRSRV ERRaccess Attempt to delete a volume label, or delete
permission required.
- ERRSRV ERRinvdevice |Atiempt to unlink a non-regular file.
ERRSRV ERRerror Internal error.
- ERRSRV ERRbaduid The UID given (smb_uid) is not known as a valid
ID on this LMX session.
- SUCCESS |SUCCESS Everything worked, no problems.

SMBunlink Preconditioons

L The SMBrequest. UID and TID are valid: the TID refers to a file system resource with write
permissions.

2 smb_path refers to one or more existing files.

3 The directory containing the files 10 be unlinked must allow writes by the requesting
process.

4  The files o be unlinked are not opened (except by the request process in compadbility
mode).
SMBubslink Postconditions

The file's directory entries ace removed.

SMBunlink Side Effects

None.

Cooventions
» Aocess (see Section 4320n page 3.
+ Attribute (see Section 4.3 1on page 3.
» Filename (see Section 350n page 19.
» Opportunistic Locking (see Section 3820n page 2.
» Wildcards (see Section 360n page 17.
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Chapter 8

Core SMB Directory and Attribute Operations

This section defines the elements of the core SMB protocol which manipulate directories and
attributes. They are:

SMBmkdir create an empty directory

SMBrmdir delete an empty directory

SMBsearch perform a wildcard lookup in a directory
SMBgetatr get file attributes

SMBsetatr set file atiributes

SMBdskattr get information about the LMX server's file system
SMBchkpath ensure a path isvalid and points to a divectory

81  SMBmkdirSpecification

SMBmkdirDetailed Description

This core protocol request creates a new directory which must not already exist. Write
permission is required in the specified directory's parent directory.

SMBmkdirDeviations

The LMXserver obeys the rules for mapping the new directory into the CAE flle system (refer (o
Section 4.3 Ton page 3).

SMBmkdir Field Descriptions

From SMEB redirector L To SMB redirector
Field Name Field Value Field Name Field Value
smb_com SMBmkdir smb_com SMBmidir
smb_wc! @] smb_wet O
smb_bce min=2. smb_bce O
smb_bufl] smb_path .
smb_path An ASCIIZ (type O4) buffer containing the name of the directory to be created.
Protocols for X/Open PC Interworking: SMB, Version 2 1£5)
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SMBmkdirErcocCode Descriptions

Core SMB Directory and Attribute Operations

CAECode |DOSClass |DOS Code Description
ENOIDIR |ERRDOS | ERRbadpath A component of the path-prefix was not a
directory.
ENCENT |ERRDOS |ERRbadpath A component of the path-prefix did not exist.
EACCES |ERRDOS |ERRnoaccess |A component of the path-prefix denied search
permission.
EROFS ERRHRD  |ERRnowrite Attempt to write a read-only file system.
EEXIST ERRDOS | ERRfilexists The specified path already exists.
ENGSPC  |[ERRDOS  |ERRnoaccess | The parent’s directory is full.
ELO ERRHRD | ERRdata Physical 17O error on disk.
EMLINK [ERRDOS | ERRnoaccess | Too many links to the parent directory.
- ERRRSRV ERRerror Internal error.
- ERRSRV ERRbaduid The UID given (smb_uid) is not known as a valid
ID on this LMX session.
SUCCESS |SUCCESS Everything worked, no problems.

SMBmkdirPreconditioons

L Valid SMB request, UID and TID; TID is for a file system subtree.

2 The parent directory of the new directory must have the necessary access rights to create a

directory.

SMBmkdirc Postconditions

The directory is created in the file system.

SMBmkdirSide Effects

None.

Cooventiops

+» Filename (see Section 350n page 15.
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82 SMBrmdirSpecification

SMBrmdirDetailed Descciptioo

SMBrmdir Specification

This core protocol request deletes an empty directory. The requesting UID must have write
permission in the target directory’s parent directoiy.

Because an LMX server may serve multiple requests on the same resource simultaneously, there
may be interactions between the execution of this request and ongoing searches of the same
resource (SMBsearch, SMBffirst, SMBfunique, SMBfclose). Although there is no prohibition on
deleting directories actively being searched, an LMX server may cause the search to appear to
have reached the end of the directory since no more entries will be found.

SMBemdirDeviations

None.

SMBremdirField Descriptions

From SMB redirector To SMB redirector
Field Naime Field Value Field Name Field Value
smb_com SMBrmdir smb_com SMBrmdir
smb_wct O smb_wct 0
smb_bce min=2 smb_bcc O
smb_buf(] smb_path
smb_path An ASCIIZ (type O4 buffer containing the name of the directory to delete.

SMBrmdirErrorCode Descriptions

CAE Code | DOSClass | DOS Cade Description
ENOIDIR (ERRDOS | ERRbadpath A ocomponent in the path-prefix is not a
directory.
ENCENT |ERRDOS |ERRbadfie The specified directory does not exist.
EACCES ERRDOS | ERKRnoaccess A component in the path denies the required
permission.
EROFS ERRHRD |ERRnowrite Attempt to modify a read-only file system.
EBUSY ERRDOS |ERRnoaccess | The directory is in use and cannot be removed at
this time.
EEXIST ERRDOS |ERRnoaccess | Attempt to remove a non-empey directory.
ERRSRV ERRerror Internal error-.
ERRSRV ERRbaduid The UID given (smb_uid) is not known as a valid
ID on this LMX session.
- SUCCESS |SUCCESS Everything worked, no probleins.
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SMBrmdirPreconditions
L Valid SMB request, UID and TID; TID refers to a file system subtree.

2 The UID has write access to the parent directory of the target.

SMBemdirPostecooditions

The directory is deleted.

SMBemdir Side Effects

Anin-progress search from another process may receive an inconsistent view of the resource.

Cooventions
» Aocess (see Section 4320n page 3.
» Filename (see Section 350n page 19.
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83  SMBsearch Specification

SMBseacrch Detailed Description

This core protocol request searches a directory for one or more regular files matching a wildcard
template. Two forms of the SMBsearch request exist: SearchFirst and SearchNext.

Every search begins when an SMB redirector sends a SearchFirst request to the LMX server
asking for n files that match a specified wildcard template. The LMX server sends a response
conaining the directory informadon for up to n files found which match the template. The
response contains a search handle defined below .

The SMB redirector may then resume the search at any search handle of a previous SMBsearch
response. The LMX server responds to SearchNext with the directory information for up to n
additional matching files, picking up from the pointindicated by the search handle.

The SMB redirector does not indicate when a search is complete; that is, there is no SearchDone
request.

SMRBseacch Deviatioos

Since the SMB redirector never closes a search, the LMX server must use some heuristics in
determining when to release resources associated with a search. These heuristics should never
result in a search being declared terminated by the LMX server while it is still possible for the
SMB redirector to continue it. Some possible heuristics are:

L An SMBexit request from the saime process is received.
2 TheTID containing the search is broken.
3  The LMXsession containing the search times out.
4 Anerror of any sortis returned in response to an SMBsearch request.

For the root directory of the directory subtree located by the TID the directory entries . and ..
are not rewurned to the SMB redirector. If a volume label is returned it should be a printable
string. Some SMB redirector applications will print this string, but no other semantics are
associated with it.

The system, archive and hidden bits of the file attribute fields are treated in accordance with the
Autribute convention (see Section 4.3 1on page 3.

An LMX server must guarantee never to reum information on a given file twice in the same
SMBsearch sequence, provided fmd_buf search_id contents are not reused by the SMB redirector.
Some CAE systems can rearrange the information within a directory without the LMX server's
knowledge; for example, entries may be moved around to pack a directory, etc. Because of this,
LMX servers may not be able to guarantee that all files are repoited once; that is, some files
matching smb_pathname and smb_atfr may not be repoited to the SMB redirector.
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SMBseacch Field Descriptions

Request Format:

From SMB redirector To SMB redirector

Field Name Field Value Field Name Field Value
smb_com SMBsearch smb_com SMBsearch
smb_wct 2 smb_wct 1
smb_vwyv[() smb_count smb_vwv(( smb_count
smb_vwy[ 1] smb_attr smb_bce min=3
smb_bce min=5 smb_data

smb_pathname

smb_search_id(]

smb_count A signed integer. [n the request, the maximum number of entries to find and
return in the response (n); in the response, the number of entries actually
returned. If no matching entries were found between the point where this
particular SearchFirst or SearchNext began, a zero (O should be returned. The
nurmber of entries returned will be the minimum of:

— the number of entries requested
— the number of (complete) enwies that will fit in the negotiated SMB buffer

— the number of entries that match the reguested name pattern and
atributes

smb_attr An attribute feld. If supported, the LMX server will only return directory
entries whose atuibutes match this field as well as the wildcard pathname.,
Unless this field specifies the volume label, normal files whase names match
the wildcard are always returned. If this field specifies the volume label, only
the volume label information is returmed.

smb_pathname  An ASCIIZ (type O4) buffer containing the wildcard path to search. Only the
last component of the pathname may contain a wildcard.

smb_search_id A Variable Block (type €, 21 or Obytes in length. If this is a zero-byte Data
Block, it is a SearchFirst request; otherwise it is a SearchNex( request containing
the find_buf search id (see below) returned in the last dir_info structure in a
previous SearchFirst or SearchNext response.

smb_data A Variable Block (type O3 containing an array of dir_info structures, tightly
packed. The total size of the array is 43*%mb_caunt.

The dir_info structure contains information about each file which matched the wildcard
smb_pathname (and, optionally, the smb_attr attributes). The structure contains:

Position [Field Name Description

(@))] fmd_buf search_id | A 2lbyte string whose structure is defined below.

21 fmd buf attr The awribute field for the file.

23 fmd_buf time A 16bit dime field, indicating the dime of last modification.

o) find_buf_date A 16bit date field, indicatdng the date of last modification.

27 fnd_buf_size A R2Dbit integer giving the size of the file.

31 fnd_buf pname A blank-padded string, 13 characters in length, giving the
name of the fle in printable form. For example, ABTx
would be encoded as ABTx yyvvyvev. (v is a blank space.)
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The find_buf search_id referred 10 as the search handle above appears in two places: in the
SearchNext request, and at the beginning of each dir_info strucwure. It contains state information
the LMX server needs to continue a search. Its structure is as follows:

Position |Field Name Description

4 0] sr_res|] Reserved for SMB redirector use. This field must be
maintained by the LMX server. In other words, the value
specified by the SMB redirector system must be retumed in
the appropriate search handle of the response.

01 sr_servdata 16 byte fleld reserved for LMXserver use. Usually maintains
stafe (o continue searches; see paragraph below.

17 sr_res2|4] 4byte field reserved for SMB redirector use. This field must
be maintained by the LMX server in the same manner as the
sr_res ] field,

DOS SMB redirectors using the dialects PC NETWORK PROGRAM LQO MICROSOFT
NETWORKS LB and MICROSOFT' NETWORKS R0 used the sr_servdata field in order (o
enhance the performance of the search sequence. If those SMB redirectors exist on the network,
then the sr_servdata field is defined and the LMXserver must maintain the following structure of
informaton:

Position |Description

00 A compressed 1lbyte suing maintaining the search pattern for the directory
search. This will include any meta-characters for the search. The . in DOS
filenames (preceding the 3byte filename extension) is ssumed, in that it is not
maintained in the string but rather inserted prior to the last 3 characters of the
field. The first 8chacacters are blank padded unless meta-characters are used. In
the case of meta-characters, a * is expanded out into the appropriate number of
queston marks.

11 An unsigned byte. No assumptions are made on this value except that it should
e non-zero.

1213 An unsigned 16bic integer which maintains the directory index value for this
search enuy. This value starts counting from zero and continues in a linear
sequence. Some SMB redirectors are known 1o modify this value 0 allow them |
to resunie a directory search at an arbitrary location.

1415 An unsigned 16bit integer that may be used by the LMX server. It should not be
Ze10.

Protocols for X/Open PC Interworking: SMB, Version 2 01

Page 120 of 535



SMBsearch Specification

SMBsearch EctocCode Descriptions

Core SMB Directory and Attribute Operations

Ereor DOS | Error DOS

CAE Code |Class Code Description
EACCES ERRDOS | ERRnoaccess No permission for the specified pathname.
EIO ERRHRD | ERRdata Physical 170 error on disk.
EMFILE ERRSRV ERRnoresource | Exhausted process file handle supply.
ENFILE ERRSRV ERRnoresource | Exhausted system file handle supply.
ENOENT |SUCCESS |SUCCESS Ignored (a file disappeared or didn't exist).
ENOIDIR |(ERRDOS | ERRbadpath Component in pathname was not a directory.
EOF ERRDOS | ERRnofiles Search can find no more files.

- ERRSRV ERRerror LMXserver internal error.

- ERRDOS | ERRbadfid search_id was not active.

- ERRSRV ERRbaduid The UID given (smb_uid) is not known as a valid

ID on this LMXsession.
- SUCCESS |SUCCESS Everything worked, no problems.

SMBsearch Precanditions
L Valid SMB. UID and TID; the TID refers to a file system subtree.
2 The UID has approptiate permission on all directories in smb_pathname.

3 The LMXserver has not declared the search terminated.

SMBsearch Posteconditions

L After a SearchFirst request, the various directories under search are opened as necessary,
and sufficent state is maintained to continue the search.

2 After a SearchNext, the retained state information is updated to permit continuing the
search without returning dir_info on the same flle twice.
SMBsearch Side Effects
Various directoties are open for reading as long as the search is active. This may delay other
requests from other SMB redirectors (for example, SMBrmdir).
Canventions
s Access (see Section 4320n page 3.
s Attribute (see Section 43 lon page 3.
s Filename (see Section 350n page 15.
» Wildcard (see Section 36on page 17).
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84  SMBgetatr Specification

SMBgetatr D etailed D escription

SMBgetatr Specification

This core protocol request is used to obtain information about a regular file or directory.

SMBgetatr D eviatioos

1 The archive, system and hidden file atuibute bits are weated according to the attribute

mapping conventon.

2 The smb_timevalue returned will be the file's last modified time (as set by a previous close

operation).

SMBgetatr Field Descriptions

From SMB redirector To SMB redirector

Field Naime Field Value Field Name Field Value

smb_com SMBgetatr smb_com SMBgetatr

smb_wct O smb_wct 10

smb_bcc min=2 smb_vwv[(] smb_attr

smb_buf(] smb_path smb_vwv([13 smb_time
smb_ywv[34] smb_size
smb_ywyv[59 reserved (MBZ)
smb_bec O

smb_path An ASCITZ (type O4 buffer containing the name of the regular file or directory

for which information is requested.

smb_attr
smb_time

smb_size

SMBgetatr Error Code Descriplions

A 16Dit attribute field desaibing the file.
A 32Dit time giving the last modify time for the file.

A 32Dit integer containing the current size of the file in bytes.

CAECode [DOSClass |DOS Code Description
EACCES | ERRDOS |ERRnoaccess |Component of path-prefix denies search
permission.
EINTR ERRSRV ERRerror A signal was caught during soime system call.
ENOENT |ERRDOS |ERRbadfile File does not exist, or component of pathname
does not exist.
ENOTDIR |ERRDOS |ERRbadpath Component of path-prefix is not a directory.
- ERRDOS | ERRnoaccess Read permission required.
- ERRSRV ERRinvud TID specified in comnmand is invalid.
ERRSRV ERRinvdevice |Invalid resource type: TID was not for a file
system subtree.
- ERRSRV ERRbaduid The UID given (smb_uid) is not known as a valid
ID on this LMX session.
- SUCCESS |SUCCESS Everything workec, no problems.
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SMBgetatr Preconditioos
L The SMB redirector has the appropriate permission to the file system subtree.

2 smb_path refers to an existng file or directory.

SMBgetatr Postconditions

The smb_attr and smb_time fields are accurate for files and directories; smb_size is correct onty for
files and is meaningless for directories.

SMBgetatr Side Effects

None.

Cooventions
+ Attribute (see Section 4.3 1on page 3.
» Filename (see Section 350n page 15.
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85  SMBsetatr Specification

SMBsetatr D etailed Description

SMBsetatr Specification

This core protocol request is used to setinformation about an existing regular file or directory.

SMBsetatr Deviations

1 The archive, systetn and hidden file atribute bits are treated according o the file amributes
conventons. Reference Section 43 1on page 3Dfor additional information on file attribute

handling.

2 The smb_timespecified will become the last modify time for the file.

SMBsetatc Field Descciptions

From SMB redirector To SMB redirector
Field Naime Field Value Field Name Field Value
smb_com SMBsetatr smb_com SMBsetatr
smb_wct 8 smb_wct 0
smb_vwyv[() smb_attr smb_bcc 0
smb_vwy[ 13 smb_time
smb_vwy[37 reserved (MBZ)
smb_bce min=2
smb_buf(] smb_path
smb_nul
smb_attr A file attribute field, to be given to the file (see Section 35 on page 15 for

details of the Attribute convention).

smb_time A 3Dhit time giving the last modify time for the file. A value of Oindicates the
last modify time should be unchanged.

smb_path An ASCITZ (type O4 buffer containing the name of the regular file or directory
for which information is to be set.

smb_nul An ASCITZ (type O4 buffer containing the null string.
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SMBsetatr ErcorCode Desceiptions

Core SMB Directory and Attribute Operations

CAECode |DOSClass |DOS Code Description

BFACCES ERRDOS | ERRnoaccess Search permission is denied on a component of
the path-prefix.

EACCES |ERRSRV ERRaccess The UID does not have appropriate privilege
and is not the owner of the file and the read-only
attribuce flag was changed.

EINTR ERRSRV ERRerror A signal was caught during the system call.

ENOENT [ERRDOS ERRbadfile File does not exist, or component of pathname
does not exist.

ENOIDIR |(ERRDOS | ERRbadpath Component of path-prefix is not a directory.

EPERM ERRSRV ERRaccess ‘The UID does not have appropriate privilege
and is not the owner of the file and time is non-
Zero.

EROFS ERRSRV ERRacocess The file system containing the file is read-only.

- ERRSRV ERRinvnid TID specified in command isinvalid.
- ERRSRV ERRinvdevice |The TID does not refer to a file system subtree.
- ERRSRV ERRbaduid The UID given (smb_uid) is not known as a valid
ID on this LMXsession.
SUCCESS |SUCCESS Everything worked, no problems.

SMBsetatr Preconditions

L The SMBredirector has sent a valid SMB request with a valid UID and a valid TID for a file

system subtree.

2 smb_path refers to an existing file or directory.

3 The specified UID or TID represents appropriate privilege to perforin the acdon.

SMBsetatr Postconditions

The file attribute and dme will be set accordingly, or an error will be returned.

SMBsetatr Side Effects

L If the read-only attribute was changed, the access mode for the file will have been changed
acoordingly. For example, when the read-only attribute is removed the LMXserver will set
those write permission bits for a file not explicitly masked out by the current umask value.

2 The last modify time for the file will be changed if the specified dme was non-zero.

Conventions
» Access (see Section 432on page 3.
« Attribute (see Section 43 lon page 3.
+ Filename (see Section 350n page 15.
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86  SMBdskattr Specification

SMBdskattr D etailed Description

This core protocol request returns some information on the resource’s associated file system
subtree.

SMBdskattr Deviations
An LMXserver may rewumnzero (O in the smb_vwv[4] (imedia identifier code) field.

SMBdskattr Field Desceiptions

From SMB redirector To SMBredirector
Field Name Field Value Field Name Field Value
smb_com SMBdskattr smb_com SMBdskattr
smb_wct 0O smb_wet 5
smb_becc 0O smb_vwv[(] number of allocation
units/server
smb_vwv([1] number of
blocks/allocation unit
smb_vwv(d block size (in bytes)
smb_vwv[3 number of free |
allocation units
smb_vwv[4] reseived (media |
identifier code)
smb_bcc 0
SMBdskattr Error Code Descriptions
CALECode |DOSClass |DDOS Code Description
ENOCENT |ERRHRD | ERRnotready |The file system has been removed from the
systeim.
ENCIDIR |ERRHRD |ERRnotready |The file system has been removed from the
systein,
EIO ERRHRD | ERRdata Physical I/0 ervor on disk.
- ERRSRV ERRaccess Read permission is required.
- ERRSRV ERRinvnid Invalid TID speci fied.
- ERRSRV ERRinvdevice |Invalid resource type (that is, no file system
subtree) specified.
- ERRSRV ERRertor Other CAE and inteimal errors.
- ERRSRV ERRbaduid The UID given (smb_uid) is not known as a valid
ID on this LMX session.
- SUCCESS | SUCCESS Everything worked, no problems.
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SMBdskattr Preconditions

The SMB request, UID and TID must be valid and represent the appropriate access rights to
petform the action.

SMBdskattr Postconditions

None.

SMBdskattr Side Effects

None.

Cooventiops

» File System Issues (see Section 4330n page 3.
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87 SMBchkpath Specification

SMBchkpath Detailed Desedption

SMBchkpath Specification

This core protocol request verifies that a path exists and is a directory. For example, SMB
redirectors which maintain a concept of a working directory might use SMBchkpath to verify the
validity of a change working directory command. Note that an LMX server does not have a
concept of working directory. The SMB redirector must always supply a full pathname (relative

to the TID).

SMBchkpath Deviations

None.

SMBchkpath Field Descriptions

smb_path
checked.

SMBchkpath Ecror Code Descriptions

From SMB redirector To SMB redirector
Field Name Field Value Field Name Field Value
smb_com SMBchkpath smb_com SMBchkpath
smb_wct O smb_wct 0
smb_bce min=2 smb_bcc O
smb_buf(] smb_path

An ASCITZ (type O4) buffer containing the name of the directory to be

CAE Code |DOSClass |DOS Code Description
ENOIDIR |ERRDOS |ERRbadpath A component of the path was not a directory.
ENOENT ERRDOS |ERRbadfile "The specified directory does not exist.
EACCES | ERRDOS |ERRnoaccess |A component of the path lacked search permission.
FACCES ERRSRV FRRaccess No read permission in specified directory.
ENXIO ERRDOS  |ERRbadpath The specitied path wasn't a directory.
ENFILE ERRDOS  |ERRnofids System file table full.
EMFILE ERRDOS  |ERRnofids LMXsession has too many open files.
EIO ERRHRD |ERRdata Physical I/Oerror on disk.
ERRSRV ERRinvnid Invalid TID specitied.
ERRSRV ERRerror Internal error.
ERRSRV ERRbaduid The UID given (smb_uid) is not known as a valid ID
on this LMX session.
- SUCCESS |SUCCESS Everything worked, no probleimns.

SMBEBchk path Precooditions

SMB request, UTD and TID are valid and represent the appropriate access rights to perform the

action.
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SMBchkpath Postcooditions

If no error is rewuimed, smb_path referred to a valid existing directory which is readable by the
SMB redirector.

SMBchkpath Side Effects

None.

Cooventiops

» Filename (see Section 350n page 15.

110 X/Open CAE Spedi fication (1559

Page 129 of 535



Chapter 9

Core SMB Spool Operation Requests

This section defines the elements of core SMB protocol which support spooling and printing
operations. They are:

SMBsplapen areate a new spool file

SMBsplwr write to a spool file

SMBsplelase cose a spool fite and queue it for spooling
SMBsplretqg retwm information on the spool queue

91  SMBsplopen Specification

SMBsplopen Detalled Description

This core protocol request will create a spool file. The file will be deleted once it has been
printed. The LMX server will grant write permission 1o the creator of the file. No other LIMX
session will be given any access permissions to the file.

All users will have read permission on the print spool queue, but only the print LMX server has
write permission (0 it.

SMBsplopen Deviations

Some LIMXservers do not distinguish bertween text and graphics modes.

SMBsplopen Fleld Descriptions

From SMEB redirector To SMB redirector
Field Name Field Value Field Name Field Value
smb_com SMBsplopen smb_com SMBsplopen
smb_wc! 2 smb_wet 1
smb_vwv[(} smb_psdlen smb_vwv[( smb_fd
smb_vwv|[ 1] smb_mode smb_bce (@)
smb_bce min= 2
smb_buf smb_ident |
smb_psdlen A 16bit integer giving the length of printer setup data to be sent. This means

that the first smb_psdlen bytes of data sent to this spool file will be treated by
the LMXserver as setup data.

smb_mode A 16Dit field providing additional control over the printing of this file. The
field can have the following values:

O Text mode. Some LMX servers expand ASCII TABs to spaces in this

mode.

1  Graphics mode. The LMXserver treats the data as raw octets and will not
interpret or change it.
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smb_ident

smb_fid

Core SMB Spool Operation Reguests

An ASCIIZ (type OO buffer containing a suggested name for the spoo! file.
The LMX server may ignore, truncate, or otherwise use this information in any

way.

The FID of the spool file. Data written to this FID will be spooled.

SMBsplopen EcrocCode Descriptions

CAE Code

DOSClass |DOS Code

Description

EACCES

EINTR
EMFILE

ENFILE
EROFS

FRRSRV
ERRSRV

ERRSRV
ERRSRV

ERRSRV

ERRDOS

FRRSRV
ERRDOS

ERRDOS
ERRSRV

ERRSRV
ERRSRV

SUCCESS

ERRerror
ERRerror

ERRqfull
ERRqtoobig

ERRercor
ERRnoaccess

ERRerror
ERRnofids

ERRnofids
ERRerror

ERRinvdevice
ERRbaduid

SUCCESS

The request SMB was invalid or malformed.

The LMX server cannot find the spool queue for
this file.

Insufficient resources to create the princ job.

The queue is full: no entry is available to create
the job.

The LMX server has exhausted some resource
and cannot create the print job.

Search permission is denied on a component of |
the path-prefix.

A signal was caught during a system call.
Maximum number of flle desaiptors are
currently open in this process.

System file table is full.

The spooal file or spool queue resides on a read-
only file system.

The TID does not refer to a printer resource.

The UID given (smb_uid) is not known as a valid
ID on this LMX session.

Everything worked, no problems.

SMBsplopen Precanditions

The SMB request, UID and TID are valid and represent the appropriate access rights for the

action.

SMBsplopen Pastcanditions

L If successful, smb_fid contains the FID to be used in subsequent SMBsplwr requests for this
spool file.

2 Although some resources were reserved to create the spool file, there is no guarantee that
sufficient resoutces exist for a given amount of data to be spooled within this spool file.

SMBsplopen Side Effects

A spool file has been created on the LMXserver.

Coaventlons

» Print Spooling (see Section 4 6on page 5.
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92  SMBsplwr Specification

SMBsplwrDetailed Description

SMBsplwr Specification

This core protocol request appends the data block to the spoo! file specified by the FID. The first
block sent to a spool file must contain the printer setup data; the length of this data was specified
in the SMBsplopen request. Additional data may appear with the firse block sent.

SMBsplwrDeviatioos

[t is possible that LMX servers are such that if an SMBsplwr request contained a imessage of
length greater than the maximum wansmit size for the TID specified. the LMX server would
abort the LMXsession to the SMB redirector (see Section 6 1on page 55and Section 620on page
59. Rather than aborting, the LMX server could accept an amount of data which is cthe lesser of
the amount the SMB redirector indicated would be sent and the size of the data in the buffer.

SMBsplwrField Desceiptions

From SMB redirector To SMBredirector
Field Name Field Value Field Name Field Value
smb_com SMBspiwr smb_com SMBsplwr
smb_wct 1 smb_wct 0)
smb_vwy[() smb_fid smb_bec 0
smb_bec nin=4
smb_buf smb_data
smb_fid The FID for a spool file. Obtained inan SMBsplopen response.
smb_data A Data Block (type Ol buffer, containing data to be written to the spool file.

The first bytes of the first smb_data field sent to a newly-opened spool file are
oconsidered to be printer setup data; the length of this setup data is specified in
the sinb_psdlen bield of the SMBsplopen request.

SMBsplwrError Code Descriplions
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CAECode |DOSClass |DOS Code Description
EBADF ERRDOS | ERRbadfid FID is valid, but no longer accepted by the
underlying operating system.
- ERRDOS  |ERRbadfid Invalid FID.
EAGAIN |ERRDOS | ERRnoaccess A temporary resource limitation prevented chis
data from being writen.
EIO ERRHRD | ERRwrite A physical [/Oerror has ocaurred .
ERRSRV ERRqtoobig A part of the spooler subsystem failed due to
lack of file system space.
- ERRSRV ERRinvnid The TID in the command is invalid.
- ERRSRV ERRbaduid The UID given (smb_uid) is not known as a valid
ID on this LMX session.
SUCCESS |SUCCESS Everything worked, no problems.
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SMBsplwr Preconditioos

1 The SMB request, UID and TID are valid and represent the appropriate access rights for the
action.

2 Thespool file specified by smb_fid must have been opened with SMBsplopen.

SMBsplwr Postconditions

If no error is retumed, the data sentin the request will be written to the spool file.

SMBsplwr Side Effects

None.

Cooventiops

» Print Spooling (see Section 48on page 35.
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93 SMBsplclose Specification

SMBsplclose Detailed Desecdption

SMBsplclose Specification

This core protocol request invalidates the specified FID and queues the file for spooling. The FID

must reference a spool file.

SMBsplclose Deviations

None.

SMBsplclose Field Descriptions

smb_fid

SMBsplclose Error Code Descriptions

From SMB redirector To SMB redirector
Field Naime Field Value Field Name Field Value
smb_com SMBsplclose smb_com SMBsplclose
smb_wct 1 smb_wct O
smb_vwv[Q] smb_fid smb_bec 0
smb_bcc O

The FID of the spool file to be dosed and queued for spooling.

CAECode [DOSClass |DOS Caode Description
EBADF ERRSRV ERRerror The LMXserver could not use a valid FID.
- ERRDOS | ERRbadfid The FID in the 1equest is not valid.
- ERRSRV ERRinvdevice | The FID does not refer to an open spool file.
ERRSRV ERRinvnid The TID innthe command isinvalid.
- ERRSRV ERRbaduid The UID given (smb_uid) is not known as a valid
ID on this LMX session.
SUCCESS |SUCCESS Eveiything worked, no problems.

SMBsplelose Preconditions

L The SMBrequest. UID and TID are valid and represent the appropriate access rights for the

action.

2 smb_Ad must refer to a spool file opened with SMBsplopen.

SMBspleclose Posteonditions

L If no errors have ocourred, the spool file will be closed and the job scheduled.

2 Ifan error has occurred, it is possible that the data was not printed and may have been lost.
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SMBsplclose Side Effects
1 Thedataisspooled. Refer to Section 4.60n page 36
2 During or after the printing of the file, the resources consumed by it will be released.

Cooventiops

» Print Spooling (see Section 48on page 35.
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SMBsplretq Specification
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94  SMBsplretq Specification
SMBsplretq Detailed Description
‘This core protocol request obtains a list of the elements currenty in the print spool queue on the
LMXserver. Zero or less than the requested number of elements will be returned only when the
beginning or end of the queue is encountered.
SMBsplretq Deviations
Some LMX seivers cannot search the queue backwards, and will respond to requesis for
backward searches with a forward search instead. The in intercept bit in the smb_status field of
smb_data will never be used.
SMBslpretq Field Desceiptions
From SMB redirector To SMB redirector
Field Naime Field Value Field Name Field Value
smb_com SMBsplretq smb_com SMBsplretq
smb_wct 2 smb_wct 2
smb_vwyv[() smb_maxcount smb_vwv(( smb_count
smb_vwy[ 1] smb_st_index smb_vwv(]] smb_res_index
smb_bce @) smb_bec min=33
smb_buf smb_data _
smb_maxcount A 16bit integer specifying the maximum number of entries to return. 1f
positive, search forward in the queue; if negative, search backwards. If
smb_maxcount enuies require more data than can fit in a message, those entries
which fit are returned and no error is generated.
smb_st_index A 16Dbit integer indicating the first entry in the queue to retun. A value of O
indicates the start of the queue; other values should only come from the
smb_res_index field of previous SMBsplretq responses.
smb_count A 16Dbit integer indicating how many entries were actually returned.
smb_res_index A 16Dbit integer giving the index of the entry following the last enuy rewrned;
it may Dbe used as the start index in a subsequent request to resume the queue
listing.
smb_data A Data Block (cype O buffer containing an array of smb_count queue element
structures. Each queue element is 28 bytes in length and contains the
following fields:
'O 16bit field  smb_date
| &2 16bit field  smb_time
M 8bit field smb_status
| &5 16bit field  smb_file
g7 bitfield smb_size
11  8bit field smb_res
12 8bit field smb_name| 16
smb_date A 16bit field containing the date for when the file was
created. Refer 1o Section 5320n page 43
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smb_time

smb_status

smb_file

smb_size
smb_res

smb_name

Core SMB Spool Operation Requests

A 16Dbit field telling dme for when the file was created.
Refer to Section 53 lon page 43

An 8bit field indicating the file's staws in the print spool
queue as follows:

01 held or stopped

(67007 printing

6708 awaiting print

x4 in intercept (never used)
>x05 file had error

(670} printer error

(6%0746 i} reserved:; do not use

A 16bit integer containing the spool job 1D, as generated on
the LMX server during the processing of the SMBsplopen
request for this spool file.

A R bit integer containing the size of the file in bytes.
An 8bit reserved field; MBZ (Must Be Zero).

A 16 byte string identifying the spool file. This may be the
originating SMB redirector's name or the spool fillename.
The spool filename is created by the LMX server when an
SMBsplopen request is received. This string is left-justified
and NULL-filled in the field.

SMBsplretq Error Code Descriptions

CAECode |DOSClass |DOS Code Description
- ERRHRD | ERRnoweady |Any of several errors could be mapped to this
error code.
- ERRHRD | ERRerror A resource limitation was exceeded.
- ERRSRV ERRbaduid The UID given (smb_uid) is not known as a valid
ID on this LMX session.
- SUCCESS |SUCCESS Everything worked, no problems.

SMBsplretq Preconditions

L Themaximum SMBsize permits at least 28 smb_max_count bytes of data in addition to the
SMB header and request subheader.

SMBsplretq Postcondidons

None.
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SMBsplretq Side Effects

None.

Cooventions
This is a request where the UID and the TID need not be valid for service.
» Print Spooling (see Section 48on page 35.
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Chapter 10

Core Plus SMB File Operations

This section defines the elements of the core plus SMB protocol which provide for file
operations. They are:

SMBnegprot negotiate modifications when the core plus dialect is selected by the LMX
scrver

SMBreadbmpx read block multiplexed
SMBwritebmpx  write block multiplexed
SMBreadbraw read block raw from a file
SMBwritebraw  write block raw to a file
SMBlockread lock a byte range and read it
SMBwriteunlock  write (0 a byte range and unlock it

SMBwriteclose write to a file and close it

10.1  SMBnegprot Specification

SMBnegprot Detailed Description

This SMB protocol request is sent (o establish the protocol dialect that the SMB redirector and
LMX server will use when communicating with each other. The SMB redirector sends a list of
dialects that it can use for communication. The LMX server responds with a selection of one of
those dialects (humbered O to 1) or -1 indicating that none of the dialects were acceptable.
Exactly one negotiate message must be sent on each NetBIOS session; subsequent negotiate
requests must be rejected with an error response and no action will be taken. The rules for the
use of SMBnegprot outlined in Section 6 1on page 35hold here as well.

SMBnegprot Deviations

None.

SMBnegprot Field Descriptions
Field descariptions for other dialects of the SMB protocol (SMBregprof) are:

From SMEB redirector To SMB redirector

Field Name Field Value Field Name Field Value

smb_com SMBnegprot smb_com SMBnegprot

smb_wct @] smb_wet 3

smb_bee min=2 smb_vwv[() smb_indax

smb_bufl] dialectO smb_vwv[ -] smb_rsvdO
smb_vwv([g smb_blkmode
smb_vwv[6 IF smb_rsvd
smb_bce O
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The flelds are defined as:

dialectn A Dialect (type O8) buffer containing the name of a dialect (refer to Section 54
on page 48.

smb_index The dialect selected by the LMX server; corresponds to the indexth dialect
string in the request, where the first string is numbered O

smb_rsvdQ Reserved; MBZ (Must Be Zero).

smb_blkmode Whether or not SMBreadbraw and SMBwritebraw are supported.
BicO  Ifset, SMBreadbraw is supported.
Bit 1 Ifset, SMBbwritebraw is supported.
Bit 2 15 Reserved; Must Be Zero.

Some SMB redirectors when negotiating the core plus dialect ignore these bits
and assume both SMBs are acceptable.

smb _rsvd ! Reserved; MBZ (Must Be Zero).

smb_bce This area is ignored in the core plus dialect.

Note that bit Oof the smb_flg field in the SMB header of the response will be interpreted by the
SMB redirector to indicate support forr SMBlockread and SMBwriteunlock.

SMBnegprotError Code Descriptions

If any error occurs, the LMX server will returm <ERRSRV, ERRerror>; otherwise, <SUCCESS,
SUCCESS: will be retuimned.

SMBaegprot Preconditions

The SMB redirector attempting to negotiate a protocol must have established a NetBIOS session
with the LMXserver.

SMBaegprot Postconditioas

The SMB redirector that negotiated this protoool must be able to handle all aspects of the SMB
dialect negotiated.

SMBnegprot Side Effects

The LMX server will keep a record of which dialect the SMB redirector negotiated and will use
only that dialect in conversations with the SMB redirector.

Cooventions

None.
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102 SMBreadbraw Specification

SMBreadbraw D etailed Description

The read block raw requestis used to maximise the performance of reading a large block of data
from a file on the LMX server. Any supported file type can be read via SMBreadbraw. Up to
65,536 bytes can be read in one request/response regardless of the maximum negotiated buffer
size.

When the SMB redirector sends this request, it guarantees no other request will be issued on the
same L MX session undil the response is received from the LMXserver. Given this guarantee, the
LMX server responds by sending just the requested dara in a single vansport message. No
header of any sort is generated. Because the entire response is sent as a single message, the SMB
redirector can determine how much data was acwually sent.

[f the request is to read more data than is present in the file, the read response will be of the
length actually read from the file. If the read begins at or after EOF, or some other eror is
enoountered, a zero-length message is sent in response. An SMB redirector will send a read
request other than SMBreadbraw to find out what happened, at which time an EOF indication or
error is returned in the response to that request.

[f an error should occur at the SMB redirector end, all data must be received and thrown away.
The LMXserver will not be informed.

SMBreadbcaw Deviations

Suppott for the timeout field for file ypes other than named pipes is optional. If timeouts are
not supported, all requests are treated as non-blocking.

SMBreadbcaw Field Descciptions

From SMB redirector To SMBredirector
Field Naime Field Value Field Name Field Value
smb_com SMBreadbraw raw data
smb_wct 8
smb_vwyv[() smb_fid
smb_vwy[ 13 smb_offset
smb_vwy[3 smb_maxcent
smb_vwy[4] smb_mincnt
smb_vwyv[54 smb_timeout
smb_vwv[7) smb_rsvd
| smb_bec O
smb_fid The FID for the read.
smb_offset A Z2Dbit unsigned integer giving the offset into the file, in bytes, at which the
read is to begin.
smb_maxcnt Anunsigned 16bit field indicating the number of bytes to be read.
smb_mincnt If a timeout is specified, this is the minimum number of bytes that must be

read for the reguest to returm before timing out.

smb_timeout A Rbit integer giving the number of milliseconds to wait for at least
smb_minent bytes of data to be read. A value of zero (O indicates the read
should not black. A timeout of —1 means the LMX server should wait
indefinitely. A dmeout of —Zindicates the default dmeout for the named pipe
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should be used.

smb_rsvd A 16Dbit reserved field, which should be ignored.
The response contains no headers or other overhead, and is a single message containing the
bytes that were read. A zero-length message indicates either smb_offset pointed beyond the
current EOF or some other error occurred.
SMBreadbcaw ErcorCode Descriptions
No errors may be retumed in the response to this request. Instead. any errors are saved until the
nexu request for this file, at which time they will be returned.
SMBreadbcaw Preconditions

L The SMBE redirector has sent a valid SMB request with a valid TID for a readable resource.

2 TheFIDisvalid and the process has read access.

SMBreadbraw Postconditions

The LMXserver has rewurned to the SMB redirector either all of the requested raw data, all of the
data up to the EOF, or a response with no data.

SMBreadbcaw Side Effects

Since the LMX server is not allowed (o return errors with this SMB request, a return of Obytes
can indicate either EOF, file system read error, outstanding break or block, or that the LMX
server is temporarily out of some required resource. In the case of a O byte return, the SMB
redirector should follow up with an SMBread or SMBreadmpx request at which time the LMX
server can retuim an error if necessary.

Cooventiops

+» Locking (see Section 440n page 33.
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10.3 SMBwritebraw Specification

SMBwritebraw Detailed Description

The write block raw message exchange provides a high-perforimance mechanism for transferring
large amounts of data to be written to a file on the LMX server. Any supported file tpe,
induding spool files, may be written with this exchange.

The SMBwritebraw exchange behaves much like an SMBwritebmpx exchange, except that instead
of addidonal data being sent in secondary requests, all the additional data is sent in a single raw
message; that is, the first segment of data is sent in the primary request, and the remainder in a
single message with no SMB header or SMBwritebraw subheader.

If all the data to be wrimen fits in the primary request, a zero-length secondary request is still
sent: even if the secondary request is zero-length, a secondary response must be generated when
write-through mode was specified.

[f the LMXserver is busy or otherwise unable to support the raw write of the remaining data, the
data sent with the primary request is still written (to stable store if write-through mode was set).
[f any other error ocours, the data is discarded. In either case, an appropriate error is returned in
a secondary response. A primary response is only senc if the primary request was satisfied with
no errors and the LMXserver is prepared for a raw message.

SMBwritebraw Deviations

The smb_timeout and smb_remaining fields will not be supported with I/O devices.

SMBwritebraw Field Descciptions

SMB redirectors using the core plus dialect of the SMB protocol use a slightly different form of
the SMBwritebraw primaiy request, and expect a slightly modified primary response. Both forms
are shown below.

Primary SMBwritebraw (core plus only):

From SMB redirector To SMB redirector
Field Name Field Value Field Name Field Value
smb_com SMBwritebraw smb_com SMBwritebraw
smb_wct O smb_wet O
smb_vwyv[() smb_fid smb_bec 0
smb_vwy[ 1] smb_tcount
smb_vwy[2) smb_rsvd
smb_vwy[3 4 smb_offset
smb_vwyv[54 smb_timeout
smb_vwv[7) smb_wmode
smb_vwy[89 smb_rsvd
smb_bce min=0
smb_buf() smb_data
smb_fid The FID of the file to be written to.
smb_tcount An unsigned 16 bit field giving the total number of bytes that will be written

to the file. This value must be correct in at least one of the requests in the
exchange; in other requests, it may be an over-estimate.

smb_rsvd These fields are reserved and should be ignored by the LMX server.
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smb_offset

smb_timeout

smb wmode

smb_data

A 2bit integer giving the position in the file at which the bytes in the request
should be written.

A R2bit integer giving the number of milliseconds the LMX server may block
while trying to complete the write. This value is ignored for regular files. For
1/0 devices and named pipes (cefer to the X/Open CAE Specificadon, IPC
Mechanisms for SMB). the LMX server will wait this much time o complete
the write. If smb_timeout is — 1 the LMXserver will wait indefinitely; if it is —2
the server will wait the default amount of time for the file. An LMX server
may choose to treat all timeouts as O, that is, do not block.

A 16bit flag field controlling the write mode. If bit O is set, write-through
mode is requested; the LMX server will write all data atomically and
acknowledge the write with the secondary response. If clear, write-behind is
permiaed; the LMX server need not write atomically and need not repor
completion. Ifbit 1is set, the LMX server should fill in the smb_remaining field
in the primary response.

The acwual data to be wrimen. This is a string of bytes in no particular format.

Note that, in the core plus protocol dialect, there is no padding between the end of the
smb_vwv|] block and the data to be wrimen.

Secondary SMBwrifebraw:
From SMB redirector To SMB redirector
Field Name Field Value Field Name Field Value
raw data smb_com SMBwritec
smb_wct 1
smb_vwv[(] smb_count
smb_bcc 0

smb_count
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The total number of bytes written. If this is different from the smallest
smb_tcount sent by the SMB redirector, some error occurred (for example, out
of free space on the file system).
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SMBwritebraw Error Code Descciptions

CAECode |DOSClass |DOS Code Description

2 ERRDOS | ERRbadfid Invalid FID.

- ERRDOS | ERRnoaccess File opened in deny write mode, or wrile range
overlaps alock.
- ERRDOS | ERRbadaccess |Invalid openinode for the attempted operation.
- ERRSRV ERRerror Corrupt SMB.
- ERRSRV ERRinvnid Invalid TID.
- ERRSRV ERRnoresource | The LMX server is temporarily out of a needed
resource.
- ERRSRV ERRtmeout Requested operation titmed out.

ERRSRV ERRuseMPX Can't do raw mode at this time; use

SMBwritebmpx.

- ERRSRV ERRuseSTD Can'tdo raw mede ac this time; use SMBwrite or
SMBwriteX.

3 ERRSRV ERRbaduid The UID given (smb_uid) is not known as a valid
ID on this LMX session.

- SUCCESS | SUCCESS Everything worked, no problems.

SMBwritebraw Preconditions
L The primary SMBwas valid and specified a valid TID for a writable resource.
2 TheTID was valid, and the process had write access to the file,

3 Before sending the secondary message, the LMXserver must have sent a primary response.
The LMX server has been able 1o write the accompanying data to disk, allocated the
needed memory for a buffer, and senc the response 1o the SMB redirector.

SMBwritebraw Postconditions

L If write-chrough mode is set, a primary response or secondary response indicates the data
in the primary response has been written to stable store (unless some error other than
ERRuseSTD or ERRuseMPX was returned).

2 After a primary response is received, the LMX server is ready for a raw secondary
niessage.

SMBwritebraw Side Effects

None.

Cooventions
» Locking (see Section 440n page 33.

Protocols for X/ Open PC Interworking: SMB, Version 2 127

Page 146 of 535



SMBJockread Specification

104 SMBlockread Specification

SMBlockread Detailed Descciption

This lock and read protocol request has the effect of explicidy locking the bytes in the specified
range and then reading them. The lock is maintained undl explicitdy released by the SMB
redirector or the SMB redirector closes the file. Only the bytes actually read by this request are
locked, not the bytes specified in the advisory smb_countleft field.

Core Plus SMB File Operations

Support for this SMB is optional; an LMX server should set the appropriate bit in the smb flg
field of the SMBnegprot response (see Section 6 1 on page 55 for other dialects of the SMB
protocol and Section & 1on page 39.

SMBlockread Deviations

None.

SMBlockread Field Descriptions
The request and response format are identical to that of SMBread (see Section 7.4on page 73.

SMBlockread Error Code Descciptions

For a more complete description of the potential error codes resulting from this SMB message
see Section 7.4o0n page 73and Section 7.7on page 81

CAECode |DOSClass |DOS Code Description
- ERRDOS  |ERRnoaccess |Noread access to TID.
EBADF ERRDOS | ERRbadfid Invalid FID.
- ERRDOS |ERRlock The intended read range overlaps a lock held by
another proocess.
EPERM ERRDOS |ERRbadaccess |No read access for the file.
- ERRSRV ERRerror Corrupt SMB.
- ERRSRV ERRinvdevice |TIDis not for a file system subtree.
- ERRSRV ERRinvnid Invalid TID.
- ERRSRV ERRbaduid The UID given (smb_uid) is not known as a valid
ID on this LMX session.
- SUCCESS | SUCCESS Everything worked, no problems.

SMBlockread Preconditions
1 The SMB redirector has sent a valid SMB with a valid TID for a readable file system

resource.

2 TheFIDisvalid, and the process has read access to the file.

3 Therange of bytes to be read is not already locked by some other process.
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SMBlockread Postcoaditions

L The requested number of bytes (smb_bytecount) has been locked, read and returned, in that
order.

2 The currenc file position is left after the bytes read.

SMBlockread Side Effects

L  Other SMB redirector processes will be unable to access the locked record until the SMB
redirector holding the lock has released it or unless they are using the same FID.

2 The LMX server may have pre-read the remaining bytes (smb_countleft - smb_bytecount) to
increase the performance of subsequent reads from the same proocess.

Cooventiops

+» Locking (see Section 44on page 33.

Protocols for X/ Open PC Interworking: SMB, Version 2 12

Page 148 of 535



SMBwriteunlock Specification Core Plus SMB File Operations

10.5

SMBwriteunlock Specification

SMBwriteunlock Detailed Description

This write and unlock protocol request has the effect of writing to a range of bytes and then
unlocking them. This request is usually complementary to an earlier usage of SMBfockread on
the same range of bytes. Orly the range of bytes actually written to is unlocked, not the range
specified in the advisory smb_countleft field. If an error occurs during the write, the byte range
should not be unlocked.

Aside from the lack of special handling of zero-length writes, this request behaves in an identical
fashion to a core protocol SMBwrite request followed by a core protocol SMBunlock request.

Support for this SMB is optional; an LMX server should set the appropriate bit in the smb _flg
field of the SMBnegprot response (see Section G 10on page 55 for other dialects of SMB protocol
and Section 4 1on page 37).

SMBwriteunlock Deviations

See Section 7.50n page Band Section 7.80n page &3

SMBwriteunlock Field Descriptions

The SMBwriteunlock request and response forimat are identical to those of SMBwrite (see Section
750n page 79.

SMBwriteanlock EcrocCode Descriptions

For a list of other errorr codes generated during the handling of this SMB see Section 7.50n page
75and Section 7.8on page &3

CAECode |DOSClass |DOS Code Description |
- ERRDOS |ERRlock The requested range was locked by a different
Process.
SUCCESS | SUCCESS Everything worked, no problems.

SMBwriteunlock Pcecoaditions

L The SMB redirector has sent a valid SMB request with a TID for a writable file system
subtree.

2 TheID must be valid and the process must have write access.

3  The write operation must succeed before the unlock operation is attempted.

SMBwriteunlock Postcooditions
1 FEither the write succeeded or an error was returned.

2 If the write succeeded, the byte range was unlocked.

X/Open CAE Spedification (1559
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SMBwriteunlock Side Effects
Samee as for SMBwrite and SMBunlock.

Cooventions

» Locking (see Section 4.40n page 33.
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Core Plus SMB File Operations

106 SMBwriteclose Specification

SMBwriteclose Detailed Description

The write and close protocol request is used o first write the specified bytes and then close the
file. Any supported file type, including spool files, may be specified in this request. This request
behaves identically (o an SMBwrite request followed by an SMBclese request. Any buffered data
must be flushed to stable store or to the device before the response is sent.

SMBwriteclose Deviatioas

See Section 7.50n page Band Section 1260n page 18for details.

SMBwriteclose Field Descriptions

smb_fid

smb_count

smb_offset

smb_time
smb_rsvd
smb_pad

smb_data

From SMB redirector To SMB redirector
Field Naime Field Value Field Name Field Value
smb_com SMBwriteclcse smb_com SMBwriteclose
smb_wct ©®or 12 smb_wet 1
smb_vwyv[() smb_fid smb_vwv(( smb_count
smb_vwy[ 1] smb_count smb_bcc 0
smb_vwy[23 smb_offset
smb_vwy[49 smb_time
smb_vwy[6 1]) smb_rsvd
smb_bce (1+ smb_count)
smb_buf(] smb_pad

smb_data
The FID to be dosex.

In the request, the number of bytes of data to be written. In the response, the
number of bytes that were actually written.

A 22hit offset into the file, in bytes, at whidh the data is to be written.

A Z2Dbit dme value to be used as the last modify time for the file. A value of
zero indicates the last modified dme should be unchanged.

This six 16bit field is only present if smbh_wct is 12 These fields should be
ignored.

A single 8Dit field which is used to pad out the beginning of the sinb_data area
to a Exbit address boundary.

A suing of bytes, in no particular format, whose length is given by smb_count.
This is the data to be written.

SMBwriteclose Ecror Code Descriptions

Exactly the errors returned by SMBwriteX and SMBclose can be returned for this request. If an
error occurs during the write operation, the file will still be dosed. Only one error can be
returned in the response; if errors occur during both the write and close operations, the close

error is reported,
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SMBwriteclose Precooditions
1 The SMB redirector has sent a valid SMBwith a TID for a writable resource.

2 TheFIDisvalid and the process has write access to the file.

SMBwriteclose Postconditions

1 The data in the call is written (o the file. If an eivor occurred, it will be reported unless a
close error occurs as well.

2 The fileis closed and any errors are reported.

SMBwriteclose Side Effects
Any buffered data for the file is written, and any outstanding locks are released in random order.

Cooventions

» Locking (see Section 440n page X3.

Protocols for X/Open PC Interworking: SMB, Version 2 133

Page 152 of 535



Core Plus SMB File Operations

134 X/Open CAE Spedi fication (1559

Page 153 of 535



Chapter 11

Extended 1.0SMB Connection Management Requests

This section defines those elements of the extended 10 SMBRB protocol dialects which support
connection and LMX session management. They are:

SMBnegprot negotiate modifications when an extended dialect is selected by the LMX
server

SMBsecpkgX negotiate security packages and related information
SMBsesssetupX  set up a session, log on a user

SMBtconX extended Tree Connect

11.1 SMBnegprot Specification

SMBrnegprot Detailed Description

This SMB protocol request is sent to establish the protocol dialect that the SMB redirector and
LMX server will use when comimunicating with each other. The SMB redirector sends a list of
dialects that it can use for communication. The LMX server responds with a selection of one of
those dialects (numbered O to n) or — 1 indicating that none of the dialects were acceptable.
Exactly one negotiate message must be sent on each NetBIOS session; subsequent negotiate
requests must be rejected with an error response and no action will be taken. The rules to the
use of SMBnegprot outlined in Section 6 lon page 56hold here as well.

SMBrnegprot Deviations

None.
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Extended 1.0SMB Connection Management Requests

SMBaegprot Field Desccptions

Field descriptions for other dialects of the SMB protwocol (SMBnegprot) are:

From SMB redirector To SMB redirector
Field Name Field Value Field Name Field Value
smb_com SMBnegprot smb_com SMBnegprot
smb_wct O smb_wct 13
smb_bec min=2 smb_vwv[(] smb_index
smb_bufl] dialectO smb_vwv(1] smb_secmode
smb_vwv(d smb_maxxmt
. smb_ywv(3 smb_maxmux
dialectn smb_vwv(4] smb_maxvcs
smb_ywv(H smb_blkmode
smb_ywv (67 smb_sesskey
smb_vwv(g smb_srv_time
smb_vywv([d smb_srv_date
smb_ywv[ 10| smb_srv_tzone
smb_ywv[11 17 smb_rsvd
smb_bec
smb_bufi] smb_cryptkey||
The fields are defined as:
dialectn A Dialect (type C2 bulfer containing the name of a dialect (vefer to Section 54
on page 483.
smb_index The dialect selected by the LMX server; corresponds to the indexth dialect

smb_secmode

smb_maxxmt
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string in the request, where the first string is numbered Q
This flag field desaribes the LMX server's security mode.

BicO  If set, the LMX server is in user-level security mode; if clear, share-
level.

Bic 1 If set, the LMX server supports password enaryption in SMB form
(see Section 113on page 144and Appendix D on page 279.

Bic2  If set, the LMX server supports the SMBsecpkgX extended security
package negotiation (see Section 112on page 133.

Bit 3 15 Reserved; MBZ (Must Be Zero).

The LMX server’s maxinwum SMB buffer size in bytes. Minimunm value is 1K
byte. This provides sufficient room for most requests and responses. All SMB
requests including chained requests must fit in this buffer size.

This is the maximum SMB message size which the SMB redirector can send to
the LMX server. This size may be larger than the smb_bufsize value in the
SMBsesssetupX request, sent to the LMXserver from the SMB redirector, which
is the maximum SMB message size the LMX server may send to the SMB
redirector.

For example, if the LMX server's bulfer size (smb_maxxmt in the SMBnegprot
response) were 4K byte and the SMB redirectors's buffer size were only 2
byte (smb_bufize in the SMBsesssetupX request), the SMB redivector could send
up 1o 4K byte of data in an SMBwrite (or SMBwriteX) request but may request
no more than 2K byte of data in SMBread (or SMBreadX) requests. The largest
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smb_maxmux
smb_maxvcs

smb_blkmode

smb_sesskey
smb_srv_time
smb_srv_date

smb_srv_tzone

smb_rsvd

smb _bcc

smb_cryptkey

response from the LMX server would also be ZK byte.

The maximum number of simultaneous multiplexed reads supported per
LMX session; must be at least 1.

The maximum number of NetBIOS sessions supported per LMX session.
Mustbe 1

Whether or not SMBreadbraw and SMBwritebraw are supported.
BicO  Ifset, SMBreadbraw is supported.

Bit 1 Ifset, SMBbwritebraw is supported.

Bit 2 15 Reserved; Must Be Zero.

Some SMB redirectors when negotiating LANMAN 1O dialect ignore these
bits and assume both SMBs are acceptable.

A it value of the LMXsession key; uniquely identifies an LMX session.
16.bit current time acoording to the LMXserver (see Section 53 1on page 43.
16bit current date according to the LMX server (see Section 5320n page 43.

A 16bit value for the number of minutes the current time zone is away from
GMT.

A Dit reserved field. Must be zero.

In the case of SMBnegprot, the field gives the length of the twken in
smb_cryptkey.

This is an unformatted array of bytes which contains an opaque token to be
used for password encryption (see Section 11Z2on page 13 Section 1L30n
page 14dand A ppendix D on page 279.

Note that bit Oof the smb_flg field in the SMB header of the response will be interpreted by the
SMB redirector to indicate support for SMBlockread and SMBwriteunlock.

SMBnegprotError Code Descriptions

If any error occurs, the LMX server will return <ERRSRV, ERRerror>; otherwise, <SUCCESS,
SUCCESS> will be returmed.

SMBnegprot Preconditions

The SMB redirector attempting to negotiate a protocol must have established a NetBIOS session
with the LMXserver.

SMBnegprot Postconditioas

The SMB redirector that negotiated this protoool must be able to handle all aspects of the SMB
dialect negotiated.

Protocols for X/Open PC Interworking: SMB, Version 2
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SMBnegprot Side Effects

The LMX server will keep record of which dialect the SMB redirector negotiated and will use
only that dialect in conversations with the SMB redirector.

If the SMB redirector is to perform password encryption, it must store and use the smb_cryptkey
token in accordance with the encryption function selected (see Section 1120n page 133 or with
the SMB encryption mechanisin (see Section 1130n page 144and A ppendix D on page 279).

Cooventiops

None.
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11.2  SMBsecpkgX Specification

SMBsecpkgX Detailed Deseriptioa

The SMBsecpkgX extended protocol request is used to negotiate the security package to be used
for a given LMX session. Part of the negotiation determines the auchentication and password
enayption algodthms required (0 establish the identity of the user sitting at the SMB redirector
system. The SMBsecpkgX request and response are only used when the LMX server is in user-
level security mode and both the SMB redirector and the L MX server understand Extended User
Authentication (see Section 2Zon page 5.

The SMB redirector will send an SMBsecpkgX request to the LMX server immediately after
receipt of an SMBnegprot response which set bits 1and Zin the smb_secmode field, only if the SMB
redirector supports Extended User Authentication.

An LMX server may reject an SMBsesssetupX request which was not preceded by an acceptable
SMBsecpkgX exchange, or it may instead support SMB-style authentication and encryption
mechanisms (see Section 113on page 144). An LMXserver may provide a mechanism to control
this choice, on either a per-server or per-share basis.

In addition to supporting negotiation of a security package and its components, the SMBsecpkgX
exchange also supports a mechanism for authentication of the serving system to the SMB
redirector similar to the SMB redirector to the LMX seiver mechanism supporied by the
combination of SMBnegprot and SMBsesssetupX requests.

Afer the sucocessful exchange of SMBsecpkgX request and response the SMB redirector will use
as its UID for the LMX session the value of the smb_uid field in the response header. This is the
only case in which the LMX server selects the value of smb_uid o be used for the LMX session.
In all other cases (that is, no SMBsecpkgX exchange) the value of smb_uid is selected by the SMB
redirector.

SMBsecpkgX Deviations

Use of the SMBsecpkgX exchange is only defined for the client-server dialogue package-type. An
LMXserver may implement other package-types without conflict.

Within the client-server package-type negotiation, orly the X/Open security package is defined.
An LMXserver may choose (o support additional packages of that type.

SMBsecpkgX Field Descriptions

From SMB redirector To SMB redirector
Field Naime Field Value Field Name Field Value
smb_com SMBsecpkgX smb_com SMBsecpkgX
smb_wct 4 smb_wt 4
smb_vwyv[() smb_com2 smb_vwv(( smb_com2
smb_vwy[ 1] smb_off2 smb_vwv(]] smb_off2
smb_vwy[2) smb_pkgtype smb_vwv(J smb_index
smb_vwv[3 smb_numpkgs smb_vwv(3 smb_pkgarglen
smb_bcc min=4 smb_bec
smb_bufl) smb_pkglist 1 smb_bufl] smb_pkgargs

smb_pkglist n
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smb_pkgtype

smb_numpkgs

smb._pkglist

smb_index

smb_pkgarglen

smb_pkgargs

A 16bit field containing the package-type being negotiated by this
SMBsecpkgX request and response. The only value defined is Q the package-
type for the dialogue between an SMB redirector and the LMXserver.

A 16bit integer containing the number of packages of type smb_pkgtype being
offered by the SMB redirector. This must be greater than zero.

Eact smb_pkglist is a suucture describing a particular package. The structures
are concatenated together, with no padding, o form the smb_bufsection of the

request.
The smb_pkglist structure {ooks like:

' Field Name Field Type | Contents

smb_pkgnamlen | 16bit field Length, in bytes, of package name in
this structure.

smb_pkgarglen | 16bit field | Length of package-specific info (in
bytes).

smb_pkgname | byte array The nane of the package described
by this structure. This is not
padded.

smb_pkgargs byte array Fackage-specific informaton. The
format of this counted array is
defined by the package name
associated withiit.

A 16Dbit integer containing the number of the package selected by the LMX
server, The first smb_pkglist in the request corresponds to an smb_index value
of O the second corresponds to 1 ete, If the LMX server can support none of
the oftered packages, a — lis returned.

A 16bit integer giving the length, in bytes, of the package-specific information
being returned from the LMX server to the SMB redirector. This may be zero
for some packages.

This is an unstructured array of bytes containing package-specific information
in a format determined by the package selected by smb_index. The format may
be different from that of the smb_pkgargs in the request for the same package.

X/Open has defined one package of type Q this package has smb_pkgname X OPEN. The
smb_pkgargs for this package are defined below.

140
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SMBsecpkgX Specification

Request Response
Type Name Type Name
16 bit field xp_flags 16bit field xp_esel
swing Xp_name 16 bit field xp_usel
16 bit field xp_edialects type Ol xp_ouinf
swing xp_e0 ype Ol xp_nuinf
type O1 xp_Cr
suing Xp_en
16 bit field xp_udialects
swing xp_u0
suing Xp_un
ypeOl xp_Cs

xp_flags A set of flags modifying use of this exchange.

BicO  Ifset, the LMXserver must respond to the challenge, Cs, contained in
this request. If clear, the SMB redirector does not require the LMX
server to authenticate itself.

Bits 1 15Undefined; MBZ (Must Be Zero).

Xxp_name A null-terminated string containing the username. This name, possibly
truncated, should be used by the LMX server to identify which user is to be
authenticated.

xp_edialects The number of bi-directional enayption function (referred to as E()) names
which follow in the pkgargs structure. This must be greater than zero.

Xp_en Each null-terminated string names a particular E() function. The meaning of
these names must be agreed upon by implementors of SMB redirectors and
LMXservers.

xp_udialects The number of password enayption function (U()) names which follow. This
must be greacter than zero.

xp_un Each null-terminated suing names a particular U() function. As with E()
functions, the meaning of these nanies must be mutually agreed upon by SMB
redirector and LMXserver systems.

xp_Cs This data (type Ol buffer contains a challenge string. The response string,
xp_Cr, will be generated using the E() selected by the LMX server, and the
password stored on the LMX server for the user indicated by xp_usernaine.
The SMB redirector can use the password, as typed by the user, xp_ouinf, and
the challenge response to ensure that the LMX server in fact knew the user's
password as well. The particular algorithm for accomplishing this depends
uport the E() and U() functions negotiated. This field is meaningless ard
should be ignored if bit Oof xp_flags is not set.

xp_esel The index of the xp_en which the LMXserver has selected. This index is zero-
based, in the same fashion as smb_index (above). If none of the offered xp_en
functions are supported by the LMX server, a — L will be returmed it this field
ard an error will be returmed.

xp_usel The index of the xp_un which the LMX server has selected. This index is
zero-based. If none of the offered xp_un functions are supported by the LMX
server, a — lwill be returned in this field and an error will be returned.

Protocols for X/ Open PC Interworking: SMB, Version 2 11
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142

xp_ouinf A data (type O1) buffer, whose contents are used in combination with the
user’s password and the chosen U() to reproduce the password as stored on
the LMX server. This string may be unused for some U() and would be of
zero length if such a U() were selected.

xp_nuvinf A data buffer whose contents are to be used if the password for this user is
changed via some administrative protocol. Some LMX servers may not
support such an administrative protoco!, and some U() functions require no
such data or permit reuse of such data: in any of these cases, the length of this
buffer will be zero.

xp_Cr A data buffer containing the response o xp_Cs: see above. This field will be
ignored and should be of zero length if bit Oof xp_flags was not set.

SMBsecpkgX Ecror Code Descriptioos

CAE Code |DOSClass |DOS Code Description

- ERRSRV ERRbadpermits | For either the E() or U () functions, there was no
match between the functions supported on the
SMB redirector and LMX server.

- ERRSRV ERRerror The SMB redirector has already negotated this
package-type.

- ERRSRV ERRbaduid The UID given (smb_uid) is not known as a valid
ID on this LMX session.

- SUCCESS |SUCCESS Everything worked, no problems.

If the user named in the xp_name field does not exist on the LMX server, the LMX server should
nonetheless generate a propetly formatted response with data that appears to be valid. The SMB
redirector attempt to set up an LMX session should be rejected after the SMBsesssetupX request is
received.

SMBsecpkgX Preconditions

The LMXserver must have set bits land 2of the smb_secmode fleld in its SMBnegprot response on
this same NetBIOS session.

SMBsecpkgX Postconditions

If the optional SMB redirector challenge was used, the SMB redirector can rely upon the LMX
server actually knowing the uset’s password.

SMBsecpkgX Side Effects

All authentication exchanges after this SMB exchange will use the selected E() as an encryption
and decryption mechanism. All passwords passed over the connection after this SMB exchange
will be encoded using the selected U () and xp_ouinf/xp_nuinfinformation.

X/Open CAE Spedification (1559
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Cooventions
» Chaining (see Section 390n page 2.

Only SMBsesssetupX may be chained to SMBsecpkgX. Furthermore, this can only be successfully
done if:

L Only one E() and U() function is offered in the SMBsecpkgX request. If distinct functions
are offered, the SMB redirector cannot know a priori which E() or U() function to use to
compute the encrypted user password.

2 TheU() function does not require the use of xp_cuinf to compute the encrypted password.
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SMBsesssetupX Specification

SMBsesssetupX Detailed Deseriptioa

This extended protocol request is used to further set up the LMX session normally just
established via the SMBnegprot request/response. The SMBsesssetupX request serves two
purposes: identification of the user for this LMX session, and negotiation of SMB redirector-side
communication pararmeters.

o UserIdentification

The actual semantics for this request are governed by the security mode of the LMX server.
See Section 220on page 5for a discussion of these modes.

Inuser-level security mode, the SMB redirector will establish a mapping between a particular
username on the LMX server and a UID which the SMB redirector will use to represenc chat
user. A password may be sent by the SMB redirector to authenticate that the person using
the SMB redirector is indeed the username to be mapped to. Further, the password may be
encrypted to ensure security.

The LMXserver validates the username and password supplied and, if valid, it establishes a
mapping between the LMX session’'s UID and the actual UID corresponding to the speci fied
username and password. Thatactual UID will be used for access checks required by requests
issued on behalf of the UID on this LMXsession.

The value of the UID is relative to an LMX session; it is possible for the same UID value to
represent two different users on two different LMX sessions on the LMX server. The LMX
server must map the pair of <LMXsession 1D, UID> to the different accounts.

In share-level security mode, the username and password are unused. The LMX server
should use a unique, reserved account and corresponding actual UID to perform access
checks for all requests.

« SMBRedirector Communications Parameters

The LMX server, in its response to the SMBnegprot request, has set some parameters for the
communication it was expecting from the SMB redirector. In the SMBsesssetupX request, the
SMB redirector must indicate the parameters for the communication it is expecting from the
LMX server. These values may be different: for example, the LMX server may be able to
receive a maximum message size of 13K bytes, while the SMB redirector can only receive 1K
bytes.

Some LMX servers may need to renegotiate buffer sizes after the SMBsesssetupX exchange.
This renegotiation is available through the SMBtcon request, but not through SMBtconX.

SMBsesssetup X Deviations

None.

X/Open CAE Spedification (1559
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SMBsesssetupX Field Descriptions

From SMB redirector To SMB redirector

Field Name Field Value Field Name Field Value
smb_com SMBsesssetupX smb_com SMBsesssetupX
smb_wct 10 smb_wct 3
smb_vwyv[() smb_com2 smb_vwv(( smb_com2
smb_vwy[ 1] smb_off2 smb_vwv(]] smb_off2
smb_vwy[2) smb_bufsize smb_vwv(J smb_action
smb_vwv[3 smb_mpxmax smb_bec O
smb_vwy[4] smb ve num
smb_vwyv[54 smb_sesskey
smb_vwv[7) smb_apassien
smb_vwy[89 smb_rsvd
smb_bce min val=0
smb_buf(] smb_apasswd

smb_aname

smb_com2and smb_off2descariptions can be found in Section 390n page 22

smb_bufsize The size of the largest message the SMB redirector is willing to receive. It

must be (rue that smb_bufsize < smb_inaxxmt (see Section & lon page 55).

smb_mpxmax The maximum number of reguesis which the SMB redirector will have
outstanding on a single LMX session. Tt must be true that smb_mpxmax <

smb_maxmux (see Section & Lon page 55.

smb_vc_num Permits multiple LMXsessions to be associated with a single NetBIOS session.
If zero (@, this LMX session is the first or only NetBIOS session. If
smb_vc_num is zero (O and there are other previously established LMX
sessions still connected from this SMB redirector, it is recommended that the

LMXserver abort the previous LMX session to free up the resources held.

A Rbit integer which identifies to which LMX session that this NetBIOS
session is associated. Ignored when smb_vec_num is zero (0. This value would
be obtained from the smb_sesskey field in the response to the SMBnegprot
assocdiated with the LMX session this NetBIOS session is to be made a part of.

smb_sesskey

smb_apasslen
smb_rsvd

smb_apasswd

Length of the smb_apasswd field.
A 2Dhit reserved feld; the LMX server should ignore this field.

A character string containing the password, possibly enaypted. Ignored by

an LMXserver in share-level security mode.

smb_aname An ASCIIZ (not type O4) buffer containing the username to be associated with
smb_uid and validated with smb_apasswd. Ignored by an LMX server in share-
level security mode. The length of this field is derived from the difference

between smb_bcc and smb_apassien.

smb_action A bit-encoded field indicating the results of a successful LMX session setup. If
bic Ois clear, everything went normally, If bic Ois set, the LMX session was
setup but a default or guest acoount was used instead of the account

requested. (An LMXserver in share-level security mode would set this bit).
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SMBsesssetupX Ecroc Code Descriptions

CAE Code |DOSClass |DOS Code Description

- ERRSRV ERRervor Internal LMX server ertor.

- ERRSRV ERRbadpw Username and password pair was invalid.

- ERRSRV ERRtoomanyuids| LMX server does not support this many UlDs in
one LMX session.

- ERRSRV  |ERRerror No SMBnegprot request has been issued on this |
NetBIOS session.

- ERRSRV ERRnosupport | 'This request cannot be chained to the request
which precedesit in this message.

SUCCESS |SUCCESS Everything worked. no problems.

SMBsesssetup X Preconditions

L The SMB redirector attempting the SMBsesssetupX must have established an LMX session

with the LMXserver and negotiated an extended protocol dialect.

2 The usernaime and password must both be valid instances of those types.

3 smb_com2must be alegal chiained command.

4 There are many other preconditions based upon the SMBs that immay be chained. These are
enumerated in the specifications for those SMBs.

SMBsesssetup X Postconditions

L If there are no errors the value in smb_uid is used as a valid UID in future SMBs.

2 There are many other pasteonditions based upon the SMBs that immay be chained. These are
enumerated in the specifications for these SMBs.

SMBsesssetup X Side Effects

Conversion of paths to a canonical pathname is conuolled by bit 4of the smb_flg in the header of
this request (see Section 5 lon page 37).

Conventions

+ Opportunistic Locking (see Section 3820n page 2.

+ Chaining (see Section 390on page 2.
The SMBs which may be chained after SMBsesssetupX are:

SMBchkpaih
SMBcopy
SMBcreate
SMBdskattr
SMBffrst
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SMBfunique ~ SMBopen SMBsearch
SMBgetatr SMBopenX SMBsetatr
SMBmkdir SMBrename  SMBsplopen
SMBmknew SMBrmdir SMBsplretq

SMBmv

SMBteonX
SMBunlink
SMBtrans
NIL
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SMBtconX Specification

11.4 SMBtconX Specification

SMBtconX Detailed Description

This extended protocol request will establish direct access to a resource (file system subtree,
spooled device, etc.) on an LMXserver. The functionality provided by this request matches very
closely that of the core protocol SMBtcon request. The differences are:

1 SMBtconX permits another request to be chained to it (for example, SMBopenX).
2 A flag can be setin the SMBtconX request which will invalidate the TID in the request, then
acquire a new TID for the requested resource and return it.
3  Themaximum receive buffer sizes cannot be renegotiated.
4 The resource type need not be explicitly identified.
SMBtconX D eviatioos
None.

SMBtconX Field Desceiptions

From SMB redirector To SMB redirector

Field Name Field Value Field Name Field Value
smb_com SMBtconX smb_com SMBteconX
smb_wct 4 smb_wet 2
smb_vwyv[() smb_com2 smb_vwv(( smb_com2
smb_vwy[ 1] smb_off2 smb_vwv(]] smb_off2
smb_vwy[2) smb_flags smb_bce minval=3
smb_vwy[3 smb_spasslen smb_bufl] smb_service
smb_bce min val=3
smb_buf(] smb_spasswd

smb_path

smb_dev

smb_com2and smb_off2descariptions can be found in Section 390n page 22

smb_flags

smb_spasslen

smb_spasswd

smb_path

A 16Dbit field containing additional control flags. The only flag currently
defined is hit Q if set, the TID in the request is to be dosed (as if an SMBtdis
request were received for it) before the new resource is obtained.

A 16bit field giving the length of the smb_spasswd field. If this value is zero,
smb_bce must contain the end-of-string terminator (that is, a zero character) for
the password value.

A string of bytes containing the password for the resource. May be encrypted.
Refer to Appendix D on page 279

An ASCIIZ buffer (not type O4) containing the resource name preceded by dhe
LMX servername (refer to Section 535on page 48. For example, a resource
called src residing on a server called lmserverl would be referenced by
\\Imserverl\ sre. If not specified by the SMB redirector, a zero byte must be
present.
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An ASCIIZ buffer giving the resource type the SMB redlirector will use 1o refer

o the newly-attached resource. If this value is not of a well-known form to
the LMX server it is treated as a wildcard; in this case, the LMX server will
rewum the actual resource type (see Section 436 on page 49. in the
smb_service field of the response. [f not specified by the SMB redirector, a zero

byte must be present.

smb _service
requested resource.

SMBtconX Ercor Code Descriptions

An ASCIIZ buffer identifying the acwal resource type ocoiresponding to the

CAECode |DOSClass |DOS Code Description

- ERRSRV ERRerror Ran out of TIDs.

= ERRSRV ERRerror First command on the NetBIOS session was not
an SMBnegprot.

- ERRSRV ERRerror LMXserver internal error.

- ERRSRV ERRbadpw Bad password; name/password pair in the
SMBteonX isinvalid.

- ERRSRV ERRinvnetname |Invalid resource name supplied in the
SMBtconX.

SUCCESS |SUCCESS Everything worked, no problems.

SMBteonX Preconditions

L The SMB redirector attempting to setup this SMBtconX must have established an LMX

session with the LMX server.

2 'The smb_path, smb_spasswd and smb_dev must all be valid instances of those types.

3 The process attempting to setup this SMBtconX must have negotiated an extended
protocol dialect (for example, LANMAN LOor LM L2X008).

SMBteonX Posteconditdons

L If there are no errors the TID and service string are valid and inay be used in future SMB

requests.

2 If bit Oin smh_flags was set, the resource defined by the TID in the request has been

disconnected from this LMX session.

SMBteonX Side Effects

None.

Conventions

« Filename (see Section 350n page 15.
+ Chaining (see Section 390on page 2.
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Requests which may be chained to SMBtconX are:

SMBchkpath
SMBcopy
SMBcreate
SMBdskattr
SMBffirst

SMBfunique ~ SMBmv
SMBgetatr SMBopen
SMBmkdir SMBopenX
SMBmknew  SMBrename

Protocols for X/Open PC Interworking: SMB, Version 2
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SMBrmdir
SMBsearch
SMBsetatr
SMBsplopen

SMBtconX Specification
SMBsplretq
SMBtrans
SMBunlink
NIL
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Extended 1.0OSMB File Operations

This section defines the elements of the extended 10 SMB protocol which provide for normal
operations on files. They are:

SMBopenX open of a file with chaining
SMBlockingX locking on a file with chaining
SMBreadX read from a file with chaining
SMBwritebraw  write block raw to a file
SMBwriteclose  write to a file and close it
SMBwriteX write 10 a file with chaining

12.1

SMBopenX Specification

SMBopenX Detailed Description

This extended protocol request opens a file, providing enhanced functionality over that of

SMBopen.

SMBopenX Deviations

1 The archive, system and hidden file attiibute bits are treated according 1o the fie atributes
convention. Refer 1o Section 4.3 1on page 32

2 LMXservers which cannol maintain a creation time for their files will ignore the create

time field.

SMBopenX Field Descriptions

From SMER redirector To SMER redirector
Field Name Field Value Field Name Field Value
smb_com SMBopenX smb_com SMBopenX
smb_wc! 15 smb_wet 15
smb_vwv[(} smb_com? smb_vwv[( smb_com2
smb_vwv|[ 1] smb_off2 smb_vwv([ ] smb_off?
smb_vwv[A smb_flags smb_vwv([d smb_fd
smb_vwv[3 smb_mode smb_vwv(3 smb_altributes
smb_vwv|[4] smb_sattr smb_vwv([4- smb_time
smb_vwv[g smb_attr smb_vwv[6 7] smb_size
smb_vwv[67] smb_time smb_vwv[q smb_access
smb_vwv[§ smb_ofin smb_vwv([g smb_type
smb_vwv[9 K smb_size smb_vwv[ KO smb_slate
smb_vwv[1L 14 smb_timeont smb_vwv[1]] smb_action
smb_vwv][13 14] smb_resy smb_vwv[ 1213 smb_fileid
smb_bee min=1 smb_vwy|[ 14] smb_resv
smb_bufl] smb_pathname smb_bce (@) .
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smb_com2and smb_off2descriptions can be found in Section 390n page 22

smb_flags

smb_mode
smb_sattr
smb_attr

smb_time

smb_ofun

smb size

smb_timeout

smb_pathname
smb_fid

smb_attributes

smb_access
smb_type

smb_state
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Conuols various special actions. If bit O is set, the additional information
(smb_vwv[3 10) fields will be valid in the response. Bits 1 and 2 conurol
opportunistic locking (see Section 382 on page 4. The other bits are
reseived.

The open mode for the file (see Section 5350n page 44).

The set of attributes that the file must have in orderr 0 be found while
searching to seeif itexists. Regardless of the contents of this field, normal files
always match (see Section 5330n page 43.

The set of attributes that the new file is 0 have if the file needs w be created
(see Section 5330n page 43.

In the request, this is the 32bit integer time to be assigned to the file as a tme
of creation (if the file must be created). In the response, this is the 32bit
integer time of last modification. Refer o Section 53 1 on page 43

This open function field controls actions to be taken on the file during the
open (see Section 538on page 48.

In the request, this 32 bit integer is the number of bytes to be reserved on file
creation or truncation. In the response, the 22 bit integer contains the number
of bytes in the file after any open actions have been taken (see smb_ofun
above). This field is advisory.

This 22bit integer is the number of milliseconds to waijt on a blocked open
before returning without obtaining a resource. A value of zero (O means no
delay (that is, do not queue the request). A value of —1indicates to wait
forever. See Section 3 11on page 25

An ASCIIZ buffer containing the name of the file 1o be opened.
An FID representing this open instance of the file.

A file autribute field describing the actual attributes of the file afier the open.
See Section 5330n page 43

The actual access rights granted to this process (see Section 53 7on page 48.
A resource type fleld (see Section 5360n page 45

Describes the status of a named pipe as follows. Refer to the X/Open CAE
Specification, IPC Mechanisms for SMB.

Bit 15 Blocking. Zero (O indicates that reads/writes block if no data is
available; lindicates that reads/writes return immediately if no
data is available.

Bit 14 Endpoint. Zero (O indicates SMB redirector end of a named
pipe; lindicates the LMXserver end of a named pipe.

Bits 1011 Type of named pipe. (O indicates the named pipe is a stream
mode pipe; Olindicates the named pipe is a message mode pipe.

Bits 89 Read Mode. (0 indicates to read the named pipe as a siream
mode named pipe; O1 indicates to read the named pipe as a
message mode named pipe.
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smb_action Describes the results of the open operation. This 16bit field contains two
fields:

Bit 15 Lock Staws. Set true only if an opportunistic lock was requested
by the SMB redirector and was granted by the LMXserver. This
bit should be false (O if no lock was requested. the lock could
not be granted, or the LMX server does not support
opportunistic locking.

BitsO- 1 Open Action. The LMX serverr should set this to match the
requested action from the smb_ofun field:

1 The file existed and was opened.
2 The file did not exist and was therefore created.
3  The file existed and was truncated.
smb_fileid This 16Dbit field is reserved; MBZ (Must Be Zero).
smb_rasy Reserved; MBZ.
Protocols for X/ Open PC Interworking: SMB, Version 2 153
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SMBopenX Error Code Descriptions
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CAECode |DOSClass |DOS Code Description

BACCES ERRDOS | ERRnoaccess Component of path-prefix denies search
permission.

EACCES |ERRDOS |ERRnoaccess | Access permission is denied for the named file.

FAGAIN |ERRDOS  |ERRshare File exists, mandatory file/record locking is set,
and there are outstanding record locks on the
file.

EEXIST ERRSRV ERRerror The create could not occur due to the existence
of a file that did not have matching attributes
(smb_sattr).

EFAULT ERRSRV ERRerror Path points outside the allocated address space
of the process.

EINTR ERRSRYV | ERRerror A signal was caught during some system call,

EISDIR ERRDOS |ERRnoaccess Named file is a directory and access is write or
read /write.

EMFILE ERRSRV ERRerror Maximum number of file descriptors are
currently open in this process.

ENFILE ERRDOS | ERRnofids System file table is full.

ENCENT |ERRDOS |ERRbadfile File does not exist, or component of pathname
does not exist.

ENOSPC |ERRSRV ERRerror File must be created. and the system is out of
resources necessary to create files.

ENOTDIR |ERRDOS | ERRbadpath Component of path-prefix is not a directory.

ENXO ERRSRV | ERRerror The requested file is a CAE special file and the
system canrnot support access to the file at this
tme.

EROFS ERRSRV ERReiror File resides on read-only file systemn and
requested access permission is  write  or
read /write.

ETXIBSY |ERRSRV ERRerror File is pure procedure file that is being executed
and requested access specifies write  or
read /write.

- ERRSRV ERRinvnid Invalid TID.
- ERRSRV ERRinvdevice |Invalid resource cype; TID does not refer to a
printer share.
- ERRSRV ERRbaduid The UID given (smb_uid) is not known as a valid
ID on this LMXsession.
SUCCESS  |SUCCESS Everything workecl, no problems.
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SMBopenX Preconditions

The SMB redirector has sent a valid SMB request with a valid TID which is at least writable by
this proocess.

SMBopenX Postconditions

The named file was possibly created or wuncated, and then opened.

SMBopenX Side Effects
If an opportunistic lock was granted, the notification mechanisms described in Section 3820n
page Dare active.
Cooventions
» Aocess (see Section 4320n page 3.
» Attributes (see Section 43 1on page 3.
+» Filenames (see Section 350n page 19.
» Opportunistic Locking (see Section 3820on page 2.
» Chaining (see Section 390n page 2.

The following are the only valid chained requests for this SMB: SMBread, SMBreadX, SMBioct!
and NIL.
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SMBlockingX Specification

SMBlockingX Detailed Description

This extended protocol request is used to lock and/or urlock one or more byte ranges of a
particular regular file.

If the number of unlock ranges is non-zero, the byte ranges indicated by byte offset and length
will be unlocked.

[f the number of lock ranges is non-zero, the byte ranges indicated by byte offset and length will
be locked, if possible. Locking byte ranges beyond the EQF is permitted. Access is permitted to
any SMB redirector using the file descriptor provided with the lock request, but only requests
using the PID that did the locking may do the unlocking. Attempts to lock bytes that have been
previously locked will fail.

If the LMX server is unable to acquire all of the locks that the SMB redirector requested (after
waiting for the length of the timeout, if specified), all the locks acquired with this request will be
removed and the entire request fails.

Closing a file with locks still in force causes the locks to be released in an undefined order-.

SMBlockingX Deviatioos

LMX servers may choose not to support lock timeouts, and may treat all requests as though a
timeout of Ohad been requested.

LMX servers may choose not to support read-only locks, and will treat any request for such a
lock as though a read /write lock had been requested.

Locking requests generated within the SMB protocol have a 3Zbit unsigned offset for the
beginning of the lock. The mapping of this offset within the CAE system on behalf of the SMB
redirector is implemmentation-dependent.

SMBlockingX Field Descriptions

From SMB redirector To SMB redirector

Field Naime Field Value Field Name Field Value
smb_com SMBlockingX smb_com SMBlockingX
smb_wct 8 smb_wct 2
smb_vwyv[() smb_com2 smb_vwv(( smb_com2
smb_vwy[ 1] smb_off2 smb_vwv(]] smb_off2
smb_vwy[2) smb_fid smb_bec 0
smb_vwy[3 smb_locktype
smb_vwy[49 smb_timeout
smb_vwv[g smb_unlocknum
smb_vwv[7) smb_locknum
smb_bce D*number  of

lock /unlock

SUucts)
smb_buf(] smb_unlkrng

smb_lkrng

X/Open CAE Spedification (1559
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smb_com2and smb_off2descriptions can be found in Section 390n page 22

smb_fid
smb_locktype

smb_timeout

smb_unlocknum

smb_locknum

The FID (0 use to perform locks or unlocks.

A bit-field which specifies the type of locks (mode) to be placed on the file.
The mode is ignored for performing unlocks. The bits are defined as follows:

Bic O If set, indicates read-only lock requested. If a read-only lock is
granted, other read-only lock requests on the same range of
bytes will be permitted, but read/write locks (bit O not set) will
be denied undl all the read-only locks are released. Support for
this request is optional.

Bit 1 If set, chis indicates that an opportunistic lock is being broken,
and in the response thereto, this bit will be set by the LMXserver
in an SMBlockingX request sent to the SMB redirector under the
conditions outined in Section 2820on page 2D

Bits 2. 15 Reserved; ignored by the LMX seiver on receipt of request, and
set to zero by the LMX server when sending a request.

A Z2bit integer indicating the amount of time, in milliseconds, to wait in an
attempt to acquire all requested locks. A value of zero signals the LMXserver
not to wait at all but to rewn an error immediately if any lock could be
obtained. A value of —lindicates the LMX server should wait indefinitely o
obtain the locks. (Note that requests with — 1 timeouts could easily lead to
deadlock.) Support for this field is optional; an LMX server may ignore all
values and behave as if a timeout of O (that is, no wait) was always requested
(reference X/ Open CAE Specification, IPC Mechanisms for SMB).

A signed 16 bit field indicating the number of smb_unlkrng structures attached
o this request.

A signed 16bit field indicating the number of smb_lkrng structures attached to
this request.

The smb_unikrng and smb_lkrng structures are idendcal. Each describes a range of bytes to be
unlocked or locked. respectively. The structure is:

Position |Field Name Description
@ smb_Ipid The PID of the process owning the lock.
0% smb_ikoff A ZZbit unsigned integer containing the offset, in bytes, to

B smb_liden A 32Dbit unsigned integer containing the length, in bytes, of

the stait of the range to be unlocked or locked.

the range to be unlocked or locked.
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SMBlockingX EccorCode Descriptions
See Section 7.7on page 8land Section 7.8on page S3for other error codes.

CAECode |DOSClass |DOS Code Description

- ERRDOS | ERRbadfile File was not found.

- ERRDOS | ERRbadfid Aninvalid FID was specified.

- ERRDOS | ERRlock A lock request conflicted with an existing lock,
the mode specified was invalid, or an unlock
request was attempted by other than the owning
PID.

- ERRSRV ERRerror Invalid SMBrequest was sent.

- ERRSRV ERRinvdevice |Requested a lock on a non-file system subtree.

- ERRSRV ERRinvnid Invalid TID was specified.

E ERRSRV ERRbaduid The UID given (smb_uid) is not known as a valid
ID on this LMX session.

- SUCCESS  |SUCCESS Everything worked, no problems.

SMBlockingX Preconditions
L The SMBredirector has sent a valid SMB request.
2 The SMBredirector must have a valid TID to a file system subtree.
3 The SMBredirector has specified a valid FID and has appropriate privileges.
If the request is generated by the LMX server, the FID corresponds to a file which the SMB
redirector had opened with an opportunistic lock.,
SMBlockingX Postconditions

Ll Locking a range of bytes will fail if any subranges or overlapping ranges are locked. In
other words, if any of the specified bytes are already locked, the lock will fail.

2 Either all of the requested ranges will be locked or none will. That is, if a lock on any of the
specified ranges fails, any of the ranges previously locked by this request will be unlocked.
Locked ranges not locked by this request remain locked.

3 Ifthe lock request timed out, the response will return an ERRlock as if a lock could not be
obtained and a zero timeout was specified.

If the request was generated by the LMX server, any data being cached on the SMB redirector
has been flushed and/or invalidated, and the LMXserver can permit the operation which caused
the opportunistic lock break to complete,

SMBlockingX Side Effects

Any process using the FID specified in the request has access to the locked bytes, but other
processes will be denied the locking of the same bytes.

158 X/Open CAE Spedi fication (1559
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Cooventions
» Access (see Section 432o0n page 3.
» Attributes (see Section 4.3 1on page 3.
» Locking (see Section 4.40n page 33.
» Filenames (see Section 4 2on page 28.
» Opportunistic Locking (see Section 3820n page &).
» Chaining (see Section 390n page 29.
The SMBlockingX request may only have an SMBread or SMBreadX chained request.

Protocols for X/ Open PC Interworking: SMB, Version 2 1
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123 SMBreadX Specification

SMBreadX D etailed Description

The SMBreadX extended protocol request is used to read data from any of the supported file
types mentioned in Section 3 7on page 17 The request allows reads to be timed out and offers a
generalised alternative to the SMBread request.

SMBreadX Deviations

Not all LMXservers support all types listed in Section £ 360n page 45 Some LMXservers may
ignore the smb_timeout and smb_remaining fields for some types.

SMBreadX Field Descciptions

smb_com2and smb_off2descriptions can be found in Section 390n page 22

smb_fid
smb_offset

smb_maxcnt

smb_mincnt

smb_timeout
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From SMB redirector To SMB redirector
Field Name Field Value Field Naime Field Value
smb_com SMBreadX smb_com SMBreadX
smb_wct 10 smb_wct 12
smb_ywv[(] smb_com2 smb_vwyv[() smb_com2
smb_ywv[ ] smb_off2 smb_vwy[ 1] smb_off2
smb_vywv(d smb_fid smb_vwy[2) smb_remaining
smb_ywv[34] smb_offset smb_vwy[3 4 smb_rsvd
smb_ywv(H smb_maxent smb_vwy[5 smb_dsize
smb_vywv(d smb_mincnt smb_vwv[g smb_doff
smb_ywv([7-H smb_timeout smb_vwy[7Z 13 smb_rsvd
smb_ywv[g smb_countleft smb_bce (data length + pad)
smb_bee O smb_buf(] smb_pad

smb_data

The FID from which the data should be read.

A Zbit integer containing the offset into the file (in bytes) at which the read
should start.

An unsigned 16bit field indicating the maximum number of bytes to read.
Note that a single SMBreadX request cannot return more than the minimum of
smb_maxcnt and the maximum negotiated buffer size for the LMX session.
(See Section 11.30n page 144and Section G lon page 55.

Anunsigned 1Gbit value indicating the niinimum number of bytes to return.

A 3Dhit integer containing the number of milliseconds the LMX server should
wait before returning. If smb_mincnt bytes are read before this time has
expired, the LMXserver should generate a response immediately. For regular
files this field is ignored.

When reading from a named pipe (efer to the X/Open Developers
Spedification, Protocols for X/Open PC Interworking: SMB), there are several
special values which the SMB redirector can specify in this field:

O If no data is available in the ramed pipe, respond immediately with
smb_dsize set to zero (0.
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smb_countleft

smb_remaining

—1 Block forever until at least smb_mincnt bytes of data are available, and
return that data.

—2 Use the default timeout associated with the named pipe being read
(reference X/Open CAE Specification, IPC Mechanisms for SMB).

>0 Aait undl smb_mincnt data bytes are available or the timeout ooccurs. If
there is a timeout. respond with a timeout errorr and whatever data was
available.

This unsigned 16bit field contains a hint w the LMX server indicating
approximately how many more bytes will be read from this FID before the
next non-read operation is requested for it. This is generated to help the LMX
server increase performance by reading ahead in the file in anticipation of
another SMBreadX request. An LMXserver may ignore this field.

This signed 16 bit integer is always — 1for regular files. For named pipes and
CAE special files, this 18bit integer indicates the number of bytes that could
be read from this file without blocking. This value need only be an
approximation, and it may become inaccurate after the response is sent back
w the SMB redirector. An LMX server may choose not to suppoit this
functionality and always return —1

smb_dsize This unsigned 16 bit field contains the number of bytes of data actually read
and returned in this response.

smb_doff This unsigned 16Dit field indicates the offset from the SMB header to the start
of the returned data, in bytes. This permits variable-sized padding.

smb_rsvd These two 16bit and four 16bit fields are padding that force the SMBreadX
response (o be the same size as the SMBwriteX request. They must be zero.

smb_pad This fleld is between zero and three 8bit fields in length, as governed by the
smb_doff field. It may be used by an LMX server w pad the size of the
SMBreadX response out to a 16 bit orr Z2bit boundary which provides the best
performance.

smb_data The acwual data read from the file.

Protocols for X/Open PC Interworking: SMB, Version 2 Bl
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SMBreadX Ercor Code Deseriptions

Extended 1.OSMB File Operations

For more informaton pertaining to potential error codes generated by this SMB request see
Section 7.4on page 73and Section 7. 10on page 87.

CAECode |DOSClass |DOS Code Description

- ERRDOS | ERRnoaccess Access denied. The requester’s context does not
permit the requested action or a read request is
in conflict with an existing lock.

- ERRDCOS | ERRbadfid Invalid FID. The SMB redirector has attempted
to use an FID not recognised by the LMXserver.

- ERRDOS  |ERRlock Attempt to read bytes which were locked for
write.

- ERRDOS ERRbadaccess |Invalid open mode for the attempted operation
(for example, reading a write-only file).

- ERRSRV ERRerror Error is retumed to SMB redirectors for non-
specific errors such as corrupt SMB requests.

- ERRSRV ERRinvnid Error is returned to SMB redirectors attempting
some action with an invalid TID.

- FRRSRV ERRtimeout The requested naimed pipe operation timed out.

. ERRSRV ERRbaduid The UID given (smb_uid) is not known as a valid
ID on this LMX session.

- SUCCESS | SUCCESS Everything worked, no problems.

SMBread X Preconditions

L SMBrequest, UID and TID are valid and represent the appropriate access rights to perform
the action.

2 The FID inust be valid, and the SMB redirector must have appropriate perimissions for the
read operation.

SMBread X Postconditions

1 Theread daca is returned.

2 The LMX server's current file pointer (see Section 7.6 on page 79 is advanced by the
amount of data actually read.

SMBreadX Side Effects

None for normal files.

For named pipes or CAE spedial files, the data that was read is removed: a repeated read at the
saime offset will return new darta.

Cooventions

» Chaining (see Section 390n page 2.

Only SMBclase request may be chained to the SMBreadX request.
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124 SMBwritebraw Specification

SMBwritebraw Detailed Description

The write block raw message exchange provides a high-perforimance mechanism for transferring
large amounts of data to be written to a file on the LMX server. Any supported file tpe,
induding spool files, may be written with this exchange.

The SMBwritebraw exchange behaves much like an SMBwritebmpx exchange, except that instead
of addidonal data being sent in secondary requests, all the additional data is sent in a single raw
message; that is, the first segment of data is sent in the primary request, and the remainder in a
single imessage with no SMB header or SMBwritebraw subheader.

If all the data to be wrimen fits in the primary request, a zero-length secondary request is still
sent: even if the secondary request is zero-length, a secondary response must be generated when
write-through mode was specified.

[f the LMXserver is busy or otherwise unable to support the raw write of the remaining data, the
data sent with the primary request is still written (to stable store if write-through mode was set).
[f any other error ocours, the data is discarded. In either case, an appropriate error is returned in
a secondary response. A primary response is only senc if the primary request was satisfied with
no errors and the LMXserver is prepared for a raw message.

SMBwritebraw Deviations

The smb_timeout and smb_remaining fields will not be supported with 1/O devices.

SMBwritebraw Field Descciptions

Primary SMBwritebraw (extended other than core plus):

From SMB redirector To SMB redirector
Field Name Field Value Field Name Field Value
smb_com SMBwritebraw smb_com SMBwritebraw
smb_wct 2 smb_wet 1
smb_vwyv[() smb_fid smb_vwv(( smb_remaining
smb_vwy[ 1] smb_tcount smb_bce 0
smb_vwy[2) smb_rsvd
smb_vwy[3 4 smb_offset
smb_vwyv[54 smb_timeout
smb_vwv[7) smb_wmode
smb_vwy[89 smb_rsvd
smb_vwy[ 10] smb_dsize
smb_vwy[1]] smb_doff
smb_bce min=0
smb_buf(] smb_pad
smb_data
smb_fid The FID of the file to be written to.
smb_tcount An unsigned 16bit field giving the total number of bytes that will be written

to the file. This value must be correct in at least one of the requests in the
exchange; in other requests, it may be an over-estimate.

smb_rsvd These fields are reserved and should be ignored by the LMX server.

Protocols for X/ Open PC Interworking: SMB, Version 2 B3
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smb_oflset

smb_timeout

smb_wmode

smb_dsize
smb_doff
smb_pad

smb_data

smb_remaining

A Zbit integer giving the position in the file at which the bytes in the request
should be written.

A R2bit integer giving the number of milliseconds the LMX server may block
while trying to complete the write. This value is ignored for regular files. For
[/O devices and named pipes (refer o X/Open CAE Specificadon, 1PC
Mechanisms for SMB). the LMX server will wait this much time o complete
the write. If smb_timeout is— 1 the LMXserver will wait indefinitely; if it is —2
the server will wait the default amount of time for the fille. An LMX server
may choose to treat all timeouts as O that is, do not block.

A 16bit flag field controlling the write mode. If bit O is set, write-through
mode is requested; the LMX server will write all data atomically and
acknowledge the write with the secondary response. If clear, write-behind is
permiaed; the LMX server need not write atomically and need not repon
compledon. Ifbit 1is set, the LMX server should fill in the smb_remaining field
in the primary response.

The number of data bytes in this request.
The offset in bytes from the beginning of the SMB header to smb_data.

Between zero and three unused bytes; the SMB redirector may use these to
pad out the smb_data area to a properly-aligned boundary.

The actual data to be writen. This is a string of bytes in no particular format.

A 16bit integer which is always — 1for regular files or if bit 10f smb_wmode is
not set. Otherwise, this is the number of bytes available to be read from the
1/0 device or named pipe specified by the FID. If the LMX server does not
support this functionality, — 1should always be rewumed.

Secondary SMBwritebraw:
From SMB redirector To SMB redirector
Field Name Field Value Field Name Field Value
raw data smb_com SMBwritec
smb_wct 1
smb_vwv[( smb_count
smb_bcc O

smb_count
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The total number of bytes written. If this is different from the smallest
smb_tcount sent by the SMB redirector, some error ocourred (for example, out
of free space on the file system).
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SMBwritebraw Error Code Descciptions

CAECode |DOSClass |DOS Code Description
- ERRDOS | ERRbadfid Invalid FID.
- ERRDOS | ERRnoaccess File opened in deny write mode, or wrile range
overlaps alock.
- ERRDOS |ERRbadaccess |Invalid openinode for the attempted operation.
- ERRSRV ERRerror Corrupt SMB.
- ERRSRV ERRinvnid Invalid TID.
- ERRSRV ERRnoresource | The LMX server is temporarily out of a needed
resoulce.
- ERRSRV ERRtmeout Requested operation timed out.
- ERRSRV ERRuseMPX Can't do raw mode at this (ime; use

SMBwritebmpx.
- ERRSRV ERRuseSTD Can't do raw mode at this time; use SMBwrite or
SMBwriteX.
- ERRSRV ERRbaduid The UID given (smb_uid) is not known as a valid
ID on this LMX session.
SUCCESS |SUCCESS Everything worked, no problems.

SMBwritebraw Preconditions
L The primary SMBwas valid and specified a valid TID for a writable resource.
2 TheFIDwas valid, and the process had write access to the file.

3 Before sending the secondary message, the LMX server must have sent a primary response.
The LMX server has been able to write the accompanying data to disk, allocated the
needed memory for a buffer, and senc the response to the SMB redirector.

SMBwritebraw Postconditioas

1 Ifwrite-through mode is set, a primary response or secondary response indicates the data
in the primary response has been writen to stable store (unless some error other than
ERRuseSTD or ERRuseMPXwas returned).

2 After a primary response is received, the LMX server is ready for a raw secondary
message.

SMBwritebraw Side Effects

None.

Cooventiops

+» Locking (see Section 440n page 33.
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SMBwriteclose Specification

SMBwriteclose Detailed Description

The write and close protocol request is used o first write the specified bytes and then close the
file. Any supported file type, including spool files, may be specified in this request. This request
behaves identically (o an SMBwrite or SMBwriteX request followed by an SMBclose request. Any
buffered data must be flushed to stable store or to the device before the response is sent.

Since the call is related to either the SMBwrite or SMBwriteX request, the length of the request
may change; an SMB redirector may construct the request like SMBwrite, with six 16 bit fields in
the variable word vector, or like SMBwriteX, with twelve 18bit fields in the smb vwv. The LMX
server must be prepared to accept either form.

SMBwriteclose Deviatioas

See Section 7.50n page Band Section 1260n page 18for details.

SMBwriteclose Field Descriptions

From SMB redirector To SMB redirector
Field Naime Field Value Field Name Field Value
smb_com SMBwriteclose smb_com SMBwriteclose
smb_wct ©®or 12 smb_wet 1
smb_vwyv[() smb_fid smb_vwv(( smb_count
smb_vwy[ 1] smb_count smb_bcc 0
smb_vwy[23 smb_offset
smb_vwy[49 smb_time
smb_vwy[6 11] smb_rsvd
smb_bce (1+ smb_count)
smb_buf(] smb_pad
smb_data
smb_fid The FID to be dosed.

smb_count

smb_offset

smb_time
smb_rsvd
smb_pad

smb_data
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In the request, the number of bytes of data to be written. In the response, the
number of bytes that were actually written.

A 22hit offset into the file, in bytes, at whidh the data is to be written.

A Z2Dbit dme value to be used as the last modify time for the file. A value of
zero indicates the last modified dme should be unchanged.

This six 16bit field is only present if smb_wct is 12 These fields should be
ignored.

A single 8bit hield which is used to pad out the beginning of the sinb_data area
to a Ebit address boundary.

A suing of bytes, in no particular format, whose length is given by smb_count.
This is the data to be written.
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SMBwriteclose EccocCode Descriptions

Exacty the errors returned by SMBwriteX and SMBclose can be returned for this request. If an
ecror oocurs during the write operation, the file will still be dosed. Only one error can be
returned in the response; if errors ocour during both the write and close operations, the close
ecror is reported.
SMBwriteclose Precooditions

1 The SMB redirector has sent a valid SMBwith a TID for a writable resource.

2 TheFIDisvalid and the process has write access to the file.

SMBwriteclose Posteonditions

L The data in the call is written (o the fille. If an error occurred, it will be reported unless a
close error occurs as well.

2 Thefileis closed and any errors are reported.

SMBwriteclose Side Effects

Any buffered data for the file is written, and any outstanding locks are released in random order.

Cooventiops

» Locking (see Section 440n page 33.

Protocols for X/ Open PC Interworking: SMB, Version 2 K57

Page 186 of 535



SMBwriteX Specification

126

Extended 1.OSMB File Operations

SMBwriteX Specification

SMBwriteX Detailed Description

This extended protocol request is used to write to any supported file type (see Section 37 on
page 17. The SMBwriteX command allows writes to be timed out and offers a generalised
alternative to the SMBwriteand SMBspiwr requests.

Note that a zero-length write does not truncate the file as was uue of the SMBwrite request;
rather a zero-length write merely transfers zero bytes of information to the file. The SMBwrite
request imay be used to truncate the file.

SMBwriteX Deviations

Some LMX servers may limit support of extended feawures for CAE special fites. For example,
smb_timeout and/or smb_remaining may not be supported and locking versus non-blocking may
be a configured parameter. etc.

Some CAE systems provide no way for a programme to block undl the local file cache has
actually flushed to the disk, but simply indicate that a flush has been scheduled and will
complete soon. An LMX server should nonetheless take steps to maximise the probabilicy chat
the data is truly on disk before the SMB redirector is notified.

SMBwriteX Field Descoiptioas

From SMB redirector To SMB redirector
Field Name Field Value Field Name Field Value
smb_com SMBwriteX smb_com SMBwriteX
smb_wct 12 smb_wct )
smb_vwyv[() smb_com2 smb_vwv(( smb_com2
smb_vwy[ 1] smb_off2 smb_vwv(]] smb_off2
smb_vwy[2) smb_fid smb_vwv(J smb_count
smb vwyv[3 4 smb_offset smb_vwv(3 smb_remaining
smb_vwyv[54 smb_timeout smb_vwv(44 smb_rsvd
smb_vwy[7) smb_wmode smb_bee o)
smb_vwv[g smb_countleft
smb_vwyv[9 smb_rsvd
smb_vwy[ 10] smb_dsize
smb_vwy[1]] smb_doff
smb_bce min=0
smb_buf(] smb_pad
smb_data
smb_fid The FID handle of the file to which the data should be written.
smb_offset A 32bit unsigned integer giving the position in the file at which the data is to

be written.

smb_timeout A 32Dbit signed held giving the time (in milliseconds) wicthin which a write
must complete. A value of zero (Q indicates the write should never block.

This field is ignored for regular files.

For other than regular file types (refer to X/Open CAE Spexification, IPC
Mechanisms for SMB), this value has two special values. If the timeout is — 1,
the LMX server should block indefinitely waiting for the write. If the Gmeout
is —2 the LMXserver should use the default timeout for the file type.

X/Open CAE Spedification (1559
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smb_wmode

smb_countleft

smb_rsvd
smb_dsize

smb_doff

smb_pad
smb_data

smb_count

smb_remaining

smb_rsvd

Protocols for X/Open PC Interworking: SMB, Version 2
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A 16Dbit field containing flags, defined as follows:

Bit O If set, an LMX server must not respond o the SMB redirector
before the data is acwally written to the disk (that is, write-
through).

Bit 1 If set, the LMX server should set smb_remaining correctly for
writes to named pipes or1/Odevices.

Bic 2 For named pipes only. If set, RawwriteNamedPipe should be
used. (See the X/Open CAE Specification, IPC Mechanisms for
SMB).

Bic 3 For named pipes only. If set, this data is the start of a message.
All other bits are reserved and should be ignored.

This unsigned 16bit field is an advisory field telling the LMX seiver
approxmately how many bytes will be written to this file before the next
non-write operation. It should include the number of bytes to be written by
this request. An LMX server may ignore this field or use it o perform
optimisations.

A 16Dbit reserved field; MBZ.
Anunsigned 16bit field giving the amount of data to be written, in bytes.

A 16Dit field giving the offset from the stait of the SMB header o the
beginning of the data to be wriwen. Specifying this field allows an SMB
redirector to efficiendy align the data buffer.

The 8bit fields between the end of the SMBwriteX header and the beginning of
the data as pointed o by smb_doff. These fields should be ignored.

The actual data to be written. This is not in a buffer form; it is simply a string
of bytes.

A 160it field giving the actual number of bytes written. The value would be
different from smb_dsize if, for example, the file system became full or a file
size limitimposed by ulimit was reached (refer to Section 4330n page 3.

This 16bit integer should be —1 for regular files. For named pipes and 1/O
devices, if bit 1of smb wmode is set, the server should return the amount of
data available to be read on this named pipe after the read. This value may be
approximate, and a server may simply force this field to be — 1

A Dbit reserved field. It should be zero .
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SMBwriteX ErrorCode Desceiptions

Extended 1.OSMB File Operations

CAECode |DOSClass |DOS Code Description

- ERRDOS | ERRnoaccess TID non-writable or other prohibition of access.

- ERRDCOS | ERRbadfid Invalid FID. The SMB redirector has attempted
to use an FID not recognised by the LMXserver.

- ERRDOS | ERRlock The write overlapped an existng byte-range
lock placed by another process.

- ERRDCOS |ERRbadaccess |Invalid open mode for the attempted operation
(for example, writing a read-only file).

- ERRSRV ERRerror Error is returned to the SMB redirector for non-
specific errors such as corrupt SMB requests.

- ERRSRV ERRinvnid Invalid TID.

- ERRSRV ERRdmeout The requested operation timed out.

- FRRSRV ERRbaduid The UID given (smb_uid) is not known as a valid
ID on this LMXsession.

SUCCESS |SUCCESS Everything worked, no problems.

170

SMBwriteX Preconditions

SMB request, UID and TID are valid and represenc the appropriate access rights to perform the
action.

SMBwriteX Postconditions

If no error ocourred, the data was buffered to be written to disk. The currenc file pointer for this
file is advanoed.

SMBwriteX Side Effects

A write-through write will cause the written data (o be flushed (o stable store, and may cause all
buffered daca for the file to be flushed.

Cooventiops

Chaining (see Section 390n page 2.

The following are the only valid requests which may be chained to an SMBwriteX request:
SMBread, SMBreadX, SMBlockingX, SMBclose, SMBlockread and NIL.

X/Open CAE Spedification (1559
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127 SMBreadbmpx Specification

SMBreadbmpx Detailed Descciption

The read block multiplexed requestis used to maximise the performance of reading a large block
of data from the LMX server to the SMB redirector on a multiplexed LMX session. The
SMBreadbmpx reqquest can be applied o any supported file gype.

Each SMBreadbmpx request will cause one or more associated responses to be sent from the LMX
server. Each response contains as much of the remaining data o be read as will fit, and
responses are generated until all the requested data has been transmitted. The LMXseiver can
rely on the SMB redirector to maintain synchronisation; if the SMB redirector encounters a
problem while it is receiving responses to an SMBreadbmpx request, it is responsible for
discarding all those responses and will not notify the LMXserver in any way. After solving the
problem, the SMB redirector may reissue the request; the LMX server need not retain state
concerning a completed SMBreadbmpx request. No acknowledgeiment of receipt from the SMB
redirector is needed: the underlying transpoit is expected to ensure all responses arrive at the
SMB redirector in the correct order.

Note that the request and all responses make up a single complete SMB exchange; thus, the TID,
PID and UID are expected to remain constant. Also, the SMBreadbmpx exchange is supported on
multiplexed NetBIOS sessions. What this means is that the SMB redirector may issue other SMB
requests while the (multiple) SMBreadbmpx responses are being sent from the LMX server to the
SMB redirector. Because of this, the response must contain the MID and PID of the original
SMBreadbmpx request.

During an SMBreadbmpx exchange, the SMB redirector should not issue SMB requests which
conflict with this; for example, the SMB redirector should not issue an SMBclose request on the
same file for which itis stll receiving SMBreadbmpx responses.

SMRBreadbmpx Deviations

LMXservers may not support timeouts on all possible file types.

SMBreadbmpx Field Descriptioos

From SMB redirector To SMB redirector
Field Naime Field Value Field Name Field Value
smb_com SMBreadbmpx smb_com SMBreadbmpx
smb_wct 8 smb_wct 8
smb_vwy[() smb_fid smb_vwv[O 1] smb_offset
smb vwyv[1-3 smb_offset smb_vwv(d smb_tcount
smb_vwy[3 smb_maxcent smb_vwv(3 smb_remaining
smb_vwy[4] smb_mincnt smb_vwv(44 smb_rsvd
smb vwv[59 smb_timeout smb_vwv(d smb_dsize
smb_vwv[7) smb_rsvd smb_vwv(7] smb_doff
smb_bce O smb_bec min=0
smb_bufi] smb_pad
smb_data
smb_fid The FID of the file to be read from.
smb_offset A Zbit integer giving the position in the file at which to read (in the request)

or the position in the file at which the data returned in this response began.

Protocols for X/ Open PC Interworking: SMB, Version 2 171
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smb_maxent

smb_minent

smb_timeout

smb_rsvd

smb_tcount

smb_remaining

smb_dsize

smb_doff

smb_pad

smb_data

172
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Maximum number of bytes to return; the desired read size.

The minimum number of bytes to read. For regular files, this value is usually
zero. When the timeout is used, this is the minimum number of bytes which
will satisfy the read; if fewer bytes are available, the request will block until
enough are available or the timeout is reached.

A 32Dbit integer giving the number of milliseconds to wait for smb_mincnt
bytes of data to become readable. A timeout of zero (O indicates the call
should neverblock. This value isignored for regular files and may be ignored
for /O devices. For named pipes, there are two special values: — 1means the
request should block forever until at least smb_mincnt bytes become available;
—2means the defaulc timeout associated with the named pipe should be used.

These fields are reserved and should be ignored in requests and set to zero in
responses.

An integer giving the total number of bytes expected to be rewrned in all
responises to this request. This value will usually start at smb_maxcnt and may
be reduced by file wuncations while the read is in progress, etc. This value
must be acourate in at least the last response generated (that is, contain the
actual number of bytes sent in all responses) but may be an overestimate in
earlier responses.

If this value in the last response is less than smb_maxcnt, EOF was encountered
during the read. If this value is exactly zero (O, the original offset into the file
began after EOF; in this case, only one response may be generated.

This integer should be —1for regular files. For devices or named pipes this
indicates the number of by tes remaining to be read from the file after the bytes
retumed in the response were de-queued. LMXservers need not support this
function and should return — 1if they do not supportic.

The number of data bytes returmed in the individual response.

The offset in bytes from the beginning of the SMB to the beginning of the data
being returned. This offset permits the LMX seiver to use an efficient
alignment of the data within the SMB responise.

Zero (O o three (3 bytes of padding. This is the space after the end of the
SMBreadbmpx subheader which is unused because the data was aligned. The
smb_doff points to the first byte after this bytestring.

The actual daca bytes read.
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Extended 1.OSMB File Operations

SMBreadbmpx Ecror Code Descriptions

SMBreadbmpx Specification

See Section 123o0n page 180for other error codes.

CAE Code |DOSClass |DOS Code Description
- ERRDOS | FRRnoaccess File was opened in Deny Read mode.
EBADFID |ERRDOS |ERRbadfid The FID was valid but unacceptable o the

underlying OS.

- ERRDOS | ERRlock Read overlapped a byte-range lock granted to
another process.

- ERRDOS |ERRbadaccess |Some conflict in open mode occurred.

- ERRSRV ERRerror Invalid SMB.

- ERRSRV ERRinvnid Invalid TID.

- ERRSRV ERRnoresource |A temporary resource limitation in the LMX
server caused this request to fail.

- ERRSRV ERRdmeout A dmeout occurred.

- ERRSRV ERRuseSTD Temporarily out of sufficient buffers.

- ERRSRV ERRbaduid The UID given (smb_uid) is not known as a valid
ID on this LMX session.

- SUCCESS  |SUCCESS Everything worked, no problems.

SMBreadbmpx Preconditions

1 SMBrequest, UID and TID are valid and represent the appropriate access rights to perform

the action.

2 TheFIDisvalid.

SMBreadbmpx Postcoonditions

1 ForI/Odevices or named pipes the returned data was consumed frrom the device.

2 Afer compledon the current file position pointer will be right after the read data or at EOF.

SMBreadbmpx Side Effects

Because of the nature of the request, the operation may not be atomic on the LMX server;
requests on the same file from other processes may change the results of this request.

Cooventiopns

+» Locking (see Section 44on page 33.

Protocols for X/Open PC Interworking: SMB, Version 2
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12.8

174

SMBwritebmpx Specification

SMBwritebmpx Detailed Deseciption

This extended protocol request provides a high performance mechanism for writing large
amounts of data while other acuvity is being generated by the SMB redirector. The
SMBwritebmpx operation can be performed on any supported file type.

Unlike most SMBs, there are two forms of both request and response: primary and secondary.
The collection of all requests and responses related to a given primary SMBwritebmpx request is
called an SMBwritebmpx exchange.

An SMBwritebmpx exchange begins when the SMB redirector sends a primary request. This
request sets many of the parameters for the exchange and contains the first part of cthe data to be
wrigen. If an error occurred while handling this request, the LMX server sends a secondary
response indicating the error and ends the exchange; otherwise, the LMXserver sends a primary
response indicating itis ready for more data. Then, if the amount of data to be written is greater
than what could fitin the primary request, the SMB redirector sends secondary requests untl all
data has been sent. If the exchange was in write-through mode, the LMX server sends a
secondary response; otherwise, the LMX server relies on the transport to ensure delivery of all
requests and does not generate an additional reply.

If an error occurs after che primary response is sent, any secondary requests must be discarded.
[f write-through mode was requested, error information is returned to the SMB redirector in the
secondary response. If not, the error is cached and retumed in the response to the next request
issued by the SMB redirector for that file.

Orher requests may be issued on the same LMX session while the exchange is in progress. The
TID, FID, UID and MID are expected to be identical in all requests and responses in a given
SMBwritebmpx exchange.

[f write-through mode is specified, the LMX server will collect all the data and write it to the disk
atomically; otherwise, in write-behind mode, the LMXserver need not make this guarantee.
SMBwritebmpx Deviations

Timeouts for /O devices are implementation-dependent.

Some CAE systems provide no way for a programme to block undl the local file cache has
actually flushed to the disk, but simply indicate that a flush has been scheduled and will
complete soon. An LMX server should nonetheless take steps to maximise the probabilicy chat
the datais truly on disk before the SMRB redirector is notified.

X/Open CAE Spedification (1559
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SMBwritebmpx Field Descriptions

Primary Request/Response
From SMB redirector To SMB redirector
Field Name Field Value Field Name Field Value
smb_com SMBwritebmpx smb_com SMBwritebmpx
smb_wct 12 smb_wct 1
smb_vwyv[() smb_fid smb_vwv(( smb_remaining
smb_vwy[ 1] smb_tcount smb_bce 0
smb_vwy[2) smb_rsvd
smb_vwy[3 4 smb_offset
smb_vwyv[54 smb_timeout
smb_vwv[7) smb_wmode
smb vwv[89 smb_rsvd
smb_vwy[ 10] smb_dsize
smb_vwy[1]] smb_doff
smb_bce min=0
smb_buf(] smb_pad
smb_data

smb_fid

smb._tcount

smb_rsvd
smb_offset

smb_timeout
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The FID of the file to be written to.

Anunsigned 16 bit field giving the total number of bytes that will be written
to the file. This value must be correct in at least one of the requests in the
exchange; in other requests, it may be an over-estimate.

These fields are reserved and should be ignored by the LMX server.

A Zbit integer giving the position in the file at which the bytes in the request
should be written.

A Z2Dit integer giving the number of milliseconds the LMX server may block
while trying to complete the write. This value is ignored for regular files. For
170 devices and named pipes (refer to the X/Open CAE Specification, 1IPC
Mecharnisms for SMB). the LMX server will wait this much time to complete
the write. If smb_timeout is— 1, the LMXserver will wait indefinitely; if it is —2
the server will wait the default amount of time for the file. An LMX server
may choose to treat all timeouts as O, that is, do not block.

smb_wmode A 16bit flag freld controlling the write mode. IF bit O is set, write-through
mode is requested; (he LMX server will write all data atomically and
acknowledge the write with the secondary response. If dlear, write-behind is
permitted; the LMX server need not write atomically and need not report
ocompleton. [fbic lis set, the LMXserver should fill in the smb_reinaining field
in the primary response.

smb_dsize The number of data bytes in this request.

smb_doff The offset in bytes from the beginning of the SMB header to smb_data.

smb_pad Between zero and three unused bytes; the SMB redirector may use these to
pad out the smb_data area to a properly-aligned boundary.

smb_data The actual data to be written. This is a string of bytes in no particular format.
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smb_remaining

Secondacy Reguest/Response

Extended 1.0SMB File Operations

A 18Dbit integer which is always — 1for regular files or if bit 10of smb_wmode is

not set. Otherwise, this is the number of bytes available to be read from the
1/0 device or named pipe specified by the FID. If the LMX server does not
support this functionality, — 1should always be rewurmed.

From SMB redirector

To SMB redirector

smb_count

Field Name Field Value Field Name Field Value
smb_com SMBwritebs smb_com SMBwritec
smb_wct 8 smb_wct 1
smb_vwyv[() smb_fid smb_vwv(( smb_count
smb_vwy[ 1] smb_tcount smb_bec O
smb_vwy[23 smb_offset
smb_vwy[49 smb_rsvd
smb_vwv[g smb_dsize
smb_vwv[7) smb_doff
smb_bce min=0
smb_buf(] smb_pad

smb_data

The total number of bytes written. If this is different from the smallest
smb_tcount sent by the SMB redirector, some error occurred (for example, out
of free space on the file system).

All other fields are identical to the primary request.

SMBwritebmpx Error Code Descriptions

For other error codes see Section 126 on page 168 If a secondary response is not being
generated by the LMX server, any error should be cached and returned in the response to the
next request from the same process involving this FID.

CAECode |DOSClass |DOS Code Description
ERRSRV ERRnoresource | Unable to allocate enough buffer space.

- ERRSRV ERRdmeout Timeout ccourred.

- ERRSRV ERRuseSTD Some resource limitadon prevents the LMX
servel from supporting SMBwritebmpx au this
fime; more limited write 1equests (SMBwrite,
SMBwriteX) should be used instead.

- ERRSRV ERRbaduid The UID given (smb_unid) is not known as a valid
ID on this LMX session.

SUCCESS | SUCCESS Everything worked, no problems.

SMBwritebmpx Preconditions

1L TheSMBredirector has sent a valid SMBrequest with a valid TID for a writable resource.

2 TheFIDis valid and the process has write access.
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SMBwritebmpx Postconditions

1 After the LMX server responds to the primary request o write-behind, the data in the
primary write-behind request has been written.

2 After the secondary response, either an error was rewmned or all the data was written
atomically.

3 After the last secondary request in a write-behind mode exchange is received, all the data
is avajlable to be read but might not vet be writien (o stable store.

4 If write-through mode was not specified, the LMX server has cached any errors to be sent
as a response to the next request from this prooess related to this file.

SMBwritebmpx Side Effects

Because write-behind mode does not guarantee atomic write of all data. it is possible that this
exchange is interfered with. It is possible, for example, that data from other processes could be
interspersed with the data written by an exchange.

Cooventiops

None.

Protocols for X/Open PC Interworking: SMB, Version 2 177
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Chapter 13

Extended 1.0SMB Directory and Attribute Operations

This section defines the elements of the extended SMB protocol that support directory and
attribute access. They are:

SM Bffirst start/continue an extended wildcard directory lookup
SMBfclose end an extended wildcard directory lookup
SMBfunique perform a one-time extended wildcard directory lookup

SMBgetatirE get extended file attributes

SMBsetattrE set extended file attributes

131 SMBffirst Specification
SMBffirst D etailed Description
The SMBffirst extended protocol request behaves exactly like the SMBsearch core request, except
the LMX server can expect the SMB redirector to terininate the search by issuing an SMBfclose
request. Because of this expectation, the LMX server should not use heuristics to terminate the
search, and should instead preserve all search state and resources until the SMBfelose request is
received or the LMX session is closed.
Asin the case of SMBsearch, there are two forms of the SMBffirst request: FindFirst, indicated by a
null smb_search_id, and FindNext, which has a valid smb_search_id spedified.
If a FindFirst request {an SMBffirst request whose smb_search_id is null) fails (no entries are
found), the LMX server should respond with a failure and terminate the search. No SMBfclose
request should be expected.
Otherwise, SMBffirst behaves in all respects like SMBsearch.
SMBffirst D eviations
See Section 8 3on page B
SMBffirst Field Descriptions
See Section 8 3on page B
SMBffirst Error Cade Descriptions
See Section 8 3on page B
SMBffirst Preconditions
L SMBrequest, UID and TID are valid and represent the appropriate access rights to perform
the action on a searchable disk resource.
2 The process has read /search permissions on all directories encountered.
3 For a FindNext vequest, the matching FindFirst/ FindNext request must not have failed.
Protocols for X/Open PC Interworking: SMB, Version 2 1
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SMBffirst Postconditions
1 If the FindFirst fails, the search is terminated.

2 As long as SMBffirst requests continue 0 succeed, search state and resources are
maintained; directories may remain open, etc.

3 After each FindNext, state information is updated in such a way as to ensure the search can
continue without rewuming dir_info on the same file ewice.
SMBffirst Side Effects
Various directories may remain open for reading during the lifeime of an active search. This
may interfere with requests from other processes on involved directories.
Cooventions
» Aocess (see Section 4320n page 3.
» Attributes (see Section 43 1on page 3.
» Filename (see Section 350n page 19.
» Wildcard (see Section 36o0n page 17.
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132 SMBfclose Specification
SMBfclose Detailed Descciption
The SMBfclose extended protocol request terminates an active search begun by SMBffirst.
SMBRBfclose Deviations
Nonre.
SMBfclose Field Descriptions
The SMBfclose request and response are identical to the SMBsearch request and response (see
Section 8 3on page 9. The fields are interpreted differently:
smb_com This should be SMBfclosein both request and response.
smb_count This 18bit integer should be ignored in the request and must be zero in the
response.
smb_attr This attribute field should be ignored.
smb_pathname  This ASCIIZ (type O buffer should be empey: that is, the buffer contains a
single ASCII NULL character.
smb_search_id This variable block (type C8 buffer should be one of the find_buf search_id
structures returned in any response to the search being terminated. This
buffer identifies the search which is (o be terminated.
smb_data This variable block (type OF should be zero length; that is, the length for the
buffer should be zero (O, and no data bytes should be appended.
SMBfclose Ecror Code Deseriptions
Same as for SMBsearch (see Section 8 3on page 9.
SMBfclose Preconditions
1 SMBrequest, UID and TID are valid and represent the appropriate access rights to perform
the acon.
2 Thesearchidentified by smb_search_id must be active.
SMBRBfclose Postcoaditions
Any allocated resources for the identified search are released, and the search is no longer active.
SMBRBfclose Side Effects
Nonre.
Cooventions
Nonre.
Protocols for X/Open PC Interworking: SMB, Version 2 B1
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133

SMBfunique Specification

SMBfuoigue Detailed Description

The SMBfunique extended 1Oprotocol request behaves exactly like the SMBsearch core request,
except the LMX server can tenminate the search immediately after sending the response. The
SMBfunique request, while it does support a wildcard smb_pathname, is designed to return
information on only a few (possibly one) files. If more files match than can fit into the response,
the LMXserver can disregard them.

SMBfuoique Deviations

See Section & 3on page K

SMBfuoique Field Descriptions

See Section 830n page 2 The LMX server should expect that smb_search_id will always be a
zero-length variable block (type 08 buffer.

SMBfuoique ErrorCode Descriptions

See Section & 3on page K

SMBfuoique Preconditions

1 SMBrequest, UID and TID are valid and represent the appropriate access rights to perform
the actor.

2 The process has read /search permissions on all directories encountered.

SMBfuoigue Postconditions
No state or resources are maintained on the LMX server after the response is sent; the search is
considered inactive.
SMBfuoique Side Effects
Because SMBfunique is a one pass search, interaction with other requests due to directories
remaining open for long periods of time should be greatly reduced; however, they may not be
eliminated.
Cooventions

» Aocess (see Section 4320n page 3.

» Attributes (see Section 43 1on page 3.

» Filename (see Section 350n page 19.

» Wildcard (see Section 360n page 17.
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134 SMBgetattrE Specification
SMBgetattcE Detailed Description
This extended 1O protocol request returns extended auribute information for a given open
regular file.
SMBgetattcE Deviatioons
1 LMXservers which cannot maintain a creation date and time for their files will return the
last modify date and time instead.
2 The auribute field is treated according to the Attribute convendon.
SMBgetattcE Field D escriptions
From SMB redirector To SMB redirector
Field Name Field Value Field Name Field Value
smb_com SMBgetattrE smb_com SMBgetattrE
smb_wct 1 smb_wet 11
smb_vwyv[() smb_fid smb_vwv(( smb_cdate
smb_becc 6] smb_vwv(1] smb_ctime
smb_vwv(d smb_adate
smb_ywv(3 smb_atime
smb_vwv(4] smb_mdate
smb_ywv(H smb_mtime
smb_ywv (67 smb_datasize
smb ywv (89 smb_allocsize
smb_vwv[ 10| smb_attr
smb_bec o |
smb_fid The FID for which extended attribute information should be returned.
smb_cdate A date held giving the creation date for the file. See Section 5320n page 43
smb_ctime A time field giving the areation time for the fle. See Section 33 l1on page 43
smb_adate A date held giving the last access date for the file.
smb_atime A time field giving the last access time for the file.
smb_mdate A date held giving the last modify date for the file.
smb_mtime A time field giving the last modify time for the file.
smb_datasize A 3Dhit integer giving the current size of the file (offset to EOF) in bytes.
smb_allocsize A Z2hit integer giving the amount of space allocated to the file. LMX servers
on systems which do not support pre-allocation of space will set this field to
the same value as smb_datasize.
smb_attr Anattribute field giving the attributes of the file (see Section 37on page 17).
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SMBgetattcE EcrocCode Descriptions

CAECode |DOSClass |DOS Code Description
EBADF ERRDOS | ERRbadfid Invalid or no longer an acceptable FID.
EINTR ERRSRV ERRerror A signal was caught during a system call.
- ERRSRV ERRinvnid TID specified in command is invalid.
- ERRSRV ERRinvdevice |TID not for a disk resource.
- SUCCESS  |SUCCESS Everything worked, no problems.

SMBgetatticE Preconditions

L SMBrequest, UID and TID are valid and represent the appropriate access rights to perform
the action.

2 The FID must be valid.

SMBgetatticE Postconditions

None.

SMBgetatirE Side Effects

None.

Conventions

« Attribute (see Section 4.3 lon page 3.
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135 SMBsetattrE Specification

SMBsetattrE Detailed Description

SMBsetattrE Specification

This extended 10 protocol request is used to set extended attribute information for an open
regular file.

SMBsetattcE Deviatioas

LMXservers which cannot maintain a creation time for their fites will ignore the create date and

time fields

SMBsetattcE Field Descriptions

From SMB redirector To SMBredirector
Field Naime Field Value Field Nare Field Value
smb_com SMBsetattrE smb_com SMBsetattrE
smb_wct 7 smb_wct 0O
smb_vwyv[() smb_fid smb_bec 0
smb_vwy[ 1] smb_cdate
smb_vwy[2) smb_ctime
smb_vwy[3 smb_adate
smb_vwy[4] smb_atime
smb_vwy[5 smb_mdate
smb_vwv[g smb_mtime
smb_bec min=0
smb_rsvd
smb_fid The FID whose extended actributes are to be changed.
smb_cdate A date field containing the areation date for the file. See Section S320n page
Q3
smb_ctime A time field containing the creation time for the file. See Section &3 1on page
Q3
smb_adate A date held containing the last access date for the file.
smb_atime A time field containing the last access time for the file.

smb_mdate
smb_mtime

smb_rsvd

A date Held containing the last modify date for the file.

A time field containing the last modify time for the file.

A reserved character string; LMXservers should ignore this feld.

Protocols for X/Open PC Interworking: SMB, Version 2
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SMBsetattrE EcrocCode Descriptions

CAECode |DOSClass |DOS Code Description
BACCES ERRSRV ERRacceess The UID does not have appropriate privilege
and is not the owner of the file.
EBADF ERRDOS  |ERRbadfid Invalid or no longer an acceptable FID.
EINTR ERRSRV ERRerror A signal was caught during the operation.
EPERM ERRSRV ERRaccess The UID does not have appropriate privilege
and is not the owner of the file.
EROFS ERRSRV ERRaccess File system is read-only.
- ERRSRV | ERRinvnid TID specified in command isinvalid.
- ERRSRV ERRinvdevice |TID does not specify a disk resource.
SUCCESS |SUCCESS Everything worked, no problems.

SMBsetatteE Precooditions

1 SMBrequest, UID and TID are valid and represent the appropriate access rights to perform
the acton.

2 TheFIDisvalid.

SMBsetattcE Postconditions

A file time and date will remain unchanged if the corresponding date and time in the request
was zero.

SMBsetatteE Side Effects

None.

Cooventiops

» Aocess (see Section 4320n page 3.
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Extended 1.0SMB Miscellaneous Requests

This section defines the remaining elements of the extended 1OSMB protocol. They are:

SMBcopy copy one or more files

SMBecho test an LMX session

SMBioct! 170 device conurol

SMBmove move one or more files by renaming

141 SMBcopy Specification

SMBeapy Detailed Deseription

This extended 1.Oprotocol request copies one or more files from a given path to a new path on a
single L MX server. The source path may indude wildcards. The destination may be a directory
or a single file, but it may not include wildcards. If the destination is a directory, the source
file(s) are copied into that directory: if the destination is a regular file, the source file(s) are
appended (0 it (possibly after the destination is truncated).

SMBeopy Deviations

None.

SMBeopy Field Descriptions

From SMEB redirector To SMB redirector
Field Name Field Value Field Name Field Value
smb_com SMBcopy smb_com SMBcopy
smb_wct 3 smb_wet 1
smb_vwv[(} smb_tid2? smb_vwv[( smb_cct
smb_vwv|[ 1] smb_ofin smb_bce min=0
smb_vwv[A smb_flags smb_bufl] smb_errfile
smb_bcc min=2,
smb_bufl] smb_path

smb_new_path
smb_tid2 The TID corresponding to smb_new_path. The TID for smb_path is sent in

smb_tid in the SMB header. If smb_tid2is — 1, the TID in smb_tid should be used
for smb_new_path as well; this permits SMBcopy to be chained to SMBtconX.

smb_ofun This is an open function field (see Section 5380on page 43. If smb_new_path is
a simple file smb_ofun applies at the start of the operation: in the case of
wildcards all subsequent files will then be appended. It is applied o each
copied file when smb_new_path s a directory.

smb_flags This 16bit field contains a set of flags controlling the copy operations:

BitO If set, the destination must be a file.
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smb_path

smb_new_path

smb_cct

smb_errfile
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Bit 1 If set, the destination must be a directory.

Bit2  Copy destination mode: O=binary (indicating the contents of the file
are not to be interpreted), 1:=ASCII (indicating DOS format text file).
This bitis ignored.

Bit3  Copy source mode: O=binary (indicating the contents of the file are
not to be interpreied), :=ASCII (indicating DCOS format text file).
This bitis ignored.

Bit4  Ifset, all writes must be verified by comparing the copied destination
to the original source(s).

Bic5  If set, indicates a tree copy is requested. A tree copy means the
contents of the directory and any subdirectories are to be copied.
This bit only has meaning if the extended 20 SMB dialect was
negotiated.

All other bits are reserved and should be ignored.

An ASCIIZ buffer containing the name of the file(s) to be copied; wildcard
characters are permitied. The path is interpreted relative to smb_tid in the
SMB header.

An ASCIIZ buffer containing the name of the destination to which the source
file(s) are 10 be copied. Wildcards may not be used. The path is interpreted
relative to smb_tid2in the SMBcopy subheader.

A 16Dbit integer containing the actual number of files copied.

This is an ASCILZ buffer which may contain the name of the source file on
which an error was encountered during a copy operation. When a copy error
is encountered, the expanded source filename is rewuimed in smb_errfile and the
error codeis returned in smb_err (in the SMB header),
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SMBcopy ErcocCode Descriptions

SMBcopy Specification

CAECode |DOSClass |DOS Code Description
BACCES ERRDOS | ERRnoaccess Component of path-prefix denies search
permission.
EAGAIN |ERRDOS |ERRshare There are outstanding record locks on the file.
EEXIST ERRSRV ERRfilexists Destination file exists.
EINTR ERRSRV ERRerror A signal was caught during the open operation.
FISDIR ERRDOS  |ERRnoaccess |Can't copy onto a direcioty.
EMFILE ERRSRV ERRerror Maximum number of file descriptors are
currently open in this process.
ENFILE ERRDOS | ERRnofids System file table is full.
ENOCENT |ERRDOS |ERRbadfile File does not exist, or component of pathname
does not exist.
ENOSPC  |ERRSRV  |ERRerror The system is out of resources necessary to
create files.
ENOIDIR |ERRDOS | ERRbadpath Component of either path-prefix is not a
directory.
ENXIO ERRSRV ERRerror One of the TIDs is not for a file system subtree.
EROFS ERRSRV ERRerror Destination file system subtree is read-only.
ETXTBSY |ERRSRV ERRerror Can't copy onto programme being executed.
- ERRSRV ERRinvnid Invalid TID.
- ERRSRV ERRinvdevice |One of the TiDs is not for a file system subtree.
- FRRDOS | ERRnofiles No more files matching the specified criteria.
- I[ERRDOS | ERRbadshaie | Share conflict when creating a destination file.
- FRRSRV ERRbaduid The UID given (smb_uid) is not known as a valid
ID on this LMX session.
- SUCCESS | SUCCESS Everything worked, no problems.

SMBcopy Preconditions

1 The SMBredirector has sent a valid SMB with a valid smb_tid and smb_tid2 for file system
subtrees; the smb_tidZ2resource muscallow wiites.

2 The SMB redirector has appropriate read /search permission on source and destination
paths, and write permission on the destination file or into the destination directory.

SMBcopy Postconditions

Not all files may have been copied; smb_errfile will indicate which copy failed.

SMBcopy Side Effects

Some files may be overwiiten if smb_ofun flags requested it.
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Cooventions
» Aocess (see Section 4320n page 3.
» Filename (see Section 350n page 19.
» Wildcards (see Section 360n page 17).
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142

SMBecho Specification

SMBecbo Detailed Description

SMBecho Specification

This extended protocol request is used to test an L MXsession by exchanging messages between
the SMB redirector and LMX server. Since itis used to verify communications, the request may
be issued at any time during the life of an LMX session, except before an SMBnegprot request has
been issued, and not while a raw exchange is in progress (for example, SMBwritebraw).

The LMXserver will respond with the exact number of messages specified in the request.

SMBecbo Deviatioos

None.

SMBecho Field Descciptions

From SMB redirector To SMB redirector
Field Naime Field Value Field Name Field Value
smb_com SMBecho smb_com SMBecho
smb_wct 1 smb_wct 1
smb_vwyv[() smb_reverb smb_vwv(( smb_sequence
smb_bce min=0 smb_bce min=0
smb_buf]) smb_data smb_buf[] smb_data _
smb_reverb A 16Dbit integer indicating the number of responses the LMX server should

smb_data

smb._sequence

generate for this request. If zero, noresponse at all will be generated.

This string of bytes is test data which is specified by the SMB redirector in its
request and returned by the LMXserver inevery response. The string of bytes
is not formatted; the LMX server must be careful o exactly reproduce it and
set smb_bcc correctly in the responses.

A 16bit integer containing the sequence number of this particular response.

The first response would have smb_sequence = |, and the last response would
set smb_sequence to smb_reverb.

SMBecho Error Code Descriptions

No CAE errors are possible.
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CAECode |D(OSClass |DOS Code Description
ERRSRV ERRnoaccess LMX session has not been established.
- ERRSRV ERRbaduid The UID given (smb_uid) is not known as a valid
ID on this LMX session.
- ERRSRV ERRnasupport |Requested function is not supported.
SUCCESS | SUCCESS Everything worked, no problems.
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SMBecho Preconditions

None.

SMBecbo Postconditions

None.

SMBecho Side Effects

None.

Cooventiops

None.
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143 SMBioctl Specification

SMBioctl D etailed Description

This extended protocol request permits detailed control of 1/0 devices by the SMB redirector.
The acwal forms of control available are device-specific and implementation-dependent.
SMBioctl Deviatioos

Because the mapping between ioctl request numbers and actual functionality varies from
implementation to implementation, it is impossible to provide this functionality in a portable
manner. Nonetheless, SMB redirectors using the LMXserver may generate SMBioct] requests.

An LMX server which does not support the SMBioct! request should retum errorr code
ERRnosupportinerror class ERRSRV if it receives such a request.
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144

SMBmove Specification

SMBmove Detailed Descriptioo

This extended protocol request is used to move files between directories on the LMX server.
Directories as well as regular files may be moved into a new directory. The SMBmove protocol
removes the deviations of SMBmv and allows for relocating files 1o different file system subtrees.
A move of a directory cannot have a destination located in the directory itself or any
subdirectory within the source directory. In these conditions the error <ERRDOS, ERRbadpath>
is to be returned.

The source path may include wildcards in the last component of the path, but the destination
path must specify a single file or directory (that is, no wildcards). If the destination is a
directory, the source file(s) are moved into that directory; if the destnation is a regular file, all
source files but the last one are lost, and the last one is renamed to the destination path. The
sequence in which files match a wildcard specification is undefined. so the specific file which
will be given the destination name cannot be specified.

SMBmove Deviations

None.

SMBmove Field Descriptions

From SMB redirector To SMB redirector
Field Naime Field Value Field Name Field Value
smb_com SMBmove smb_com SMBmove
smb_wct 3 smb_wct 1
smb_vwyv[() smb_tid2 smb_vwv(( smb_count
smb_vwy[ 1] smb_ofun smb_bec min=0
smb_vwy[2) smb_flags smb_buf]] smb_errfile
smb_bce min=2
smb_buf(] smb_path

smb_new_path
smb_tid2 The TID corvesponding to smb_new_path. The TID for smb_path is sent in

smb_tid in the SMB header. If smb_tid2is — 1 the TID in smb_tid should be used
for smb_new_path as well; this permics SMBmave to be chained to SMBtconX.

smb_ofun This is an open function field (see Section 538on page 43. If smb_new_path is
a simple file smb_ofun applies at the start of the operation: in the case of
wildcards all subsequent files will then be appended. Tt is applied (o each
moved file when smb_new_path is a directory.

smb_flags This 16bit field contains a set of flags controlling the copy operations:
BicO  Ifset, the destination must be a fle.
Bic 1  Ifset, the destination must be a directory.

Bic 4  Ifset, all writes must be verified by coniparing the copied destination
to the original source(s).

All other bits are reserved and should be ignored.
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smb_new_path

smb_count

smb_errfile

Extended 1.O0SMB Miscellaneous Requests

SMBimove Specification

An ASCIIZ buffer concaining the name of the file(s) o be moved; wildcard
characters are permitied. The path is interpreted relative to smb_tid in the
SME header.

An ASCIIZ buffer containing the name of the destination to which the source
file(s) are 1o be copied. Wildcards may not be used. The path is interpreted
relative to smb_tid2in the SMBmove subheader.

A 16Dbit integer containing the actual number of files moved.

This is an ASCILZ buffer which may contain the name of the source file on
which an error was encountered, the expanded source filename is returned in
smb_errfile and the error code is returned in smb_err (in the SMB header).

SMBmove EcrocCode Descriptions

CAECode |DOSClass |DOS Code Description
EACCES ERRDOS | ERRnoaccess Search permission is denied on a component of
either path-prefix.
EACCES |ERRDOS |ERRnoaccess | No write access to destination directory.
EEXIST ERRDOS  |ERRfilexists Directory or file already exists.
EINTR ERRSRV ERRerror A signal was caught during a system call.
EMLINK  |ERRSRV ERRerror Maximum number of links to a file would be
exceeded.
ENCENT |ERRDOS |ERRbadfile A component of either path-prefix does not
exist, smb_path does not exist, or smb_new_path is
a null string.
ENOSPC ERRSRV ERRerror Directory containing ¢he link cannot be
extended.
ENOIDIR |ERRDOS | ERRbadpath A component of either path-prefix is not a
directory.
EROFS ERRSRV ERRnoaccess | Read-only file system.
EXDEV ERRDOS |ERRnoaccess |smb_path and smb new_path are on different
logical devices.
- ERRDOS | ERRnofiles No files match smb_path.
- ERRDOS  |ERRbadshare |Share conflict when creating or appending to a
destination file.
- ERRSRV ERReiror Corrupt SMB request.
- ERRSRV ERRinvnid Invalid TID.
- ERRSRV ERRnosupport | Requested function is not supported.
- ERRSRV ERRaccess The resource represented by the TID does not
allow writes.
- ERRSRV ERRbacuid The UID given (smb_uid) is not known as a valid
ID on this LMXsession.
SUCCESS |SUCCESS No errors.
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SMBmove Preconditions

1

The SMB redirector has sent a valid SMB request; both TIDs are for file system subtrees; the
SMB redirector has delete permission under the source TID and create permission under
the destination TID.

The source file(s) or directory must exist.

Files must not be open by other SMB redirectors. If they are, the error <ERRDOS,
ERRbadshare> is retuimed.

The SMB redirector has write perimission in the destination directory and deleie (write)
permission in the source directory.

SMBmove Posteonditions

1

2

If the move succeeded, none of the matching source files can be found under the old
names, and the files are now accessible under the new names.

If a move fails, the reason for the failure is returned in smb_errfile, along with an error
return. No remaining moves are attempted, and smb_count reflects the actual number of
files moved.

SMBmove Side Effects

Moves of multiple files to a single regular file result in the loss of all but the last file.

Cooventiops

» Aocess (see Section 4320n page 3.

+» Filenames (see Section 350n page 19.
» Wildcards (see Section 360n page 17).
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Chapter 15

Extended 2 0 Protocol Additions and Modifications

This chapter doauments the changes and additions to the extended LOdialect that take effect
when the extended 20dialect is negotiated. These SMBs and the SMBtransZ (refer to Chapter 18
on page A7) constitute the additions to the extended LO dialect for the extended 20 dialect.
There is no affect on the SMBnegprot protocol for the extended 20 protocol. Refer to the
extended 1.0protocol description for details.

151 SMBsesssetupX Specification

SMBsesssetupX Detailed Description

This extended 20 protocol request is used to further set up the LMX session normally just
established via the SMBnegprot request/response. The SMBsesssefupX request serves one
additional purpose over the activities performed in the extended LOdialect. That purpose is to
allow the SMB redirector system to challenge the LMX server with an encryption key. The LMX
server must use the encryption key to return a response. Based on the response value, the SMB
redirector can determine whether the LMX server is really the LMX server desited or an
imposter.

« UserIdentification

The actual semantics for this request are governed by the security mode of the LMX server-.
See Section 330n page 12for a discussion of these modes.

Inuser-level security mode, the SMB redirector will establish a mapping between a particular
username on the LMXserver and a UJD which the SMB redirector will use to represent that
user. A password may be sent by the SMB redirector to authenticate that the person using
the SMB redirector is indeed the usernaime to be mapped to. Further, the password may be
encrypted to ensure security.

The LMX server validates the name and password supplied and, if valid, it generates a UJID
carresponding to the specified vsername. That actwal UID will be sent in all subsequent
requests by the SMB redirector and used! by the LMX server for access checks required by
requests.

The value of the UJD is relative 10 an LMX session: it is possible for the same UJD value to
represent two different users on two different LMX sessions on the LMX seiver. The LMX
server must inap the pair of <LMXsession 1D, UID> to the different accounts. In share-level
security mode, the username and password are not used. The LMX server should use a
unique, reserved account and corresponding UILD to perform access checks for all requests.

 SMB redirector Communications Parameiers

The LMX server, inits response to the SMBnegprot request, has set some parameters for the
communication it was expecting fram the SMB redirector. In the SMBsesssetipX request, the
SMB redirector indicates the parameters for the communication it is expecting from the LMX
server. These values may be different; for example, the LIMX server may be able 1o receive a
maximum message size of 1K bytes, while the SMB redirector can only receive 1K bytes.

Some LMX servers may need to renegotiate buffer sizes after the SMBsesssetupX exchange.
This renegotiation is avaijlable through the SMBtcon request, but not through SMBieonX.
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SMBsesssetup X Deviations

None.

SMBsesssetupX Field Descriptions

From SMB redirector To SMB redirector

Field Name Field Value Field Name Field Value
smb_com SMBsesssetupX smb_com SMBsesssetupX
smb_wct O smb_wct 3
smb_vwyv[() smb_com2 smb_vwv(( smb_com2
smb_vwy[ 1] smb_off2 smb_vwv(]] smb_off2
smb_vwy[2) smb_bufize smb_vwv(d smb_action
smb_vwy[3 smb_mpxmax smb_bce Minimum =0
smb_vwy[4] smb_ve_num smb_bufl] smb_encresp()
smb_vwyv[54 smb_sesskey
smb_vwv[7) smb_apassien
smb_vwv[g smb_encryptlen
smb_vwyv[9 smb_encryptoff
smb_bce min val=0
smb_buf(] smb_apasswd

smb_aname

smb_com2 Description can be found in Section 3901 page 22

smb_off2

smb_bufsize

smb_mpxmax

smb_vc_num

smb_sesskey

smb_apasslen
smb_encryptlen
smb_encryptoff

smb_encresp| ]

smb_apasswd
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Description can be found in Section 350 page 22

The size of the largest message the SMB redirector is willing to receive. Tt
must be (rue that smb_bufsize < smb_inaxxmt (see Section & lon page 55).

The maximum number of reguesis which the SMB redirector will have
outstanding on a single LMX session. Tt must be true that smb_mpxmax <
smb_maxmux (see Section G lon page 55.

Permits multiple NetBIOS sessions to be associated with a single LMX session.
If zero (O, this NetBIOS session is the first or only NetBIOS session associate
with the NetBIOS session being set up. If smb_vc_num is zero (O) and there are
other previously established NetBIOS session still connected from this SMB
redirector, it is recommended that the LMX server abort the previous NetBIOS
session and free up the resources held.

A 2Dhit integer which identifies to which LMX session this NetBIOS session is
associated. Ignored when smb_vc_num is zero (. This value would be
obtained from the smb_sesskey field in the response to the SMBnegprot
associated with the LMX session this NetBIOS session is to be made a part of,

Length of the smb_apasswd field.
The size of the enayption key used to challenge the LMXserver.
The byte offset from the start of the SMB header 10 the enayption key.

The LMX server response to the enayption key challenge from the SMB
redirector.

A character string containing the password, possibly enaypted. Ignored by
an LMXserver in share-level security mode.
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smb_aname

smb_action

An ASCIIZ (not type O4) buffer containing the username to be associated with
smb_uid and validated with smb_apasswd. Ignored by an LMX server in share-
level security mode. The length of this field is derived from the difference
between smb_bcc and smb_apassien.

A bit-encoded field indicating the results of a successful LMX session setup. If
bit Ois clear, everything went normally, If bit Ois set, the LMX session was
setup but a default or guest account was used instead of an individual acoount
represented by the username provided. (An LMX server in share-level
security mode would set this bit.)

SMBsesssetupX Ecroc Code Descriptions

CAE Code |[DOSClass |DOS Code Description
- ERRSRV FRRerror Internal LMX server error.
- ERRSRV ERRbadpw Username/password pair was invalid.

HRRSRV ERRtoomanyuids | The LMX server does not support this many
UIDs in one LMX session.

ERRSRV ERRerror No SMBrnegprot request has been issued on
this NetBIOS session.

FRRSRV ERRnosupport | This request cannot be chained to the
request which precedesit in this message.
SUCCESS | SUCCESS Everything worked, no problems.

SMBsesssetup X Preconditions

L The process attempting to secure an LMX session must have established an LMX session
with the LMX server and negotiated an extended dialect.

2 The username and password must both be valid instances of those types.

3  smb_com2must be alegal chiained command.

4 There are many other preconditions based upon the SMBs that imay be chained. These are
enumerated in the specifications for those SMBs.

SMBsesssetup X Postconditions
L If there are no errors the UID is valid to be used in future SMBs.

2 There are many other pastconditions based upon the SMBs that may be chained. These are
enumerated in the specifications for these SMBs.

SMBsesssetup X Side Effects

Conversion of paths to a canonical pathname is controlled by bit 4 of the smb_flg flag in the
header of this request (see Section & lon page 37).

Conventions

+ Opportunistic Locking (see Section 3820n page 2.

+ Chaining (see Section 390on page 2.
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The SMBs which may be chained after SMBsesssetupX are:

SMBchkpath  SMBfunique =~ SMBopen SMBsearch SMBtconX
SMBcopy SMBgetatr SMBopenX SMBsetatr SMBunlink
SMBcreate SMBmkdir SMBrename  SMBsplopen SMBtrans
SMBdskattr ~ SMBmlmew  SMBrmdir SMBsplretq NIL
SMBfiirst SMBmv

20 X/Open CAE Spedi fication (1559
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152 SMBcopy Specification

SMBcopy Detailed Description

The SMBcopy protocol for the extended 20 dialect is unchanged from the extended 1Odialect
except that the request may now be used to specify a copy of entire directory subtrees (tree
copy) on the LMX server. The tree copy mode is selected by setting bit Sof the smb_flags field in
the SMBcopy request (reference bit 5in SMBcopy Field Descriptioas on page 187). When the
tree copy option is selected the destination must not be an existing file and the source mode
must be binary. A request with bit Sof the smb_flags field set and either bit Oor bit 3set is not
allowed and the LMXserver returns the error code <ERRDOS, ERRbadflle>. When the tree copy
mode is selected the smb_cct field of the response protocol is undefined.
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Extended 20 Protoco!l Additions and Modifications

153 SMBfindnclose Specification

SMBRBfindonclose Detailed Description

The SMBfindnclose protoool closes the association between a directory handle returned following
a resource monitor established using an SMBirans2(FINDNOTIFYFIRST) request to the LMX
server and the resuliing system directory monitor. This request allows the LMX server to free
any resources held in support of the open handle.

SMBfindnclose Field Descriptions

From SMB redirector To SMB redirector
Field Naime Field Value Field Name Field Value
smb_com SMBfindnclose smb_com SMBfindnclose
smb_wct 1 smb_wct 0
smb_vwv[Q] smb_handle smb_bcc 0
smb_bce 0 smb_bcc 0
smb_handle The directory handle associated with a previous

SMBtrans2(TRANSACTZ_FINDNOTIFYFIRST).

SMBfindnclose Ecror Cade Descriptions

CAECode |DOSClass |DOS Code Description
ERRDOS | ERRbadfid The SMB redirector has supplied an invalid
directory handle.
- ERRSRV ERRinvnid TID specified in command is invalid.
- ERRSRV ERRerror Other CAE error.
- SUCCESS |SUCCESS Operation succeeded.

SMBfindnclose Precooditions

None.

SMBfindnclose Postconditions

If the directory handle was valid, it is made invalid and resources used to support the directory
search operations have been freed.

SMBfindoclose Side Effects

None.

Cooventions

None.
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154 SMBfindclose Specification

SMBfindclose Detailed Description

The SMBfindclose protocol closes the association between a search handle returned following a
successful SMBtrans2(TRANSACT2 _FINDFIRST) request to the LMX server and the resulting
system file search. This request allows the LMX server 1o free any resources held in support of
the open handle.

SMBfindclose Field Descriptions

From SMB redirector To SMB redirector
Field Naime Field Value Field Name Field Value
smb_com SMBfindclose smb_com SMBfindclose
smb_wct 1 smb_wct 0
smb_vwv[Q] smb_handle smb_bcc 0
smb_bce 0 smb_bcc 0
smb_handle The directory handle associated with a previous

SMBtrans2(TRANSACTZ_FINDNOTIFYFIRST).

SMBfindclose Error Code Descriptions

CAECode |DCOSClass |DOS Code Description

ERRDOS | ERRbadfid The SMB redirector has supplied an invalid
directory handle.

- ERRSRV ERRinvnid TID specified in command is invalid.

- ERRSRV ERRerror Other CAE error.

- SUCCESS |SUCCESS Operation succeeded.

SMBfindclose Preconditions

None.

SMBfindclose Postconditions

If the directory handle was valid, it is made invalid and resources used to support the directory
search operations have been freed.

SMBfindclose Side Effects

None.

Cooventions

None.
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155 SMBuloggoffX Specification

SMBuloggoffX Detailed Description

This protocol is used to logoff the user (identified by the UID value in smb_uid) previously
logged on via the SMBsesssetupX protocol.

The LMX server will remove this UID from its list of valid UIDs for this LMX session. Any
subsequent protocol containing this UID (in smb_uid) received on this LMX session will be
returmed with an acoess error.

Another SMBsesssetupX must be sent in order (o reenstate the user on the LMX session.

LMX session tertmination also causes the UlDs registered on the LMX session to be invalidated.
When the LMX session is reestablished, SMBsesssetupX request must again be used to validate
each user.

The only valid protocol that can be chained in an SMBuloggoffX is SMBsessetupX.

SMBuloggoffX Field Descriptions

From SMB redirector To SMBredirector
Field Naime Field Value Field Nare Fietld Value
smb_com SMBuloggofiX smb_com SMBuloggofiX
smb_wct 2 smb_wet 2
smb_vwyv[() smb_com2 smb_vwv(( smb_com2
smb_vwy[ 1] smb_off2 smb_vwv(]] smb_off2
| smb_bcc @] smb_bce 0O
smb_com2 The secondary command value.
smb_ofi2 Offset from start of the SMB header to the secondary command.

SMBuloggoffX Error Cade D escriptions

CAECode [DOSClass |DOS Caode Description
ERRSRV  |ERRinvnid TID specified in command is invalid.
- ERRSRV ERRerror Other CAE error.
- ERRSRV ERRbaduid The UID given (smb_uid) is not known as a valid
ID on this LMX session.
- SUCCESS |SUCCESS Operation succeeded.

SMBuloggoffX Preconditions

None.

SMBuloggoffX Postcoanditions

If the user was previously logged on, his logon identity as specified in the SMBsesssetupX is
removed, but the LMX session remains.
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SMBuloggoffX Side Effects

Anather SMBsesssetupX must be sent to log the user into the LMXserver.

Cooventions

None.
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Chapter 16

Extended 2 O Protocol SMBtransZ

The SMBtrans2 protocol is used to extend the original file-shating protocols with extended
atribute and long filename support. An FID obtained from the new requests may be used in
previously defined SMB requests and vice versa.

The format of enhanced and new commands is defined comimencing at the smb_wet field. All
messages will indude the standard SMB header detined in Section 51on page 37. When an
error is encountered, an LMX server may choose to retuin only the header porton of the
response (i.e., smb_wct and smb_bce both contain zero).

161 SMBtrans?2

161.1 Request Formats
Transaction SMB Request Formats
Primary Request Secondary Request
Field Name Field Value Field Name  Field Value
smb_com SMBtrans2 smb_com SMBtrans2
smb_wct 14+smb_suwcnt | smb_wct 8
smb_ywv[(O} smb_tpscnt smb_vwv[Q  smb_tpscnt
smb_vwv[1] smb_tdscnt smb_vwv[1l  smb_tdscnt
smb_ywv[2d smb_mprent smb_vwv[d  smb_pscnt
smb_ywv[3 smb_mdrcnt smb_vwv[3  smb_psoff
smb_vwv[4] smb_msrcnt smb_vwv([4]  smb_psdisp
smb_ywv[3 smb_flags smb_vwv[S  smb_dscnt
smb_vwv[87  smb_timeout smb_vwv[@  smb_dsoff
smb_ywv[§ smb_rsvd 1 smb_vwv[7l  smb_dsdisp
smb_ywv[9 smb_pscn! smb_vwv[§  smb_fid
smb_ywv[I0  smb_psoff smb_bcc
smb_vwv[11]  smb_dscni smb_param
smb_ywv[1d  smb_dsoff smb_data
smb_vwv[1d  smb_suwcnt
smb_vwv[14]  smb_setupl]
smb_bcc
smb_bufl] smb_name
smb_param
smb_data
smb_tpsent A 16Dbit unsigned integer containing the total number of parameter bytes
being sent. This value may be revised downward in any or all secondary
requests. The smallest value of smb_tpscnt sent during this transaction nmust
equal the sum of all the smb pscnt flelds in all requests sent during the
wansaction.
smb_tdsent A 16Dbit unsigned integer containing the total number of data bytes being sent.
This value imay be revised downward in any or all secondary requests. The
smallest value of smb_tdscnt sent during this transaction must equal the sum
of all the smb_dscnt fields in all requests sent during the transaction.
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smb_mprent

smb_mdrent

smb_msrent

smb_flags

smb_timeout

smb rsvd!

smb_pscnt

smb_psoff

smb_psdisp

smb dscnt

smb_dsoff

smb_dsdisp

smb fd
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A 16bit integer containing the maximum number of parameier bytes the SMB
redirector expects to be rewrned. The LMXseirver may not exceed this limitin
its response.

A 16bit unsigned integer containing the maximum number of data bytes the
SMB redirector expects to be returned. The LMX server may not exceed this
limicin its response.

A 16Dit integer containing the maximum number of sewp fields the SMB
redirector expects to be rewsmed. The LMXserver may not exceed this limitin
its response. The value of smb_msrcnt must be less than or equal to Z5and is
stored in the low-order byte of the field; the high-order byte is reseived and
must be zero.

A 16Dbit field containing flags altering the behaviour of the request. The flags
are:

BicO If set, the TID on which this transaction was requested is closed
after the transaction is completed.

Bic 1 If set, the wransaction is one way; that is, no final response should
be generated by the LMX server. An interim response, if
required by the flow of the transaction, should be produced
regardless of the setting of this bit.

Bits 2 15 Reserved; MBZ.

A 2bit integer specifying the number of milliseconds to wait for completion
of the requested operation before causing a timeout. A value of zero (O
means no delay (that is, do not queue the request). A value of — lindicates to
wait forever. See Section 3 11on page 25

A 16Dbit reserved field which must be zero.

A 16bit unsigned integer indicating the number of parameter bytes being sent
in this pactioular request; i .e., the size of smb_param.

A 16bicinteger giving the offset, in bytes, from the start of the SMB header to
the beginning of the smb_param field. This permits smb_param to be preceded
in the request by pad bytes to result in better alignment of cthe buffer.

A 16bitinteger giving the absolute displacement amongst all parameter bytes
for this uwansaction for the parameter bytes contained in this request. This is
used by the LMX server to correctly assemble all the parameter bytes received
even if the requests were received out of sequence.

A 16bit unsigned integer indicating the number of data bytes being sent in
this partioular request; i €., the size of smb_data.

A 16bit integer giving the offset, in bytes, from the start of the SMB header to
the beginning of the smb_data field. This permits smb_data to be preceded in
the request by pad bytes to result in better alignment of the buffer.

A 16Dbit integer giving the displacement amongst all data bytes for this
uransaction of the data bytes contained in this request. This is used by the
LMX server to correctly assemble all the data bytes received even if the
requests were received out of sequence.

A 16Dit integer containing the FID for file-based requests. Otherwise the
value is Oxfiff.
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smb_suwcnt

smb_setupl]
smb_bce

smb_name

smb_param

smb_data

A 16Dbit integer containing the number of setup 16bit fields sent in the
primary request. This value must be less than or equal o Z25and is stored in
the low-order byte of the 16bit field; the high-order value is reserved and
must be zero.

Anarray of 16bit fields of setup data.

Contains the total size in bytes of the data to follow, including any pad bytes
added for aligniment. The length of this array is given by smb_swent and may
bezero.

A null-terminated ASCIIZ string containing the transaction name. No pad
bytes are permitied before this field; it must immediately follow the smb_bec
field.

Anarray of bytes, beginning at smb_psoff bytes into the request and containing
smb_pscnt bytes. Padding may precede this field, as smb_psdisp points to its
beginning; for the same reason, smb_param is not required to precede smb_data
in each message.

An array of bytes, beginning at smb_dsoff bytes into the request and containing
smb_dscnt bytes. Padding may precede this field, as smb_dsdisp points to its
beginning; for the same reason, this field is not always required to follow
smb_param.

161.2 Response Format

"Transaction SMB Response Formats

Interim Response Final Response

Field Name  Field Value | Field Name Field Value

smb_com SMBtrans2 | smb_com SMBtrans2

smb_wct 0 smb_wct Drsmb _suwent

smb_bce O smb_vwv[Q) smb_tprent
smb_vwy[1]] smb_tdrent
smb_vwv|[Z] smb_rsvd
smb_vwv[3 smb_prcnt

smb_vwv[4] smb_proff
smb_vwv[5 smb_prdisp

smb_vwv([g smb_drent
smb_vwv[7] smb_droff
smb_vwv[H smb_drdisp
smb_vwv[9 smb_suwcnt
smb_vwv[1¥)]  smb_setup
smb_bcc

smb_param

smb_data

The meaning of the parameters is identical to the definitions above with the parameter names
changed; for example, smb_tprent is the total number of parameter bytes being retuimed, and is
used in the same way as smb_ipscnt inthe request messages.

Aswas the case in the request imessages, the ordering of smb_param and smb_data is not required,
since smb_prdisp and smb_drdisp are sufficient to locate each correctly.
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161.3 Transaction Flow

A small set of rules govems the flow of the various protoool elements making up a transaction,
including which request or response type to send at any particular time.

1 The SMB redirector sends the first (primary) request which identifies the total bytes
(parameters and data) which are to be sent, and contains the setup 16bit fields, and as
many of the parameter and data bytes as will fit in the maximum negotiated buffer size.
This request also identifies the maximum number of bytes (setup, parameters and data) the
LMX server may return when the transaction is completed. The parameter bytes are
immediately followed by the data bytes (the length fields identify the break poing). If all
the bvtes fit in the single buffer, skip to step 4

2 The LMX server responds with a single interim response meaning O.K., send the
remainder of the bytes, or (if error response) terminate the transaction.

3  The SMB redirector then sends a secondary request full of bytes to the LMX server. This
step is repeated until all bytes have been delivered (o the LMXserver.

4  The LMXserver sets up and perforns the transaction with the information provided.

5 Upon completion of the wansaction, if bit 1of smb_flag was not set in the primary request,
the LMX server sends back up to the number of parameter and data bytes requested (or as
many as will fit in the negotiated buffer size). This step is repeated undil all bytes requested
have been rewurned. Fewer than the requested number of bytes (from smb_mdrent and
smb_mprent) may be returned.

The flow of a transaction when the request parameters and data do not all fit in a single buffer is:

SMB redirector - SMBtrans2request (data) >> |LMXserver
SMB redirector << OK send remaining data < LMXserver
SMB redirector - SMBtrans2secondary request 1(data) >> LMXserver
SMB redirector - SMBtrans2secondary request 2 (data) >> LMXserver
SMB redirector - SMBtrans2secondary request n (data)  >>  LMXserver
(LMXserver sets up and performs the
SMBtrans2)
SMB redirector << SMBtrans2response 1 (data) < LMXserver
SMB redirector << SMBtrans2response 2 (data) < LMXserver
SMB redirector << SMBtrans2response n (data) < LMXserver
The flow for the Transaction protocol when the request parameters and data do all fit in a single
buffer is:
SMB redirector - SMBtrans2request (data) >> |LMXserver
(LMXserver sets up and performs the
SMBtrans2)
SMB redirector << SMBtrans2response 1 (data) < LMXserver
(only one if all data fit in buffer)
SMB redirector << SMBtrans2response 2 (data) < LMXserver
SMB redirector << SMBtrans2response n (data) < LMXserver

Note that the primary request through to the final response make up the complete protocol:
thus, the TID. PID, UID and MID are expected to remain constant and can be used by both the
LMX server and SMB redirector to route the individual messages of the protocol to the correct
process. Also, it is the responsibility of the LMX server to assemble the multiple requests into
the final complete request to execute. Similarly, the SMB redirector will assemble the response
sequence.
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The simplest form of an SMBtrans2is to send a single primary request and (optionally) receive a
single, final response.

161.4 Service

The SMBtrans2 protocol allows transfer of parameter and data blocks greater than the maximum
negotiated buffer size between the SMB redirector and the LMX server.

The SMBtrans2 command socope includes (but is not limited o) I0CTL device requests and file
system requests which require the transfer of an extended aturibute list.

The SMBtrans2 protocol is used to wansfer a request for any of a set of supported functions on
the LMX server which may require the twansfer of large data blocks. The function requested is
identified by the first 16bit field in the SMBtrans2 smb_setup() field. Other function-speci fic
information may follow the function identifier in the smb_setup(] or in the smb_param felds. The
functions supported are not defined by the protocol, but by SMB redirector and LMX server
implementations. The protocal simply provides a means of delivering them and retrieving the
results.

The number of bytes needed in order to perform the SMBtrans2 request may be more than will fit
in the negotiated buffer size.

At the time of the request, the SMB redirector knows the number of parameter and data bytes
expected to be sent and passes this information to the LMXserver in the primary request fields
smb_tpscnt and smb_tdscnt. This may be reduced by lowering the total number of bytes expected
(smb_tpscnt and/or smb_tdscnt) in the secondary request.

Thus when the amount of parameter bytes received (the total of each smb_pscnt) equals the cotal
amount of parameter bytes expected (smallest smb_tpsent), then the LMX seiver has received all
the parameter bytes.

Likewise, when the amount of data bytes received (total of each smb_dscnt) equals the total
amount of data bytes expected (smallest smb_rdscnt), then the LMX server has received all the
data bytes.

The parameter bytes should normally be senc first, followed by the data bytes. However, the
LMX seiver knows where each begins and ends in each buffer by the offset fields (smb_psoff and
smb_dsoff) and the Tength fields (smb_pscnt and smb_dscnt). The displacement of the bytes is also
known (smb_psdisp and smb_dsdisp). Thus the LMX server is able to reassemble the parameter
and data bytes regardless of the order sent by the SMB redirector.

[f all parameter bytes and data by tes fit into a single buffer, then no secondary request is sent.

The SMB redirector knows the maximuni amount of data and parameter bytes the LMX server
may return from smb_mprent and smb_mdrent of the request. The LMX server informs the SMB
redirector of the acwual amounts being returned in each buffer of the response in the fields
smb_tprentand smb_tdrent.

The LMX server may reduce the expected bytes by lowering the total nuimber of bytes expected
(smb_tprent and/or smb_tdrent) in any response.

When the amounc of parameter bytes received (total of each smb_prent) equals the total amount
of parameter bytes expected (smallest smb_tprent), then the SMB redirector has received all the
parameter byees.

Likewise, when the amount of data bytes received (total of each smb_drenf) equals the total
amount of data bytes expected (smallest smb_tdrent), then the SMB redirector has received all the
data bytes.

Protocols for X/ Open PC Interworking: SMB, Version 2 211

Page 230 of 535



SMBtrans2 Extended 20 Protocol SMBtransZ2

161.5

16151

6152

16153

212

The parameter bytes should normally be rewuimed first, followed by the data bytes. However, the
SMB redirector knows where each begins and ends in each buffer by the offset fields (smb_proff
and smb_droff) and the length fields (smb_prent and smb_drent). The displacement of the bytes
relative to the star of each response is also known (smb_prdisp and smb_drdisp). Thus the SMB
redirector is able to reassemble the parameter and data bytes regardless of the order the
informartion is returned.

Extended Attribute

Anoverview of EAs was given in Section 43 7on page 31. The extended 205SMB dialect allows
for the creation, viewing and manipulation of EAs. Support for EAs is optional and it is possible
for an LMX server to negotiate the extended 20 protocol dialect and not support EAs. In this

case, a null FA list is provided on all SMBtrans2 requests that return EAs and the error
<ERRDOS, ERROR_EAS_NOT _SUPPORTED> is returned.

A ndll EA listis a zerded FEA structure (defined below), or in other words, four zero bytes.

Errors Encountered When Creating EAs

An LMX server is not required to support EAs when the extended 20dialect is selected. 1f the
LMX server does not support EAs, the errar <ERRDOS, ERROR_FAS_NOT_SUPPORTED > will
be returned when the SMB redirector atempts o set EAs on a file and a null EA list will be
rewurned when EAs are requested by the SMB redirector. In the case where EAs are supported,
when the LMX server is attempting 1o store EAs sent during the creation of the file and it is not
possible w0 store the EAs due o memory resurictions or file system space, the error code
<ERRSRYV, ERRerror> or the error code <ERRSRV, FRRnoresources> may be returmed. In this
case, the creation of the file will fail and no FID will be returned to the SMB redirector.

Encapsulation of EAs in the SMB Protocol

There are two forms of structures that may be returned when passing EAs in the SMDB protocol.
The first is the full extended awribute suucture, or FEA suucture, and the second is a shorter
form for getting the extended attribute names available, or the GEA strucwure. The GEA
structure is used only in SMDB requests. FEA struciures are used in both SMB requests and
responses.

Extended attributes are carried in the SMB requests and responses in these FEA and GEA
structures. To contain muliiple EAs a “list’’ strucwire is used. Both the FEA and GEA stuctures
are encapsulated in this list structure. The list structure is a Z2bit integer size value followed by
the FEA or GEA suucture. This size value incdudes its own field length and is the wtal length of
all contained strucwares in the list.

EFEA Structure

The FEA strucoure contains the values for extended atuibutes (EAs) on a file. An extended
attribute is a “‘name’'value" pair where the name is an ASCIIZ string and the value is an
unformatted binary area. It is up to the user application o impose format on the value
information. This structure is used to carry EAs inside the SMB protocol. When the texu below
references an EA listinside the protwocol, this is the structure containing the user-defined EA.
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The "naime’,"value” pair is represented by the following structure:

Name Description

fEA A single byte that specities EA flags. The only flag
defined ac this time is FEA_NEEDEA which is equal to
x& When set to 1, the FEA_NEEDEA flag indicates
that EAs are needed on the file.

cbNamelen A single byte that specifies the length of the EA naine
not including the null-teriminating character.

cbValueLen A 16 bit unsigned integer specifying the length of the EA
value.

cbName( ] Zero-terminated string of cbNamelen+ 1 bytes. This
data immediately follows the cbValuelen field.

cbValue[] Variable number of EA value Dbytes. This data

immediately follows the chName| | field.

The encapsulated FEA list as it is stored in the SMB protocol is illustrated below.

FEA Length
(32bit integer)

Hag

8bit

Name Length

Value Length
16 bit

Null-terminated name

Value data

Flag

8bit

Name Length
8bit

Value Length
1Gbit

Null-terminated name

Value data

As can be seen above, a null FEA list has a length value of 8followed by a zero flags field. a zero
name length and a zero value length.
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16 1. 54 GEA Structure
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The GEA structure contains the names for EAs on a file. AnEA name is an ASCIIZ string.

The EA name is represented by the following structure:

Name Description

cbNameLen A single byte that specifies the length of the FA name
not including the null-teriminating character.

cbName] | The byte location of the name. This name immediately
follows the ebNamelen field.

The encapsulated GEA list is shown below as it is stored in the SMB protoool.

GEA Length (3bit integer)

Name Length
8bit

Null-terminated name

Narne Length
8 bit

Null-terminated naine

161.6 Information Levels

Many of the extended 20 protocols have an information level passed as an argument. This
information level is described here. The information level controls the amount and type of
information on a file that is returned o the SMB redirector. The information level has the
following valid values and meanings:

1 DOS-compatible. This returns information in a manner consistant with DOS or the other
dialect levels. Specifically, no extended attribute information is returned to the SMB

redirector.

2 This value indicates that the size of the complete extended attribute list (that is. name and
value pair) is to be returmed to the SMB redirector in an EA encapsulating structure, but the
FEA list is not included. This is performed by incduding a null FEA list (that is. all sizes

zero) inthe smb_data field of the response.

3 This indicates that the complete collection of FEA structures contained in an EA
encapsulating structure is to be returned o the SMB redirector. The FEA structures
returned are stored in the smb_data field of the SMB respornise.

161.7 Defined SMBtrans2 Protocols
This section specifies the defines used by the SMBtrans2protocol.

The following function codes are transferred in smb_setup[O) and are used by the LMX server to
identify the specific function required.

214
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SMBtrans2

Manifest Value  Meaning

TRANSACTZ OPEN QO  Openor create a fle.

TRANSACTZ FINDFIRST Ol  Find the first file in a directory.

TRANSACTZ2 FINDNEXT xC2  Conunue search of a directory.

TRANSACTZ2 QFSINFO &C3  Query information about a file system.

TRANSACT2 SETESINFO k4 Setinformation on a file system,

TRANSACTZ_QPATHINFO (5  Query information about a special file or
directory.

TRANSACTZ_SETPATHINFO 06  Set information on a special file or
directory.

TRANSACTZ QFILEINFO O7  Query information about a file.

TRANSACTZ2 SETFILEINFO k(B  Setinformation on a file.

TRANSACT2 FINDNOTIFYFIRST O  Commence moritoring changes on a file
or directory.

TRANSACT2 FINDNOTIFYNEXT (o Continue monitoring changes on a file
or directory.

TRANSACT2 MKDIR Gd  Create adirectory.
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162 TRANSACTZ2_OPEN

The function code TRANSACTZ2 OPEN in smb_setup|(] in the primary SMBtrans2 requests
identifies a request to open or create a file with extended attributes.

Primacy Request Format

smb_wct Value = 15

smb_tpscnt Total number of parameter bytes being sent.

smb_tdscnt Total size of extended attribute list.

smb_mprent Maximum return parameter length.

smb_mdrent Value = O No data returned.

smb_msrent Value = Q No sewp fields to return.

smb_flags Bit Oand bit 1must be zero.

smb_timeout Maximum milliseconds to wait for resouroce to oper.
smb_rsvd ! Reserved. Must be zero.

smb_pscnt Value = tpscent. Parameters must be in primary request.
smb_psoff Offset from the start of an SMB header to the parameter bytes.
smb_dscnt Number of data bytes being sent in this buffer.
smb_dsoff Offset from the start of an SMB header to the data bytes.
smb_suwcnt Value = 1

smb_setup[Q} Value = TRANSACT2 OPEN.

smb_bcc Total bytes following including pad bytes.

smb_param (] The parameter block for the the TRANSACTZ2 OPEN function is the open-
specific information in the following format:
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Location Name Meaning
smb_param(O- 1]  open_flags2

Bit O If set, return additional
information.

Bit 1  If set, set single user total file
lock (if only access).

Bit2  If set, the LMX server should
notify the SMB redirector on
any action which can modify
the file (SMBunfink, SMBsetatr,
SMBmv, etc.). If not set, the
LMX server need only notify
the SMB redirector on another
open request.

Bit 3  Ifset, return total length of EAs

for the file,
smb_param(23  open_mode File open mode. Reference Section 535
on page 44
smb_param[45  open_sattr The set of attibutes that the file must

have in order to be found while
searching to see if it exists. Regardless
of the contents of this field, normal files
always match.

smb_param(67)  open_attr File auributes (for create). Reference
Section 5330n page 43

smb_param(8 11] open_time Create time. Reference Section 531 on
page 43

smb_param( 12 13 open_ofun Open function.

smb_param| 14 17] open_size Bytes to reserve on create or truncate.

This fleld is advisory only.

smb_param( 18 21] open_rsvd[5] Reserved. Must be zero.
smb_param (2223 open_pathname| | File pathname.

smb_datal | FEALIST stiucture for the file opened.

Secondary Request Format

There may be zero or more of these.

smb_wet Value = 9
smb_tpsent Total number of parameter bytes being sent.
smb_tdscnt Total number of data bytes being sent.
smb_pscnt Value = Q' All paraimeters were in the primary request.
smb_psoff Value = O No paraineters in secondary request.
smb_psdisp Value = O No parameters in secondary request.
smb_dscnt Number of data bytes being sent in this buffer.
smb_dsolf Offset from the start of an SMB header 1o the data bytes.
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smb_dsdisp
smb_fid
smb_bec
smb_datal ]

Response Format

smb_wct
smb_tprent
smb_tdrent
smb_prent
smb_proff
smb_prdisp
smb_drent
smb_droff
smb_drdisp
smb_suwcent
smb_bee

smb_param ]
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Byte displacement for these data by tes.
Value = ffif. No FID in this request.
Total bytes following including pad bytes.
Data bytes.

Value= 10

Total parameter length retuned.

Value = O No data bytes.

Number of parameter bytes returned in this buffer.
Offset from the start of an SMB header to the parameter bytes.
Value = O Byte displacement for these parameter bytes
Value = O No data bytes.

Value = O No data bytes

Value = O No data bytes

Value = O No setup retum fields.

Total bytes following including pad bytes.

The parameter block for the the TRANSACTZ_ OPEN function response is the
open-specific rewurm information in the following formac:

X/Open CAE Spedification (1559



Extended 2.0 Protocol SMBtransZ2

Location Name

TRANSACTZ OPEN

Meaning

smb_param|Q 1] open_fid
smb_param|23  +open_attribute

smb_param|47  +open_time
smb_param|[8 11] +open_size
smb_param[12 13 +open_access
smb_param|[14 18 +open_type

smb_param| 16 171 +open_state

smb_param| 18 19 open_action

Protocols for X/Open PC Interworking: SMB, Version 2
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FID.

Attributes of file or device. Reference
Section 5330n page 1]

Last modification time. Reference
Section 53 lon page 43

32 bic integer specifying the current file
size.

Access permissions actually allowed.
Reference Section 53 7on page 46

File type. Reference Secion 536 on
page 43

State of IPC device (for example, named
pipe). Reference X/Open CAE
Specification, IPC Mechanisms for SMB.

Bit 15 Blocking. Zero ©
indicates that reads/writes

block if no data is
available; 1 indicates that

reads/writes return
immediately if no data is
available.

Bit 14 Endpoint. Zero ©

indicates SMB redirector
end of a named pipe; 1
indicates the LMX server
end of a named pipe.

Bits IO 11 Type of named pipe. QO
indicates the named pipe
is a stream mode pipe; Ol
indicates the named pipe
is a message mode pipe.

Bits 89 Read Mode. (D indicates
to read the named pipe as
a stream mode named
pipe; Ol indicates to read
the named pipe as a
message mode named
pipe.

Action taken.

Bit 15 Lock Status. Set uue only
if an oppornistic lock
was requested by the SMB
redirector and was granted
by the LMX server. This
bit should be false (O if no
lock was requested, the

219
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Location Name Meaning
lock could not be granted,
or the LMX server does
not support opportunistic
locking.
Bits O 1 Open Action. The LMX

server should set this to
match the requested action
from the smb_ofun field:

1 The file existed and
was opened.

2 'The file did not exist
and was therefore
created.

3 'The file existed and
was truncated.

smb_param|2> 23 open_fileid A unique number for this instance of the
file. Similar to a fle node number. This
value is informational only. If the LMX
server does not support the value it may
be set to zero.

smb_param|24 25 open_offerror 16bit integer offset into FEALIST data
of first error which ooccurred while
setting the extended attributes.

smb_param[12 13 ++open_EAlength 16bit integer specifying the total EA
length for the opened file.

Where:
+ items rewrmed only if bit Oof open_flags2is set in primary request

++ items rewmed only if bit 3of open_flags2is set in primary request

20 X/Open CAE Spedi fication (1559
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163 TRANSACTZ FINDFIRST

The function code TRANSACTZ2 FINDFIRST in smb_setup[(] in the primary SMBtrans2 request
identifies a request to find the first file that matches the specified file specification.

Primacy Request Format

smb_wet Value = 15

smb_tpsent Total number of parameter bytes being sent.

smb_tdsent Total number of data bytes being sent.

smb_mprent Maximum return parameter length.

smb_mdrenf Maximum return data length.

smb_msrent Value = O No sewup fields to return.

smb_flags Bit Oand bit 1must be zero.

smb_timeout Value = QO Not used for find fust.

smb_rsvd ! Reserved. Must be zero.

smb_pscnt Value = smb_tpscnt. All parameters must be in primary request.
smb_psoff Offset from the start of an SMB header to the parameter bytes.
smb._dscnt Number of data bytes being sent in this buffer.

smb_dsoff Offset from the start of an SMB header to the data bytes.
smb_suwcnf Value= 1

smb_setup[O] Value = TRANSACTZ FINDFIRST.

smb_bcc Total bytes following including pad bytes.

smb_param ] The parameter block for the TRANSACTZ FINDFEIRST function is the find
first-spedi fic information in the following format:
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Location Name Meaning

smb_param[O- 1] findfirst_Attribute Search atuibute.
smb_param[23 findfirst_SearchCount Number of entries to find.
smb_param[34] findfirst_flags Find flags:

Bit O If set, close search after this
request.

Bit If set, close search if end of
search reached.

Bit 2 If set. the SMB redirector
requires resume key for
each entry found.

smb_param|[5€ findfirst_FileInfol.evel Search level.

smb_param|7 13 findfirst_rsvd Reserved. Must be zero.

smb_param[11] findfirst_FileName[] Beginning of name of the file to find.

smb_param|] smb_datal ] Additional FilelnfoLevel-dependent
match information. For a search
requiring extended autribute
matching the data buffer contains
the FEALIST data for the search.

This locaton follows after the

findfirst_FileName field.

Secondacy Reguest Form at

There may be zero or more of these.

smb_wct Value =9

smb_tpsent Total number of parameter bytes being sent.
smb_tdscnt Total number of data bytes being sent.
smb_pscnt Value = & All parameters in primary request.
smb_psoff Value = O No parameters in secondary request.
smb_psdisp Value = O No parameters in secondary request.
smb_dscnt Number of data bytes being sent in this buffer.
smb_dsoff Offsec from the start of an SMB header to the data bytes.
smb_dsdisp Byte displacement for these data bytes.

smb_fid Value = xfff. No FID in this request.

smb_bcc Total bytes following induding pad bytes.
smb_fid Value = xffff. No FID in this request.

smb_datal ] Data bytes (size = value of smb_dscnt).
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TRANSACTZ_FINDFIRST

First Response Focmat

smb_wct
smb_tprent
smb_tdrent
smb_rsvd
smb_prent
smb_proff
smb_prdisp
smb_drcnt
smb_droff
smb_drdisp
smb_suwenf
smb_bcc

smb_param (]

smb_datal]

Value= 10

Value = 10

Total length of return data buffer.

Reserved. Must be zero.

Number of parameter bytes returned in this buffer.
Offset from the start of an SMB header to the parameter bytes.
Value = O Byte displacement for parameter bytes.
Number of data bytes returned in this buffer.

Offset from the start of an SMB header to the data bytes.
Byte displacement for these data bytes.

Value = ONo setup return fields.

Total bytes following including pad bytes.

The parameter block for the TRANSACTZ2 _FINDFIRST function response is the
find first-speci fic return information in the following format:

Location Name Meaning

smb_param|Q findfirst_dir_handle Directory search handle.

smb_param|Q findfirst_searchcount Number of matching entries found.

smb_param[Q} findfirst_eos End of search indicator.

smb_param[Q findfirst_offerror Eiroroffsec if EA error.,

smb_param|Q findfirst_lastname  If zero, the LMX server does not require
findnext_FileName|] in order to continue
search. If not zero, offset from start of
retuimed data to filename of last found

entry retumed.

Return data bytes (size = value of smb_dscnr). The data block contains the
level-dependent information about the matches found in the search. If bit 2in
the findfirst_flags is set, each returned file descriptor block will be proceeded
by a four-byte resume key.

Subsequent Response Format
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smb_wect Value = 10
smb_tprent Value = 8
smb_tdrent Total length of return data buffer.
smb_prent Value = G
smb_proff Value = O
smb_prdisp Value = O
smb_drcnt Number of data bytes returned in this buffer,
smb_droff Offset from the start of an SMB header to the data bytes.
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smb_drdisp
smb_suwcent
smb_bec
smb_datal ]

224
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Byte displacement for these data by tes.
Value = O No setup retum fields.
Total bytes following including pad bytes.

Return data bytes (size = smb_dscnt). The data block contains the level-
dependent information about the matches found in the search. If bit Zin the
findfirst_flags is set, each returned file descriptor block will be proceeded by a
four-byte resume key.
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164 TRANSACTZ_FINDNEXT

The function code TRANSACTZ2 FINDNEXT in smb_setup[()] in the primary SMBtrans2 request
identifies a request to continue a file search started by a TRANSACTZ2 FINDFIRST search.

Primacy Request Format

smb_wet Value = 15

smb_tpsent Total number of parameter bytes being sent.

smb_tdsent Total number of data bytes being sent.

smb_mprent Maximum return parameter length.

smb_mdrenf Maximum return data length.

smb_msrent Value = O No sewup fields to return.

smb_flags Bit Oand bit 1must be zero.

smb_timeout Value = Q Not used for find next.

smb_rsvd ! Reserved. Must be zero.

smb_pscnt Value = smb_tpscnt. All parameters must be in primary request.
smb_psoff Offset from the start of an SMB header to the parameter bytes.
smb._dscnt Number of data bytes being sent in this buffer.

smb_dsoff Offset from the start of an SMB header to the data bytes.
smb_suwcnf Value= 1

smb_setup|O] Value = TRANSACT2 FINDNEXT.

smb_bcc Total bytes following including pad bytes.

smb_param ] The parameter block for the TRANSACTZ FINDNEXT function is the find
next-speci fic information in the following format:
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Location Naine Meaning

findnext_DirHandle  Directory search handle.
smb_param|34]  findnext_SearchCount Number of entries to find.
smb_param|5€  findnext_Filelnfolevel Search level.

smb_param|7 10] findnext_ResumeKey Server reserved resume Key.
smb_param| 11 1 findnext_flags Find flags:

smb_param| - 2J

BitO 1€ set, close search after this
request.

Bic 1 If set, close search if end of
search reached.

Bit2  If set, cthe SMB redirector
requires resume key for
each entry found. If clear,
rewind after search.

smb_param| 13  findnext_FileName(] Beginning of name of file to resume
search.

Addidional Filelnfolevel-dependent
match information. For a search
requiring extended attribute
matching the data buffer contains
the FEALIST data for the seach.

smb_param|] smb_datal]

Secondacy Request Format

There may be zero or more of these.

smb_wct Value = 9

smb_tpscnt Total number of parameter bytes being sent.

smb_tdsent Total number of data bytes being sent.

smb_pscnt Value = G All parameters in primary request.
smb_psoff Value = & No parameters in secondary request.
smb_psdisp Value = & No parameters in secondary request.
smb_dscnt Number of data bytes being sent in this buffer.
smb_dsoff Offset from the stait of an SMB header to the data bytes.
smb_dsdisp Byte displacernent for these data bytes.

smb_fid Search handle rewurned fromm TRANSACTZ FINDFIRST.
smb_bcc Total bytes following including pad bytes.

smb_data|] Data bytes (size = smb_dscnt).
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First Response Focmat

smb_wct Value= 10
smb_tprent Value = 6
smb_tdrent Total length of return data buffer.
smb_rsvd Reserved. Must be zero.
smb_prent Number of parameter bytes returned in this buffer.
smb_proff Offset from the start of an SMB header to the parameter bytes.
smb_prdisp Value = O Byte displacemenit for parameter bytes.
smb_drent Number of data bytes returned in this buffer.
smb_droff Offset from the start of an SMB header to the data bytes.
smb_drdisp Byte displacement for these data bytes.
smb_suwcent Value = Q No setup retum fields.
smb_bcc Total bytes following including pad bytes.
smb_param (] The parameier block for the TRANSACTZ2_FINDNEXT function response is the
find next-speci fic return information in the following format:
Location Name Meaning
smb_param[Q} findnext_searchcount Number of matching entries found.
smb_param| 1] fmdnext_eos End of search indicator.

smb_param|d fmdnext_offerror Ecror offset if EA ercor.

smb_param|3 fmdfirst_lastname If zero, LMX server does not require
fmdnext_FileName[| in order to continue
search. If not zero, offset from start of
returmed data to filename of last found
entry returmed.

smb_param([4] smb_data]] Return data bytes (size = smb_dscnt).
The dawa block contains the level-
dependent information about the
matches found in the search. If bit 2in
the findfirst_flags is set, each returned file
descriptor block will be proceeded by a
four-byte resume key.

SubsequentRespoose Format

smb_wct Value= 10
smb_tprent Value= 6
smb_tdrent Total length of return data buffer.
smb_rsvd Reserved. Must be zero.
smb_prent Value =Q
smb_proff Value = Q
smb_prdisp Value = Q
Protocols for X/ Open PC Interworking: SMB, Version 2 227
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smb_drent
smb_droff
smb_drdisp
smb_suwcent
smb_bec
smb_datal ]
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Number of data bytes returned in this buffer.

Offset from the start of an SMB header to the data bytes.
Byte displacement for these data by tes.

Value = O No setup retum fields.

Total bytes following including pad bytes.

Return data bytes (size = smb_dscnt). The data block contains the level-
dependent informaton about the matches found in the search. If bit Zin the
findfirst_flags is set, each returned file descriptor block will be proceeded by a
four-byte resume key.
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165
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TRANSACTZ_QFSINFO

TRANSACTZ_QFSINFO

The function code TRANSACT2 QFSINFO in smb_setup[(] in the primary SMBtrans2 requests
identifies a request to query information about a file system.

Primacy Request Format

smb_wct
smb_tpsent
smb_tdscnt
smb_mprent
smb_mdrent
smb_msrcnt
smb_flags
smb_timeout
smb_rsvd !
smb_pscnt
smb_psoff
smb_dscnt
smb_dsoff
smb_suwcent
smb_setuplOl
smb_bec

smb_param ]

Response Format

smb _wct
smb_tprent
smb_tdrent
smb _rsvd
smb_prent
smb_proff
smb_prdisp

smb_drcnt
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Value = 15

Total number of parameter bytes being sent.

Total number of data bytes being sent.

Maximum return parameter length.

Maximum return data length.

Value = O No sewup fields to return.

Bit Oand bit 1must be zero.

Value = QO Not used for SMBtrans2(TRANSACT2 QFSINFO).
Reserved. Must be zero.

Value = 2 Parameters are in primary request.

Offset from the start of an SMB header to the parameter bytes.
Value = O No data sent with SMBtrans2(TRANSACT2_QFSINFO).
Value = O No data senc with gfsinfo.

Value = 1

Value = TRANSACTZ2 QFSINEO.

Total bytes following including pad bytes.

The parameter block for the TRANSACT2 QFSINFO function is the gfsinfo-
specific information in the following format:

Location Name Meaning

smb_param|O- 1] glsinfo_FSInfolevel Level of informaton required. Refer to
DosQFilelnfo in the Microsoft OS/2
Programimer’s Reference, Volume 4

Value = 10

Value =Q

Total length of return data buffer.

Reserved. Must be zero.

Value = Q No return parameter bytes for TRANSACTZ2 QFSINFO.
Offset froim the stact of an SMB header to the parameter bytes.
Value = Q Byte displacement for parameter bytes.

Number of data bytes returned in this buffer.
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smb_droff Offset from the start of an SMB header to the data bytes.

smb_drdisp Byte displacement for these data by tes.

smb_suwcent Value = O No sewp rewum fields.

smb_bcc Total bytes following including pad bytes.

smb_datal ] Return data bytes (size = smb_dscnt). The data block contains the level-

dependent information about the file system.

230 X/Open CAE Spedi fication (1559
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TRANSACTZ_SETFSINFO

166 TRANSACTZ_SETFESINFO
The function code TRANSACTZ2 SETFSINFO in smb_setup[() in the primary SMBtrans2 requests
identifies a request to set information for a file system subtree.
Primacy Request Format
smb_wct Value = 1§
smb_tpsent Total number of parameter bytes being sent.
smb_tdsent Total number of data bytes being sent.
smb_mprent Maximum ceturn parameter length.
smb_mdrent Value = O No data returned.
smb_msrent Value = O No sewp fields to return.
smb_flags Bit Oand bit 1must be zero.
smb_timeout Value = O Not used for setfsinfo.
smb_rsvd Reserved. Must be zero.
smb_pscnt Value = 4 All parameters must be in primary request.
smb_psoff Offset from the start of an SMB header to the parameter bytes.
smb_dscnt Number of data bytes being sent in this buffer.
smb_dsoff Offset from the start of an SMB header to the data bytes.
smb_suwcnt Value = 1
smb_setup[Q] Value = TRANSACT2 SETFSINFO.
smb_bcc Total bytes following including pad bytes.
smb_param (] The parameter block for the TRANSACTZ SETFSINFO function is the
setfsinfo-specific information in the following format:
Location Name Meaning
smb_param|[O 1] setfsinfo FSInfolevel Level of information provided. Refer to
DosQFilelnfo in the Miarosoft OS/2
Programmer’s Reference, Voluime 4.
smb_datal ] Level-dependerit file system information.
Secondary Reguest Format
There may be zero or more of these.
smb_wct Value = Q
smb_tpsent Total number of parameter bytes being sent.
smb_tdsent Total number of data bytes being serit.
smb_pscnt Value = O All parameters in primary request.
smb_psoff Value = O No parameters in secondaty request.
smb_psdisp Value = O No parameters in secondary request.
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smb_dscnt
smb_dsoff
smb_dsdisp
smb_fid
smb_bec
smb_datal ]

Response Format

smb_wct
smb_tprent
smb_tdrent
smb_rsvd
smb_prent
smb_proff
smb_prdisp
smb_drent
smb_droff
smb_drdisp
smb_suwcent

smb_bce
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Number of data bytes being sent in this buffer.

Offset from the start of an SMB header to the data bytes.
Byte displacement for these data by tes.

Value = (xfiff. No FID in request.

Total bytes following including pad bytes.

Data bytes (size = smb_dscnt).

Value = 10

Value =Q

Value = O No data bytes.

Reserved. Must be zero.

Value = O No return parameters for setfsinfo.
Offset from the start of an SMB header to the parameter bytes.
Value = O Byte displacement for parameter bytes.
Value = O No data bytes.

Value = O No data bytes.

Value = O No data bytes.

Value = O No setup retum fields.

Value =Q

X/Open CAE Spedification (1559
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TRANSACTZ QPATHINFO

167 TRANSACTZ_QPATHINFO
The function code TRANSACTZ2 QPATHINFO in smb_setup[(} in the primary SMBtrans2requests
identifies a request to query information about specific file or subdirectory.
Primacy Request Format
smb_wct Value = 15
smb_tpsent Total number of parameter bytes being sent.
smb_tdsent Total number of data bytes being sent.
smb_mprent Maximum return parameter length.
smb_mdrent Maximum return data length.
smb_msrent Value = O No sewp fields to return.
smb_flags Bit Oand bit 1must be zero.
smb_timeout Value = O Not used for gpathinfo.
smb_rsvd ! Reserved. Must be zero.
smb_pscnt Value = smb_tpscnt. All parameters must be in primary request.
smb_psoff Offset from the start of an SMB header to the parameter bytes.
smb_dscnt Number of data bytes being sent in this buffer.
smb_dsoff Offset from the start of an SMB header to the darta by'tes.
smb_suwcnf Value = 1
smb_setup|O] Value = TRANSACTZ2 QPATHINFO.
smb_bcc Total bytes following including pad bytes.
smb_param (] The parameter block for the TRANSACTZ QPATHINEQ function is the
qpathinfo-specific information in the following format:
Location Name Meaning
smb_param|[O || gpathinfo_FSinfolevel Level of information required. Refer
to DosOQFilelnfo in the Miaosoft
0S/2 Programmer’s  Reference,
Volume 4
smb_param|28 gpathinfo_rsvd Reserved. Must be zero.
smb_param[€]  gpathinfo PathName[] File/directory name.
smb_data| | Additional Filelnfol evel-dependentinformation.
Secondary Reguest Format
There may be zero or more of these.
smb_wct Value = Q
smb_tpsent Total number of parameter bytes being sent.
smb_tdsent Total number of data bytes being serit.
smb_pscnt Value = Q All parameters in primary request.
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smb_psoff
smb_psdisp
smb_dscnt
smb_dsoff
smb_dsdisp
smb_fid
smb_bee
smb_datal ]

Value = O No parameters in secondary request.

Value = O No parameters in secondary request.
Number of data bytes being sent in this buffer.

Offset from the start of an SMB header to the data bytes.
Byte displacement for these data by tes.

Value = (xfiff. No FID in request.

Total bytes following including pad bytes.

Data bytes (size = smb_dscnt).

First Response Format

smb_wct
smb_tprent
smb_tdrent
smb_rsvd
smb_prent
smb_proff
smb_prdisp
smb_drent
smb_droff
smb_drdisp
smb_suwcent
smb_bee

smb_param ]

smb_datal |

Value= 10

Value = 2

Total length of retum data buffer.

Reserved. Must be zero.

Value = 2 Parameter bytes returmed for TRANSACTZ QFSINFO.
Offset from the start of an SMB header to the parameter bytes.
Value = O Byte displacement for parameter bytes.

Number of data bytes returmed in this buffer.

Offset from the start of an SMB header to the data bytes.

Byte displacement for these data by tes.

Value = O No set up rewim fields.

Total bytes following including pad bytes.

The parameter block for the TRANSACTZ2 QPATHINFO response is the
qpathinfo-specific return information in the following format:

Location Name Meaning
smb_param|[C 1] gpathinfo_offerror Error offsetif EA error.

Return data bytes (size = smb_dscnt). The data block contains the requested
level-dependent information about the path.

Subsequent Response Format

smb_wet
smb_tprent
smb_tdrent
smb_rsvd
smb_prent
smb_proff
smb_prdisp
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Value = 10
Valuye = 2
Total length of retum data buffer.

Reserved. Must be zero.

Value = Q
Value = Q
Value = Q
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smb_drent
smb_droff
smb_drdisp
smb_suwcnt
smb_bcc
smb_datal ]

Protocols for X/ Open PC Interworking: SMB, Version 2

Page 254 of 535

Number of data bytes returnied in this buffer.

Offset from the start of an SMB header to the data bytes.
Byte displacement for these data bytes.

Value = O No set up rewim fields.

Total bytes following including pad bytes.

Return data bytes (size = smb_dscnt). The dawa block contains the requested
level-dependent information about the path.
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TRANSACTZ SETPATHINFO

The function code TRANSACT2 SETPATHINFO in smb_setupld in the primary SMBtrans2
requests identifies a request to set information for a file or directory.

Primacy Request Format

smb_wct
smb_tpscnt
smb_tdsent
smb_mprent
smb_mdrent
smb_msrcnt
smb_flags
smb_timeout
smb_rsvd!
smb_pscnt
smb_psoff
smb_dscnt
smb_dsoff
smb_suwcnt
smb_setupld)
smb_bcc

smb_param (]

smb_data[]

Value = 15

Total number of parameter bytes being sent.

Total number of data bytes being sent.

Maximum return parameter length.

Value = O No data returned.

Value = O No sewp fields to return.

Bit Oand bit 1must be zero.

Value = O Not used for setpathinfo.

Reserved. Must be zero.

Value = smb_tpscnt. All parameters must be in primary request.

Offset from the start of an SMB header to the parameter bytes.

Number of data bytes being sent in this buffer.

Offset from the start of an SMB header to the darta bytes.

Value= 1

Value = TRANSACT2 SETPATHINFO.
Total bytes following including pad bytes.

The parameter block for the TRANSACTZ SETPATHINFO function is the
setpathinfo-speci fic information in the following format:

Location

Name Meaning

smb_param|[O 1] setpathinfo_Pathlnfolevel Information level supplied.

smb_param[2 9 setpathinfo_rsvd

smb_param |6

Reserved. Must be zero.
setpathinfo_pathname[] Pathname to set information on.

Additional FileInfoLevel-dependent information.

Secondary Reguest Format

There may be zero or more of these.

smb_wct
smb_tpscnt
smb_tdsent
smb_pscnt
smb_psoff
smb_psdisp
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Value = 9

Total number of parameter bytes being sent.

Total number of data bytes being serit.

Value = O All parameters in primary request.

Value = O No parameters in secondary request.

Value = O No parameters in secondary request.
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smb_dscnt
smb_dsoff
smb_dsdisp
smb_fid
smb_bcc
smb_datal ]

Response Focmat

smb_wct
smb_tprent
smb_tdrent
smb_rsvd
smb_prent
smb_proff
smb_prdisp
smb_drent
smb_droff
smb_drdisp
smb_suwcnt
smb_bcc

smb_param (]
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Number of data bytes being sent in this buffer.

Offset from the start of an SMB header to the data bytes.
Byte displacement for these data bytes.

Value = ffif. No FID in this request.

Total bytes following including pad bytes.

Data bytes (size = smb_dscnt).

Value = 10

Value= 2

Value = Q No darta bytes.

Reserved. Must be zero.

Value = 2 Parameter bytes being rewsrmed.

Offset from the start of an SMB header to the parameter bytes.
Value = O Byte displacement for paratmeter bytes.
Value = O No darta bytes.

Value = Q No data bytes.

Value = Q No darta bytes.

Value = QO No set up rewim fields.

Total bytes following including pad bytes.

The parameter block for the TRANSACTZ2 SETPATHINFO function response is
the setpathinfo-speci fic return inforimation in the following format:

Location Name Meaning

TRANSACTZ SETPATHINFO

smb_param|O 1] setpathinfo_cfferror Offset into FEALIST data of fwst errvor
which occurred while setting

extended atributes.
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TRANSACTZ_QFILEINFO

The function code TRANSACTZ2 QFILEINFO in smb_setup[() in the primary SMBtrans2 requests
identifies a request to query information about a specific file.

Primacy Request Format

smb_wct
smb_tpscnt
smb_tdsent
smb_mprent
smb_mdrent
smb_msrent
smb_flags
smb_timeout
smb_rsvd !
smb_pscnt
smb_psoff
smb_dscnt
smb_dsoff
smb_suwcnt
smb_setuplQl
smb_bece

smb_param (]

smb_data[ ]

Value= 15

Total number of parameier bytes being sent.

Total number of data bytes being sent.

Maximum return parameter length.

Maximum return data length.

Value = Q No sewp fields to return

Bit Oand bit 1must be zero.

Value = O Not used for gfileinfo.

Reserved. Must be zero.

Value = 4All parameters are in primary request.

Offset from the start of an SMB header to the parameter bytes.
Number of data bytes being sent in this buffer.

Offset from the start of an SMB header to the data bytes.
Value = 1

Value = TRANSACTZ QFILEINFO.

Total bytes following including pad bytes.

The parameter block for the TRANSACTZ QFILEINFO function is the
gfileinfo-specific information in the following format:

Location Name Meaning

smb_param|[O 1] gfileinfo_FileHandle FID.

smb_param|23 qfileinfo_FilelnfoLevel 1evel of information required. Refer
to DosQFilelnfo in the Microsoft
CS/2  Programmer’s  Reference,
Volume 4

Additional FilelnfoLevel-dependent information.

Secondary Request Format

There may be zero or more of these.

smb_wct
smb_tpscnt
smb_tdscnt
smb_pscnt

smb_psoff
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Value = 9

Total number of parameter bytes being sent.
Total number of data bytes being serit.
Value = Q

Value = O
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smb_psdisp
smb_dscnt
smb_dsoff
smb_dsdisp
smb_fid
smb_bec
smb_datal ]

Value = Q

Number of data bytes being sent in this buffer.

Offset from the start of an SMB header to the data bytes.
Byte displacement for these data by tes.

The FID.

Total bytes following including pad bytes.

Data bytes (size = smb_dscnt).

First Response Format

smb_wct
smb_tprent
smb_tdrent
smb_rsvd
smb_prent
smb_proff
smb_prdisp
smb_drent
smb_droff
smb_drdisp
smb_suwcent
smb_bee

smb_param ]

smb_datal ]

Value = 10

Value = 2

Total length of retum data buffer.

Reserved. Must be zero.

Value = 2 No parameter bytes retumed for gfileinfo.
Offset from the start of an SMB header to the parameter bytes.
Value = O Byte displacement for these parameter bytes.
Number of data bytes returmed in this buffer.

Offset from the start of an SMB header to the data bytes.
Byte displacement for these data by tes.

Value = O No set up rewim fields.

Total bytes following including pad bytes.

The parameter block for the TRANSACTZ QFILEINFO response is the
gfieinfo-specific return information in the following format:

Location Name Meaning
smb_param|[O- 1] gfileinfo_offerror Ervor offset if EA error.

Return data bytes (size = smb_dscnt). The data block contains the requested
level-dependent information about the file.

Subsequent Response Format

smb_wet
smb_tprent
smb_tdrent
smb_rsvd
smb_prent
smb_proff
smb_prdisp

smb_drent
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Value = 10
Value = 2
Total length of retum data buffer.

Reserved. Must be zero.

Value = Q
Value = Q
Value = Q

Number of data bytes returned in this buffer.
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smb_droff
smb_drdisp
smb_suwcent
smb_bec
smb_datal ]

240
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Offset from the start of an SMB header to the data bytes.
Byte displacement for these data by tes.

Value = O No set up rewim fields.

Total bytes following including pad bytes.

Return data bytes (size = smb_dscnt). The dawa block contains the requested
level-dependent information about the file.
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TRANSACTZ SETFILEINFO

1610 TRANSACTZ_SETFILEINFO

The funcion code TRANSACTZ SETFILEINFO in smb_setup[Q} in the primary SMBtrans2
requests identifies a request (o set information for a specifi fie.

Primacy Request Format

smb_wct
smb_tpscnt
smb_tdsent
smb_mprent
smb_mdrent
smb_msrent
smb_flags
smb_timeout
smb_rsvd !
smb_pscnt
smb_psoff
smb_dscnt
smb_dsoff
smb_suwcnt
smb_setuplOl
smb_bcc

smb_param (]
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Value = 15

Total number of parameter bytes being sent.

Total number of data bytes being sent.

Maximum return parameter length.

Value = O No data returned.

Value = Q No sewp fields to return.

BitOand bit 1must be zero.

Value = Q Not used for setfileinfo.

Reserved. Must be zero.

Value = 6 Parameters must be in primary request.
Offset from the start of an SMB header to the parameter bytes.
Number of data bytes being sent in this buffer.

Offset from the start of an SMB header to the data bytes.
Value = 1

Value = TRANSACTZ SETFILEINFO.

Total bytes following including pad bytes.

The parameter block for the TRANSACTZ SETFILEINFO function is the
setfileinfo-specific information in the following format:

Location Name Meaning

smb_param|O 1| setfileinfo_FileHandle TFID.

smb_param|23 setfileinfo_FileInfoLevel 1evel of information required. Refer
to DosQFilelnfo in the Microsoft
0OS/2 Programmer's  Reference,
Volume 4

Flag field:
XODIO  Wiite through.
xOED  No cache.

smb_param[48 setfileinfo 10Flag

smb_data| ] Additional FilelnfolLevel-dependent information. For level = 2 smb_datal ]
contains the FEALIST structure to set for this file.
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Extended 20 Protocol SMBtrans2

Secondacy Reguest Format

There may be zero or more of these.

smb_wct
smb_tpsent
smb_tdsent
smb_pscnt
smb_psoff
smb_psdisp
smb_dscnt
smb_dsoff
smb_dsdisp
smb_fid
smb_bee
smb_datal ]

Response Format

smb_wct
smb_tprent
smb_tdrent
smb_rsvd
smb_prent
smb_proff
smb_prdisp
smb_drent
smb_droff
smb_drdisp
smb_suwcent
smb_bee

smb_param ]
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Value = Q

Total number of parameter bytes being sent.
Total number of data bytes being sent.

Value = Q

Value = O No parameters in secondary request.
Value = Q

Number of data bytes being sent in this buffer.
Offset from the start of an SMB header to the data bytes.
Byte displacement for these data by tes.

The FID.

Total bytes following including pad bytes.

Data bytes (size = smb_dscnt).

Value= 10

Value = 2

Value = O No data bytes.

Reserved. Must be zero.

Value = 2 Parameter bytes being returned.

Offset from the start of an SMB header to the parameter bytes.
Value = O Byte displacement for these parameter bytes.
Value = O No data bytes.

Value = O No data bytes.

Value = O No data bytes.

Value = O No set up rewim fields.

Total bytes following including pad bytes.

The parameter block for the TRANSACT2 SETFILEINFO function response is
the setfileinfo-speci fic return irnformation in the following format:

Location Name Meaning

smb_param[O 1] setfieinfo_offerror Offset into FEALIST data of first error
which occurred while setiing the
extended attributes.
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TRANSACTZ FINDNOTIFYFIRST

1611 TRANSACTZ_ FINDNOTIFYFIRST

The function code TRANSACTZ2 FINDNOTIFYFIRST in smb_setup|Q) in the primary SMBtrans2

request identifies a request to commence monitoring changes to a specific file or directory.

Primacy Request Format

smb_wet Value = 15

smb_tpsent Total number of parameter bytes being sent.

smb_tdsent Total number of data bytes being sent.

smb_mprent Maximum return parameter length.

smb_mdrenf Maximum return data length.

smb_msrent Value = O No setup fields to return.

smb_flags Bit Oand bit 1must be zero.

smb_timeout Specifies duration to wait for changes.

smb_rsvd ! Reserved. Must be zero.

smb_pscnt Value = tpscnit. All parameters must be in primary request.

smb_psoff Offset from the start of an SMB header to the parameter bytes.

smb._dscnt Number of data bytes being sent in this buffer.

smb_dsoff Offset from the start of an SMB header to the data bytes.

smb_suwcnf Value = 1

smb_setupl|O] Value = TRANSACTZ2 FINDNOTIFYFIRST.

smb_becc Total bytes following including pad bytes.

smb_param ] The parameter block for the TRANSACT2 FINDNOTIFYFIRST function is the

find first-spedific information in the following format:

Location Name Meaning
smb_param|O 1] findnfirst_Attribute Search aturibute.
smb_param(23 findnfirst_ChangeCount Number of chianges to wait for.
smb_param(4 5 findnfirst_Level Information level required.
smb_param(69 findfirst_rsvd Reserved. Must be zero.
smb_param( 10| findnfirst_PathSpec[]  Path to monitor.

smb_datal | Additional level-dependent match data.

Secondary Request Format

There inay be zero or more of these.

smb_wet Value = 9

smb_tpscnt Total number of parameter bytes being sent.

smb_tdscnt Total number of data bytes being sent.

smb_pscnt Value = Q All parameters in primary request.

smb_psoff Value = O No paraimeters in secondary request.
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smb_psdisp
smb_dscnt
smb_dsoff
smb_dsdisp
smb_fid
smb_bee
smb_datal ]

Extended 20 Protocol SMBtrans2

Value = O No parameters in secondary request.
Number of data bytes being sent in this buffer.

Offset from the start of an SMB header to the data bytes.
Byte displacement for these data by tes.

Value = ffif. No FID in this request.

Total bytes following including pad bytes.

Data bytes (size = smb_dscnt).

First Response Format

smb_wct
smb_tprent
smb_tdrent
smb_rsvd
smb_prent
smb_proff
smb_prdisp
smb_drent
smb_droff
smb_drdisp
smb_suwcent
smb_bee

smb_param ]

smb_datal[]

Value= 10

Value=6

Total length of retum data buffer.

Reserved. Must be zero.

Number of parameter bytes returned in this buffer.
Offset from the start of an SMB header to the parameter bytes.
Value = Q Byte displacement for these parameter bytes.
Number of data bytes returned in this buffer.

Offset from the start of an SMB header to the data bytes.
Byte displacement for these data by tes.

Value = O No set up rewim fields.

Total bytes following including pad bytes.

The parameterr block for the TRANSACT2 FINDNOTIFYFIRST function
response is the find fise-specific return information in the following format:
Location Name Meaning

smb_param[O 1] findnfirst_handle Monitor handle,
smb_param[23 findnfirst_changecount Number of changes which occurred
within timeout.

smb_param[4 5 findnfirst_offerror

Data bytes (size = smb_dscnt). The data block contains the level-dependent
information about the changes which occurred .

Error offset if EA ervor.

Subsequent Response Format

smb_wct
smb_tprent
smb_tdrent
smb_rsvd
smb_prent

smb_proff
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Value = 10

Value = 6

Total length of return data buffer.
Reserved. Must be zero.

Value = Q

Value = Q
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smb_prdisp Value = Q

smb_drent Number of data bytes returned in this buffer.

smb_droff Offset from the start of an SMB header to the data bytes.

smb_drdisp Byte displacement for these data bytes.

smb_suwent Value = O No set up rewim fields.

smb_bcc Total bytes following including pad bytes.

smb_data| ] Data bytes (size = smb_dscnt). The data block contains the level-dependent

information about the changes which occurred.
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1612 TRANSACTZ_FINDNOTIFYNEXT

The function code TRANSACTZ FINDNOTIFYNEXT in smb_setup[(] in the primary SMBtrans2
request identifies a request 10 continue monitoring changes o a file or directory specified by a
TRANSACT_FINDNOTIFYFIRS Trequest.

246

Primacy Request Format

smb_wct
smb_tpscnt
smb_tdscnt
smb_mprent
smb_mdrent
smb_msrent
smb_flags
smb_timeout
smb_rsvd!
smb_pscnt
smb_psoff
smb_dscnt
smb_dsoff
smb_suwcent
smb_setuplQOl
smb_bcc

smb_param ]

smb_datal |

Value = 15

Total number of parameier bytes being sent.

Total number of data bytes being sent.

Maximum return parameter length.

Maximum return data length.

Value = Q No sewp fields to return.

Bit Oand bit 1must be zero.

Duradion of monitor period.

Reserved. Must be zero.

Value = & All parameters in primary request.

Offset from the start of an SMB header to the parameter bytes.
Number of data bytes being sent in this buffer.

Offset from the start of an SMB header to the data bytes.
Value = 1

Value = TRANSACTZ2 FINDNOTIFYNEXT.

Total bytes following including pad bytes.

The paraineter block for the TRANSACTZ2 FINDNOTIFYNEXT function is the
find next-specific information in the following format:
Location Name Meaning

smb_param[O 1] findnnext_DirHandle Directory monitor handle.
smb_param|23 findnnext_ChangeCount Number of changes to wait for.

Data Dbytes (size = smb_dsent).
information.

Additional level-dependent monitor

Secondary Reques( Format

There imay be zero or more of these.

smb_wct
smb_tpscnt
smb_tdscnt
smb_psent
smb_psoff
smb_psdisp
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Value = 9

Total number of parameter bytes being sent.
Total number of data bytes being sent.

Value = O All parameters in primary request.
Value = O No parameters in secondary request.

Value = O No parameters in secondary request.
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smb_dscnt
smb_dsoff
smb_dsdisp
smb_fid
smb_bec
smb_datal ]

TRANSACTZ FINDNOTIFYNEXT

Number of data bytes being sent in this buffer.

Offset from the start of an SMB header to the data bytes.
Byte displacement for these data by tes.

Search handle.

Total bytes following including pad bytes.

Data bytes (size = smb_dscnt).

First Response Format

smb_wct
smb_tprent
smb_tdrent
smb_rsvd
smb_prent
smb_proff
smb_prdisp
smb_drent
smb_droff
smb_drdisp
smb_suwcent
smb_bee

smb_param ]

smb_datal[]

Value= 10

Value = 4

Total length of retum data buffer.

Reserved. Must be zero.

Number of parameter bytes returned in this buffer.
Offset from the start of an SMB header to the parameter bytes.
Value = O Byte displacement for these parameter bytes.
Number of data bytes returned in this buffer.

Offset from the start of an SMB header to the data bytes.
Byte displacement for these data by tes.

Value = O No set up rewim fields.

Total bytes following including pad bytes.

The parameter block for the TRANSACTZ FINDNOTIFYNEXT function
response is the find notify next-specific rewun information in the following
formac:

Location Meaning

smb_param[O 1] findnnext_changecount Number of changes during the
monitor period.

Erroroffset if EA ercor.

Name

smb_param[23 findnnext_offerror

Data bytes (size = smb_dscnt). The data block contains the level-dependent
information about the changes which occurred.

Subsequent Response Format
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smb _wct Value = 10
smb_tprent Value = 4
smb_tdrent Total length of return data buffer.
smb _rsvd Reserved. Must be zero.
smb_prent Value =Q
smb_proff Value = Q
smb_prdisp Value =Q
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smb_drent
smb_droff
smb_drdisp
smb_suwcent
smb_bec
smb_datal ]
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Number of data bytes returned in this buffer.

Offset from the start of an SMB header to the data bytes.
Byte displacement for these data by tes.

Value = O No set up rewim fields.

Total bytes following including pad bytes.

Data bytes (size = smb_dscnt). The data block contains the level-dependent
information about the changes which occurred.
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TRANSACTZ MKDIR

1613 TRANSACTZ2 MKDIR

The function code TRANSACT2 MKDIR in smb_setup[Q] in the primary SMBtrans2 requests
identifies a request to create a directory with extended awuributes.

Primacy Request Format

smb_wct
smb_tpscnt
smb_tdsent
smb_mprent
smb_mdrent
smb_msrent
smb_flags
smb_timeout
smb_rsvd!
smb_pscnt
smb_psoff
smb_dscnt
smb_dsoff
smb_suwcnt
smb_setuplQl
smb_bcc

smb_param (]

smb_datal |

Value= 15

Total number of parameter bytes being sent.

Total number of data bytes being serit.

Maximum return parameter length.

Value = O No dara returned.

Value = O No setup fields to return.

Bit Oand bit 1must be zero.

Value = Q

Reserved. Must be zero.

Value = O All parameters in primary request.

Offset from the start of an SMB header to the parameter byes.
Number of data bytes being sent in this buffer.

Offset from the start of an SMB header to the data bytes.
Value = 1

Value = TRANSACT2 MKDIR.

Total bytes following including pad bytes.

The parameter block for the TRANSACT2 MKDIR function is the mkdir-
specific information in the following format:
Location Meaning

smb_param|[O3 mkdir_rsvd Reserved. Must be zero.
smb_param[4] mkdir_dirname|] Beginning of directory name.

Name

Data bytes (size = smb_dscnt). FEALIST structure for the directory to be
created.

Secondary Request Format

There may be zero or more of these.
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smb_wct Value = 9
smb_tpscnt Total number of parameter bytes being sent.
smb_tdscnt Total number of data bytes being sent.
smb_psent Value = Q All parameters in primary request.
smb_psoff Value = O No parameters in secondary request.
smb_psdisp Value = O No paraimeters in secondary request.
Protocols for X/Open PC Interworking: SMB, Version 2 249



TRANSACTZ MKDIR Extended 20 Protocol SMBtrans2

smb._dscnt Number of data bytes being sent in this buffer.
smb_dsoff Offset from the start of an SMB header to the data bytes.
smb._dsdisp Byte displacement for these data by tes.

smb_fid Value = fff. No FID in this request.

smb._bece Total bytes following including pad bytes.

smb_datal ] Data bytes (size = smb_dscnt).

Response Format

smb_wet Value = 10

smb_tprent Value = 2

smb_tdrent Value = O No data bytes.

smb_rsvd Reserved. Must be zero.

smb_prent Value = 2 Parameter bytes being returned.

smb_proff Offset from the start of an SMB header to the parameter bytes.
smb_prdisp Value = O Byte displacement for these parameter bytes.
smb._bece Total bytes following including pad bytes.

smb_param ] The parameter block for the TRANSACTZ2 MKDIR function response is the
mkdir-specific retum information in the following format:

Location Name Meaning

smb_param|O 1] mbkdir_offerror Offset into FEALIST data of first ervor
which occurred while setting the
extended attributces.
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SMB Transmission Analysis

A.l Introduction

This appendix desaibes the mapping between DOS and OS/2 system calls on an SMB
redirector, and the associated SMB requests sent fram the SMB reclirector to an LMXserver. The
DOS SMB redirector is assumed to be using the core SMB protocols, and the OS/2 SMB
redirector is assumed 10 be using the LAN Manager extended SMB protocols. While an OS/2
SMB redirector will use core SMB requests to communicate with a core LMIX server, and a DOS
LAN Manager client will use extended SMB requests to communicate with an OS/ Z2seiver, these
situations will not be considered here.

The mappings given here do not completely describe the behaviour of all SMB redivectors; they
do not take into account various optimisations which SMB redirectors inay do which will result
in behaviour which differs from that described here. In particular, the extended SMB protocol
contains a number of facilities which allow a redirector to improve performance. These indlude:
SMB chaining, opportunistic locking, caching and vatious specialised SMB requests, such as
Read Block Multiplex, Wiite Block Multiplex, Read Block Raw and Wiite Block Raw. Redirectors
which make use of these facilities may not behave exactly as described here.

It should also be noted that the OS/2 SMB redirector and file system make extensive use of
internal buffers and heuristics that make it diffiocolt o determine an exact mapping berween
OS/2 AP calls and SMB emissions. The listed APl calls give an indication of which SMBs are
sent when invoked, and where possible, an explanation is given regarding any special
cirauninstances.

DOS and OS/ 2system calls which are not listed here will not normally result in SMB requests
being ransmitied.
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A.2Z DOS Functions
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SMEB Transmission Analysis

Function Number

DOS Function

00 0)]
0(03)
O
A
0'40)
XLl
X2
X 13
X 14
x5
046}
X7
& b
0 8's
Xzl
ez
3
xz7
2B
066 5]
066 3]
0°¢6:!
D
0 660
&l
X3
T
x40
41
x4z
43
x4
k&
X 4e
0 %
045 ]
57
06!
XD
0450
¢}
xe8

Terminate Programme
Print Character

Reset Disk

Open File (FCB1/0)

Close File (FCB1/0)
Search For First Entry
Search For Next Entry
Delete File (FCB1/0)
Sequential Read FCB1/0)
Sequential White FCB1/0)
Create File (FCBL/O)
Rename File (FCB1/0)

Get Default Drive Data
Get Drive Data

Random Read (FCB1/0)
Random Write (FCB1/0)
Get File Size (FCB1/0)
Random Block Read (FCBJ/QO)
Random Block Wite FCB1/0)
Get Disk Free Space

Create Directory

Remove Directory

Change Current Directory
Create File Handle

Open File Handle

Close File Handle

Read Via File Handle
Wiite Via File Handle
Delete Directory Entry
Move File Pointer

Set/Get File Attributes
Load and Execute Programme/Load Overlay
End Process

Find First File

Find Next File

Change Directory Entury
Set/Get Date/Time of File
Create Temporary File Handle
Create New File

Unlock /Lack File

Get Assign List Entry
Flush Buffer
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Cbaoge CurceatDirectory

Function number (6% %
SMB sent SMBchkpth.
Reason Change directory.

Cbaoge Dicectory Entry

Function number 6% S
SMB sent SMBmv.
Reason Rename file.

Close File (FCB 1/0)

Function number X 10
SMB sent SMBclose.
Reason Close file (FCB1/0).

Close File Handle

Function number x3e.
SMB sent SMBclose, SMBsplclose (printer device).
Reason Close file.

Create Directory

Function number '8
SMB sent SMBmkdir.
Reason Make directory.

Cceate File (FCB I/0)

Function number X 16
SMB sent SMBcreate.
Reason Create flle.

Create File Handle

Function number 67eC of
SMB sent SMBcraate.
Reason Create file.
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Cceate New File
Function number
SMB sent

Reason

XD,
SMBmknew.

Create flle.

Delete Dicectory Entry

Function number
SMB sent

Reason

Delete File (FCB 1/0)
Function number
SMB sent

Reason

End Process
Function number
SMB sent

Reason

Find Ficst File
Function number
SMB sent

Reason

Find Next File
Function number
SMB sent

Reason

Flusb Buffer
Function number
SMB sent

Reason
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x4
SMBunlink.
Delete file.

x13
SMBunlink.

Delete file (FCB1/0).

Q4.
SMBexit.

Exit programme.

x4e.
SMBsearch.

Find fust matching filename.

O
SMBsearch.

Find next matching filename.

(653
SMBflush.

Commic flle.

SMEB Transmission Analysis
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Get Assigo List Entry

Function number .
SMB sent SMBtcon, SMBtdis.
Reason Redirect device, cancel redirection,

GetDefault Drive Data

Function number X 1b.
SMB sent SMBdskattr,
Reason Get data on the default drive.

GetDisk Free Space

Function number x&B
SMB sent SMBdskattr.
Reason Get free space on disk.

GetDrive data

Function number 6'gle}
SMB sent SMBdskattr,
Reason Get data on a drive.

Get File Size (FCBI/0)

Function number 23
SMB sent SMBsearch.
Reason File size in records.

Load and Execute Programme/Load Ovecrlay

Function number Ocdb.
SMB sent SMBopen, SMBread, SMBclose.
Reason Load/execute programme.

Move File Pointer

Function number 42
SMB sent SMBlseek.
Reason Set position in file.
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Opeo File (FCBIN)
Function number
SMB sent

Reason

Opeo File Haodle
Function number
SMBsent

Reason

Print C haracter
Function number
SMBsent

Reason

T,

SMBopen (read /write/share set to Oxff).

Open file FCB1/0).

3.
SMBopen, SMBsplopen (printer device).
Open file.

6.{0&)
SMBsplopen, SMBspiwr, SMBspiclose.

Printer output.

Random Block Read (FCB 1/0)

Function number
SMB sent

Reason

™27
SMBread.
Random block read (FCB1/0).

Random Block Write (FCB 1/0)

Function number
SMB sent

Reason

(070%2]
SMBuwrite.
Random block write (FCB1/0).

Random Read (FCBI1/0)

Function number
SMB sent

Reason

21
SMBread.
Random read (FCB1/0).

Random Write (FCB I1/0)

Function number
SMB sent

Reason
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22
SMBuwrite.

Random write.

SMB Transmission Analysis
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Read ViaFile Handle

Function number 3.
SMB sent SMBread.
Reason Read file.

Remove Dicectory

Function number 3.
SMB sent SMBrmdir.
Reason Remove directory.

Rename File (ECB 1/0)

Function number Q17

SMB sent SMBmv.

Reason Rename file.

Reset Disk

Function number Oexd.

SMB sent SMBflush.

Reason Disk reset (flush file buffers).

Seacch FocFirst Entry

Function number 1)
SMB sent SMBsearch.
Reason Search firse matching entry.

Seacch ForNext Eotry

Function number 12
SMB sent SMBsearch.
Reason Search next matching entiy.

Sequential Read (FCB 1/0)

Function number ™14
SMB sent SMBread.
Reason Sequential read (FCB1/0).
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Sequential Write (FCB 1/0)

Function number ™15
SMB sent SMBwrite.
Reason Sequential write (FCB1/0).

Set/GetDate/Time of File

Function number 57
SMB sent SMBsearch, SMBsetatr.
Reason Get/set flle date and dme.

Set/G et File A ttributes

Function number O3
SMB sent SMBsetatr.
Reason Change file attributes.

Terminate Programme

Function number 6%@0!
SMB sent SMBexit.
Reason Programime terminate.

Ualock /Lock File

Function number 6%
SMB sent SMBlock, SMBunlock.
Reason Lock/Unlock file.

Write Via File Handle

Function number x40
SMB sent SMBwrite, SMBsplwr (printer device).
Reason \Afite file.
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A.3 OS/2Functions

The SMB requests generated from OS/2 redirectors will vary based on the protocol dialect
negotiated. This variation is highlighted in the sequences below by listing the SMB request that
will be sent if the extended 1Odialect was negotiated first followed by the SMB request for the

extended 20dialect.

DosBufReset

SMB sent SMBfilush.

Reason Flush file buffer.

DosChDic

SMB sent SMBchkpth.

Reason Change the current working directory.

DosClose

SMB sent SMBclose, SMBwriteclose, SMBwrite.

Reason Close FID.
If the file I/O is buffered, a DosClose will cause the data in the buffers o
be flushed. This type of situadon may cause an SMBwriteclose or
SMBwrite to be sent.

DosDelete

SMB sent SMBunlink.

Reason Delete a file.

DosDevIOCt

SMB sent SMBioct!, SMBioctls.

Reason Pass a device-speci fic 1/O control request to a driver,

DosExecPgm

SMB sent SMBopen, SMBread, SMBclose. SMBtrans2(TRANSACT2 OPEN) may be
used for the open function instead of SMBopen for the extended 20
dialect.

Reason Start a programme as a child process.

DosFileLocks
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DosExecPgm makes use of OS/Zs standard file I/O functions.

SMBsent SMBlock SMBlockingX, SMBlockread, SMBunlock, SMBuwriteunlock.
Reason Set or reset a byte lock range in an open file.
An SMBwriteunlock is sent after unlocking bytes which were just written
out. SMBlockread is used to lock and then read ahead.
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DosFiadClose
SMB sent

Reason

DosFiadFicst
SMB sent

Reason

DosFiadFicst2
SMB sent

Reason

DosFiadNext
SMBsent

Reason

DosFiadNotifyClose

SMB sent

Reason

DosMkDic
SMB sent

Reason

DosMove
SMB sent

Reason

DosOpeo
SMB sent

Reason
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SMBfclose and possibly SMBfindnclose.

Close an active directory search handle. If change notification was
involved, the SMBfindnclose will be sent to cancel further notifications.

SMBffirst or SMBtrans2(TRANSACTZ2 FINDFIRST).

Find the first file in a directory matching the search paaem.

SMBtrans2(TRANSACTZ2 FINDFIRST). An SMBfindclose may follow.

Find the fust file in a directory matching the search pattern. If no
addidonal searchs are desired the SMBfindclose will be used to allow the
server to free resources associated with the find.

SMBffirst or SMBtrans2(TRANSACTZ FINDNEXT).
Get the next file from the search patemn.

If chis function is used on a sufficiendy large directory it will eventually
send an SMBfind request.

SMBfindnclose.

To indicate to the LMXserver that directory search requests are complete.

SMBmkdir SMBtrans2(TRANSACT2 MKDIR).

Create a new directory.

SMBmv.

Rename or move a file.

SMBopenX, SMBopen, SMBcreate, SMBreadX or
SMBtrans2(TRANSACTZ_OPEN).

Open a device/file for 1/0.

DosOpen may send an SMBreadX read ahead. DosOpen will send an
SMBopenX instead of an SMBopen when in protected mode. SMBopen has
no capabilities for creating a file when opening, so DosOpen may send an
SMBcreate.
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DosQCurDir
SMB sent

Reason

DosQFSInfo
SMB sent

Reason

DosQFilelofo
SMB sent

Reason

DosQFileMode
SMB sent

Reason

DosRead
SMB sent

Reason

DosReadAsyonc
SMB sent

Reason

DosRmDic
SMB sent

Reason

DosSetFilelpfo
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SMBchkpth.

Determine the current directory of a logical drive.

SMBdskattr or SMBtrans2(TRANSACTZ2_QFSINFO).

Retrieve file system information data.

SMBgetattrE or SMBtrans2(TRANSACTZ2_QFILEINFO).

Retrieve a file information record.

SMBgetatr.
Get a fil€e's attribute byte.

SMBread, SMBreadX, SMBreadbraw, SMBreadbmpx.
Read characters from an FID.

SMBreadbraw is used 1o send a block of data which is larger than the data
size which was negotiated.

SMBread, SMBreadX, SMBreadbraw, SMBreadbmpx.
Read characters from an FID asynchronously.

Same behaviour as DosRead.

SMBrmdir.

Delete a subdirectory.

SMB sent SMBsetattrE.
Reason Change a fil€’s directory information.
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DosSetFileMode

SMB sent SMBsetatr.

Reason Change a fil€'s atribute.

DosWrcite

SMB sent SMBwrite, SMBwriteX, SMBwritebraw, SMBwritebmpx.
Reason \Akite characters to an FID.

SMBwritebraw is used to send a block of data which is larger than the data
size which was negotiated.

DosWriteA syne
SMB sent SMBwrite, SMBwriteX, SMBwritebraw, SMBwritebmpx.
Reason Wrrite characters to an FID asynchronously.

Same behaviour as DosWrite.

2 X/Open CAE Spedi fication (1559
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LAN Manager Remote Administration Protocol

B.1 Overview

This section descaibes the mechanism used by LAN Manager (0 implement remote
administration functions and access contol lists. The protocols described here are those which
are provided by the extended dialects. They are included here so that an implementor can build
an LMXserver which can handle this class of SMB redirector requests. However, their inclusion
in this specification does not imply any X/ Open endorsement of these mechanisms as the basis
for future X/ Open network management functionaliry.

All administrative functions in the LAN Manager are provided by a set of sharved library
routines, often referred to as LAN Managerr APl routines. Many of these routines have a
servername argument which the caller uses o distinguish a local ad ministrative operation (one
which applies to the LMX server on the local machine) from a remote operation (one which
applies (o the server on another imachine).

In the case of a remote operation the SMB redirector packages up its arguments, and sends them
1o the appropriate LMX server. The LMX server then calls the corresponding LAN Manager APl
routine locally, packages the results, and sends them back to the SMB redirector. The
mechanism resembles a specialised, private, remote procedure call facility between the SMB
redirector and the LMXserver.

Protocols for X/ Open PC Interworking: SMB, Version 2 3
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B.2Z Remote A PI Protocol

1 All remote AFI operations are done using the share name IPC& The SMB redirector will
automatically connect to that shareif necessary inorder to do a remote AFI call.

2 All remote AP operations are done using the Transaction SMB SMBtrans.

3  The smb_name field of the Transaction SMB is always \PIPEA\LANMAN. The server uses
this to identify a remote AFI request. The SMB resembles a normal named pipe operation,
which is also done using a Transaction SMB. However, the smb_setup|J field, which
would normally contain the desired named pipe operation, is ignored; the
\PIPE\LANMAN narrie field is sufficient to identify a remote AFI operation.

The arguments for the remote AFI call are encapsulated in the Transaction request SMB; return
values are encapsulated in the Transaction response SMB. In both the request and the response,
all binary values are stored in lictle-endian order, least significant byte first. There are no pad
bytes other than those explicitly specified in descriptor strings; therefore, items may be located
at an arbitrary byte boundary - there are no alignment restrictions.

The request and response Trransaction SMBs contain a parameter section and a data section. The
arguments for a remote AFI call are split into two parts, and placed in these sections of the
request Transaction. The Transaction response message contains the results of the call, split
between the parameter and data sections of the Transaction response. A number of fields in the
Transaction SMBidentify the size and location of these sections within the SME, and also allow a
single Transaction request or response to be split into several messages (refer to X/Open CAE
Specification, IPC Mechanisms for SMB).
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B.3

Protocols for X/Open PC Interworking: SMB, Version 2

LMX Access Control Lists Mapping

Access oontrol lists (ACLs) are used by LMX seivers running in userlevel security mode.
Though the implementadon of ACLs is outside the scope of the specification the following listis
a set of possible access permissions, which is used by LAN Manager impleimentations.

User-level security allows access permissions to be set for each shared resource (for example, file
system subtree, individual file, spooler, device, etc.). Each shared resource has a list of users and
groups, with the permissions allowed for each user or group on that resource.

ACL Permissions

R  read Permission to read data from a resource and, by
default, execute the resource.

W  write Permission to write data to the resource.

X  execute Permission to execute the resource.

C create Permission to create an instance of the resource

(for example, a file); data can be written to the
resource when creating it.

D delete Permission to delete the resource.

A change atuibutes Fermission to modify the resource's attiibutes
(for example, the date and time a file was last
modified).

P changepermissions  Permission to modify the permissions (read,
write, create, execute and delete) assigned to a
resoutce for a user, group or application.

N deny access No permissions.

Y  allow spool requests

Since the X/Open CAE does not provide an access control list (ACL) mechanism, the usual CAE
access control mechanisms should e used instead. TFollowing the principle of least surprise, a
mapping is defined for access mechanisms which cannot easily be provided under CAL systeins.
The CAE access control mechanisms are used to permit interoperability for applications which
reside on both PCs and on CAE hosts.

A mapping from (SMB) UID and username/password supplied by the client to CAE User ID
(uid) and Group ID(s) (gid) is established by the SMBsesssetupX and will be maintained by the
LMX server, The mapped-to CAL User ID and one or more Group IDs are used for all accesses
on the CAL system in the usual manner.

The differences between the functionality provided by ACLs and the access conuol mechanisms
for LMXservers desaribed above include:

L ACL penmissions apply to shared resources. This incdudes file system directories as well as
individual fles. CAE permissions apply to individual files and directories but are not
extended to subtrees.

2 For each resource, ACL perinissions can be listed for any number of individual users, for
any number of groups, and for anyone else. A CAE file or directory specifies permissions
for the owner, one group and everyone else.
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The following table shows the mapping between the ACL permissions and CAE permissions:

SME Permissions Equivalent CAE Permission
R  read r read

W  write W write

X  exeoute v read (Note 1)

C  create w  write on parentdir

D  delete w  write on parentdir

A change attributes not supportable

P change permissions Nate 2)

N deny access - no permissions (Nate 3)
Y allow spool requests not supportable

Notes:

1 Execute permission for LMX servers requires only read permission, as the client
need only be able to read the file before it can execute it.

2 Not an assignable access right. The owner of a file and users with approptiate
privileges always have P access and cannot relinquish it; no other user can
acquire P acoess.

3 Not a specific right, but the absence of rights. Note that the privileged user
always has all rights and can relinquish none of theimn.

ACLs could be partially implemented for LMX setvers by placing the required checks into the
LMX server itself. The list would be used to further resurict (but not grant) access to files and
directories beyond the restrictions imposed by the usual CAE access control mechanisms. A
client may have access to a resource only if it does not conflict with CAE permissions and if it is
specified in the ACL. There may be cases where the ACL indicates that a user should have
acoess, but the CAE security would have to be circumvented to honour it. The access will be
denied in accordance with the CAE in these cases. This perimits access seoufity to be maintained
on both the server and client system equivalendy; if a user local on the CAE system is denied
acoess, access should be denied for the user on a client system as well.

X/Open-compliant system implementations which support native ACLs as an enhancement
may use that mechanism instead of the normal CAE access control mechanisms if desired, as
long as the ACLs do not grant permission where the expected CAE access mechanisms would
have denjed it.
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B.4 Transaction APl Request Format

B.41 Parameter Section
The parameier section (smb_param) of the Transaction request contains the following:
o APl number: 16Dbit integer
 parameter descriptor sting: null-terminated ASCII string
o data descriptor string: null-terminated ASCII string
 parms: subroutine arguments, as described by the parameter descriptor string
« auxiliary data descriptor string: optional null-terminated ASCII string

The API number idendifies which API routine the SMB redirector wishes the LMX server o call
on its behalf, A list of APl numbers is given in Section B.8on page 275

The parameter descriptor sting describes the types of the arguments in the data section
(smb_data), as given in the original call to the routine on the SMB redirector.

The data descriptor suing describes the format of a data strucwure, or data buffer, which is sent
to the AFI routine. The AP routine on the SMB redirector is normally given a pointer o this
buffer. Note that this descriptor string is also used by the server w determine the format of the
data buffer to be sent back from the API call.

The parms field contains the actual subroutine arguments, as described by the parameter
descriptor suing.

The auxiliary data descriptor sting describes the format of a second, auxiliary data structure
which is either sent to or received from the AFI routine, in addition to that defined by the data
descriptor string. The data described by this descriptor string is located in the data section
(smb_data) of SMBtrans, immediately following the data described by the primary data
descriptor.

B.42 Data Section
The data section (smb_data) of the SMBtrans request contains the following:

» the primary data buffer, as described by the data descriptor string in the parameter section

» the auxiliary data buffer (optional), as desaribed by the auxiliary data descriptor in the
parameter section

Protocols for X/ Open PC Interworking: SMB, Version 2 =7

Page 286 of 535



Transaction API Response Format LAN Manager Remote Administration Protocol

B.5 Transaction API Response Format

B.51 Parameter Section
The parameier section (smb_param) of the SMBtrans response contains the following:

« Staws; a 16bit integer. This is the returm status as if the requested LAN Manager APl routine
would be executed on the respondet’s system. Zero normally indicates success.

« Converter word: 16bit integer, used by the requestor's system to adjust the pointer in the
data section. The use of this field is described below.

« Parms: return parameters, as described by the parameter descriptor string in the request
message. Only those parameters which are identified in the parameter descriptor suing as
being receive pointers (that is, which will be modified by the server) are acwally returned
here.

B.32 Data Section
The data section (smb_data) of the SMBtrans request contains:

+ the primary returned data buffer, as described by the data descriptor in the request inessage

« the auxiliary data buffer (optional), as desaibed by the auxiliary data descriptor in the
request message

5] X/Open CAE Spedi fication (1559
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B.6

B.61

Protocols for X/Open PC Interworking: SMB, Version 2

Descriptor Strings

A descriptor string is a null-terminated ASCII string. Descriptor string elements consist of a
letter describing the cype of the argument, possibly followed by a number (in ASCII
representation), specifying the size of the argument. Each item in the descriptor string describes
one data element.

Descriptor String Types

The following describes the characters which may be encountered in a descriptor string, and the
format of the corresponding data described by the descriptor sting.

B

Byte

If followed by ane or more digits (that is, B 13 this refers to an array of byees. One or more
bytes will be located in the corresponding data area. Note that this type will not be found in
the parameter descriptor suing (that is, it will not be used tw describe subroutine
arguments), since single bytes cannot be pushed onto the stack by the SMB redirector-.

16 bit integer

If followed by one or more numbers (thac is, W4 this refers o an array of 16bit integers.
One or more 16bit integers will be located in the corresponding parameter or data area.

it integer

If followed by one or more numbers (that is, D3 this refers to an array of 32 bit integers.
One or more 2 bit integers will be located in the corresponding parameter or data area.

Null-terminated ASCII sting

The corresponding parameier or data area contains a null-terminated ASCII string. This
type has a different meaning when applied to returned data. (See below.)

Byte pointer

The original argument list or data suucture contained a pointer to one (that is, b) or more
(hat is, b8 bytes at chis position. The bytes themselves are located in the corresponding
parameter or data area. This type has a different meaning when applied to returned data.
(Gee below.)

Word pointer

The original argument list or data struciure contained a pointer o one (that is, w) or more
(that is, w2 16Dbic integers at this position. The integers themselves are located in the
corresponding parameter or data area. This type has a different meaning when applied to
returned data. (See below.)

Dword pointer

The original argument list or data structure contained a pointer to one (that is, d) or more
(that is, d3 32bit integers at this position. The integers themselves are located in the
corresponding parameter or data area. This type has a different meaning when applied to
returned data. (See below.)

Receive byte pointer

The original argument list contained a pointer to one (that is, g) or more (that is, g8 bytes at
this position, which are to receive return values from the API call. The Transaction request
contains nothing at this position in the corresponding parameter or data area; the response
imessage contains data.
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h

Receive word pointer

Contains data in the parameter section. The original argument list contained a pointer to
one (that is, h) or more (that is, h2d 16bit integers at this position, which are to receive
return values from the API call. The Transaction request contains nothing at this position in
the corresponding parameter or data area; the response message contains data in the
parameter section.

Receive dword pointer

The original argument list contained a pointer to one (that is, i) or more (that is, i3 22bit
integers at this position, which are to receive rewmn values from the APl call. The
Trransaction request contains nothing at this position in the corresponding parameter or data
area; the response message contains data in the parameter section.

Null pointer

The original argument list or data structure contained a null pointer ac this position. There
is nothing stored at this position in the corresponding parms or data area.

Send data buffer pointer

The original argument list contained a pointer at this position to a data structure containing
more data arguments o the APl call. This item appears only in a parameter descriptor
string. The format of the secondary data structure is described in the data descriptor string
(contained in the parameier section of the Transaction request message). The data itself is
ocontained in the data section of the Transaction request message.

Length of send buffer

The original argument list contained a 16Dbic integer argument at this position which
specified the length of the send buffer. This item appears only in a parameter descriptor
string. No value is placed in the corresponding parameter area.

Receive data buffer pointer

The original argument list contained a pointer at this position to a data structure which was
w be filled in by the API call. This item appears only in a parameter descripeor string. The
format of the secondary data structure is described in the data descriptor string (contained
in the parameter section of the Transaction request message). The data itself is contained in
the data section of the Transaction resporise message.

Length of receive buffer

The original argument list contained a 16Dbic integer argument at this position which
specified the length of the receive buffer. This item appears only in a parameter descriptor
string. The corresponding parameter area contains a 16bit integer specifying the length of
the receive buffer.

Parameter number
"The corresponding parameter or data area contains a 16 bit shortinteger.
Entries read

The original argument list contained a pointer 10 a 16bit integer at this position, which is to
receive the number of entries returned by the AP call in cthe receive buffer. The Transaction
request contains nothing at this position in the cotresponding parameter or data area; the
response Mmessage contains the numbers of entries returmed in the receive data buffer.

X/Open CAE Spedification (1559
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B.62

N Number of auxiliary structures

This field is only found in data descriptor strings. The presence of the field indicates that
there will be auxiliary data sent (if found in a send data descriptor string), or received (if
found in a receive data descriptor string). The corresponding data block contains a 18bit
integer specifying the number of auxiliary data structures to be sent (for a send data buffer),
or which have been received (for a receive data buffer).

K Unstructured data block
This will normally be the only item in a descriptor string.
F Fill

The corresponding data area contains one (that is, F) or more (that is, F3 fill bytes at this
position.

Pointer Types and Retutned D ata

Lower-case letters are considered pointer types. These pointer types z, b, w and d have a
different meaning if they are used to describe returned information. In this case the pointers
ocaur in a data descriptor string or auxiliary data descriptor string and describe data to be
returmed in the data section (smb_data) of the SMBtrans response message. In this case the item
referred to by the pointer is not the array or swing itself, but a Zbit integer. The high-order 16
bits are to be ignored and the low-order 16bits contain an offset. The offset subiracted by the
converter word points to the array or string wichin the rewmed data buffer itself.

The data descriptor describes one instance of the rewurned data suucwure. The response buffer
may contain several of these data structures, each of which is a fixed size. Together, these imake
up the fixed-length portion of the rewumed data area. The returned data buffer may also contain
data pointed to by the various pointer types described above. This data may contain strings, and
is likely to be of variable length. The fixed-length data is always placed at the beginning of the
returned data buffer; the placement of the variable-length data is up to the server.

The responder must place variable-length data at the end of the data buffer and set the pointers
accordingly. Since the total length of the data buffer is only known at the end of processing,
there may be a gap between the fixed-length data and the variable-length daa. To avoid
sending this gap accross the network the responder may position the variable-length data to a
position immediately following the fixed-length data. The pointers in the data descriptor string
do not need to get updated if the “‘converter word' in the response parameter section is set to
the value that the requestor must subtract from all pointer values referencing data in the
variable-length section.
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B.7

B.71

B.7.2

Examples

The following examples may help clarify details of the protoool. Some details have been
simplified for ease of explanation. Note that the formac of some data structures may differ in
various versions of LAN Manager.

NetShareDel

This is one of the simplest examples of a remote APl call. Suppose an SMB redirector
programmie does the following call:

NetShareDel (SERVER, C, O;
This call deletes the outstanding share C on the server machine SERVER.
The parameier section of the Transaction request niessage contains:
4 APl number for the NetShareDel function.

zW- Parameter descriptor string. Note that the servername argument is not specified in the
descriptor. There are two arguiments. a string specifying the name of the share to be
deleted, and a reserved 16bit integer MBZ (Must Be Zero).

Data descriptor suing. There is no data buffer in the arguments, so this descriptor
stingis empty.

parms. The actual subroutine arguments, as described by the parameter descriptor string:
C: A null-terminated string.
Q A 1Bbitword.
Thereis no auxiliary dara descriptor sting.

The darta section of the Transaction request message is empty.

The parameier section of the Transaction response message contains:

returm status: (16bit word.)

converter word: Oin this case.

retun parms:; There are no return parameters in this case, so this section will be empty.

The darta section of the Transaction response message is eimpty.

NetShareAdd
This example uses a send buffer:

struct share_info_2buf;
NetShareAdd (SERVER, Z, &buf, sizeof (buf);

The parameter seciion of the Transaction request imessage contains:

a API number for the NetShareAdd function.
VAET: Farameter descriptor string.
B IBWZWWWZBS: Data descriptor string. This corresponds to the elements of the

share_info_Zstrucwure.

parms: The actual subroutine arguments, as described by the parameter
desariptor string:

X/Open CAE Spedification (1559
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2 The second argument.

Note that there is no data here corresponding to the sT portion
of the parameter descriptor string.

There is no auxiliary data descriptor string.

The data section of the Transaction request message contains the contents of the share info 2
structure:

>

>

>

>

>

>

thirteen bytes (from the shi2 netname field)

one byte (from shi2 pad )

one 18bitword (from shi2_type)

null-terminated ASCII string, copied from the one pointed to by shi2 remark
one 16bit word (from shi2_permissions)

wo 16bitwords (shi2 max_uses and shi2 _current_uses)

null-terminated ASCII string, copied from the one pointed to by shi2 path
nine bytes (from shi2_passwd)

one byte (from shi2 pad2)

The paraineter section of the Transaction response message contains:

>

>

>

retum stawis (16 bit word)
oonverter word: Oin this case

retum pasrms: there are no return parameters in this case, so this section will be empty

The data section of the Transaction response message is empey.

B.73 NetShareEnum

This example has both return parameters and return data:

struct share_info_ 1buf[ 10);
NetShareEnum (SERVER, 1, &buf, sizeof(buf), &nencries, &total);

The parameter section of the Transaction request niessage contains:

Q

API number for the NetShareEnum function.

W Leh: Parameter descriptor string.

B1BWz: Data descriptor suing (for returned data, in this case).

parms; The acwual subroutine arguiments, as described by the parameter descriptor string:

1 Second argument

sizeof (buf). This is a send parameter because the server needs to know how
much space it has available in which to return results

Note that the other arguments are result parameters, and are thus not
passed (o the server.,

There is no auxiliary data descriptor string.

The data section of the Transaction request message is empty.
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The parameter section of the Transaction response message contains:
» retum stawis (168 bit word)
» converter word: (possibly set by server)
» entries returned (16 bit word)
» otal number of available entries (18 bit word)

The data section of the response Transaction message contains a number of share info_ !
structures. The number of such structures is given by the entries returned return parameter,
Each strucwire contains:

» thirteen bytes (the shil_netname field)
+» onebyte (shi!_pad])
» one 16bitword (shil_type)

+» the shil_remark field. This is a four-byte value. The two low-order bytes contain the offset
within the data section of the null-terminated ASCII string. The value may need adjusting:
the converter word value must be subtracted from this offset in order to obtain the true offset
of the string.

» a possible gap following the fixed-length data. This is up to the server.

» the null-terminated string pointed to by the shi I_remark field
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B.8

APINumbers

The following are the APl numbers used to specify the various remote LAN Manager routines.
They are induded here so that an implementor can build an LMX server which can handle this
class of SMB redirector requests. However, their inclusion in this specification does not imply
any X/Open endorsement of these mechanisms as the basis for fuwure X/Open network
management functionalicy. (A routine name beginning with R identifies a routine which gets
special handling by the LMXserver, rather than simply calling the local version of the routine.)

SREBBEYHRLBECEBBNBREIBNNEERIZGERREpOXNONEWN~0

RNetShareEnum
RNetShareGetlnfo
NetShareSetInfo
NetShareAdd
NetShareDel
NetShareCheck
NetSessionEnuim
NetSessionGetlnfo
NetSessionDel
NetConnectionEnum
NetFileEnum
NetFileGetnfo
NetFileClose
RNetServerGetInfo
NetServerSetlnfo
NetServerDiskEnum
NetServerAdminCommand
NetAuditOpen
NetAuditClear
NetErrorL.ogOpen
NetErrorLogClear
NetCharDevEnum
NetCharDevGetlnfo
NetCharDevContiol
NetCharDevQEnum
NetCharDevQGetlnfo
NetCharDevQSednfo
NetCharDevQFPurge
RNetCharDevQPurgeSelfl
NetMessageNameEnum
NetMessageNameGetlnfo
NetMessageNameAdd
NetMessageNameDel
NetMessageNameFwd
NetMessageNameUnFwd
NetMessageBufferSend
NetMessageFileSend
NetMessagel ogFileSet
NetMessagel ogFileGet
NetServiceEnum
RNetServicelnstall
RNetServiceControl
RNetA ccessEnuim
RNetA ccessGetlnfo
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AP]I Numbers

RNetA ccessSetdnfo
RiNetA ocessAdd
RNetA ocessDel
NetGroupEnum
NetGroupAdd
NetGroupDel
NetGroupAddUser
NetGroupDelUser
NetGroupGetUsers
NetUserEnum
RNetUserAdd
NetUserDel
NetUserGetdnfo
RiNetUserSednfo
RNetUserPasswordSet
NetUserGetGroups
Net\WWkstal ogon
Net\Wkstal ogoff
Net\WkstaSedUID
NetWkstaGetlnfo
NetWkstaSetnfo
NetUseEnum
NetUseAdd
NetUseDel
NetUseGetlnfo
DosPrintQEnum
DosPrintQGednfo
DosPrintQSednfo
DosPrintQAdd
DosPrintQDel
DosPrintQPause
DoshrintQContinue
DosPrint bbEnum
DosPrintbbGetlnfo
RDosPrint_bbSetlnfo
DosPrint bbAdd
DosPrintbbSchedule
RDosPrint obDel
RDosPrint obPause
RDosPrint_obContinue
DosPrintDestEnum
DosPrintDestGetlnfo
DosPrintDestControl
NetProfileSave



API Numbers

BREBRLBL2EB®

NetProfilel oad
NetStatisticsGet
NetStatisticsClear
NetRemoteTOD
NetBiosEnuim
NetBiosGetlnfo
NetServerEnum

I NetServerEnum
NetServiceGetlnfo
NetSplQmAbort
NetSplQmClose
NetSplQmEndDoc

100 NetSplQmOpen
101 NetSplQmSiartDoc

02 NetSplQm\tite
13 DosPrintQPRurge
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Appendix C

The X Open Security Package

The X/Open security package, as defined in this appendix, permits the LMX server 1o select
encayption functions from lists sent by the SMB redirector. This appendix defines some
suggested E() and U() dialect names and the functions associated with those names.

The definitions in this section are not a part of the X/ Open speci fication of the SMB protocols at
the present time, and might not become a part of the X/Open specification in the future.
Nonetheless, it1s recommended that the dialect names defined here are used as detined: if other
encaryption functions are supported, names defined in this appendix should not be used for
them.

C.1  E() Functions

The E() function is used to respond to the server and (optional) SMB redirector challenges. It
cryptographically combines the challenge string and the password stuing (in server forin, see
Section C.2to produce the response string. The function should be chasen so that it is difficult or
expensive to derive the password string from the challenge string and response string, even if
the cryptographic function is not secret.

The following table gives the E() dialect name and a definition for the function 1o be used if that
dialect is selected.

NULL Value is the password string (in server form), unchanged. Used when the network
is known (o be secure against eavesdropping {for example, link enayption).

DES? The password string is used as a key to enaypt the challenge string using the DES
block mode algorithm. The DES function is applied as described in Appendix D an
page 279

UNIX The server-form password string is used as input to the well-known UNIX

password encryption algorithm® Instead of using a data block of all zeros, the
challenge string is used; the salt is two NULL characters.

2 U.S. Departmnent of Commerce Data Enaryption Scandard.

3 Morris. Robert and Thonipson, Ken: Password Security: A Case History. Bell Laboratories Technical Menworandwn, April 3
1978 Reprinted in UNIX Programmaers’ Manual. Seventh Edition. Volume 2 page 56 New York: Holt. Rinehart and Winston
(B3,
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C.2

U() Functions

The U() function is used to transforn a cleartext password into the form in which it is stored on
the server (that is, server-form). Many X/Open-compliant systems store passwords in an
enaypted form, and many of these functions are one-way; that is, the transformation from
cleartext to cryptotext is not reversible. Negotiation of the U() function permits the SMB
redirector (o reproduce the cryptotext password given the clear password as typed by the user.

Some U () functions require additional data aside from the password and username. If the server
selects such a U() functon, it will return che necessary additional data in the SMBsecpkgX
responise. Some LMX server implementations support a mechanism for changing a user's
password via some additional protocol; those LMX server implementations should also return
any additional data required for that prooess.

The following table defines U() dialect names and the functions to be performed if that dialect is
selected. The contents of the xp_ouinf and xp_nuinf fields of the SMBsecpkgX response are also
described.

NULL The secver-form of the password is identical to the cleartext form.

UNIX The well-known UNIX password encryption algorithm is used. The xp_ouinf field
oontains the two-character salt required by the algorithm. If the LMX server
supports password changes via protocol, the xp_nuinf field should be the new salt
to be used if the SMB redirector changes passwords.
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SMB Encryption Techniques

D.1 SMB Authentication

The SMB authentication scheine is based upon the server knowing a particular enarypted form
of the user's password, the client system constructing that same encrypted forim based upon user
input, and the client passing that encrypted form in a secure fashion to the server so that it can
verify the client’s knowledge.

The scheme uses the DES? encryption function in block mode; that is, there is a function E(K,D)
which accepts a 7byte key (K) and 8byte data block (D) and produces an 8byte encrypted data
block as its value. If the data to be enaypted is longer than 8bytes, the encryption function is
applied to each block of 8bytes in sequence and the results appended together. [f the key is
longer than 7bytes, the data is first completely encrypted using the first 7bytes of the key, then
the second 7bytes, eic., appending the results each time. In other words:

E(KoK.DoD 1)=E(K5.Do) E(Ko.D Y)E(K1.DoE(K;.Dy)

D.1.1 SMBnegprot Response
The SMBnegprot response fleld smb_cryptkey is the result of computing:
C8-E(P758
where:

» P7is a 7byte string which is non-repeating. This is usually a combination of the time (in
seconds since hnuary 1, 1970 and a counter which is incremented after each use.

D.1.2 SMBtcon, SMBtconX, SMBsesssetupX Requests

The dlient system may send an encrypted password in any one of these requests. The server
must validate that encrypted password by perforining the same computations the client did to
create it, and ensuring the strings match. The setver must compute:

P16=E(P1458
and:
P24E(P21,C8
where:
» Pldisa 14Dbyte string containing the uset’s password in cleartext, padded with spaces.

+ S8is the Sbyte well-known string (see above).

4 U.S. Deparunent of Commerce Data Encryption Scandard.
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» P2J is a 2lbyte string obtained by appending 5 null (O bytes o the string PI6 just
ocomputed.

» C8isthe value of smb_cryptkey sent in the SMBnegprot responise for this connection.
The final string, P24, should be compared to the encrypted string in the request:

» the smb_passwd field in SMBtcon

» the smb_spasswd field in SMBtconX

» the smb_apasswd field in SMBsessserupX

If they do not match, itis possible the client system was incapable of encryption; if so, the string
should be the user’s password in cleartext. The seiver should try to validate the string, treating
it as the user’'s unencrypted password. If this validadon fajls as well, the password (and the
request) should be rejected.
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Appendix E

TOPNetBIOS

This appendix reproduces, in full and unedited, the MAP/TOP Users Group Technical Report
Specification of NetBIOS Interface and Name Service Support by Lower Layer OS] Protocols,
Version 10O September 27, 132
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MAP/TOP Uscers Group Technical Report
Specification of NertBIOS Interface and Name Service
Support by Lower Layer OSI Protocols
Version 1.0, September 27, 1989

1 INTRCODUCTION

In addition to the universal interoperability TOP products offer, many users
have purchased products that conform to proprietary and de facto networking
standards. For [BM persocnal computers and compatibles, a de facto networking
standard is the Network Basiec Input Output System, or NetBIOS. A majority of
popular nectwork applications for these computers require a NetBIOS-compatible
interface.

Many vendors recognize this fact and understand the mneed Eto presexve
invesements in these applications while allowing the support of new TOP based
applications. Several of these vendors have introduced or plan to introduce
TOP products with a NetBIOS-compatible interface.

In order to prevent these vendors from developing separate and incompatible
implementations, the TOP NetBIOS Migration Technical Committee has defined a
uniform way to support the NetBIOS interface in TOP systems. All products
that conform to this specification interoperate with each other, and networks
composed of such products support both TOP applications and current PC
software packages. The PC applications operate without modification on the
local network and, in wmany cases, as described in section 3.4, across the TOP
internetwork. In order to support TOP applications, an implementation mustc
conform to the TOP V3.0 Specification in addition to this NetBIOS support
specification.

The specification defined by the TOP NetBIOS Migration Technical Committee
congists of thig gpecification. It is logically divided into two parts. The
first part defines a mapping of the NetBIOS Interface to IS0 Transport
Services and Data Link Services. The second part defines a naming protocol
Eor the NetBIOS envirenment over TOP-recognized subnetworks that support
NerBIOS name support services.

Sectione 3 through 6 and Bppendix I comprise the firet parc. Section 2,

‘‘Reference Documents,’’ specifies the documents that the Technical Commitcee
considers to define the NetBIOS interface and the ISO transport services.
Readers should become familiar with these documents, as the remaining

sections assume a knowledge of both the NetBIOS interface and I80 transport
services and ISO transport profiles.

Section 3 describes the general principles behind the mapping of NetBIOS
commands Co transport services. Section 4, ‘'‘Special Considerations,’”
discusses several significant 1issues 1n the NetBIOS/transport mapping.
Sectionse 5 and 6 detail the mapping. ‘‘NetBIOS Commands’’ describes the
mapping of each NetBIOS command to ISO transport services. It identifies the
level of support required for each NetBIOS command, and it indicates the
specific transport service requests assoclated with each command. Section 6,

‘‘\Transport Service Indications and Confirmations,’ ' describes the response
of the NetBIOS 1interface to each transport service indication and
confirmacion. Finally, Appendix I, ‘‘Sctate Tables,’'’ presents state tables

that precisely define the mapping between NertBIOS ‘'‘sessions’’ and class four
transport connections.

Sections 7 through 9 and Appendices II through V define the NetBIOS Name
Service Protocol. Appendix VI is provided for future errata or clarifications
discovered during product implementation and interoperability testing.
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2 REFERENCES AND DEFINITIONS

The first step in defining a mapping between the NecBIOS

incerface and 180

transport services 1s to agree on a definition of the NetBIOS intcerface and

0SI services. This section Llists the reference documents
agreed to use as the definition for NetBIOS and transport.

2.1 The NetBIOS Interface

For the purposes of the mapping specified by this specification,

that the SIG has

the NetBIOS

interface is defined by the first section, ‘‘NetBIOS,’'' in the first edition
(April 1987) of the IBM publication NetBIOS Application Development Guide

(IBM product number 68X2270). When that section directs readers

to adapter

specific sections for exact details of certain commande (ADAPTER STATUS, for

example}, those details can be found in this specification.

specification defines the exchange of NCBs (Network Control Blocks -
and error responses) between a NetBIOS Client and NetBIOS serVice provider.

Note that the IBM
concencs

for NerRBIOS

in this

The contents of the NCBs and error responses are the same

Interfaces for DOS and 0S/2 environments; however, the NCB transfer mechanism
for these two environments 1is different and is not covered
specification.

2.2 O8I Services

— ISO 8072-1986: Open Systems -- Transport Service Definition

— Iso 8072-ADD1: Transport Service Definition -
Connectionless-Mode Transmission

— T80 8073-1986: Connection Oriented Transport Protocol Specification

— ISO/DIS 8602: Protocol for Providing the Connecticonless-Mode

Service

Addendum 1:

— IS0 8473/N4542: Protocol for Providing the Connectionless-mode

Service

— ISO 8648: Internal Organization of Network Layer

Transport

Network

— IS0 8348, ADl, AD2: Network Service Definition, Connectionless Data

Transmiseion, Network Layer Addressing

— ISO 8802/2: Logical Link Control

— ISO 8802/3: Carrier Bense Multiple Access with Collision

{CSMA /CD)
— IS0 8802/4: Token Passing Bus Access Method
— ISO 8802/5: Token Ring Access Method

2.3 Definitions

2.3.1 Reference Model Definitions

This specification makes use of the following concepts
I180/081’s Basic Reference Model [ISO 74587 :

DUA IS0 Directory User Agent

DSA [SO Directory Service Agenc
DIB Directory Information Base
ES End System

Is Intermediate System

Protocols for X/Open PC Interworking: SMB, Version 2
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LSAP Link Layer Service Access Point
NSAP Network Service Access Point
PDU Protocol Data Unitc

psel presentarion selector

SNPA Subnetwork Point of Atrachment
SNPDU Subnetwork Protocol Data Unit
ssel session selector

TPDU Transport Protocol Data Unit
TSDU Transport Service Data Unit

tsel transport selector

2.3.2 Other Definitions

The following terms/concepts used in Cthis specification, which are not
defined in IS0 7498, are as follows:

NCB Network Control Block

NDUA  NetBIOS Directory User Agent
NDSE NetBIOS Directory Service Entity
NSP NetBIOS Name Service Protocol

NSPDU NetBIOS Name Service Protocol Data Unit

2.3.3 Service Conventions Definitions

Thig Protocol Specification makes use of the following terms from the OSI
Service Conventions Technical Report (ISO TR 8509):

1. Service provider

2. Service user

2.3.4 2ddditional Definitions
For the purposes of this specification, the following definitions apply:

1. Group Name: a name which can be shared among mulctiple owners; a name
which is not unique. This definition derives from the NetBIOS group name
concept, rather than from the ISO/CCITT group entryv.

2. Local Matter: a decision made by a system concerning its behavior in the
Directory System that 1s not prescribed or constrained by this
specification.

3. Protocol Address: the complete protocol address of an object or entity,
consisting of its transport address.

4. Byre and Octer: used interchangeably in the specification.

3 GENERAL PRINCIPLES

Before embarking on a detailed description of the mapping between the NetBIOS
interface and ISO transport services, it is important to understand several
general principles upon which this specification 1is based. The NetBIOS
interface is best supported at the ISO transport layer; NetBIOS ‘'‘sessions’’
best map to class 4 transport connections, and NetBIOS Datagrams best map to
connecktionless transport dakta reguests except in the case of broadcast
datagrams (broadcast name services) where a Data Link level mapping is
required. The NetBIOS general commands, with one exception, do not require
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any exchange of peer-to-peer protocol data units. The following subsections
discuss each of these principles in more detail.

3.1 NetBIOS Supported on a Transport Service

The best 1level in the O8I reference wmodel at which to map the NetBIOS
interface is the level whose gervices most c¢losely parallel the services
offered by the NetBIOS incerface. That 1is the O8I transport level. The
NetBIOS interface requires relliable, sequenced data delivery, a service only
available at cthe transport level and above. The NetBIOS interface, however,
does not provide upper level services such as token management,
synchronization and acrivity management. The only OSI level above the nerwork
level and below the gession level is, of course, the OSI ctransport level, and
it is to this level that the NetBIOS interface best maps.

Readers should be cautioned that the NetBIOS interface definition (sese above)
often refers to the NetBIOS interface as a '‘session’’ level interface. These
references exist because the protocols that gsupport the original NecBIOS
interface (on the original PC Network 2Adapter) were developed before the OSI
reference model was widely understood. The highest level protocols on the

adapter were called '‘session’’ protocols despite the fact that they do not
provide O0SI session services. Throughout this specification, terms which
refer to the NetBIOS view of a ‘‘session’’ will be placed in quotation marks.

Terms which refer to the 0SI view of a session will remain ungquoted.

In addition to its data transfer services, NetBIOS provides name service
support. The specific naming services NetBIOS provides differ fundamentally
from cthe current I80 directory services. No reasonable wmapping between
NetBIOS name scupport and ISO directory services exists, so NetBIOS name
support does not affect the choice of prococol 1level at which to map the
NetBIOS inkerface. & protocol that provides NetBIOS paming services 1is
specified in the Secrions 7 through 9.

Choosing to map NetBIOS to the transport level does provoke another concern:
the NetBIOS assumption of confirmed data delivery. NetBIOS data transfer
between '‘sessions’’ i1s a confirmed service, while IS0 transport services
provide only unconfirmed data delivery (see ‘'‘Confirmed Data Delivery’’ in
the following section).

One important consequence of mapping the NetBIOS interface to transport
services 1s that NetBIOS ' ‘addresses’’ equate to transport selectors. A
NetBIOS ‘‘address’*‘ is a NetBIOS name; NetBIOS names correspond to transport
selectors. The transport address 1s the combination of a network service
access point (NSBP) address and a transport service access point selector

(T-8elector). The NSAP address for a name 1is an NSAP address on the network
node at which the name exists; the T-Selector for a name i1s equal to the full
NetBIOS name itself. Since the NetBIOS interface requires that names be

exactly sixteen characters long, T-8electors used by NetBIOS names are also
sixteen byrtes long. The correspondence betweenn a NetBIOS name and a transport
address (an NSAP address and T-8elector pair) is detailed in parct two of this
specification.®

3.2 NetBIOS ‘'‘'Bessions’’ as Transport Class Four Connections

Since cthe NetBIOS interface best maps to the transport 1level, NetBIOS
‘‘sessions’ ' correspond to transport connections. Furthermore, since NertBIOS
‘‘sessions’’ require reliable data delivery with automatic error detection

5 Bectieona 7-9 and Appendices IT-V
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and recovery, when operating over a connectionless network service, they
require c¢lass four (TP4) transport cannectione. Since this apecification
assumes a connectionless network service, the NetBIOS ‘‘session’’ supporc

commands map to TP4 services. LISTEN and CALL commands establish a TP4
connection; SEND, CHAIN SEND, RECEIVE and RECEIVE ANY commands transfer data

on that connection, and HANG UP commands terminate the connection. The
'‘NetBIOS Commandes’’ and ' ‘'Transport Service Indications and Confirmations’ ’
sections of this specification describe the operations required to supporc
each of these commands. Appendix I, ‘‘State Tables,’’ details the mapping
between *‘‘sessions’’ and TP4 connections.

3.3 NetBIOS Datagrams as Connectionless Transport Unitdata Requests

Data transfer with NetBIOS datagrams, unlike NetBIOS ‘‘sessions’’, 1s a
connectionless mode of transmission. Naturally, therefore, NetBIOS datagrams
correspond ko data transfers using the connectionless mode transport service.
NetBIOS datagrams may be sent as broadecast datagrams or as multicast
datagrams to group mnames. In order to support broadcast datagrams and
datagrams Co dgroup names, Che NetBIOS interface requires some Eform of
multicast or broadcast addressing. Currently, the ISO ctransport and network
layers do not support multicast or broadcast network addresses.

TOP gsupport for multicast and broadcast addressing 1s only available through
the ISO 8802 link level protocols, so broadcast datagrams and datagrams to
group names must use link level addressing. Section 4.3 of this paper,
‘‘Broadcast Datagrams and Datagrams to Group Names,’'’ details the addressing
techniques used.

Because NerBIOS datagrams may contain as wany as 512 byres, the NerRBIOS
interface requires the lower level services to support a datagram size able
to include both the 512 bytes of data and header information for NetBIOS,
Transport, Network and Data link Layers. This requires a minimum frame size
of 650 octets.

Detailed documentation of the support required for SEND DATAGRAM, SEND
BROADCAST DATAGRAM, RECEIVE DATAGRAM and RECEIVE BROADCAST DATAGRAM can be
found in the ‘'‘'NetBIOS Commands’’ and ' ‘'Transport BService Indicacions and
Confirmations’ ' sections below.

3.4 Guidelines and Conscraints

1. There are three levels of NetBIOS interface services «which imply
different constraints on the networked NetBIOS based application
interconnectivity, see Figure 2.

— Level A - NetBIOS Connection Services: These services rely on the
Connection Oriented Transport and Connectionless Nectwork Protocols,
thus following full communication beyond the local network.

— Level B - NetBIOS Connection and Poinc-to-Point Datagrawm Services:
These services are a superset of Level B services. As they rely on the
Connectionless Network Protocol, communication is possible beyond the
local subnetwork. However as the Connectionless Transport 1s used, the
loss of NetBIOS Datagram, if it occurs, would not be recovered from by
the Transport Layer.

— Level C - Extended NertBIOS Services: These services are a superset of
Level B services which adds the support of the NetBIOS broadcast and
multicast datagram services. As these added services do not use the
Connectionless Network Protocol, no direct communication (i1.e., no OSI
Routing) 1s possible beyond the local subnetwork. As a consequence
any NetBIOS based application requiring Level C Services will have to
be distributed only within a single Subnetwork.
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2. The use of NetBIOS Name Services and the manner in which they are
diseributed imply the following constraints.

a. Name Services scope support based on multicast mechanism 1is limited
to a local subnetwork (the same as NetBIOS native networking) .

b. The expected way to extend the local scope of NetBIOS naming is to
integrate the NetBIOS Name Servers into an OSI Directory Services
Environment.

3.5 NetBIOS General Commands

Normally, the NectBIOS general commandszs do not regquire any peer-to-peer
protocol support. For example, no mapping to an ISO protocol is required for
RESET, CANCEL, UNLINK and SESSION STATUS commands. The ctype of support

required £for each of these commands is detalled below 1in ' 'NecBIOS
Commands . * *
Howaver, one general command , ADAPTER STATUS, sometimes requires

communication with a remote system. When the ADARPTER STATUS specifies a
remote name, the local system must communicate with the remote system in
order to obtain the starus. This communication uses the naming protocol
defined in NetBIOS Name Service Protocol ¢pecification, 50 complete
documentation of this procedure can be found 2Zppendix V.

The ADAPTER STATUS command also returns a buffer with fields that only apply
to specific adapters. The values that adapters conforming to this
specification should use for these £fields are stipulated in ‘'‘ADAPTER
STATUS’ * in Appendix V.

4 SPECIAL CONSIDERATIONS

A straightforward mapping £from the NetBIOS interface <to I80 transport
services does not resolve all the major NetBIOS/transport issues. It does not
specify how transport services provide zero octet sends, confirmed dacta
delivery, how they prevent data loss during hang ups, how cthey deliver
broadcast datagrams and datagrams to group names, how they affect NetBIOS
timeouts, how they resolve connections between group names, or how they
support permanent node names. This section discusses each of these topies.

This NetBIOS '‘Session’’ (mapping) Protocol resides above the transport layer
and makes use of the services provided by the transport protocol. This
protocol specifies use of ctwo-octet NetBIOS headers for data transfer
requests (TSDUs). The headers are fixed and always present.® The specific
values for the header are given in Table 1. The headers are used to solve the
issues of zero octet length messages and data loss during hang ups, as
described in the following subsections. The wmwost significant octet is
transmitted first.

value Description

0100H normal data (cormmection-oriented or connectlonless)
0200H | close request (connection-oriented only)
0300H ¢close response (connection-oriented only)

TABLE 1. NetBIOS Header Values

6. Note rthat HNetBIOS ‘'‘Session’ ‘' header is applied to the first TEDU only, and not all the TPDUs when a
TSDU 1s gegmented inte wmultiple TPDUs.
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Note: A TSDU with an invalid header will be ignored.

Once the transport circuit is established, all the connection oriented daca
TSDUs generated by the NetBIOS interface/protocol layer will contain a two
octet fixed header, carrving NetBIOS opcode as defined above. Additionally
all non name service NetBIOS datagram TS8DUs contain the two octet fixed
header with value 0100H. Note, however, that this does not apply te TSDUs
generated by the Nawme Service Protocol described in sections 7 through S.

Also, note that the header applies to TSDUs, not TPDUs or TIDUS.

4.1 Zero Length Data and Normal Data Transfer

The NetBIOS data transfer requests are mapped into data TSDUs with NetRIOS
header of 0100H for normal data as well as zero length data. Implementations
must evaluate the length of TSDUs te determine whether or not it has zero
length '‘user dara’’.

4.2 Confirmed Dara Delivery

The issue with mapping the NetBIOS interface to transport services 1is
guaranteeing data delivery on ‘‘sessions’’. When a NerBIOS SEND or CHAIN
SEND command completes, the local user 1s assured that the remoke user has
actually received the data. The IS0 traneport services, however, provide no
indication to the sender of actual data delivery; they do not have a T-DATA
confirmation primitive. Software implementing a NetBIOS interface does not
necessarily know when to indicate that a SEND command has completed.

This behavior can create a problem because, in some application programs, the
sender may take actions based on an assumption thact the receiver has
possession of the data. Taking cthese actions before the receiver actually
does have the data may cause the application program to fail. Fortunately,
most NetBIOS application programs do not require true confirmed data
delivery; they only need asesurance that data is not lost when the '‘session’’
is closed. This specification, ctherefore, provides a means of preventing data
loss during hang up (see below). Implementations are, of course, free to add
a confirmed data delivery service during normal data transfer. The details of
such a service are a local matter.

4.3 Data Loss During Hang Up

Because the NetBIOS interface cannot depend on ISO transport services to
guarantee data delivery at all times, the interface must prevent data loss
during hang up. The NetBIOS definition states that a HANG UP command does not
complete until all outstanding BSEND and CHAIN BSEND commands on the
‘‘session’ ’ have completed ({either successfully or unsuccessfully). Because
NetBIOS confirms data delivery by completing the SEND command, NetBIOS users
are guaranteed that either all dacta will be delivered prior to the hang up,
or that an unsuccessful SEND or CHAIN SEND completion will alert them to data
that could not be delivered.

The ctransport T-DISCONNECT request, on the other hand, is not graceful. It
does not wait for all data sent to be delivered to the user. Without
confirmed data delivery, the transport user hae no Way of knowing whether or
not data has been delivered to the receiver before the disconnect cowpletes.

To prevent data 1loss, the NectBIOS interface must delay the ctransport
discormect until all data has been delivered to the user. Te find out when
all data has been successfully delivered, the interface that wishes to hang
up sends a simple close request packet to the remocte interface. This close

request is sent ‘'‘in stream’’ as a normal data TPDU with NetBIOS opcode of
0200H. When cthe remote interface has received all of these data messages
followed by a ‘‘close request’'’ message and successfully delivered data
23 X/Open CAE Spedi fication (1958
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messages to the remote user, it sends a ‘‘close response’’ back to the local
interface, with NetBIOS opcode of 0300H. When the local interface receives
the close response, it knows that all dacta has been delivered. At that point
it issues a T- DISCONNECT request and completes the HANG UP command.

The close request and close response are each sent as a single data TSDU wich
Ewo octet of transport data for the NetBIOS header. The appropriate headers
are given in Table 1.

The case of close request collision is handled in a fashion similar to O0SI
Session Protocol. Under cthese circumstances, close indication 1is given to
each end point. The action taken by each end point depends on its role at the
time the connection was established. The end point which originally issued
the cornnect request should immediately send a close recponse. The end point
which originally accepted the connect request should not send its close
response unktil a close response has been received from the other end point.

In addition to sending the close request, the NetBIOS interface initiating a
hang up starts a timer. If that timer expires before the interface raceives a

close response, cthe ‘‘session’‘ 1s cterminated abnormally and the interface
immediately issues a T-DISCONNECT reguest. The interface also aborts the
‘'session’ ' if it receives a T-DISCONNECT indication without having sent a

cloge response.

The close operation is detailed in the state tables of Appendix I.

4.4 Broadcast Datagrams and Datagrams to Group Names

An important issue in mapping the NetBIOS interface directly to transport
services is NetBIOS datagrams to group names and NectBIOS broadcast datagrams.
In order to support broadcast datagrams and datagrams to group names, the
NetBIOS interface requires some form of multicast or broadcast addressing.
Currently, however, rthe IB0 transport and network layers do not supporc
multicase or broadcast network addressec. These datagrams, therefore, cannot
be transferred by the current 180 transport or network level protocols. Noce
that here ‘‘broadcast’’ refers to NetBIOS BROADCAST DATAGRAM commands, not
true media level broadcasts.

ISO support for multicast and broadcast addressing 1&g available through the
IS0 8802 link level protocols, so brocadcast datagrams and datagrams to group
names way be transferred by the link level. When the NetBIOS interface wishes
to send either cype of multicast datagram, it directs the datagram to
TOP/NetBIOS Specific Media BAccess Control (MAC) Multicast BAddress [see
Appendix IV]'. The interface uses the node’s normal MAC address as the
source MAC address. Address recommendations for Token Ring necworks are
provided in Appendix IV ‘‘Well Known Addresses’’.

In order to differentiate these NetBIOS datagrams from non- NetBIOS  ‘pure’ ’
OSI traffic, the interface also uses a special Logical Link Contrel (LLC)
service access point for NetBIOS wulticast datagrams. By using a separate
LSAP, nodes avold the possibility of conflict between invented NetBIOS
protocol for multicast/broadcast datagrams and an IS0 multicasc/broadcastc
service which might be provided cthrough the regqular ISO LSAP 1n the fucture.
The specific LLC service access point defaults to the recommended wvalue of
ECH®; however, conforming implementations must give users the ability to

7. The Specific Multicast Address for IEEE 802.3 is 09.00.6A.00.01.00. This MAC address is part of the
block of Ethernet addresses assigned to AT&T; AT&T has agreed to contribute it to the NetBIOS Special
Interegt Group This address must be configurable

B. This value of LSAP is from public domain, and this value must be configurable.
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configure it to any other value. The selected service access polnt serves as
both the source and destination LLC address. Note that all the nodes on the
subnetwork have to be configured with the same LSAP wvalue for this purpose;
inconsistent LSAP values will prevent intercommunication.

This addressing allows NetBIOS to send and receive wulticast datagraws, but
the interface regquires additional addreesing information. NetBIOS must know
the source and destination names for each datagram sernt to a group name, and
it must know the source name for each broadcast datagram. For point-to-point
communicacions, this information 1is normally available cthrough the T-
Selecrtor.

In order to provide complete addressing information, NetBIOS multicast
datagrams continue to use the connectionless ctransport and connectionless
network protocols. Thus each datagram s8till has local and remote T-Selectors
associated with it, and, as is the case with normal datagrams, these T-
Selectors indicate the local source and destination names. At the network
level, multicast datagrams use the same source NSAP as normal datagrams; the
destination NSAP, however, is a special NSAP which indicates the destination
is a multicast NSAP. The recommended NSAP address is
49 . nn.nn.09.00.6A.00.01.00.01, where [rn.nn=00.00] represents the subnetwork
number. Note that these datagrams use a special LLC service access point and
this NSAP address 1s not reported in the E$-IS protocol. Thus, stricc TOP-

conformant (1.e., non-NetBIOS) implementations of the ISO Comnnectionless
Network Protocol which do not support this special multicast NSAP need not
send or receive these datagrams. See B2ppendix VI for all the '‘well known
addresses .’ '

Stricely cpeaking, NetBIOS multlcast datagrame have their own protoceal stack
invented by the NetBIOS SIG for operation over the IS0 datalink layer. This
stack, which includes the c¢onnectionless transport layer and full necwork
layer {not the inactive subset) protococls, separates from the standard stack
at the LLC level, and the two stacks are kept separate by disgstinct LLC
service access points. Implementations, of course, are free to combine these
two logical stacks into a single physical stack. Such a combination allows
efficlient use of common code. A protocol model of this NetBIOS implementation
under 08I environment is given in Figure 1°. Figure 2 provides a NetBIOS
architecture based on the protococl model presented in Figure 1.

As an important consequence of using 1link level addressing, NerBIOS
sacrifices the ability to send multicast datagrams across the TOP internet.
NetBIOS broadcast datagrams and datagrams Cto group names are restricted to
the local subnetwork.

Another issue wich NetBIOS broadcast datagrams (but not datagrams to group
names) is the selection of a remote T- Selector to which they should be sent.
Since there is no destination name for these datagrams, the remote T-Selector
cannot be determined from the name as it 1s for normal datagrams. Broadcast
datagrams, therefore, use a destination T-Selector equal to the ASCII wvalue
for an asterisk (2AH) followed by fifteen bytes equal to the ASCII value for
a space ({(20H).

Table 2 summarizes the addresses NetBIOS requires for multicast and point-
to-point datagrams. The actual recommended value for the TOP/NetBIOS
Multicast and Functional address are defined in Appendix IV.

The dotted line in Figure 1 indicates rthe boundary between O0SI Standard Protocol and NetBIOS specific
UppOeTt PIOLteCol.
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Type Point-to-Point Multicast
Source MAC address source adapter’s source adapter’s
Dest. MAC address dest. adapter’s TOP/NetBIOS Multicast
{CSMR/CD) Address
Dest. MAC address dest. adapter’s TOP/NetBIOS Functional
{Token Ring) 2ddress
Source LLC SAP FEH ECH
Destination LLC SAP | FEH ECH
Source NSAP source adapter’s source adapter’s
Destination NSAP degst. adapter‘s mulcicast NSAP
Source T-Selector source name calling name
Dest. T-Selector destcination name called name or "*<l5 sp>" |

TABLE 2. Default NetBIOS Addresses

4.4.1 Network Header - Mulbicast NPDUs

The network header for the PDUs for multicast traffic will be as per 08I 8473
Specification with the error bit turned off.

4.5 8Send and Receive Timeouts

The NetBIOS interface defines send and receive timeouts for its ‘‘sessions’’.
These timeouts limit the amount of time the interface should wait for a SEND,
CHAIN SEND or RECEIVE command cto complete. Application programs cthat use
these timeouts usually base their values on local subnetwork ‘‘sessions’’.
Since the original NetBIOS does not support internetworking, application
programs are unlikely to account for internetwork transit delay when they
speclfy a send or receilve timeout value. Implementations that map the NetBIOS
interface cto IS0 transport services should adjust the send and receive
timecut values appropriately for ‘‘sessions’’ 1in case they cross subnetwork
boundaries. The definition of ‘‘appropriately’’ in this casge is left as a
local matter.

4.6 ‘‘Sessions’’ with Group Names

Another consideration in the mapping of NetBIOS to transport 1is the
establishment o©of ‘‘sesgsions’’ with group names. This gpecification requires
support of '‘sessions’’ between dgroup names. NetBIOS LISTEN and CALL commands
with group names for the local name are accepted by the interface. The LISTEN
command responds to any T-CONNECT indication specifying the correct T-
Selector, and the CALL command results in a T-CONNECT request with the
appropriate local T-S8elector. Additionally, the interface accepts LISTEN and
CALL commands with group names for the remote name. The LISTEN command
matches any T-CONNECT indication with the appropriate remote T-Selector, and
the CALL command results in a T-CONNECT request with a remote T-Selector
equal to the remote group name. In all cases, communication occurs through
standard IS0 protocols attached to the normal ISO LSAP.

The only significant concern in connecting group names 1is the NSAP address
used in a T-CONNECT request when an application program calls a remote group
name. That NSAP address should be the specific address (i.e., not generic or
group addresg) of one gystem on which the group name exists. When the group
name exists on more than one system, the choice of which remote NSAP address
to use 1is, for the purposes of this specification, arbitrary. In cases where
an NDSE recelves multiple responses, it is a local matter how one is chosen
for use. In the case where an NDUA is responding to an NDSE, the NDUA may
choose one address to put into the regpongse PDU. The approach to be used to
make the choice 15 a local matter.
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4.7 Permanent Node Names

A permanent node name, which consists of ten octets of zeros followed by six
octets of Mac address, should be treated the same as any other NetBIOS name.
Calls to permanent node names, for example, should atctempt to discover the
address of the remote name just as they would for normal names. The six non-
zero bytes in a permanent node name c¢annot be assumed to correspond to the
Ethernet or MAC-layer address of the adapter (but may actually be). Those
same six bytes, however, should be returned as the unit identification number
by the ADAPTER STATUS command (see below) .

An adapter must, of course, successfully register its permanent node name
with cthe NetBIOS nawing services each time it is initialized.

5 NetBIOS COMMANDS

The previous three sections specify a definition for the NetBIOS interface
and IS0 transport services, outline the general principles for wapping the
two to each other, and discuss significant complications arising from the
mapping. This section begins a detailed description of that mapping. 1t
idencifies the level of support required for each NetBIOS command, and ikt
indicates the specific transport service requests and responses associated
with each command. NetBIOS commands not listed in this gection (TRACE and
FIND NAME, for example) are not part of the NetBIOS interface as defined in
section 2.1. This specification does not specify support for these additional
commarnds.

Most NetBIOS commands require some initial validation before the interface
accapte them. This inirtial validation may include verifying that the correct
adapter was specified, that a name has a valid format, that a local name
exists, that a name number 1is valid, that a '‘'‘session’’' exists, etc.. The
NetBIOS interface definition described in section two, of the referred IBM
document, 1includes an adequakte description of this validaktion. Consequently,
this specification omite any deescriprion of the wvalidarion procedures.
Conforming implementations, however, must perform validation for each command
as it 15 described in the NetBIOS interface definmition.

Conforming implementations wust be able to process NO WAIT commands 1issued
from a post routine call by NetBIOS when a previous NO WAIT command has
conmpleted.

5.1 RESET

Implementations conforming to this standard accept and process RESET
commands. A RESET command resets the adapter status, deletes all names except
the permanent node name, and terminates all ‘'‘sessions’’. It does not reset
traffic and error statistics.

The only protocol interactions resulting from a RESET command are requests to
delete NetBIOS names and T- DISCONNECT requests to close NetBIOS connections.
Implementations need not delete names belonging to non- NetbBIOS programs or
protocels, nor must they close non- NetBIOS connections. This specification
does not attempt to specify the operation of non-NetBIOS names and
connections.

The RESET command may also specify the number of commands and the number of
‘‘sessions’ ’ to be supported by the adapter. Conforming implementations mustc
accept and process these parameters. IE the RESET command specifies a value
of zero for either parameter, rthe minimum number of sessions and the number
of commands are configured to implementation specific values.
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5.2 CANCEL

Conforming implementations accept and process CANCEL commands. Processing is
idencical to that specified in the NetBIOS definition. Cancelling a CALL,
SEND, CHAIN SEND or HANG UP commands results in an immediate T-DISCONNECT
request on the affected connection. Cancelling any okther valid command does
not require any protocol interaction.

5.3 ADAPTER STATUS

ADAPTER STATUS commands for both local and remote adapters are accepted and
processed. Local status requests need not require protocol interaction
(details are left up to individual implementations); remote status requests,
however, use the services of the NetBIOS naming protoceol. The format of
adapter status request/response 1is given in Appendix III.

When responding to an ADAPTER STATUS command, the NetBIOS interface fills in
a buffer with appropriate status information. Several fields within that
buffer apply only to specific adapters or specific network topologies. Since
it 1s not the intent of this specification to restrict implementations to
these [Eew specific technologies, this specification must leave the exackt
support of the ADAPTER STATUS command as a local matter. Implementarions
should strive to uge values for the status fields as close as possible to the
values indicated below.

— Unit identification number: The six non-zero bytes of the adapter’s
permanent node name. These bytes do not necessarily form the Ethernet or
MAC layer address of the adapter.

— External option status: One bvte whose value is a local implementacion
choeice.

— Results of last self test: One byte 1indicating the zresults of the last
gelf-test. A binary wvalue of 128 (80H) indicates rhat rthe test was
successfully passed.

— Software version: Two bytes containing binary values for the major and
minor version number of this specification to which the adapter conforms.
The version mumber for this specification is 1.0.

— Duration of reporting period: Two bytes whose value is a Jlocal
implementation choice. It is suggested that if the interface reports the
MAC statistics indicated by the next eight items, this field contains the
binary value of the time, in minutes, since the adapter began recording
the gtatistics. Thig value rolls over after reaching a value of <2**16-1>
minutes. If the interface does not report MAC statistics, it is suggested
that this field contains zero.

— Number of CRC errors recelved: Two bytes whose value 1is a local
implementation choice. It 1is suggested that they either contain zero or
the binary value of the number of MAC-layer packetes (frames) with CRC
errors received by the adapter. This value 1is not necessarily restricted
to NetBIOS frames, and it does not roll over after reaching <2**16-1>
errors.

— Number of alignment errors received: Two bytes whose wvalue is a local
implementation choice. It is suggested that they either contain zero or
the binary value of the number of MAC- layer packets (Erames) with
alignment errors received by the adapter. This value 1s not necessarily
restricted to NetBIOS frames, and it does not roll over after reaching
<27%x16-1» errore.

— Number of collisions encountered: Two bytes whose value 1is a local
implementacion choice. It 1is suggested cthat cthey either contain zero or
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the binary value of cthe number of MAC-layer collisions detected by the
adapter. This value is not necessarily restricted ro NetBIOS frames, and
it rolls over after reaching <2**16-1> collisions.

Number of unsuccessful ctransmissions: Two bytes whose value 1is a local
implementation choice. It is suggested that they either contain zero or
the binary wvalue of the number of MAC- layer packete (frames) whose
cransmission was aborted by the adapter. This value is not necessarily
restricted to NetBIOS frames, and it rolls over after reaching <2%~lé6-1>.

Number of successfully ctransmitted packets (frames): Four bytes whose
value 1is a local implementation choice. It is suggested that they either
contain zero or the binary value of the number of MAC-layer packets
{(Erames) successfully ctransmictted by the adapter. This value 1is not
necessarily restricted to NetBIOS frames, and it rolls over after reaching
<2**32-1> packets.

Number of succesgfully received packets: Four bytes whose value is a local
implementation choice. It is suggested that they either contain zerc or
the binary value of the number of MAC-layer packets (frames) successfully
received by the adapter. This value is not necessarily restricted ko
NetBIOS frames, and it rolls over after reaching <2=*32-1> packets.

Number of retransmissions: Two bytes whose value is a local implementation
choice. It is suggested that they either contain zero or the binary value
of the number of MAC-layer packets (frames) retransmitted by the adapter.
This value 18 not necessarily restricted to NetBIOS frames, and it rolls
over after reaching <2**16-1> retransmissions.

Number of ctimes the receiver exhausted its resources: Two bytes whose
value is a local ilmplementation choice. It is suggested that they either
contain zero or the binary value of the number of times the receiver did
not have sufficient buffers to receive an incoming MAC-layer packet. This
value 1is not necessarily restricted to NetBIOS frames, and it does not
roll over after reaching <2**16-1>.

Reserved for internal |use: Eight bytes whose value 1s a 1local
implementation choice.

Free NCBs: Two bytes containing the binary value of «the number of
additional NetBIOS commands the adapter can currently accept.

Configured waximum NCBs: Two bytes c¢ontaining the binary value of the
maximum number of commands that the adapter can support, as configured by
the last RESET command or initializaction.

Maximum number of NCBs: Two bytes containing the binary value of the
maximum number that the adapter can accept in the next RESET command for
the ' ‘'maximum number of commands supported’ ’ parameter.

Reserved for internal uge: Four  Dbytes whose  value is a local
implementation choice.

Pending sessions: Two bytes containing the binary value of the number of
currently active or pending ‘'‘sessions’’.

Configured maximum sesgions: Two bytes containing the binary value of the
maximum number of ‘‘sessions’’ that the adapter can support, as configured
by the last RESET command or initializaciomn.

Maximum number of sessions: Two bytes containing the binary wvalue of the
maximum number that the adapter can accept in the next RESET command for
the '‘maximum number of sessions supported’ ' parameter.

Maximum ‘‘session’’® data packet size: Two bytes containing the binary
value, in octets, of the maximum TPDU size supported by the adapter, minus
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the maximum TP header size.

— Quanticty of names in local name table: Two bytes containing the binary
value of the current number of NetBIOS names claimed by the adapter. This
value does not include cthe adapter’s permanent node name, nor does it
include any names used by programs or protocols other than the NectBIOS
interface. This number also indicates the maximum number of name entry
pairs (the next two fields) which can follow.

— Name: the sixteen byte NetBIOS name.

— Name status: Two bytes, the first of which contains the binary wvalue for
the NetBIOS name number, and the second of which contains the name’s
status. The most significant bit of this second byte indicates whether the
name is a unique name (if the bit is clear) or a group name (if the bit is

set), The three leask significant bits of the status dencoke the condition
of rthe name. The remaining bits of the name status are undefined, and
their wvaluegs are a 1local implementation c¢hoice. The following 1listc

summarizes the values for this field.
OXXXXXXX mname is a unigue name
1XXXXXXX name 1s a group name
Xxxx000 name is trying to register
XXXXXx100 name is registered
xxxxx101 name is de-registered
000110 name has been detected as a duplicate
AXXxx111 name has been detected as a duplicate and 1is pending de-
registracion
5.4 TUNLINK

This specification does not provide support for the UNLINK command (nor, in
fact, for remote program load). A conforming implementation’s response Lo an
UNLINK command is left as a local choice.

5.5 ADD NAME

Conforming implementations accept and process ADD NAME commands. The NetBIOS
interface translates the ADD NAME command into an appropriate request for the
NetBIOS naming services. When the interface receives a confirmation from the
naming services, it translates the confirmation’s result to an appropriate
NetBIOS return c¢ode and completes the ADD NAME command. Details of name
regisctracion can be found in NetBIOS Name Service Protocol (Section 8).

5.6 ADD GROUP NAME

Conforming implementarions accept and process ADD GROUP NAME commands. The
NetBIOS interface translates the ADD GROUP NAME command intoc an appropriate
request for the NetBIOS naming services. When Lhe interface receives a
confirmacion from the naming services, it translates the confirmation’s
regsulc to an appropriace NetBIOS recturn code and completes the ADD GROUP NAME
command. Details of name registration can be found in NetBIOS Name Service
Protocol (Section 8).

5.7 DELETE NAME

Conforming implementations accept and proceses DELETE NAME commands according

to the NetBIOS interface definition. 1f the name has active ‘'‘sessions’’,
the interface marks Lthe name for eventual deletion and returns the DELETE
NAME command with a rerurn code of '‘command completed, name has acrtive
=6 X/Open CAE Spedi fication (1958
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‘‘sessions’ ! and 1s now de-registered’’ (OFH) . When all the acctive
‘‘geseions’ ' have c¢losed or aborted, the interface actually deletes the name.
If the name has pending commands other than active ‘‘session’’ commands,
those commands are returned immediately with a ‘'‘name was deleted’’ (17H)
completion.

When the NetBIOS interface deletes the name (either immediately or after all
active ‘‘sessions’’ have closed), it sends an appropriate request to the
NetBIOS naming services. Details of name deletion can be found in NetBIOS
Name Service Protocol (Section 9).

5.8 CALL

Conforming 1mplementcations accept and process CALL commands. When 1t
receives a CALL command, the implementation first finds the transport address
corresponding to the remote NerBIOS name. To find this address, it sends a
resolve name request to the naming services. If the naming services cannot
discover the name’'s address, the interface completes the CALL command with a
return code of ''no answer (cannot find name called)’’ (14H).

If the name resolution Ls successful, the interface continues processing by
attempting to establish a transport comnnection with the remote system. It
formilates an appropriate T-CONNECT request to pass bto the transport
services. The called ctransport address for the indication consicsts of the
NSAP address of the node on which the remote name resides, along wicth a T-
Selector egual to the remote name. If the remote name Ls a group name, the
NSAP address i1s that of one node on which the remote name resides; it is not
the NetBIOS wulkticast NSAP address. If the remote group name exists on more
than one node, the choice of which NSAP address to use 1s arbitrary (ecee
‘*Sessions with Group Names‘’‘ in section 5.6 above).

When the interface receives a T-CONNECT confirmation, it completes the CALL
command successfully. If the interface receives a T-DISCONNECT indication
instead, it axaminesg the reason code of the indicarion. If the remote TS-user
initiated the disconnect, the interface completes the call with a '‘session
open rejected’’ (1l2H) return code. If the transport provider initiated the
disconnect, or name resolution fails, the interface completes the call with a
‘‘no answer (cannot find name called)}’’' (14H) return code.

5.9 LISTEN

Conforming implementations accept and process LISTEN commands. When the
implementation receives a LISTEN for a valid local name, 1t holds onto the
command until it receivee an appropriate T-CONNECT indication (see following
section). At that point, the interface compleces the LISTEN command. The
interface may also complete the LISTEN command 1fE it is cancelled or 1f the
local name is deleted; in these cases the LISTEN completes unsuccessfully.

5.10 HANG UP

Conforming implementations accept and process HANG UP commands. When an
implementacion receives a HANG UP command, it immediately cterminates any
pending RECEIVE commands and one RECEIVE ANY command for the ‘‘session’’ with
a ‘'‘‘segseion closed’ ' (0AH) rerurn code. Any subsequent RECEIVE, SEND, CHAIN
SEND, or even HANG UP commands for the ‘‘session’’ are also immediately
terminated with this same return code. The local interface also starts a
timer as soon as it receives a HANG UP. If the HANG UP has not completed when
this timer expires, the interface aborts the ‘‘session’’.

It sends a close request to the remote interface and waits for a close
response. When the interface recelves the close response, 1t successfully
completes the HANG UP command and issues a T-DISCONNECT requesc.
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If the interface receives a close request after it has sent one, then a
‘‘close collision’’ has encountered. TUnder such situation, 1if the local
interface is the initiactor of the ‘'‘session’’, it will send a close response
and then wait for a close response, and the normal HANG UP process continues
as described above.

However, 1f the local interface 1is rthe acceptor of rthe ‘'‘session’'’, in a
‘‘close collision’'’ situation, it will not issue a close response until it
has received one. Following that it will wait for a T-DISCONNECT indication
in order to complete the HANG UP process successfully.

If the interface receives a close request or a T-DISCONNECT indication before
the close vresponse, 1t aborts the ‘‘gession’’ by completing all pending
commands with ‘‘session ended abnormally’’ (18H) return codes, and, 1if
necessary, 1lssuing a T-DISCONNECT request.

5.11 SEND

Conforming implementatjons accept and process SEND commands. With each SEND
command during normal data transfer, the interface sends a T-DATA request to
transport. The user data for that request is the data contained in the SEND
command’s buffer preceded by the two octet NetBIOS header. (Note rthat the
NetBIOS header is attached to datagram as well asgs connectien oriented Virtual
Cireuit traffic.) If the interface has <come knowledge of when the data is
actually delivered to the user, it may withhold completion of the SEND until
it knows of actual data delivery., If the interface has no such knowledge, it
may complete the SEND at any time. The exact mechanism for determining when
to complete the SEND command 1is a local matcter.

If the NetBIOS interface has received a close request from the remote
interface prior to receiving the SEND command from the local user, it accepkts
the SEND command bub does not issue the T-DATA request. Since the data cannot
be delivered to the remote user anyway, there 1s no need for the transport
request. Of course, the interface also withholds completion of the SEND
command until cthe close process completes. A SEND command retained in this
manner is returned with an error code indicating that the session terwinated.

5.12 CHAIN SEND

Conforming implementations accept and process CHAIN SEND commands. With each
CHAIN SEND command, the inkterface sends a T-DATA request to transport. The
user data for that request is the combination of both of the command’s
buffers, preceded by the two octet NetBIOS headers. If the interface has some
knowledge of when the data 1is actually delivered to the user, it may withhold
completion of the CHAIN S8END until it knows of actual data delivery. If the
interface has no such knowledge, it may complete the CHARIN SEND at any time.
The exact mechanism for determining when to complete the CHAIN SEND command
15 a local maktter.

If cthe NetBIOS interface has received a close request from the remcte
interface prior to receiving the CHAIN SEND command from the local user, it
accepts the CHAIN SEND command but does not issue the T-DATA request. Since
the data cannot be delivered to the remote user anyway, there 1s no need for
the transport request. Of course, the interface also withholds completion of
the CHAIN SEND command until the close process completes. A CHAIN SEND
command retained in this wamner 1is returned with an error code indicating
that the session terminated.

5.13 RECEIVE

Conforming implementations accept and process RECEIVE commands. When a user
issues a RECEIVE command, the incterface first 1loocks for any user data
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received for the ‘‘session’’ that has not yet been given to the user. If such
user data exists, the interface copies the data into the RECEIVE command’'se
buffer and completes the command. If cthe user data copied was the last of a
T-DATA indicacion, the command completes successfully. If data still remains
from the indication, the RECEIVE completes with a ‘'‘message incomplete’”
(06H) reburn code.

If there is no data to sacisfy the RECEIVE command, the interface simply
keeps the command uncll daca arrives or a time-out occurs. The RECEIVE may
also complete 1f it is cancelled, if the *‘session’’ is closed. A RECEIVE
command 1s not completed as a result of the local name being deleted.

§.14 RECEIVE ANY

Conforming implementatcions accept and process RECEIVE ANY commands. When a
user 1ssues a RECEIVE ANY command, the interface first locks for any user
data received for an appropriate '‘session’’ that has not yet been given to
the user (see ‘‘T-DATA indication’‘’ below). If such user data exists, the
interface copies the data into the RECEIVE ANY command’'s buffer and completes
the command. If the user data copied was the last data in a message, the
command completes successfully. If data still rewmains to be delivered the
RECEIVE ANY completes with a '‘'‘message incomplete’’ (06H) return code.

If there is no data to satisfy the RECEIVE ANY command, the interface siwply
keeps the command until data arrives or a time-out occurs. The RECEIVE ZANY
may also complete if it is cancelled or if the local name is deleted.

5.15 SESSION STATUS

Conforming implementations must accept and process SESSION STATUS commands
according to the NetBIOS definition. The field referred to as '‘'‘state of the
session’* is not identical to the state of the NetBIOS/TP4 mapping described
in Appendix I. The correspondence between the wvalue returned by BESSION
STATUS and the mapping state is:

Value returnad in State of NetBIOS/TP4
SESSION STATUS command mapping from Appendix I
IDLE (0OOH) STA 00
LISTEN pending (01H) STA 01
CALL pending (02H) STA 02
Session established (03H) STA 03, STA 05
HANG UP pending (04H) STA 04, STA 08
HANG UP complete (05H) STA 06
Session Ended Abnormally (06H) STA 07

TABLE 3. Session Status Command Mapping

5.16 SEND DATAGRAM

Conforming implementations accept and process SEND DATAGRAM commands. When
the implementation recelves & SEND DATAGRAM, it Efirst finds the transport
address corresponding to the remote NetBIOS name. To find this address, it
sends a resolve name request to the naming service module. If the naming
services camnnot resolve the name’s address, the interface scimply completes
the SEND DATAGRAM command with an unsuccessful response code.

If naming services successfully resolves the remote name, and cthat name 1is a
unique name, the NetBIOS interface sends a T-UNITDATA request with an
appropriate destination traneport address. That address consiste of the NSAP
address of the node on which the name resides, along with a T- Selector equal
to the remote name. The interface then completes the SEND DATAGRAM command.
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If the remote mname 1s a group name, the interface also sends a T-UNITDATA
request. In thie case, however, the connectionless transport protocol will
use the special multicast NSAP, and it will direct the datagram to the
NetBIOS multicast MAC address and LLC service access point (see ' ‘'Broadcast
Datagrams and Datagrams to Group Names’’ in section 4.4). The datagram is not
directed ko a specific NSAP address of a node owning the group name. As with
unique names, the destination T-Selector is equal to the remote name. Afrter
sending the T-UNITDATA request, the interface completes the SEND DATAGRAM
command successfully.

5.17 SEND BROADCAST DATAGRAM

Conforming implementations must also accept and process S8SEND BROADCAST
DATAGRAM commands. Since & SEND BROADCAST command does not speclfy a
destination name, there is no need for name resolution. The interface simply
sends a T-UNITDATA request to transport services with the special broadcast
T-Selector for the destination T-Selector. The connectionless transport
protocol will use the mulcicast NSAP, and it will direct the datagram to the
NetBIOS multicast MAC address and LLC service access point (see ' ‘'Broadcast
Datagrams and Datagrame to Group Names’’ 1in secclon four above). Afcer
sending the T-UNITDATA request, the interface completes the SEND BROADCAST
DATAGRAM command successfully.

5.18 RECEIVE DATAGRAM

Conforming implementations must accept and process RECEIVE DATAGRAM commands.
When the interface receives a RECEIVE DATAGRAM command, it holds the command
until an incoming datagram satisfies the command, the command 18 cancelledqd,
or the 1local name 1s deleted. ‘''‘T-UNITDATA indication’’ 1in the following
section describes the actions the interface takes to successfully complece a
RECEIVE DATAGRAM cowmand.

5.19 RECEIVE BROADCAST DATAGRAM

Conforming implementations must accept and process RECEIVE BROARDCAST DATAGRAM
commands. When the interface receives a RECEIVE BROADCAST DATAGRAM command,
it holds the command until an incoming datagram satisfies the command, or the
command 1s cancelled. The comwmand i1g alsoe completed if the name i3 deleted.
‘‘T-UNITDATA indication’’ in the following scection describes the actions the
interface takes to successfully complete a RECEIVE BROADCAST DATAGRAM
command .

6 TRANSPORT SERVICE INDICATIONS AND CONFIRMATIONS

In addition to generating appropriacte transport sService requests and
responses, the NetBIOS interface must also respond appropriately to incoming
transport service indicartions and confirmations. This section describes the
responses to all of these service primitives.

In many implementations, the IS0 ctransport services support upper layers
other than the NetBIOS interface. Some transport service implementations, for
example, may support both the NetBIOS interface and the IS0 session protocol.
This specification does not address the complications wulkiple upper layers
intreduce, and the primitives discussed below are assumed to be intended
solely for the NetBIOS interface. For example, cthere is no actempt to
describe how transport services know to pass a T-CONNECT indication to
NetBIOS instead of to the IS0 session services.

6.1 T-CONNECT Indicarion

When the NetBIOS interface receives a T-CONNECT indication, it looks for a
pending LISTEN command to match the indicaction. A matching LISTEN command
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must have a local name equal to the called T- Selector, and 1t must either
have a remote name equal to the calling T-Selector or an unspecified
(wildcard) remote name. If both a specific LISTEN and a wildcard LISTEN
match, the specific LISTEN takes precedence.

If the interface matches a pending LISTEN command, 1t completes the command
succeasfully and sends transgport a T- CONNECT response. If no matching LISTEN
exists, the interface sends transport a T-DISCONNECT request.

6.2 T-CONNECT Confirmacion

When the NetBIOS interface receives a T-CONNECT confirmation, it completes
the appropriate CALL command successfully.

6.3 T-DISCONNECT Indication

The actions the NetBIOS interface rtakes when 1ir receives a T-DISCONNECT

indication depend on the state of the affected ‘‘seggion’’. IE thac
‘‘session’® has a CALL pending, the CALL command 1is completed with a
‘‘session open rejected’’ (12H) or a ‘‘no answer (cannot find name called)’’

(14H) return code. Which return code is returned depends on the reason given
in the T-DISCONNECT indication. If the reason indicates that the remore TS

user invoked the disconnect, the incerface returns the call wicth a
‘‘reject’ ‘ed return code; otherwice, it uses the ‘‘no answer’' return code.

If the ‘‘session’’ 1s established when the T-DISCONNECT indication arrives,
the interface completes any pending commands with the ‘'‘session ended
abnormally’ / (18H) return code. The inkterface alsoc takes this action 1if the
‘‘gegeion’ ' ia in the process of hanging up.

The only time an interface expects to receive a T-DISCONNECT indication 1is
after sending a close response. In this case, the interface completes all

pending commands with a ‘'‘session closed’’ (0AH) return code. Additionally,
if any RECEIVE BANY commands apply to the ‘‘session’’, one of those commands
is also completed with ‘‘session closed’’. If no commands are pending on the
‘‘session’ ', the interface waits for the user to issue another command. When
the user issues a command, Cthat command 1is completed with a ' ‘'session
closed’’ return code.

6.4 T-DATA Indication

A T-DATA indication tells cthe NetBIOS incerface that data, a close request or
a close response has arrived for a ‘‘session’ ‘.

When the interface receives such an indication during normal data flow, it
looks for a pending RECEIVE command with which to pass the data on to the
user. If no RECEIVE command for the ‘G‘session’’ 1is available, the interface
looks for a pending RECEIVE ANY for the '‘session’s’’ local name. If none are
found, the interface then looke for a pending RECEIVE ANY for an unspecified
(wildecard) name.

If the interface finds any command to satisfy the T-DATA indication, it
copies the data into the command’s buffer and completes the command. If all
of the user data from the indication Ffits in the buffer, the command is
completed guccessfully. If only part of the user data fitg in the buffer
specified by the command, the interface returns the command with a ' ‘'message
incomplece’ © (06H) rerurn code. The interface then looks for another pending
RECEIVE or RECEIVE ANY command in which to place the remaining data. The
interface continues in this fashion until all of the data has been given to
the user or until it can no longer find suitable commands.

If the interface cannot find a pending RECEIVE or RECEIVE ANY command, it
keeps whatever wuser data L1s left unktil the user issues an appropriate
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command .

If cthe NetBIOS interface receives a T-DATA indication, with a normal daca
NetBIOS header, afrer 1t has received a HANG UP command £from the local user
but before that HANG UP has completed, the T-DATA indication 1is simply
ignored and the data discarded.

6.5 T-UNITDATA Indication

T-UNITDATA indications contain incoming NetBIOS datagrams. When the NetBIOS
interface receives a T-UNITDATA indication, it examines the destinaction T-
Selector to determine if the datagram is a broadcast datagram or if it is
addressed to a specific name (see ‘‘Broadcast Datagrams and Datagrams to
Group Names'’’ In section four above).

If the received datagram is a broadcast datagram, the ilnterface locks for
pending RECEIVE BROADCAST DATAGRAM commands. If none exist, the interface
digscards the T- UNITDATA indication. If an appropriate NetBIOS command doesg
axlist, the interface copies the data from the T-UNITDATA indication to the
command’s buffer. If all the data fits in the buffer, the interface returns
the RECEIVE BROADCAST DATAGRAM command with a successful completion. IE the
data exceeds the size of the buffer, the interface returns the command with a
‘‘megsage incomplete’ ’ (06H) return code, and the remaining data is losc.

If the received datagram is directed to a specific name, whether that name is
a group name or a unigue name, the NetBIOS interface ensures that the
destination name is registered on its adapter. If the name does not exist on
the local adapter, the interface discards the T-UNITDATA indication.

If the specific name exists on the local adapter, the interface searches for
a pending RECEIVE DATAGRAM command for that name. If none exists, the
interface then looks for a pending RECEIVE DATAGRAM command with an
unspecified (wildcard) local nawme. If the interface 1s still unsuccessful, it
discarde the T-UNITDATA indication.

If an appropriate pending NetBIOS command does exist, the interface copies
the data from the T-UNITDATA indication to the command’s buffer. If all the
data fics in the buffer, the interface returns the RECEIVE DATAGRAM command
with a successful completion. If the data exceeds the size of the buffer, the
interface returns the command with a ‘‘message incomplete’’ (06H) return code
and the remalning data is lost.

6.6 T-EXPEDITED Data

This option is negotiated in the transport call request PDU as described in
the MAP/TOP v3.0 specification. NetBIOS itself does not use Expedited Data,
therefore T-EXPEDITED DATA Requests are never generaced. If a T-EXPEDITED
DATA indication 1s received, it 1s ignored.

7 NetBIOS NAME SERVICE PROTOCOL - OVERVIEW

This part, the remaining sections of this specification and Appendices II
through V, defines a naming protocoel Eor TOP nektworks that will suppeort
NetBIOS name sSupport services.

7.1 Architectura

The NetBIOS Name Service 1s a distributed name service which provides
facilities for naming objects in the internet environment, and for relating
those names to useful akttributes, such as protocol addresses.

The name service protocol provides a mapping of NetBIOS Names to their
protocol (transport) addresses. The protocol 1is based on Jguery/response
primitives and a distributed information base. Every node on the network
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maintains information regarding the services or names posted on that node.
When a new name is to be added on any node, that node queries other nodes on
the network to ensure that the name can be added. A similar process is
followed to obtain the address of an object.

In a simple topology consisting of a few NetBIOS nodes on a broadcast based

network, the name service protocel makes use of muleicast addresses to
register and resolve names. The name service element on NecBIOS nodes is
called the NetBIOS Directory Service Element (NDSE). In a more complex

topology having a large number of nodes, an internetworking environment or
the presence of an O8I directory service, the use of a NetBIOS Directory User
Agent (NDURA) is useful (but not recgquired). If there exiets an NDUA on the
network, the NDSEs communicate with the NDUA using poinc-to-point datagram
communications. NDUAs become the focal polnt of name service activity. NDUAs
are expected to have the capability to interface with an OSI Directory User
Agent (DUA) or interface with other NDUAs.

In the case when NDSEs cannot communicate with an NDUA, they revert back to
multicast based communication among NDSEs. This 1limits Lthe address
resolution to crthe local subnetwork, since multicasts are not cransported
across subnet boundaries.

Figures 3 and 4 provide an example of a simple network ctopology.

The scenarios presented in this subsection depict the network activities
involved for various name service related actions for internetwork
communications and call-back type applications.
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Figure 3. Name Service Example

NDSE Local NetBIOS Directory Service Entity, present on every node.

NDUA NetBIOS Directory User Agent, zero or meore present on a subnetwork., At
least one is needed for internet name service. It may also provide the
interface to the IS0 Directory Services (DUA-DEA), 1f present. It may
also communicate with another NDUA using the name service protocol.
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Figure 4. Name Scopes

The above topology, Figure 3, contains two subnectworks (1 and 2) with the

assocliated NDUAs (NDUAL and NDUA2 respecktively). The following points
identify the administrative actions of NDUAs to provide internetwork mname
resolutions.

— It is not possible for application programs using the NetBIOS inctcerface to
identify whether they wish to advertise in an internet envirenment.
Therefore, NDUAs based on administrative filtering will update names in
their directory information base (DIB) using DSA/DUA when the application

programs register or unregister. The administrative filter mechanism is a
local matcer. 1t is expected that the names regiscered in the DIBs will
be of '‘server’’ types providing services across internet boundaries.

— Application programs based on the call-back feakture will also require
administracive support. For example if rthe application X wishes ¢to
communicate with Y, and if it is necessary for both these applications to
call each other, then the following steps can be taken by the respective
NDUAs .

— X will be posted on network 1 by applicatien X, similarly ¥ will be
posted on network 2 by application Y. Both these names will be entered
in the DIB by their respective NDUAs.

— Y will be posted by NDUAl in the DIB with a pointer to the entry wade by
NDUA2. Similarly, X will be posted by NDUA2 in the DIB with a pointer to
the encry made by NDUAl1l. This will serve the purpose of determining the
uniqueness of ‘‘globally’’ known names within the scopes in which they
are referenced.

— If X & Y are unigue names, then no other application can claim either of
these two nameg in the twe networks and associated DIBs, see Figure 4.

— Note that the informaction provided by the name service, particularly when
using NDUAs will be ‘‘loosely consistent’’ im the sense that it may nok be
absolutely current.

7.2 High Level Feature Descriptions

The following set of features are provided by the NetBIOS Name Services. Some
of these features are specifically developed for the NetBIOS environment, and
for 1internetworking and performance reasons. A brief and high level
description of each of the featurees follow.

— NetBIOS: The name service supports a flat, NetBIOS compatible name space.
Names need be unique only wicthin the context of the local subnet.
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— Standards: The name service requires miniwmum functionality from underlying
layers, a simple standard datagram tranefer service is all that is needed.
Also, name service 1is architected with migration to the I80 directory
service in mind. A deliberate effort 1s made to ensure that we provide IS0
compatible name services 1in a way cthat allow a smooth transition to a

‘‘real’’ 180 directory service when Lt is fully specified.
— Internetworking: The name services provide support for internecwork
communication. Dccess to  the name service 1s  transparent to the

application programs. Internet name resolution 1is supported. All intranec
name resolution 1s supported by the distributed database, multicast, or
point-to-point mechanisms. The name service 1is integrated with IS0
transport service to allow the exchange of information relative to transit
delay associated with a particular resource (e.g. 1200 baud link). Transit
delay information 1s important to allow support of NetBIOS applications
with dependencies on Receive-Time-Out or Send-Time-Out (RTO/STO).

— Graceful Degradation: Loss of a single node affects only local calls to
that node. Loss of a NetBIOS Directory Service Entity (NDSE) on a node
affects only local calls to that node. Loss of an NDUA affects only
internet name resolution. Name resolution continues after the loss of an
NDUA by using the multicast operation mode of the name service.

— Remote DAdapter Status: The name service 1s integrated with support for
Remote Adapter Status. A user can issue a status request on a NecBIOS name
and will receive the status information associated with the node on which
that end point exists, even if the node 1is on another subnetwork. Note
that additional information regarding complete ugse of this service is
provided in Appendix III.

— Compatibility: The NetBIOS names are used for T- Selectors (transporkt
gervice access point identifiers.) This provides a simple, efficient and
effective mapping between NetBIOS names and T-Selectors which becomes a
part of the transport address (t-selector+nsap address with null ssap and
null psap). NecBIOS is implemented on 180 Transport Class 4 (8073) and 18O
Connectionless Transport (8602). Thus, NetBIOS based products and other
TOP applications can coexist on the same network and on the same node.

— Set of Functions: A set of functions are defined. The name service makes
use of three ctypes of messages, request/advise, response and pending.
Names, or objects, are assoclated with a set of attributes which include,
among other things, full transport address (with null psel and null ssel)
of the object.

The set of functions supported are:
Register Name
b. Register Group Name
¢. Adapter Status
d. Unregister Name
e. Resolve Name
Advise Name Confliect (Generation and Response)

g. Advise NDUA Present

7.3 BScope and Purpose

This specification prescents the NetBIOS Name Service Protocol (NSP). The NSP
is the basic transfer mechanism for exchanging name service requests between
systems. The NSP mechanism and protocol is specified here to support the
needs of the NetBIOS Name Service. It is currently used only by the NerBIOS
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directories, but 1t i1s constructed to allow for expansion to other directory
applications.

It consists of high-level operations cthat support name registration,
regolution and attribute association.

7.4 Underlying Services

The NetBIOS Name Service Protocol 1s based on datagram cervices provided by
CLTP (see Figure 2) with a maximum TPDU size of 1024 octecs.

7.5 NetBIOS Name Service (NS8)

Operations supported by the NS include name registrarion and resolution, the
storage, and the deletion of attribute informaction associated with names.
These operations were conceived with the ISO/CCITT Directory Services model
in mind, and should ease migration to that environment.

The following background information is useful when reviewing the protocol:

— the name of an object (usually an application entity) c¢an be thought of as
a search key for retrieving information about the object;

— informacion cakes the form of ateribuces which desceribe the
characteristcics of an object (such as its protocol address);

— the discributed directory database maintains this information in records
known as attribute ©ctuples, which are encoded in a Type-Length-value
format.

7.6 Services

The NetBIOS Name Service Protocol primitives are summarized in Table 4:
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NB_ ResolveName

NB_AdapterStatus

NB NameCeonflictAdvise

NB_NDUAHereAdvise

Primitives Parameters
NB_RegisterName .Requestc/ NB_Name,
.Indication | NB InitialAttributesList
.Regponsge/ NB ResponseCode
.Confirm
NB_RegisterGroupName .Request/ NB Name,
.Indication NB_InitialAttriburesList
.Response/ NB_ResponseCode
.Confirm
NB_UnregisterName .Request/ NB_Name

.Indication

.Response/
.Confirm

.Requesgt/
.Indication

.Response/
.Confirm
.Requesc/

.Indication

.Regponsge/
.Confirm

.Request/
.Indication

.Request/
.Indication

NB_ResponseCode

NB Name,
NB_RequestAttriburtesList
NB ResponseCode,
NB_Name,

NB ReturnedAtcributesList

NB_Name
NB ReturnedAtcributesList
NB Name,

NB_AdviseArtribureList

NB_InitialAttribureList

TABLE 4.

8 NetBIOS NAME SERVICE PROTOCOL FUNCTIONS

8.1 General
This section describes the

All the functions described

8.1.1 Response Semantics

The values given 1in the
Semantics field in the name

Individual iwplementacions

functions

following
service PDUs serve as guidelines only.

may choose to use different values.

sections

Service Primitives for Name Service Protocol

performed as part of the name service.
here are mandatory.

for secrting the

However,

example given assumes the use of the recommended values.

8.1.2

In general,
reaction Eto
requests,

the presence

the operation of
of an NDUA.
they operate as follows:

these
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1. If an NDSE does not know the address of an NDUA, it proceeds to Step 2.
Otherwise, the request is sent as a point-to-point datagram to the NDUA,
as follows:

Destinationfddress is set to the transport address of NDUA.

ProcedureTimeout is set to ''T’‘ seconds. The value of ‘'T’', as well
as the manner in which '‘'T‘’ may be configured, 1s left as a local
matter.

ResponseSemantics is set to Unconditional Response.

d. Other portions of the request PDU are set as appropriate for each
function. See below for details.

e. The request 1s sent as a point-to-point datagram to the NDUA. If no
response is received within T seconds, the request is
retransmitted every ‘‘T'’ seconds until such time as a response is
received or until ecome maximum number of retranemissions has been
reached (see also section 8.7). The maximum number of times a given
request may be sent to an NDUAR is denoted by X’ (X>=1). The value
of ''X’‘, as well as the manner in which '‘'X’'’ may be configured, 1is
left as a local matter.

f. If no response is received after '‘¥X'’ transmissions, proceed to Step
2. If a response is received, then the function will cowplete by
sending either a success or failure indication to the originator
depending on the response received, and Step 2 1s not performed.

2. In the absence of an NDUA (or no response from NDUA after ‘X'’ tries),
the request 1s sent as a multicast datagram to all other NDSEs, as
follows:

a. DestinationAddress 1is set to the transport address that represents
‘*ALL NetBIOS DIRECTORY SERVICE ENTITIES'’. This address consists of
the t-selector reserved for NDSEs and the multicast NSAP. See
Appendix IV for decails.

b. ProcedureTimeout is set to ''T’‘' geconds. The value of ''T’‘, as well
as the wanner in which ‘‘T’'’ may be configured, 1s left as a local
matter.

¢. ResponseSemantics 1s set as recommended for each function. Details
are given below for each function.

d. other portions of the request PDU are set as appropriate for each
funcrion. See below for details.

e. The request 1is sent as multicast datagram to all NDSEs. If no
response is received within AT seconds, the request is
retransmitted every ‘‘T‘'’ seconds until such time as a response 1is

received or until some maximum number of retransmissions has been
reached (see also Section 8.7). The maximum number of times a given
request may be sent to NDSEs is denoted by ‘'Y’ (Y »= 1). The value
of ''Y’', as well as the manner in which ''Y’'’ may be configured, is
left as a local matter.

fE. If no response 1is received after ''Y’’ transmissions, then the
function will complece either a success or failure indication to the
originator depending on the ResponseSemantics used. (If Response on
Success was used, then failure is assumed. If Response on Failure wasg
used, then succesg 1s assumed, etc.)

If a response is received, then the function will complete by sending
either a success or failure indication to the originator depending on
the response received.
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B.1.3 Actions of NDSE (or NDUA) on Receipt of Remote Request

In general, when an NDSE (or NDUA) receives a request PDU from other NDSEs or
NDUAs 1t will process the request and return a response PDU as appropriate.
The general actions of NDSE are as given below. More specific actions of NDUA
are given in Appendix V.

1. All cthe response PDUs must contain the same source reference cthat was
provided 1in the reguest PDU.

2. If for any reason, the NDSE expects a delay in processing the request
within the ProcedureTimeout value provided in the request PDU, it must
return a polnt-to-point pending PDU to the originator.

3. The NDSE must return the Response PDU based upon the type of request and
the ResponseSemantics.

a. A response PDU 1is always returned 1f Unconditicnal Response was
requested.

b. A response PDU 1is returned if rthe operation was a success (or a
partial success) and Response on Success was requested.

<. A response PDU 1is returned if the operation was a failure and
Response on Failure was requested.

8.2 Register Name Function

This function is responsible for verifying the unambiguity of a new (non-
group) name, registering the name on the network, and, optionally,
associating atrtributes with the name.

Name service clients are allowed to choose a name for their application
entities, bur a name must be derermined to be unambiguous; that is, not
already in wuse'®. The function queries all relevant databases, local or
remote, to determine if the name is already in use. If the name is not found,
the function assumes that the name is unclaimed and registration succeeds. If

the name is found to already exist, the function aborts and returns a failure
indication to the originator.

The following actions are taken by this function:

1. If the name exists in the local (node) version of the specified database,
the entire procedure is aborted and a failure indication 1is returned;
otherwise, the mname 1s tentakively registered (put into ‘‘being
registered stare’’) in the 1local database in order to avoid race
conditions with other systems adding the same name; and cthis name is
defended by generating responses rto the received Register Name Requests
and Reglscer Group Name Requests as Lf the name were regisctered, but will
respond to the Resolve Name Request as 1f the name were not registered.

2. A request is sent to an NDUA or all NDSEs, as described in Section 8.1.2.
Parameter values particular to the Reglster Name Request are set as
follows:

— Procedure is set to NB_RegisterName;

— DestinationAddress 1is set to the transport address of a valid NDUB,
otherwise to the transport group address that indicates ‘'‘ALL NetBIOS
DIRECTORY ENTITIES’ ‘;

10.

Note that thls does not apply to group names which are amblguous by definition. Group nhames arxe

registered using the Register Group Name Punction.
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— ProcedureTimeout 1s set teo ‘'T’’ seconds;

— ResponseSemantic is set to Unconditional Response if NDUA'' address is
specified, otherwise it 1s set to Respond-on-Failure., Note that the
NDSE trying to register a name will receive a response, success Or
Eailure 1if there exists an NDUA on the network. Otherwise it will
receive a failure response with response code of Registration Error.

— NB_Name 1is taken from the original NB_ReglsterName.Request;

— NB Initial Attribute List contains at least two elements, i.e.,
protocol address and unique attribute.

2. If a failure responce is received from any NDUR or NDSE, the name is
already in use on another node. In this case, the tentative registration
in the local database is cancelled, the procedure aborts, and a failure
indicarcion is returned to the originator.

If a successful response is received from an NDUA (indicating either the
name was unknown or the name was previously registered to the NDUA wich
the same protocol address as specified in the current request) or if no
response 1s received from any NDSE, then the name 1is considered to be
claimed by the local node. The tentative registration of the name in the
local database ie made permanent, and the procedure completes by sending
a success indication to the originator.

4. The recturn code is returned in the NB ResponsecCode.

See Appendix II for a set of sample PDU encoding generated by a typical
NB RegisterName function.

8.3 Registcer Group Name Function

This function is responsible to verify the unambiguity of a new group name,
registering the name on the network, and, optionally, associate attribuctes
with the name.

Names on the network must normally be unique; that is, referring to only one
owner. In the case of group names, however, the name is allowed to be shared
by several owners sco long as all the owners recognize the situation. This
funetion is used when an application specifically wisghes te share a name with
other applications.

This function queries all relevant databases, local or remote, to determine
1f the name is already 1n use as a unique name. If a unique version of the
name is not found, rthe function assumes that rthe name is free to be claimed
as a group name, and registration succeeds. If the name is found to already
exist in a unigque form, the function aborts and recurns a failure indication
to the originator.

Thig function performs the following actions:

1. If a unique version of the name exists 1n the local version of the
appropriate database, the entire procedure 1s aborted and a failure
indication 1s returned; otherwise, the name 1s tentatively registered
(put into ‘‘being registered state’’) in the local database in order to
avold race conditions with other systems adding the same name as a unigque
name. While the name 1ls tentatively registered, this node will defend the
name by generating responses to the Register Name Requests as 1f the name
were actually registered, but will respond to Resolve Name Requests as if

11. The operation of NDUA and MetBIOS Object Clags definicion ia given 1n 2ppendix V.
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the name were not registered.

2. A request is sent to an NDUA and/or all NDSEs, as described in Section
8.1.2. Parameter values particular to the Register Group Name Request are
set as follows:

— Procedure is set to NB_RegisterGroupName;
— ProcedureTimeout 18 set to ‘'T’’;

— ResponseSemantics 1s set to Unconditional Response Lf an NDUA address
is specified, else it is set to Respond-on-Failure. Note that the NDSE
trying to register a name will receive a response, success or failure,
Lf an NDUA exists on the network. Otherwigse it will receive a failure
response with response code of Registration Error;

— NB_Name is taken from the original NB_RegisterGroupName.Request;

— NB_Initial Attribute List contains at least two elements, 1i.e.,
protocol address and group attribute.

3. If a failure response is recelived from any NDUA or NDSE, the name is
already in use on another node as a unique name. In this case, the
tentative registration in the local database is cancelled, the procedure
aborts, and a failure indication is returned to the originator.

If a successful response is received from an NDUA (indicating either the
name was unknowrn or the name was previously registered to the NDU2A as a
group name) or if no response is received from any NDSE, then the name 1is
considered to be claimed by the local node. The tentative vregistration
of the name in the loczl database 15 wmade permanent, and the procedure
compleces by sending a success indication to the originator.

4. The rerturn code is returned in the NB_ResponseCode.

See Appendix II for a set of gample PDU encodinge generated by a typical
NB RegisterGroupName function.

8.4 TUnregister Name Function

This funcetion isg used to remove a registered name from the network.

This function attempts to update or remove both local and remote database
entries corresponding to this name. In the case of a unique name, all
attributes associated with the name are deleted from the entry, and the name

is released. [n the case of a group name, specific sets of attributes
contained 1in the Unregister Name Request (viz. transport address) are
delered, and the name 1is released when the last set of atctributes are
delected.

Note that if the node just ‘‘disappears’’ without unregistering a name, it 1is
possible that cached entriegs and NDUA dacabases may contain invalid entries.
The name service is designed to be ‘‘loosely consistent’ * and allows for the
possibility of invalid entries, so the protocol will still function when a
node ‘' ‘disappears’ ’.

This function performs the following actions:

1. If the name does not exist in the local (node) version of the appropriate
database, the entire procedure is aborted and a faillure indication is
recurned.

2. A request is sent to an NDUA and/or all NDSEs, as described in Section
8.1.2. Parameter values particular to the Unregister Name Request are set
as follows:
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— procedure is set to NB UnregisterName;

— if the name 1is being unregistered in other domains (scopes) or
Directory Service Agents (DSas) then for every DSA an Object
Identifier is included in the request;

— ResponseSemantice is set to Unconditiemal Response 1f NDUA 1is
gpecified, or else it 1s set to No Response. In addition, when NDUA
receilves such a request 1t re-multicasts this reqguest on the local
subnetwork;

— NB_Name 1is taken from the original NB_UnregisterName Request;

— NB_InitialAttributelist containg art least one element, viz., the
protocol (transport) address assoclated with the name.

The recurn code is in the NB_ResponseCode.

Recolve Name Function

This function 1s used to resolve a nmame to a set of attributes (most commonly
a Transport Address). If such an entry exists in a local or remote database,
the requested attributes are returned to the originator along with a success
indication. If the entry is found but not all requested attributes are known,
then those attributes which are known and requested are rerurned along with a
partial-success indication. If no such entry can be found, the procedure
returns a failure indication to the originator.

The following actions are taken by this function:

1.

A request Jie sent to an NDUA and/or all NDSEs, as described 1n Section
8.1.2. Parameter values particular to the Resolve Name Request are sSet as
follows:

Procedure 1s set to NB_ResolveName;

ProcedureTimeout 18 set to ‘‘T’’ seconds;

Responsesemantics 1s set to unconditional response Lf an NDUA address
1s specified, otherwise it is set to Respond-on-Success;

Arguments for the remote NB Resolvename procedure, if NDUA is
specified, are as specified below.

— NB Name is taken from the original NB ResolveName.Request;

— NB_RequestAttributesList 1is taken from Lthe same parameter on the
original NB_ResolveName.Request.

If a failure response 1s received from any NDUA or if the request(s) to
NDSEs timed out without response, then the name is unknown. In this case,
the procedure aborts and a failure 1indication 18 zreturned to the
originator.

— It 1is possible that cthe resolve name response may contain fewer
actributes than requested. In such a case, the response code will be
of partial success. Such responses are also treated as a ‘‘successful
regponse’ * .

If a successful response 1s received from an NDUA or an NDSE, then the
requested, or received atcributes, when fewer attributes are received,
are returned to the originator with an indication of success.

The return code, name and requested attributes are returned as the
NB_ResponseCode, NB_Name and WB_ReturnedAttributesList parameters,
respeccively, with the above parameters being passed as
NB_ReturnedAccributesList.
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A successful resolve name response must have the requested ctransport address
attributeas. Ib 1ies possible that, 1if the resolve name response 1is received
from NDUA it way contain more than one transport address when the name is a
group name. Similarly, resolve name responses may come from several NDSEs
when Cthe name is a group name. Also, note that it 1is possible all the
attributes may not fit 1n a PDU, In that case the atctribute 1list is
truncated based on local choice.

See bAppendix II for a set of sample PDU encodings generated by typical
NB_ResolveName functions.

8.6 Name Conflicr Advise Funcrion

This function consists of two parts. The first part of the function requires
detection of conflict, and the second part requires the processing of the
‘‘NameConflictAdvise'’' * indication.

This function is used to detect names in ‘‘conflict’’. It 1s posgible, though
by remote chance, that a given subnetwork will contain two or more identical
unique names, or one or more identical group names along with at least one
idencical unigue name posted in the name service databases, such that every
node posting such nmame thinks that it has posted a unique name.

The funcrion is defined in two parts. The first part is associated with the
detection of conflict. It requires cthat the node resolving a name detects
more than one response to a resolve name request (either by waiting for or by
accepring more than one response.) If more than one response 1is received, for
a unique name, Lt indicates that the name is in conflict. The node detecting
the conflict sends a point-to-point advice (NameConflictddvice PDU) back to
all bur one (generally the first) responder indicating that that name posted
is in conflict.

The second part of the function 1s associated with the processing of a

‘‘NameConflictidvise' / indication. When a node receives the conflice
indication, it will set the ‘'‘Name-In-Conflicr’‘’ attribute for that name.
When all the current sessions are terminated that are associated with a name
with the *‘Name-In-Confliet’ * attribute set, the name should be

removed/unbound/deleted from 1ts database by explicit user delete name
command. During this period, the node will not allow the use of that name for
any other ACTIVITY ocher than for currently active sessions and adapter
stcatus.

B.7 Pending Function

This Pending funcrion is invoked by the receiver of a request PDU if it
expects a longer delay in processing the request than the procedure tilmeout
indicated in cthe request PDU. The response PDU 1is returned to the source of
the request with the type field set to '‘pending’’ and the procedure Limeout
field set £o a new timecut value.

8.8 NDUA Here Advise Function

This function generates the ''NDUA here PDU’'’ to annourice the presence of an
NDUA on a subnetwork. This function is used only by NDUAs. An NDUA uses this
function to multicast a message when it first joins the subnetwork. It also
uses the function to send point-to-point messages to NDSEs which may be
unaware of an NDUA’s presence. See Appendix V for further details.
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8.9 &8pecial Comments

8.9.1 Cache

Cache table cleanup may be a concern in various applicacions. However, the
mechanism chosen to cleanup the cache table may or may not be desirable,
depending on a particular application. This protocol does not provide any
indication when a mname 1s unadvertised, because there can be no guarantee
that such an indication will always be given.

It is possible to associate timers with every name in the cache table, so
that names are deleted after a finite amount of time. In addition, it also
possible to send ‘keep- alive’’ PDUs periodically for every posted name.
However, both these ctechnicques become cumbersome for a large network or
network with many posted names. Therefore, maintaining a cache 18 treated as
a local matter. Caches are set-up for reasons of performance. The protocols
do not specify or recommend a mechanism to maintain caches.

9 STRUCTURE AND ENCODING OF PDUs

9.1 Scructure

All cthe Protocol Data Units shall contain an integral number of octets. The
octets in & PDU are numbered starting from 1 and increasing in the order they
are put into a TSDU. The bits in an octet are numbered from 1 to 8, where bic
1 is the low-order bit. Note that the name service PDUs do not carry the two
octet NetBIOS Header.

When consecutive octers are used to represent a binary number, the Ilower
octet number has the most significant value.

When the encoding of a PDU is represented using a diagram in this section,
the following representation 1s used:

1. octets are shown with the lowest numbered ocret to the lefr, and higher
number octets to the right;

2. within an octet, bits are shown with bit 8 to the left and bit 1 (least
significant) to the right.

PDUs shall contain, in the following order:
1. the fixed part;
2. the variable park.

9.2 Fixed Parc

9.2.1 General

The fixed part contains frequently occurring parameters such as the PDU type
and ctotal length.

If any of cthe parameters of the fixed parct have an invalid value, it
constiltutes a protocol error and the offending PDU shall be discarded.

The format of the fixed part is shown in Figure 5.
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Octet
I |
| Length Indicator | 1,2
| |
I |
| Protoecol Version Identifier | 2
I |
I |
I Type | ¢
I |
I |
| Source Reference | 5,6
| |
I |
| Flags | 7
[_ |
I |
| Quality of Service | 8
I |
I I
| Response Semantics | o
I |
| |
| Response Code | 10
I |
| |
| Procedure Timeout | 11
| |
I |
| Procedure | 12
I I

Figure 5. PDU Header - Fixed Part

9.2.2 Length Indicator

This field is contained in octets 1 and 2 of the PDU. The length is indicared
by an unsigned binary number, with a maximum value of 65534, and the value
65535 (1111 1111 1111 1111 or =-1) 1is reserved for £future extensions. The
lengrth indicated shall be the header length in octets, bur excluding the
lengch indicator field.

Note thar this protocol defines PDUs as comnsisting entirely of header, since
there is no facility for carrying user data.
9.2.3 Protocol/Version Identifier

This field is contained in octect 3 of the PDU. The value of this field for
the first release shall be 0001 000L.

PDUs containing protocol/version identifiers with different values shall be
congidered a protocol error.

9.2.4 Type

This field identifies the PDU type and 1s contained in octet 4. It 1s used to
define the structure of the wvariable part of the PDU. Valid codes are given
in Table 5.
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Type Binary Value
REQUEST pdu 0000 0010
RESPONSE pdu 0000 0100
PENDING pdu 0000 1000
ADVISE pdu 0001 0000

TABLE 5. Valid PDU Type Codes

All other values are reserved and shall constitute a protocol error.

9.2.5 BSource Reference

This field 1is contained in octets 5 and 6. It identifies a specific
invocation of a request and is used by the initiator to correlate responses
with the appropriate requests. The value for this field is selected by the
initiator and 1is recturned (but not interpreted) by the responder. The same
value 1s used 1n the successive retranswmissions of the PDU.

9.2.6 FLAGS
This field is contained in octet 7.
Every bit in the octet signifies a flag. Only two flags are defined.

1. The NDUA Flag - the least significant bit (binary value 0000 0001). Since
NDUAs must also monitor and respond to broadcast messages destined to all
NDSEs, it is impertant to be able to distinguish which of those messages
were sent by an NDUA and which ones were sent from an NDSE. NDUA sets
this flag in all the PDUs it generates; NDSEs resgset this flag in all the
PDUs thay generate.

2. The Internet Flag - the second least significant bit (binary value 000
0010). This flag is set by NDUA in the response PDU if the object being
requested 1s across the LAN boundary, otherwise the flag 18 reset. This

flag is always reset in a request PDU'?,

3. Other values are reserved.

9.2.7 Quality of Service Field
This field is contained in octer 8.

When the wvalue of cthis field is set to zero 1in the request PDU, the
destination enktity 1s requested to provide the ‘‘fastest’’' answer, e.g. an
NDUA only checking its local table. When it is set to ‘''255'‘, the responder
is expected to provide its best answer, e.g. an NDUA ignoring its local table
and obtaining current information from NDSEs'’. The responder, similarly, will
set this field to zero or ''255‘‘ based on the answer provided. No other
intermediate wvalues for this field are defined.

9.2.8 Response BSemantics

This field is contained in octet 9 of the PDU. It is set by the initiator to
define the circumstances under which the responder should send a RESPONSE
PDU. Allowable values are given in Table 6, and the responder must adhere to
the rules given below. This field has meaning only in the recquest PDUsg; in

12.

13.

316

This flag is useful for End Systems in two cases, (1) for the seleccion of the proper NSAP address for
group nameg, and (2) for the celection of proper timer valueg for connections.

The definitrion of beat is rather subjecrive, It implies char cthe responder is requested to make the mosc
thorough check, e.4 not just looking at the cached value bur to revalidate the cache.
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response PDUs this field is copied from the request PDU.

Response Semantic Binary value |
No Response 0000 0000
Response on Success 0000 0001
Response on Failure 0000 0010
Unconditional Response 0000 0011

TABLE 6. Valid Response Semantics
All other values are reserved and shall constitute a protocol error.
The following rules shall be observed by the responder:

No Response
No response 1s expected.

Response-on-Success
The resgsponder shall send a RESPONSE PDU only i1f cthe requesced
operation resulted in succese or partial success (i.e., response code
of S-success or S-partialResults, see below).

Response-on-Failure
The responder shall send a RESPONSE PDU only 1f cthe requested
operation resulted in failure.

Unconditional -Response
The responder shall always send a RESPONSE PDU to indicate the result
of the requested operaktion.

9.2.9 Response Code

This field is contained in octet 10 of the PDU. This l-octet field is used to
indicakte cthe ocutcome of a requested operation. The high-order bit indicaces
succeas (0xxx xxxx) or failure (Ixxx xxxx), with the other bits encoded to
represent reasons. Table 7 shows a summary of the valid response codes.

Response Code
S-success 0000 0000
S-partialResults 0000 0001
E-protocolError 1000 0001
E-nameNotFound 1000 0010
E-noAccess 1000 0011
E-registrationError 1000 0100
E-registrationNameInConflict 1000 0101
E-foundNameInConflicc 1000 0110

TARLE 7. Valid Response Codes

S-success
The request has been successfully completed.

S-partialResults
The request has been partially compleced, e.g. if the request was made
for 2 attributes only one was found and returned. Note that the
responding encicy must not ‘‘make up’’ a value for an accribute thac
it does not have.

E-protocolBrror
The request PDU violates the protocol ({(during normal operation this
error must not be generaced, it is a diagnoscic tool, e.g., it is used
when 1mproper function code is received).

E-nameNot Found
The name in resolve name request is not found.
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E-nodccess
The resources cannot be accessed, e.g. esecurity or database not
accessible, or name not found.

E-registractionError
The register name request has been denied due to an already existing
unique name when registering a unique or group name, or an already
existing group name when registering a unique name.

E-registrationNameInConflict
The register name request has been denied due to already existing
name/s in conflick.

E-foundNameInConflict
The resolve name request failed as the name found is in conflicc.
9.2.10 Procedure Timeout

This field ie contained in octet 11 of the PDU. It 1g interpreted as an
unsigned binary number with a maximum value of 255 (1111 1111). It specifies
the number of seconds the originmator will wait before timing out the
procedure.

The timeout value of 0 is valid; it indicates infinity (no timeoutr).

9.2.11 Procedure

This field is contained 1in octet 12 of the PDU. It identifies the remote
procedure to be performed, and defines the format of the variable portion of
the PDU. Allowable values are given in Table 8.

Procedure Binary Value
NS-RegieterName 0000 0001
NS-RegisterGroupName 0000 0010
NS-UnReglsterName 0000 0011
NS-ResolveName 0000 0100
N8-AdapterS8Status 0000 1000
NS-NDUAHereAdvise 0011 0000
NS-NameConflictAdvise 0010 0000
FUTUEE DIRECTORY PROCEDURES reserved

TABLE 8. Valid Procedure Codes

All other values are reserved and constitute a protocol error.
9.3 The Variable Part

9.3.1 General

The variable part 1s used to convey the parameters for the remote procedure,
or values being returrned from such a call. If the variable part is present,
it may contain one or wore parameters. FEach remote procedure defines the
numnber, type and order of parameters to appear in the variable part. The
following are some of the most commen parameters to appear 1in the variable
part. Their order of appearance differs with the exact procedure call, and
is defined in the PDU diagrams starting at sec. 9.5.
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5.3.2 Name

This paramecer is a variable length field used to unambiguously identify a
database entry. It is usually set by the initiator and must be formed

according to the rules for NetBIOS Names'*.

in Figure 6.

| Name Length Indicator

. Name
I
I

It is encoded in the format shown

Octet

Figure 6. Encoding of the Name Parameter

9.3.3 Arctribute Descriptor

This is a variable-length parameter which describes an ateribute. Attribute

descriptors may be specified by either the initiator

NB ResolveName REQUEST pdu), or by the responder
NB_ResolveName RESPONSE pdu) .

(as in the case of a
(as in the case of a

Ateribute tuples are encoded in a standard type-length-value format as shown

in Figure 7.

| Attribute Code

y Atcribute Value
I
|

Octret

m+1

m+2

n-1

Figure 7. Encoding of an Attribute Descriptor

The Attribuke Code field is a l-octet binary value allowing a maximum of 254
different attribute ctypes. The value of 255 is reserved for possible future
extensions. The set of attribute codes in the range of 0-127 are reserved for
TOP/NetBIOS uese. The set of atrribute codes in the range of 128-2584 are
assigned for private use (vendor specific). An implemencation that does notc
recognize an attribute code will ignore the attribute. Table 9 lists the

valid aceribute codes defined by TOP/NetBIOS.

14. NetBIOS Names are defined to be comsistent wicth the NetBIOS specifications to a length of exactly 16

octets.
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Attribute Attribute Value
Reserved 0000 0000
Reserved 1111 1111
Reserved 0000 0111

to

0111 1111
Unigque Name 0000 0001
Transport Address 0000 0010
Name_In_Conflice 0000 0011
VC Accept 0000 0100
DG Accept 0000 0101
NodeAdminTransport Address 0000 0110
Frivate 1XAN HXAXY

* - values not including 1111 1111
TABLE 9. Disposition of Atktribute Codes

An attribute (code) that is not recognized will be 1ignored. However, an
unrecognizahle acttribute doellnot cause the entire request to be ignored.
Recognized!® actributes will s8till be registered (in the case of Registered
Name and Registered Group Name Requests} or returned with a response code S-
partialResults (in the case of Resolve Name Requests) .

The Attribute Length field is a 1-octet binary value which indicates the
lengcth, in octets, of the attribucte value field. The value field may be up to
254 octets 1in length. The wvalue of 255 is reserved for possible fucture
extensions.

The Attribute Value field contains the value of rthe ateribute identified in
the actribute code field. Encoding formats for standard actributes are
specified in sec. 9.4.

9.3.4 Actribute Liscs

In many operations, a list of attribucte descriptors may be passed as
parameters or return values. When such a list appears, 1t 1ls preceded by an
Accribute Count parameter. This paramecer 1is a 1l-octet Dbinary value
indicating the number of attribute descriptors in the list {(see the previous
section for the format of attribute descriptors). The field allows for a
maximum of 254 attribute descriptors in the ligt. Such lists may contain only
one ltem. The value 255 is reserved for possible future extensions.

The format of an attribute list 1s given in Figure 8.

15.

Valid actrxibutes, including private attributes, are recognized, and a list of valid attributes codes are
given in Table 9.
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Octet
I |
| bttribute Count = 1 | m
— |- |
I I |
| | Attribute Code | ms1
| L |
Repeated | | |
"in times| | Atcribute Length Indicator | me2
| | |
| | |
| . . mE3
| i atcribute value .
I | | n-1
e

Figure 8. Encoding of an Attribute List

9.4 Encodings for Selected Actributes

9.4.1 General

When attribute tuples are passed in the proctocol, they are encoded using a
standard type-length- value format called an attribuke descriptor (see sec.
9.3.3 for details). The following sections specify the contents of the
Attribute Code, Attribute Length and Attribute Value fields for each of the
standard attribures.

The following attributes are defined:
1. UniqueName

2. Transport Address

3. Name In Conflict

4. VC Accept

5. DG Accept

6. NodeadminTransport »address

9.4.2 Encoding of the Attribute Code

In order to allow for new atcributes to be added to the NetBIOS Name Service
Protocol with a miniwmum of central coordination, the attribute code field is
structured cto represent a two-level hierarchy. The cwo levels are:

— attribute authority identifier (bir 8);

- arcribute jdentifiler (bits 1-7).

Atctribute Authority Identifier

This field designates the authority responsible for alleocating the attribute
identifiers under its control. When the value of this field is ser to zero
(0), it indicates rthe value has been assigned by the TOP/NetBIOS SIG. The
other values associated with this field set to one (1) Lndicate these are
assigned locally for private use.

Atrcribute Identifier

This field designates the individual acttribute within the domain of an
attribute authority. Each attribute within a domain must have a unique
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seven-bit code assigned by the reigning authority.

9.4.3 UniqueName

This atctribute specifies whether the name corresponding to this entry is a
unique name {(as oppecsed to a group name) .

Attribute Code: 0000 0001
Acttribute Length: 1 octet
Attribute Value: Boolean (0Oxff=TRUE, O0Ox00=FALSE)

9.4.4 Transport Address

This attribute contains the Transport Address of Cthe object. If this
attribute is reguested for a recognized name in a resolve name request, at
least one transport address must be returned in the response. The encoding of
the Transport Address attribute value field is as followe:

Actribute Code: 0000 0010

Attribute Length: variable

Attribute Value: See Figure 9
Octet
I |
| Reserved Set to 0 | m-2
| I
I |
| Reserved Set to 0 | m-1
|_ |
I |
| tSelector Length Indicator | m
| |
| |
mel
. tSelector .
| n-1
I |
l |
| nAddress Length Indicator | n
1 |
I |
n+l
. nAddress .
I | p-1

Figure 9. Value Field of Tramsport Address Attribute

9.4.5 Name In Conflicc

This attribute 1indicates that the name 1s in conflict within its domain.
Normally this attribute will be reset, when the name 1s added to the
database. However, when it is detected that this name is in conflict this
attribute 1is set. The name 1s said to be in conflict, when two or more
objects with the same name and at least one of which with unique name
atcribute are present in the same domain'®.
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Attribute Code: 0000 0011
Attribute Length: 1 octec
Attribute Value: Boolean (0xf£=TRUE in conflicet, 0x00=FALSE noc in

conflict)

5.4.6 VcAccept

This actribute specifies whether the server for this name 1is currentcly

accepting VYC connection requests, e.g., '‘listen’’ outstanding for that name.
This attribute is only maintained by NDSEs. If these attributes are requested
from NDUA cthen ‘'‘partial results’’ may be returned'’.

Attribute Code: 0000 0100

Attribute Length: 1 octet

Attribute Value: Value (0x01-0Oxff=YES, Ox00=NO)

9.4.7 Dghccept

This attribute specifies whether the server for this name 1is currently

accepting DG  transactions, e.g. receive datagram/broadcast datagram
outstanding for that name. This attribute is only maintained by NDSEs. If
these attributes are requested £from NDUA then *‘partial results’’ are
returned.

Attribute Code: 0000 0101

Attribute Length: 1 octet

Actribute Value: Boolean (OXf£=TRUE, Ox00=FALSE)

9.4.8 NodeAdwinTransport Address

This attribucte contains the Transport Address of the end-point used by Node
ddministratcion. This address 1s used for network management communication,
e.g., for remote adapter scatus. The recommended address will be NDSE
transport address. To obtain the '‘remcte adapter status’’, the originating
node will send out a query packet (Resolve Name Request) with this atrribure
set, and the responding node will return the address of the administracive
entity (NDSE) on that node. The adapter status request 1s sent to this
address. If this atcribute 1is requested for a recognized name in a resolve
name request, then this attribute must be returned in the response. The

format of this ateribure is the same as rthat of the '‘rransport address’’
attribute.

Actribute Code: 0000 0110

Attribute Length: variable

Attribute Value: See Figure 9

9.5 PDUs for NB RegisterName and NB RegisterGroupName

16.

17.

Protocols for X/Open PC Interworking: SMB, Version 2

Note that thia actribute is not carried in any of the currently defined PDUa, bur thisz atcribute may be
requested In a resolve name reguest, for adminigtrative reasons. Internal implementation of thls feature

local mattexr for NDUAs and ND5Es. However, it i8 necessary to maintain this information locally.

The dntent of cthe value for this attribute 1s to represent cthe number of VC reguests cthe object is
prepared to accept. A value of 2zero means the gervice 1a not available, and a value of Oxff means
maximum service. It 1s a local matter to determine the current value of chis attribute to be returned in
the response PDU.
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The format of the REQUEST PDU is shown in Figure 10.

Repeated

“i* times]| |

4

Page 343 of 535

Octet
| 1
Fixed Part | thru
| 12
|
|
Name Lengcth Indicator | 13
| |
| 12
Name
.o om-1
|
|
Initial-Attribute Count = i | m
|
Attribute Code | me1
| |
|
Atcribute Length Indicator | m+2
.............................. |
|
m+3
Atcribute Value .
| n-1

Figure 10.

REQUEST PDU Format for NB_RegisterName and
NB_RegisterGroupName
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5.5.2 RESPONSE PDU
The formac of the RESPONSE PDU is shown in Figure 11.

Octet

|

|

|
Fixed Part | thru

|

| 12
|

Figure 11. RESPONSE PDU Format for NB RegisterName and
NB RegisterGroupName

9.6 PDUs for NB UnregisterName

9.6.1 REQUEST PDU
The format of the REQUEST PDU i1s shown Ln Figure 12,

Octet
I |
| | 12
| Fixed Part | thru
| | 12
I |
I |
| Name Length Indicatox | 13
| |
I | 14
Name .
: m-1
I |
I |
| Initial-Actribute Count =i | m
— | |
| I I
| | Attribute Code | m+l
| | |
Repeated | | |
“i" times| | Atcribute Length Indicator | m+2
| | |
| I |
| . m+ 3
| . Attribute Value .
I I | n-1
|

Figure 12. REQUEST PDU Format for NB_UnregisterName

9.6.2 RESPONSE PDU

The format of the RESPONSE PDU is shown in Figure 13.

Protocols for X/Open PC Interworking: SMB, Version 2
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|
|
|
| Fixed Part
|
[
|

9.7 PDUs for NB_ResolveName

2.7.1 REQUEST

PDU

The format of the REQUEST PDU is shown in Figure 14.

Repeated
n ] " time

Fixed Part

Name Length Indicatorx

Request-Attribute Count = j

| Attribute Code
| Lo

s |
| |Attribute Length Indicator = 0

Octet

thru

12

RESPONSE PDU Format for NB UnregisterName

Octet

thru
12

13

14

m+1

n+2

Figure 14. REQUEST PDU Format for NB_ResolveName

92.7.2 RESPONSE PDU

The format of the RESPONSE PDU is shown in Figure 15.
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Octet
I |
I | 1
| Fixed Part | thru
I | 1z
I I
I |
| Name Length Indicator | 13
| |
I | 14
Name
m-1
I |
I |
| Returned-Attribute Count =i | m
_ | |
| | I
| | accribute Code | m+i
| | |
Repeated | | |
it times| | Ateribute Length Indicator | ms2
| | e |
| | I
I 4 - me3
| . Attribute Value .
| I | n-1
I

Figure 15. RESPONSE PDU Format for NB ResolveName

Note that it is possible that the response PDU will contain fewer attributes
than requested, but never more. Nodes must not wake use of the source
protocol control information (PCI}) of a response to determine a name’s
address; they must parse the data contained in the respornse.

2.8 PDUs for NB_NameConflictAdvise

The format of the ADVISE PDU is shown in Figure 16.

Octet

Fixed Part thru

|
I
|
| a2
|
|
|

Name Length Indicator 13
| | 14

. m-1

Figure 16. ADVISE PDU Format for NB NameConflictAdvise
Note that the Type Code = ADVISE PDU Type.
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9.9 PDU for NB NDUAHere

The format for NB NDUAHere, ‘‘'I am here’’ PDU is given Figure 17.
Octet
| |
I | 1
| Fixed Part | thru
| | 12
I |
I I
|  Initial-Attribute Count = i | 13
| |
I I |
| | Attribute Code | m+1
| | e |
Repeated | | |
11 times| | Atcribute Length Indicator | m+2
| | |
I I |
| . . m+3
| : Attribute Value .
| | | n-1
I

Figure 17. NDUA - I am here Advise PDU Format: NB_NDUAHere

Note that the Type Code = ADVISE PDU Type.

9.10 PDUs and Attributes

The intent of the following table is to provide general guidelines for the
set of attributes rthat are ‘‘meaningful’’ with different PDU types. Note
that Register means both unique and group registracions and address implies
transport address. Attributes listed in square brackets imply optional. For
example, che resolve name request may request for NodeAdmin Transport
Address, or other attribuktes. The address atktributes wust be supplied in the
response PDU when requested in a recuest PDU.
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PDU Procedure

Request /Response

Attribute List

Register

Request

Response

(name)
Unigque/Group
Address

Unregister

Request

(name )
Address

Resolve

Request

Respornse

(name )

Address
[NodeAdmin-Address]
[VC Accept]

[DG Accept]

(name )

Address (es)
Unigque/Group

[VC Accept]

[DG Accept]
[NodeAdmin-Address]

NDUA Here

Advise

Address

Conflict

Advise

{name )
Address

Figure 18.
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APPENDIX I : STATE TABLES

This appendix 1is an incegral part of the body of this specificacion. It
presents, in an unambiguous form, the actions taken by the NetBIOS interface
in response to user commands and transport primitives. The state tables
detail the mapping bektween NetBIOS ‘‘sessions’’ and class four transport
connections. They do not describe general, name service, or datagram sgervice
commands, nor do they attempt to show the interaction wicth NetBIOS name
services. The state ctables also omit any description of the wvalidation
procedures performed on each NetBIOS command; those procedures are adequately
described in the NetBIOS interface definition.

The following subsections introduce the gtate ctables by outlining the
notation, conventions, actions and variables used by the tables. The tables
themselves, which follow the text of this appendix, consist of six figures
that specify the incoming events, states, outgoing events, specific actions,
predicates and state tables. The actions defined by the state tables apply to
a single NetRIOS ‘‘sesgsion’‘’. Each NetBIOS ‘‘session’’ operates under an
independent state table.

I.1 Notation for State Tables

The state tables represent incoming events, stateg, and outgoing events wich
their abbreviated names. Tables 10, 11, and 12 specify thesce abbreviated
names. The state tables represent specific actions with the notation [n],
where '‘n’’ 1s the number of the specific action in Table 10. Predicates are
represented by the notation pn, where ‘'‘n’‘ is the number of the predicate in
Table 14. Notes are indicated by (n), where ‘'‘'n’‘’ is cthe note number at the
foot of the figure. Finally, the tables show boolean operations with the
characters ‘&'’ (logical and), ‘‘|’‘ {(logical or), and ''!'‘ (logical not).

I.2 Conventions for Entries in State Tables

The intergection of each state and incoming event in the state tables (Table
15) either is left blank, contains the notation ‘‘//’’, or contains an entry.
If the intersection is blank, the incoming evemnt is invalid. An invalid event
can only occur if the NetBIOS interface commits an error. If the intersection
contains ‘‘//,'’ 1t 1is logically 1impossible for the interface to receive the
incoming event. Impossible events either cannot occur, or can only occur if
an entity other than the NetBIOS interface (for example, the ctransport
provider) commits an error. (These entties are often a conseguence of the
tabular presentation of the state ctables.)

If the intersection of current state and incoming event contains an entry,
the incoming event is valid and the entry specifies the actions the NectBIOS
interface should ctake. Each valid entry either contains an action 1list or
one or more conditional action lists. An action list may include outgoing
events and specific actions, and it always specifies the resultant sktacte. A
condirional action list consists of a predicate expression made up of
predicates and boolean operators, and an action list.

I.3 Actions to be Taken by the NetBIOS Interface

The NetBIOS interface takes the actions defined by the state tables (Table
15). Where those tables do not specify an action (if cthe incoming event is
invalid or impossible), the action taken 15 a local matter.

For valid enctries, i1f the intersection of the incoming event and state
contains an action list, the NetBIOS interface takes the specific actions
specified in the table. It then changes state to the indicated resultant
state. If the intersection contains one or more conditional action lists, for
each predicate expression that is true cthe NetBIOS interface takes the
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specific actions in the order given by the action list for the predicate
expresasion. If none of the predicate expresscions are true, the incoming event
is considered invalid and the actions taken are a local matter.

I.4 Variables

Thig specification defimes several variables for the NetBIOS interface. The
state tables use these variables to clarify the effect of certain actions and
to clarify the conditions under which certain actions are valid. For purposes
of cthis specificacion, these variables are purely logical encities; the way
implementations actually represent them is a local watter.

— Nsto - timecut value for SEND and CHAIN SEND commands

— Nrto - timeout value for RECEIVE commands
— Vcca - False: the NetBIOS entity 1initiared the ©Et- cornect request
{transport connection initiator), True: the NetBIOS entity received the

t-connect indication (transport connection acceptor).

I.5 Incoming Evenkts

Abbreviated Name Name and Description

LISTEN NetBIOS LISTEN command from user

CALL NetBIOS CALL command from user

TCONind T-CONNECT indication primitive

TCONenf + T-CONNECT confirmation (positive) primitive
TDATAInd T-DATA indication primitive

RECEIVE NetBIOS RECEIVE or RECEIVE ANY command from user
SEND NetBIOS SEND or CHAIN SEND command from user
SENDenf NetBIOS SEND or CHAIN SEND command confirmed
HANGUP NetBIOS HANG UP command from user

CLSreq Cloce request from remote interface

CLSrsp Close response from remote interface
TDISCing T-DISCONNECT indication primitive

STO NerBIOS send timeout expiration

RTO NetBIOS receive timeocut expiration

TIM Hang up timeout expiration

TABLE 10. Incoming Events

Notes:
The exact definition of BSEND or CHAIN SEND command confirmation (see
‘V'SENDenf’ ¢ above) is a local matter. Ib 1is whatever event causes the

interface to complete a SEND or CHAIN SEND command. Some implementations may
define this event to be coincident with the SEND event; others may define it
to occur when the buffer containing user data is returned to the NetBIOS
interface, while still other implementations may define it to occur when the
transport provider receives a transport level acknowledgement of receipt of
the user data from the remote ctransport provider. Because che event cannot
be precisely defined in this specification, the following state tables do not
specify an implementation’s actlions when it receives a HANG UP command with
SEND commands pending. Implementations are free to handle this case in any
manner consistent with the NetBIOS definition and with this specification.
Regardless of its exact definition, this event does not apply to the
‘r‘completion’’ of close requests or close responses, despite the fact that
they, like user data, are sent in TSDUs.
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I.6 Outgoing Events

Abbreviated Name Name and Description

TCONreq T-CONNECT request primitive

TCONrsp+ T-CONNECT responise {(positive) primitive

LSTNeplt Complete NetBIOS LISTEN command ‘‘good’’

CALLcplcC Complete NetBIOS CALL command ®‘gocod’’

TDATAregq T-DATA request primitive

SENDcplt Complete NetBIOS SEND/CHAIN-SEND command ‘' ‘good’’
RCVeplt Complete NetBIOS RECEIVE/RECEIVE-ANY command ‘‘good’’
CLEreq Close request to remote interface

CLSTsp Close response tao remote interface

TDISCreqg T-DISCONNECT request primitive

HANGeplt Complete NetBIOS HANG UP command ‘' ‘good’’

TABLE 11. Outgoing Events

Notes:

The completion of a NetBIOS command is only considered an outgolng event if
the complecion is successful, i.e., the command completes with a return code
of ‘‘good’’ (0x00). This distinction, though somewhat arbitrary, does make
the state rables more manageable.

I.7 States

Abbreviated Name Name and Description

STA 00 Idle, ‘‘session’’ does not exist

STA 01 Listening

STA 02 Ccalling

STA 02 Established

STA 04 Hanging up, waiting for CLOSE RESPONSE
STA 05 Waicing for disconnect

STA 06 Closed, waiting to notify user

STA 07 Aborted, waiting to notify user

a8Th 08 Close Collison

TABLE 12. Sctates

Notes:

For the correspondence between these states and the *‘state of the session’’
returned in the SESSION STATUS command, please refer to '‘'SESSION STATUS'’ 1n
section five.
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1.8 &8pecific Actions

State

Description

[1]
(2]

(3]
(4]

(5]
(5]
(7]
(8]
(o]
[10]
[11]
[12]
[13]
[14]
[15]

(16]

[17]
[18]

set Nsto and Nrto to appropriate values

retain received data, waiting for RECEIVE or RECEIVE ANY
command
discard data

return NetBIOS command with ' ‘Command timed out’’ (0x05)

return code

return appropriate NerBIOS commande with ' ‘'Mescage incomplete’ *
(0x06) return code

return NetBIOS command with '‘'Session closed’’ (OxO0A)

return code

return NetBIOS command with '‘'Session open rejected’’ (0x12)
return code

return all NecBIOS commands with '‘Session ended abnormally’’

{0x18) return code

terminate all pending RECEIVE commands and one RECEIVE ANY
command with '‘'S8ession closed’’ (0x0A) return code

starc send timer

start receive cimer

start hang up timer

cancel send timer

cancel receive timer

rcancel all timers for ‘‘sagsion’’

return NetBIOS command with ' ‘No answer (carnot find name
called}’’ (0xl1l4) return code

Set Veca = false

Set Veca = true

TABLE 13. Specific Ackions

1.9 Predicates

pl
P2
P3

p4
p5

pé
p7
p8
po

any RECEIVE or RECEIVE ANY commands available?

enough RECEIVE or RECEIVE ANY commands available?

more than one RECEIVE or RECEIVE ANY command required for the
received dara®?

retained data available for RECEIVE or RECEIVE ANY command?
all of retained data from a single received TSDU fits in
RECEIVE or RECEIVE ANY command?

Any commands available to notify user of new ‘‘session’’ state?
Does disconnect reason indicate '‘remote TS usaer invoked’ '?
Veca = false ?

Any command avallable, in addition to send or chainsend?

TABLE 14. Predicates

Protocols for X/Open PC Interworking: SMB, Version 2
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STRAO3

STADO
idle

STAO1
listening

calling

established

//

(1]
STRD1

/7

//
/7

v

[x1 [17]
TCONYeq
STA02

v

v

//

TCONind

TCONeni +

TDISCreq
STAOOQ

//

[18]
TCONxsp+
LSTNeplt

STAO03

/7

CALLcplt

STAO3
//

1/

pl&p2ap3

TDATAIind

//

//

[51 [14]
RCVeplt
STAO3

Plép2&!1Dp3
[14]
RCVeplt
STRO3

pl&ipz
(5) (2] [14)
STRO3
'pl
(2)
STRO3

p4&p5

RECEIVE

/7

s

1/

//

RCVcplt
STAD3

pd&!p5
[5)
STAD2
Ipd
[111
STAO2
[10]

SEND

//

//

v

TDATAreq
STAOD3
[13]1

SENDenf

HANGUP

//

/7

v

v

SENDeplt
STAQ3
[i2] 91 [14]
CLSreq
STAO4
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STATE STADO STAO1 STAO02 STAOD3
————— idle listening calling established
EVENT
CLSreq /7 /7 4 CLSrsp
STAOS
CLSrsp // /7 //
TDISCind // // p7 pé
[7] [81 [15]
STAO0O STAOO
'p7 Ip6
(16) STRO7
STAROO
STO /7 /7 // po
(4) (8) [15)
TDISCreq
STRAOO
'po
TDISCreq
STRAQ7
RTO // // // [4]
STAO3
TIM // // // //
TARLE State Tables (continued)
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STATE STAO4 SThOS STAde6 SThRO7 STAOS
————— walt wait closed, aborted, close
EVENT close-resp. disconnected waiting waiting collision
LISTEN £ // // [/
CALL // // // /!
TCONind // /7 // //
TCONcnf + // // // //
TDATALNG 131 // //
STRO4
RECEIVE [€] [11] [€] [8]
STAOC4 STARDS STAQO STAOQ
SEND [6) [10] (6] (8]
STAO4 STh05 STAQO STAQD
SENDcn £ [13]
SENDcplc
STAOS
HANGUP (6} [s] (15] [&] (8]
STAO4 HANGcplt STAQO STAOD
STROS
CLSreq p8 // !/ 7/
CLSrsp
STA04
'p8
STAO08
CLSxsp [15] // /7 CLSxsp
HANGcplt STARS
TDISCreq
STAO00
TDISCind (8] [15] pé // // pé
STAQO [6] (15] (el (15]
STAO00 STAO0O
\p6 \p6
B8TA06 STAQG7
STO // (4] [8] (15]
TDISCreqg
STROD
RTO /7 (4]
STAOS
TIM (8] [15] (8] [15]
TDISCreq TDISCreg
STRAOO STRAOO
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APPENDIX II

IT.1 Register Name

The following
REQUEST
operation,
request PDU is sent

tables
and RESPONSE
with repeat count N=3

SAMPLE PDU ENCODINGS

Operation

contain

PDUs exchanged

toc NDUA,

no response from NDUA,

sample PDU encodings

(X=1 and Y=2)

ag a result of

for the NB RegisterName

NB RegisterName

In thie example,
and the subsequent PDUs are multicasted assuming

the firet

TABLE 16.

NB_RegisterName operation

The response PDU generated by the NDUA after successful

name will have a Response Code of success.
netwvork the response PDU will be generated by other Nodes

Code of registration error if a name conflict exists.

Field
Length Indicactor

Protocol/Version Indicator

Type

Source Reference
FLAGs

Qos

Response Semantics
Response Code
Procedure Timeout
FProcedure

Value
PDU #1
0000 0000
0000 1010
0001 0001
0000 0100
variable

0000 0011
0000 0001
variable
0000 0001

Value

Field PDU #1 FDU #2 PDU #3
Length Indicartor variable same same
Protocol/Version Indicator 0001 0001 same same
Type 0000 0010 same same
Source Reference variable same same
FLAGs resec same same
Q08 variable same same
Response Semantics 0000 0011 0000 0010 same
Response Code - same same
Procedure Timeout variable game same
Procedure 0000 0001 same same
Name LI variable same same
Name variable same same
Initial-Attbh Count n n ¢!
List of Atrtributes variable same same

NB_RegisterName req. pdus generated by

registration of a
If an NDUA 1s not present on the

with a Response

TABLE 17. NB RegisterName res. pdu generated by NDUA
NB_ReglisterName operation

II.2

The following

NB RegisterGroupName
NB_RegisterGroupName

example,

tables

Register Group Name

contain

sample

PDU

encodings

for

the

REQUEST and RESPONSE PDUs exchanged as a result of an

operation,

with repeat count N=3
the first request PDU is generated for NDUA and the subsequent PDUs

are generated assuming no response from NDUA.

Protocols for X/ Open PC Interworking: SMB, Version 2
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Value

Field PDU K1 PDU 42 PDU §3
Length Indicator variable same same
Protocol/Version Indicator 0001 0001 same same
Type 0000 0010 same same
Source Reference variable same same
FLAGs reset same same
QoS variable same same
Response Semancics 0000 0011 0000 0010 same
Response Code - same same
Procedure Timeout variable same same
Procedure 0000 0010 same same
Name LI variable same same
Name variable same same
Initial-Atcb Count variable same same
List of Ateributes variable same same

TABLE 18. NB_RegisterGroupName req. pdus generated by
NB RegisterGroupName operation

The response PDU generated by the NDUA after successful registration of name
will have response code of success. If an NDUA is not present on the network
the response PDU will be generated by other Nodes with Response Code of
registration error if there exist a name conflict.

value
Field PDU #1
Length Indicator GDoo 0000
0000 1010
Protocol /Version Indicator 0001 o001
Type 0000 0100
Source Reference variable
FLAGS -
Q0S8 =
Response Sewantics 0000 0001
Response Code 0000 0001
Procedure Timeout variable
Procedure ¢000 0010

TABLE 19. NB RegisterCGroupName res. pdu generated by NDUA
NB_RegisterGroupName operation

II.3 Resolve Name

The following tables contain sample PDU encodings for the NB_ResolveName
REQUEST, RESPONSE and PENDING PDUs exchanged as a result of an NB ResolveName
operation, with repeat count N=2 (X=1, Y = 2). In this exawple the first
request PDU is generated for NDUA and the subsequent PDU are generaced
assuming ne response from NDUA,
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Value
Field PDU R1 PDU #2 PDU &3
Length Indicator variable same same
Protocol/Version Indicator 0001 0001 same same
Type 0000 0010 same same
Source Reference variable same same
FLAGSs reset same same
QOs variable same same
Response Semantics 0000 0011 0000 0001 same
Response Code - - -
Procedure Timeout variable variable same
Procedure 0000 0100 same same
Name LI variable same same
Name variable same same
Request-Atcb Count 0000 0010 same same
Attb Code (UniqueName) 0000 0001 same same
Actb LI Zero same same
Acttb Code (TransportAddress) 0000 0010 same same
Actb LI ZEero same same
TABLE 20. NB_ResolveName req. pdus generated by
NB ResolveName operation
value
Field PDU H1
Length Indicator variable
Protocol/Version Indicator 0001 0001
Type 0000 0100
Source Reference variable
FLAGs -
QOs -
Response Semantics 0000 0001
Procedure Tiwmeout variable
Procedure 0000 0100
Response Code 0000 0001
Name LI variable
Name variable
Returned-Acch Count 0000 0010
drth Code (UniqueName) 0000 0001
Actb LI 0000 0001
Atthb Value 1111 1111
Actb Code (TransportAddress) 0000 0010
Actb LI variable
Artb Value variable
TABLE 21. NB_ResolveName res. pdu generated by

NB_ ResolveName operation

The following poincs should be noted in cthe and RESPONSE PDU

encodings shown above:

REQUEST

— The UniqueName attribute in this exawple indicates that a system holding a
unique version of the name is responding to the NB_ResolveName, although
it could just have readily been a system with a group version of the name.
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Field

va

lue

PDU #1

Length Indicator

Protocol/Version Indicator
Type

Source Reference

FL2&Gs

Q08

Response Semantics
Procedure Timeont
Procedure

0000
0000
€001
0000

variable

€000

variable

a0oo

0000
1010
0001
1000

0001

0100

TABLE 22. NB ResolveName pending pdu generated by
NB_ResolveName operation
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APPENDIX III : REMOTE ADAPTER STATUS
The remote adapter status processing consiscs of the following steps.

1. Obtain the address of the NDSE (remote machine) where the object (name)
resides by executing resolve name function with NodeAdminTransport
Address attribute set. This step is skipped if the address is already
cached.

2. Send the adapter status request PDU, point-to-point, to the remote NDSE
{only the fixed header).

3. The NDSE will process the adapter status request indication, and return
the startue information in the response PDU.
III.1 AdapterStatus Request PDU Format

The Adapter Status Request PDU will consist of a FIXED HEADER part as defined
in the following table. [t is the same fixed format as given in Figure 5.

Field Value
Length Indicator 0000 0000
0000 1010
Protocaol Version 0001 0001
Type 0000 0010
Source Reference variable
Flags 0000 0000
Q08 variable
Response Semantcics 0000 0001
Response Code 0000 0000
Procedure Timeout variable
Procedure 0000 1000

TABLE 23. AdapkterB8tatus Request PDU Format

II1.2 AdapterStatus Response PDU Format

The adapter status response PDU will consist of two parts, fixed part and
variable part. The format for the fixed part will be the same as the redquest
PDU but for the following changes:

Length will be length of the PDU following length indicacor field.
Type will be set rto response PDU, 0000 0100.
Resporse will be eset to appropriate regponse code.

The variable part will consist of the following:
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Response PDU Variable Part
Field
Length Indicator 2 Octets
MAC Address 6 Qctecs
External Option 1 Octect
Result of Last Self Test 1 Octet
Software Version 2 Octets impl. specific
Reporting Period 2 Qctets
CRC Errors 2 Octecs
Alignment Errors 2 Octets
Number of Collisions 2 Octets
Number of Unsuccessful Xmit 2 Octets
Frames Transmitted 4 Octets
Frames Received 4 Octecs
Number of Retransmissions 2 Octets
Resource Exhaustions 2 Octets
Local Implementation 4 Octets
Local Implementation 4 Qctets
Free NCBs 2 Octets
Conf. Max NCBs 2 Octets
Max NCBs 2 Octets
Local Implementation 2 Octets
Local Implementation 2 Octets
Pending Sessions 2 Octetcs
Conf. Max Sessions 2 Octets
Max Sessions 2 Octets
Max TPDU Size 2 Octets
Quanticty of Local Names 2 Octets
List of Names variable
- -Name 16 Octecs
- -Name Number 1 Octet
--Name Stactus OXXX XXX unique name
IxxX XXXX | group name
XXXX X000 trying to regiscer
xxxx x100 | registered
xxxx x101 | de-registered
¥xxxx x110 | duplicate mname
xxxx x111 duplicate name
being de-regiscered

TABLE 24. Adapter Status Variable Part PDU Format

Page 361 of 535

X/Open CAE Spedification (198



TOPANetBIOS

APPENDIX IV : WELL KNOWN ADDRESSES

There are several well known addresses, described here, for the effective
operation of NetBIOS and the Name Service.

IV.1 Transport BSelectors

1. NectBIOS Broadcast Address: T-Selector

The NetBIOS broadcast address t-selector i1s defined as *'*’‘ followed by
15 blank spaces.

T-8elector for Broadcast = ‘‘'*<15 spaces>’’
2. All NecBIOS Directory Service Encities: T-Selector

The NetBIOS Name Service Element for a Node, NetBIOS DIRECTORY SERVICE

ENTITY {NDSE), will have a ‘‘well known’’ ctransport service access point
identifier (t- selector), of 16 octet in length. This will be a reserved
value.

T-Selector for NDSE = ‘‘'*NetBIOS_NDSE<3 spaces>’ '

Nore that the choice of source NSAP address for the nodes that support
mulciple NSAPs is a local matter.

3. Recommended NDUA: T-Selector

The recommended T-Selector, of 16 octets in length, for NDUAs on a
network 1s given below. This will be a configurable parameter. The
complete protocol address of the NDUA entities will be included in the
‘*1 am Here PDUs”’ ‘.

Recommended T-Selector for NDUA = " *=*NetBIQOS_NDUA<3 spaces>'’

IV.2 Network Layer RAddresses
1. Group NSAP Address

In order to implement group datagrams at cransport level, only for

intranst traffic, a special node number (station number) value 1is
reserved in the network service access point address (NSAP Address). The
same NSAP addrecss will be used by the NDUA and NDSEs for their group
dactagrams .

The group NSAP address will identify all the nodes on the given
subnetwork.

The general struccture of «the NSAP address, as per the TOP 3.0
specifications for binmary syntax, 1is used here. BAdditicnal semantic
constraints are described in the following two points.

1. The recommended wvalue of NSEL will be 01H, but it c¢an be ger to any
other value as per the installation option.

2. The station number field of NSAP address 1s set to group multicast
address.

STATION NUMBER [ &6 OCTETS ] = 09006A000100H

3. The format of the remaining DSP must be configurable following TOP
3.0 specifications.

The NSAP address will use local AFI (49H) and the recommended format for
full NSAP addrese will be'®:
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NSAP LENGTH [1 OCTET] = 10 (decimal)
NSAP = 495.nm.nn.0%.00.6A.00.01.00.01
nn.nmm=00.00, subnetwork number (defaulc).
NEAP Address Formats
The general NSAP address formate will be as per the TOP 2.0
Specifications.
3 Link Layer Addresses
Muleicast/Functional Addresses

Multicast addresses (broadcast based LANs) will Dbe vused as the
destination subnerwork point of atcachment (SNPA) address for the group
NS2AP address defined in the previous item. The multicast address 1is given
below. Note that the same functionality can also be achieved by using a
broadcast address. Also, the recommended functional addresses used as
multicast addresses in the token ring environment are provided. These
are recommended values and must be configurable.

Function Address
TOP/NetBIOS Multicast Address - IEEE 802.3 09,.00.6A,00.01.00
End System Hellos (IS Address) - IEEE 802.5 C0.00.00.10.00.00
Intermediate System Hellos (E5 Address) - IEEE 802.5 C0.00.00.08.00.00
TOP/NetBIOS Funcrtional Addreass - IEEE 802.5 C0.00.00.20.00.00

TABLE 25. Recommended Multicast and Functional Addressces

LSAP Value

The LSAP value used by the NetBIOS Protocol for multicast and broadcast
datagrams 1is given below. This 1is a recommended wvalue and must be
confiqurable.

ECH

1a.

Note that if the connected subnetwork is token ring, the multicast NSAP address maps to the functional
address of C0.00.00.20 00.00 as the INPA address.
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APPENDIX V : OBJECTIVES AND ACTIONS OF NDU2As

The NetBIOS Directory User Agent provides two major support functions.

1. It helps in reducing the multicast traffic on the media.

2. It provides an interface to the O0SI Directory Services for all the
NetBIOS Entities.

V.1l New Protocol Element

One new protocol element is defined to support the NDUA functionalities, *°I
am here PDU’’.

I am here PDU is an advise PDU with:
— fixed header with ''I am here’’ Procedure cype and timeour=0, and
— protocol address (presentation address).

There 1s NO ''I am signing OFF’’' PDU. The NDSEs can detect the absencea of
NDUAs based on timeouts. The actual implementation of this detection is a
local matter.

V.2 Actions

There is a set of actions for NDUAs and NDSEs.

a. NDUAs multicast the '‘'I am here PDU'’ N times at T intervals when joining
the necwork.

b. NDSEs save the information received in ‘'l am here PDU’‘’ of at least one
NDUA.
c. NDSEs will multicast ''‘register name’’' and ' ‘resolve name’’ requests if

there is no known NDUA on the network, otherwise a point to point redquest
is gent to one of the NDUAs.

d. NDUA will process the '‘resolve name’’ request by checking the cache, or
making a request to the DU2A and/or sending a multicast '‘resolve name’ ’
request if the entry 1is not availlable in cache.

When processing a resolve name request for a group name, the NDUA may
choose one among many Cctransport addresses cto put into 1its response.
However, 1t 1s a local matter how NDUA makes this choice.

e. NDUAs will process the point-to-point ‘‘register mname’’ request by
c¢hecking in the local database (cache).

— If the nawme 1is not found 1in the local database, the NDUA will
multicast the ‘‘register name’’ request on the LOCAL nectwork with the
ResponseSemantics set to response on failure.

— If it does not receive any response, that means the name is available
and the registration request 1s granted and a success response 1is
returned to the originator.

— [f the name wvas found in the local database and the presentation
address supplied in the request is cthe sgawme as that in cthe local
database, the registration request 1is granted and a positive (success)
response 18 returned to the originator.

— I[f the name was found in the local database and the presentation
address supplied 1n the request 1s different than 1in the local
database, a point to point resolve name request ie sent to the NDSE
where the name was registered. If the resolve name succeeds, then the
new register name request 1is denied, but if the resolve name regquest
fails, then the register name request 1s granted. If the register name
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request 1s granted then cthe local database 1s updated appropriately.
Succese or failure vresponse 1is rerurned to the originator of the
register name request. These checks are necessary as the NectBIOS
objects can move from one machine to another, or nodes can go down and
come back up without unregistering their services.

The NDUA will maintain in its database all the information (attributes)
that was provided in the registracion request PDU. Private atctributes
supplied with the register name request will be saved, and will be
recurned 1in cthe resolve name response PDU, 1f those attributes are
requested. NDUA will not make any semantic analysis of this data.

f. Also, based on administrative *‘filtering’‘, NDUAs will propagate the
‘‘register name’’ request to 1ts DUA (1Lf present). When such a request 1s
propagated it will include the appropriate ‘‘object-id‘’ actribute in the

request to its DUA.

g. NDUAs will procegss cthe ‘'‘unregister name’’ request by c¢leaning up the
cache and propagating it to DUAs (point-to-point).

h. In addition, NDUAs will retutn point-to-peint ''I am here PDU‘’ 1f an
NDSE request is received as a multicast PDU. Note that this implies that
an NDUA must receive datagrams that were sent to NDSE’s t- selector

(*NetBIOS_NDSE) .

i. NDSEs will multicast the ‘‘resolve name’’ regquest (N- X) times if no
responses are received for the first ‘''X’' point-to-point requests.

5. NDUAs will set the NDUA FLAG in all the PDUs generated by them. Thus
other NDUAs, 1if present on the subnetwork, can distinguish between the
PDUs received from NDUAs and from NDSEs. The NDSEs will always reset the
NDUA flag in all PDUs generated by them, and they do not attach any
semantic meaning to this flag in the received PDUs.
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V.3 Object Class Definition

The following NectBIOS Object Class is defined for use in conjunction with OSI

Directory Services.

NetBIOSEntity OBJECT-CLASS
SUBCLASS OF top
MUST CONTAIN {
Net BIOSName
nameType
presentationiddressSet
adminPresentationAddress

}

::= {NetBIOSEntity-object-identifier-value)

NetBIOSName ATTRIEUTE
WITH ATTRIBUTE SYNTAX
octecStringSyntax (SIZE(16))
D= {netBIOSName-object-identifier-value}

nameType ATTRIBUTE
WITH ATTRIBUTE SYNTAX
INTEGER (
group (0},
unique (1)
}
MATCHES FOR EQUALITY
SINGLE VALUE
= {nameType-object-identifier-value}

presentationdddressSet ::=
SET OF PresentationAddress

adminPresentationAddress ::=
PresentcationAddress

Note that the above definition, object identifier value,
an O8I Regigctration Authority. Currently the U.S.
it will likely be NIST (previously known as NBS) or ANSI.
authority is set up, it will be requested to assign the value.
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APPENDIX VI : ERRATA AND CLARIFICATION

For future use.
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RFC 1001

This appendix reproduces, in full and unedited, RFC 001, Protocol Standard for a NetBIOS
Service on a TCP/UDP Transport: Concepts and Methods.
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Network Working Group
Request for Comments: 1001 March, 1987

PROTOCOL STANDARD FOR A NetBIOS SERVICE
ON A TCP/UDP TRANSPORT:
CONCEPTS AND METHODS

ABSTRACT

This RFC defines a proposed standard protocol to support NetBIOS
services in a TCP/IP environment. Both local network and internet
operation are supporced. Various node types are defined to accommodate

local and intcernet topologies and to allow operation with or without the
use of IP broadcast.

This RFC describee the NetBIOS-over-TCP protocols in a general manner,
emphasizing the underlying ideas and techniques. Detailed
specifications are found in a companion RFC, "Protocol Standard For a
NetBIOS Service on a TCP/UDP Transport: Detailed Specifications”.
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3. INTRODUCTION

This RFC describes the ideas and general methods used to provide
NetBIOS on a TCP and UDP foundation. A companion RFC, "Protocol
Btandard For a NetBIOS Service on a TCP/UDP Transport: Detailed
Specifications“ [1] contains detailed descriptions of packet
formats, protocols, and defined constants and variables.

The NetBIOS service has become the dominant mechanism for
personal computer networking. NetBIOS provides a vendor
independent interface for the IBM Personal Computer (PC) and
compatible systems.

NetBIOS definees a software interface not a protocol. There is no
"official NetrBIOS service standard. In practice, however, the
IBM PC-Network version is used as a reference. That version is
described in the IBM document 6322916, "Technical Reference PC
Network" [2] .

Protocols supporting NetBIOS services have been constructed on
diverse protocol and hardware foundations. Even when the szame
foundation is used, different implementations may not be able to
interoperate unless they use a common protocol. To allow NetBIOS
interoperation in the Internet, this RFC defines a standard
protocol to support NetBIOS services using TCP and UDP.

NetBIOS has generally been confined to personal computers Cto
date. However, since larger computers are often well suited to
run certain NetBIOS applications, such as file servers, this
specification has been designed to allow an implementation to be
built on virtually any ctype of system where the TCP/IP protocol
suite is available.

This standard defines a set of protocols to support NetBIOS
services.

These protocols are more than a gimple communications service
involving two entities. Rather, this note describes a
distributed system in which many entities play a part even if
they are not involved as an end-point of a particular NetBIOS
connection.

This standard neicther constrains nor determines how chose
services are presented to application programs.

Nevertheless, 1t 1s expected that on computers operating under
the PC-DOS and MS-DOS operating systems that the existing NetBIOS

interface will be preserved by implementors.

NOTE: Various symbolic values are used in this document. For
their definitions, refer to the Detailed Specifications[1].
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4. DESIGN PRINCIPLES

In order to develop the specification the following design principles
were adopted to guide the effort. Most are typical ro any protocol
standardization effort; however, some have been assigried priorities
that may be considered unusual.

4.1. PRESERVE NetBIOS SERVICES

In the absence of an "official®" sctandard for NetBIOS services, the
version found in the IBM PC Network Technical Reference([2] 1s used.

NetBIOS 1is the foundation of a large body of exlisting applications.
It is desirable to operate these applications on TCP networks and to
extend cthem beyond personal computers into larger hosts. To supporc
these appllications, NetBIOS on TCP must closely conform to the
services offered by existing NetBIOS systems.

IBM PC-Network NetBIOS contains some implementation saspecific
characteristics. This standard does not attempt to completelyv
preserve these. It is certain that some exlsting software requires
these characteriscics and will fail to operate correctly on a NetBIOS
service based on this RFC.

4.2. USE EXISTING STANDARDS

Protocol development, especially with standardization, is a demanding
process. The development of new protocols must be minimized.

It is considered essential that an existing standard which provides
the necessary functionality with reasonable performance always be
chosen in preference to developing a new protocol.
When a standard protocol is used, 1t must be unmodified.

4.3. MINIMIZE OPTIONS

The standard for NetBIOS on TCP should contain few, 1f any, options.

Where options are included, the options should be designed so that
devices with different option selections should interoperate.

4.4. TOLERATE ERRORS AND DISRUPTIONS
NetBIOS networks typically operate in an uncontrolled environmenc.
Computers come omn-line at arbitrary times. Computers usually go
off-line without any notice to their peers. The software is often
operated by users who are unfamiliar with networks and who may

randomly perturb configuration settings.

Despite this chaos, NetBIOS networks work. NetBIOS on TCP must also
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be able to operate well in this environmenc.

Robust operation does not necessarily mean that the network 1s proof
against all disruptions. A rypical NerBIOS network may be disrupted
by certain types of behavior, whether inadvertent or malicious.

4.5. DO NOT REQUIRE CENTRAL MANAGEMENT

NetBIOS on TCP should be able to operate, if desired, withour
centralized management bevond that typically required by a TCP based
network.

4.6. ALLOW INTERNET OPERATION

The proposed standard recognizes the need for NetBIOS operation
across a set of networks interconnected by network (IP) level relays
(gateways . )

However, the standard assumes that thie form of operation will be
less frequent than on the local MAC bridged-LAN.

4.7. MINIMIZE BROADCAST ACTIVITY

The standard pre-supposes that the only broadecast services are those
supported by UDP. Multicast capabilities are not assumed to be
available in any form.

Despite the availability of broadcast capabilities, the standard
recognizes that come adminietrations may wish to avoid heavy
broadcast activicy. For example, an administration may wish to avoid
isolated non-participating hosts from the burden of recelving and
discarding NetBIOS broadcasts.

4.8. PERMIT IMPLEMENTATION ON EXISTING SYSTEMS
The NetBIOS on TCP protocol should be implementable on common
operating systems, such as Unix{tm}) and VAX/VMS(tm}, without massive

efforc.

The NetBIOS protocols should not require services ctypically
unavallable on presently existing TCP/UDP/IP implementations.

4.9. REQUIRE ONLY THE MINIMUM NECESSARY TO OPERATE
The protocol definition should specify only the minimal set of
protocols required for interoperation. However, additional protocol
elements may be defined to enhance efficiency. These latter elementcs

may be generated at the option of the sender, although they must be
accepted by all receivers.

NetBIOS Working Group [Page 5]
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4.10. MAXIMIZE EFFICIENCY
To be useful, a protocol wust conduct i1ts business quickly.
4.11. MINIMIZE NEW INVENTIONS

When an existing protocol 1is not quite able to support a necessary
function, but with a small amount of change, it could, that protocol
should be used. This is felt to be sasier to achieve than
development of new protocols; further, it is likely to have more
general utility for the Internet.

5. OVERVIEW OF NectBIOS

This section describes the NetBIOS services. It is for background
information only. The reader may chose to skip to the next section.

NetBIOS was designed for use by groups of PCs, sharing a broadcast
medium. Both connection (Session) and connectionless (Datagram)
services are provided, and broadcast and multicast are supported.
Participants are identified by name. Assignment of names 1is
distributed and highly dynamic.

NetBIOS applications employ NetBIOS mechanisme to locate resources,
establish connections, send and receive data with an application
peer, and terminate connections. For purposes of discussion, these
mechanisms will collectively be called the NetBIOS Service.

This service can be implemented in many different wayse. One of the
first implementacions was for personal computers running the PC-DOS
and MS-DOS operating systems. It is possible to implement NetBIOS
within other operating systems, or as processes which are,
themselves, simply application programs as far as the host operating
system is concerned.

The NetBIOS specification, published by IBM as "Technical Reference
PC Network" (2] defines the interface and services available to the
NetBIOS user. The protocols ocutlined by that document pertain only
to the IBM PC Network and are not generally applicable to other
networks.

5.1. INTERFACE TO APPLICATION PROGRAMS

NetBIOS on personal computers includes both a set of services and an

exact program incerface to those services. NetBIOS on other computer
systems may present the NetBIOS services £o programs using other
interfaces. Except on personal computers, no clear standard for a

NetBIOS software interface has emerged.
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5.2. NAME SERVICE

NetBIOS resources are referenced by name. Lower-level address
information is not available to NetBIOS applicationse. An
application, representing a resource, registers one or more names
that it wishes to use.

The mname space 1s flat and uses sixteen alphanumeric characters.
Names may not start with an asterisk (*).

Registration is a bid for use of a name. The bid may be for
exclusive (unique) or shared (group) ownership. Each application
contends with the other applications in real time. Iwplicit
permission 1s granted to a station when it receives rno objections.
That is, a bid is made and the application waits for a period of
time. If no objections are recelved, the station assumes that it has

permission.
A unique name schould be held by only one station at a time. However,
duplicates ("name conflicts") may arise due to errors.

All instances of a group name are equivalent.

IAn application referencing a name generally does not know (or care)
whether the name is registered as a unique or a group name.

An explicit name deletion function is specified, so that applications
may remove a name. Implicit name deletion occurs when a station
ceases operation. In the case of persconal computers, implicit name
delecion is a frequent occurrence.
The Name Service primitives are:
1) 2dd Name
The requesting application wants exclusive use of the name.

2) Add Group Name

The requesting application is willing to share use of the
name with other applications.

3) Delete Name
The application no longer requires use of the name. It is
important to note that typical use of NetBIOS 1s among
independently-operated personal computers. A common way to

stop using a PC 1s to turn 1t off; in this case, cthe
graceful give-back mechanism, provided by the Delete Name
function, is not used. Because this occurs frequently, the
network service must support this behavior.

NetBIOS Working Group [Page 11)
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5.3. SESSION SERVICE

A session 1s a reliable message exchange, conducted between a pair of
NetBIOS applications. Sessions are full-duplex, esequenced, and
reliable. Data is organized into messages. Fach message may range
in size from 0 to 131,071 bytes. No expedited or urgent data
capabilities are present.

Multiple sescions may exist between any pair of calling and called
names.

The parties to a connection have access to the calling and called
names.

The NetBIOS specification does not define how a connection request to
a shared (group) name resolves 1nto a session. The usuval assumption
is that a sgession may be established with any one owner of the called
group name,

An important service provided to NetBIOS applications is che
detection of sessions fallure. The loss of a session is reported to
an application via all of the outstanding service requests for that
session. For example, 1f the application has only a NetBIOS receive
primitive pending and the sescion terminates, the pending receive
will abort with a termination indication.

Session Service primitives are:

1) Call
Initiate a session with a process that is listening under
the specified name. The calling entity must indicate both a
calling nawme (properly registered to the caller) and a
called name.

2) Listen
Accept a session from a caller. The listen primitive may be
conetrained to acecept an incoming call from a named caller.
Alternatively, a call may be accepted from any caller.

3) Hang Up

Gracefully terminate a session. Bll pending data is
transferred before the session is terminated.

4) Send
Transmit one message. DB time-out can occur. B time-our of
any session send forces the non-graceful termination of the
session.
NetBIOS Working Group [Page 12)
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b "chain send" primitive is required by the PC NetBIOS
software interface to allow a single message to be gathered
from pieces in various buffers. Chain Send 1s an interface
detail and doees not effect the protocol.

5) Receive

Receive data. A time-out can occur. A time-ocut on a
seseion receive only terminates the receive, not the
session, alcthough the data is lost.

The receive primitive may be implemented with variants, such
as "Receive Any", which 1s required by the PC NetBIOS
sofrtware interface. Receive Any ie an interface detail and
does not effect the protocol.

&) Session Stactus

Obtain information about all of the requestor’s sessions,
under the specified name. No network activity is involved.

5.4. DATAGRAM SERVICE

The Datagram service is an unreliable, non-sequernced, connectionless
service. Datagrams are sent under cover of a name properly
registered to the sender.

Datagrams may be sent to a specific name or may be explicitly
broadcast.

Datagrams sent to an exclusive name are received, 1f at all, by the
holder of that mname. Datagrams sent to a group name are multicast to
all holders of that name. The sending application program cannot
distinguish berween group and unicque names and thus muet ack as if
all non-broadcast datagrams are multicast.

As with the Session Service, the receiver of the datagram is told the
sending and receiving names.

Datagram Service primitives are:
1) Send Datagram
Send an unreliable datagram to an application that is
associated with the specified name. The name wmay be unique
or group; the sender is not aware of the difference. If the

name belongs to a group, then each member is to receive the
datagram.

NetBIOS Working Group [Page 13)

= X/Open CAE Spedi fication (1958

Page 381 of 535



RFC 1001

RFC 1001

2)

March 1987

Send Broadcast Datagram

Zend an unreliable datagram to any application with a
Receive Broadecast Datagram posted.

Receive Datagram

Receive a datagram sent by a specified originating name to
the specified name. If the originating name is an asterisk,
then the datagram may have been originated under any name.

Note: An arriving datagram will be delivered to all pending
Receiving Datagrams that have socurce and destination
specifications matching those of the datagram. In other
words, if a program (or group of programs) issue a series of
identical Receive Datagrams, one datagram will cause the
entire series to complete.

Receive Broadcast Datagram
Receive a datagram sent as a broadcasc.
If there are multiple pending Receive Broadcast Datagram

operations pending, all will be sarisfied by the same
received datagram.

5.5. MISCELLANEOUS FUNCTIONS

The following functions are present to control the operation of the
hardware interface to the network. These functions are generally
implementation dependent.

1) Reset
Initialize the local network adapter.

2) Cancel
bhort a pending NetBIOS recquest. The succesaful cancel of a
Send (or Chain Send) operation will terminate the associated
session.

3) Adapter Stacus
Obtain information about cthe local network adapcer or of a
remote adapter.

4) Unlink
For use wicth Remote Program Load (RPL). Unlink redirects
the PC boot disk device back to the local disk. See the
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NetBIOS specification for further details concerning RPL and
the Unlink operation (see page 2-35 in [2)).
5) Remote Program Load

Remote Program Load (RPL) is not a NetBIOS function., It is
a NetBIOS application defined by IBM in their NetBIOS
specification (see pages 2-80 through 2-82 in [2]).

5.6. NON-STANDARD EXTENSIONS

The IBM Token Ring implementation of NetBIOS has added at least one
new user capability:

1) Find Name

This function determines whether a given name has been
registered on the network.

6. NetBIOS FACILITIES SUPPORTED BY THIS STANDARD
The protocol specified by this standard permits an implementer to

provide all of the NetBIOS services as described in the IBM
"Technical Reference PC Networkn[2] .

The following NetBIOS facilities are outside the scope of this
specification. These are local implementation matters and do not
impact inkteroperability:

- RESET

- SESSION STATUS

- UNLINK

- RPL (Remote Program Load)

7. REQUIRED BSUPPORTING SERVICE INTERFACES AND DEFINITIONS

The protocols described in this RFC require service interfaces to the
following:

- TCP(3,4]
- UDP[5]

Byte ordering, addressing conventions [including addresses to be
used for broadcasts and multicasts) are defined by the most
recenc version of:

- Assigned Numbers [6]

Addicional definitions and constraints are in:

NetBIOS Working Group [Page 15)
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- IP[7]
- Internet Subnets[8,9,10]
8. RELATED PROTOCOLS AND SERVICES
The design of the protocols described in this RFC allow for the
future incorporation of the following protocols and services.
However, before this may occur, certain extensions may be required to

the protocols defined in this RFC or to those listed below.

- Domain Name Service(11,12,13, 14]
- Internet Group Multicasc[15,16]

9. NetBIOS5 SCOPE

A "NetBIOS Scope™" is the population of computers across which a

registered NetBIOS name 1s known. NetBIOS broadcast and multicast
datagram operations muest reach the entire extent of the NetBIOS
scope.

An internet may support multiple, non-intersecting NetBIOS Scopes.
Each NetBIOS scope has a "scope identifier". This idencifier is a
character string meecing the requiremencs of the domain name system

for domain names.

NOTE: Each implementation of NetBIOS-over-TCP must provide
mechanisme to manage the scope identifier(s) to be used.

Control of scope identifiers implies a requirement for additional
NetBIOS interface capabilities. These may be provided through
extensions of the user service interface or other means {such as node
configuration parametere.) The nature of these extensions ie not
part of cthis specification.

10. NetBIOS END-NODES

End-nodes support NetBIOS service interfaces and contain
applications.

Three ctypes of end-nodes are part of this standard:
- Broadcast ("B") nodes
- Point-to-point ("P") nodes

-  Mixed mode ("M“) nodes

An IP address may be associated with only one instance of one of the
above types.

Without having prelocaded name-to-address tables, NetBIOS participants
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are faced with the task of dynamically resolving references to one
another. This can be accomplished with broadcast or mediated point-
to-point communications.

B nodes use local necwork broadcasting to effect a rendezvous with
one or more recipients. P and M nodes use the NetBIOS Name Server
(NBNS) and the NetBIOS Datagram Distribution Server (NBDD) for this
same purpose.

End-nodes may be combined in various topologies. No matter how
combined, the operation of the B, P, and M nodes is not altered.

NOTE: It 1s recommended that cthe adminiscration of a NebBIOS
acope avold ueing both M and B nodes within the same scope.
A NetBIOS scope should contain only B nodes or only P and M
nodes .

10.1. BROADCAST (B) NODES

Broadcast (or "B") nodes communicate using a mix of UDP datagrams
(both broadcast and directed) and TCP connections. B nodes may
freely interoperate with one another within a broadcast area. A
broadcast area is a single MAC-bridged "B-LANY. (See Appendix A for
a discusesion of using Internet Group Multicasting as a means to
extend a broadcast area beyond a single B-LAN.)

10.2. POINT-TO-POINT (P) NODES

Point-to-point (or "P") nodes communicate using only directed UDP
datagrams and TCP sessions. P nodes neither generate nor listen for
broadcast UDP packets, P nodes do, however, offer NetBIOS level
broadcast and multicast services using capabilities provided by the
NBNS and NBDD.

P nodes rely on NetBIOS name and datagram distribucion servers.
These servers may be local or remote; P nodes operate the same in
either case.

10.3. MIXED MODE (M) NODES

Mixed mode nodes (or "M") nodes are P nodes which have been given
certain B node characteristics. M nodes use both broadcast and
unicast. Broadcast is used to improve response time using the
assumption that most resources reside on the local broadcast medium
rather than somewhere in an internec.

M nodes rely upon NBNS and NBDD servers. However, M nodes may
continue limited operation should these servers be temporarily
unavailable.
NetBIOS Working Group [Page 17)
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11.

11.

NetBIOS SUPPORT SERVERS
Two types of support servers are part of this standard:

- NecrtBIOS name server (“NBNS") nodes
- Netbilos datagram distribution (“NBDD“) nodes

NBN5 and NBDD nodes are invisible to NetBIOS applications and are
part of the underlying NetBIOS mechanism.

NetBIOS name and datagram distribution servers are the focus of name
and datagram activity for P and M nodes.

Both the name (NBNS) and datagram distribution (NBDD) servers are
permictted to shift part of their operation to the P or M end-node
which is requesting a service.

Since the assignment of responsibility is dynamic, and since P and M
nodes must be prepared to operate should the NetBIOS server delegare
control to the maximum extent, the system nacturally accommodates
improvements in NetBIOS server function. For example, as Internet
Group Multicasting becomes more widespread, new NBDD implementations
may elect to assume full responsibility for NetBIOS datagram
distribution.

Interoperablility between different implementations is assured by
imposing requirements on end-node implementations that they be able
to accept the full range of legal responses from the NBENS or NBDD.

1. NetBIOS NAME SERVER (NBNS) NODES

The NBNS is designed to allow considerable flexibilicy with its
degree of responsibility for the accuracy and management of NetBIOS
names. On one hand, the NBNS may elect not to accept full
responsibility, leaving the NBNS essentially a "bulletin board" on
which name/address information is Ereely posted (and removed) by P
and M nodes without validation by the NBNS. Alternatively, the NBNS

may elect to completely manage and validate names. The degree of
responaibility that the NBNS ascumes is asserted by the NBNS each
cime a name is claimed through a simple mechanism. Should the NBNS3

not assert full control, the NBNS returns enough information to the
requesting node so that the node may challenge any putative holder of
the name.

This ability to shift responsibility for NetBIOS name management
between the NBNS and the P and M nodes allows a network administrator
(or vendor) to make a tradeoff between NBNS simplicity, security, and
delay characteristics.

A single NBNS may be implementced as a distributed entity, such as the
Domain Name Service. However, this RFC does not attempt to define
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the internal communications which would be used.
11.1.1. RELATIONSHIP OF THE NBNS TO THE DOMAIN NAME SYSTEM

The NBNS design attempts to align itself with the Domain Name Svstem
in a number of ways.

First, the NetBIOS names are encoded in a form acceptable to the
domain name system.

Second, a scope identifier is appended to each NetBIOS name. This
identifier meets the restricted characrter set of the domain system
and has a leading period. This makes the NetBIOS name, 1in

conjunction with its scope identifier, a valid domain system name.

Third, the negotiated responsibility mechanisms permit the NBNS to be
used as a simple bulletin board on which are posted (namwe,address})
pairs. This parallels the existing domain sytem query service.

This RFC, however, requires the NBNS to provide services beyond those
provided by the current domain name system. An attempt has been made
to coalesce all the additional services which are required into a setc
of transactions which follow domaln name system styles of interaction
and packet formats.

Amornig the areas in which the domain name service must be extended
before it may be used as an NBNS are:

- Dynamiec addition of entries

- Dynamic update of entry data

- Ssupport for multiple instance (group) entries

- Support for entry time-to-live values and ability to accept
refresh messages to restart the time-to-live period

- New entry attributes

11.2. NetBIOS DATAGRAM DISTRIBUTION SERVER (NBDD) NODES

The internet does not yet support broadcasting or wmulkticasting. The
NBDD extends NetBIOS datagram distribution service to this
environment .

The NBDD may elect to complete, partially complete, or totally refuse
to service a node’s request to distribute a NetBIOS datagram. An
end-node may query an NBDD to determine whether the NBDD will deliver
a datagram to a specific NetBIOS name.

The design of NetBIOS-over-TCP lends itself to the use of Internet
Group Multicast. For details see Appendix A.
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11.

11

12.

12.

3. RELATIONSHIP OF NBNS AND NBDD NODES
This RFC defines the NBNS and NBDD as distinckt, separate entities.

In the absence of NetBIO8 name information, a NetBIOS datagram
distribution server must send a copy to each end-node within a
NetBIOS scope.

An implementer may elect to construct NBNS and NBDD nodes which have
a private protocol for the exchange of NetBIOS name information.
Alternatively, an NBNS and NBDD may be implemented within the sawme
device.

NOTE: Implementations containing private NBNS-NBDD protocols or
combined NBNS-NBDD functions must be clearly identified.

.4. RELATIONSHIP OF NetBIOS SUPPORT SERVERS AND B NODES

As defined in this RFC, neither NBNS nor NBDD nodes interact with B
nodes. NetBIOS servers do not listen to broadcast traffic on any
broadcast area to which they may be attached. Nor are the NetBIOS
support servers even aware of B node activities or names claimed or
used by B nodes.

It may be possible to extend both the NBNS and NBDD so that they
participate in B node activities and act as a bridge to P and M
nodes. However, such extensionsg are beyond the scope of cthis
specification.

TOPOLOGIES
B, P, M, NBNS, and NBDD nodes may be combined in various ways to form

useful NetBIOS environments. This section describes some of these
combinations.

There are three classes of operation:

- Class 0: B nodes only.

- Class 1: P nodes only.

- Class 2: P and M nodes together.
In the drawings which follow, any P node may be replaced by an M
node. The effects of such replacement will be mentioned in
conjunction with each example below.

1. LOCAL

A NetBIOS scope is operating locally when all entities are within the
same broadcast area.
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12.1.1. B NODES ONLY

Local operation with only B nodes 1s the most basic mode of

operation. Name registrarion and discovery procedures use broadecast
mechanisms. The NetBIOS scope is limited by the extent of the
broadcast area. This configuration does not require NetBIOS support
servers.
====4=========1=====BROADCAST AREA=====4==========f=========4f====

| I l | |

| I I | |
+-—-+-—+ +--—2-—-* +-—r--T r——+-—-+ +——+--+
I B | | B | | B | | 8 | [ B |
4o + I + I + - + +mm-- +

12.1.2. P NODES ONLY

This configuration would ctypically be used when the network
adminiatraror desires to eliminate NerBIOS as a source of broadcast

activity.
s===t+=========4==========+=B’ CAST AREA=4+==========+=========+4====
I | | | | |
I | | | | I
+==-+t--+ +==-+=-=-+ +==+=-=+ +==+=-=-+ +==+==+ +-==-+--+
e | | » | |wBNs | | P |wepD | | P |
+----- + t----- + +----- + t----- + +----- + t----- +

This configuration operates the same as if it were in an internet and
is cited here only due to its convenience as a means to reduce the
use of broadcast.

Replacement of one or more of the P nodes with M nodes will not
affect the operation of the other P and M nodes. P and M nodes will
be able to interact with one another. Because M nodes use broadcast,
overall broadcaskt activity will increase.

12.1.3. MIXED B AND P NODES

B and P nodes do not interact with one another. Replacement of P
nodes with M nodes will allow B’s and M’s to interact.

NOTE: B nodes and M nodes may be intermixed only on a local
broadcast area. B and M nodes should not be intermixed in
an internet environment.
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12.2. INTERNET
12.2.1. P NODES5 ONLY

P nodes may be scattered at various locations in an internetwork.
They recuire both an NBNS and an NBDD for NetBIOS name and datagram
support, respectively.

The NetBIOS scope is determined by the NetBIOS scope identifier
(domain name) used by the various P (and M) nodes. An internet may
contain numerous NeCBIOS scopes.

+--——- +
| P |
+-—4+--F | +----- ¥
| |----+ P
| | e
[ |
ER + | | 4------ + === +
| P +-—---- + INTERNET +--+G*WAY |-+4+----+ P |
t----- + | | +------ + | +----- +
[ |
/ | | e
/ | lceees B |
o + . k] | +----- ¢
| NBNS + |NBDD |
+-—-——- + rT-——T—-r

Any P node may be replaced by an M node with no loss of function to
any node. However, broadcast activity will be increased in the
broadcast area to which the M node is attached.
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12.2.2. MIXED M AND P NODES
M and P ncdes may be mixed. When locating NecBIOS names, M nodes

will cend to find names held by other M nodes on the same common
broadcast area in preference to names held by P nodes or M nodes
elsewhere in the network.

| P +------
+----- +
/
/
Fmm--- +
| NBNS 4
t----- +
B e N S T
| |
| |
+- -+ -+ r--1--T
I« | | P |
tm———— + Fmm-—-— +
NOTE :

environment.

B and M nodes should not be intermixed

+----- +
| P |
-k
|
|
————— +----- +---—-—-+ +-----
INTERNET +------ +NEDD |
| - *
_____ temmn-/
|
|
+==-4=-=4
|G’ wAY|
+==+==+
|
|
=====4=B’CAST ARFEA={4==========|m========|{====
| | | |
| | | I
+o -4+ +--1--T -+ + e
M = 1 [ m | | P |
+==-4=-=4 - + === + +==---— +

in an internet

Dolng so would allow undetected NebBIOS name

conflices to arise and cauce unpredictable behavior.

13. GENERAL METHODS

Overlying the specific protocols,

described later, are a few general

methodes of interaction between entities.

13.1.

REQUEST/RESPONSE

INTERACTION STYLE

Most interactions between entitiles consist of a request flowing in
one direction and a subsequent response flowing in the opposite

direction.

In those situations where interactions occur on unreliable transports

(1.e. UDP)

or when a request 1s broadcast,

there may not be a strict

interlocking or one-to-one relationship between requests and

responses.
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13.

13.

In no case, however, 15 more than one response generated for a
received request. While a response is pending the responding entity
may send one or more walk acknowledgemencs.

1.1. RETRANSMISSION OF REQUESTS

UDP is an unreliable delivery mechanism where packets can be lost,
received out of transmit sequence, duplicated and delivery can be
significancly delayed. Since the NetBIOS protocols make heavy uce of
UDP, they have compensated for its unreliability with extra
mechanisms.

Each NetBIOS packet contains all the necessary information to process
ie. None of the protocols use multiple UDP packets to convey a
single request or response. If more information is required than
will Eit in a single UDP packet, for example, when a P-type node
wants all the owners of a group name from a NetBIOS8 server, a TCP
connection 1s used. Consequently, the NetBIOS protocols will not
fail because of out of sequence delivery of UDP packects.

To overcome the loss of a request or response packet, each request
operation will retransmit the recuest i1f a response is not received
within a specified time limic.

Protocol operations sensitive rto successive response packets, such as
name conflict detection, are protected from duplicated packets
because they ignore successive packets with the same NetBIOS

information. 8ince no state on the responder’s node 1s associated
with a recquest, the responder just sends the appropriate response
whenever a request packet arrives. Consequently, duplicate or

delayed request packets have no impact.

For all requests, 1f a resporise packet is delayed too long another
request packet will be transmitted. 1A second responce packet being
sent in response to the second request packet is equivalent to a
duplicate packet. Therefore, the protocols will ignore the second
packet received. If the delivery of a response is delayed until
after the request operation has been completed, successfully or not,
the response packet is ignored.

1.2. REQUESTS WITHOUT RESPONSES: DEMANDS

Some request types do not have matching responses. These requests
are known as "demands". In general a ‘demand" is an imperative
request; the receiving node is expected to obey. However, because
demands are unconfirmed, they are used only in situations where, at
most, limited damage would occur if the demand packet should be lost.

Demand packets are not retranemitted.
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13.2. TRANSACTIONS

Interackions between a pair of entities are grouped into
"cransactions". These transactions comprise one or more
request /response pairs.

13.2.1. TRANSACTION ID

Since multiple simultaneous transactions may be in progress between a
pair of entities a "transaction id" is used.

The originator of a transaction selects an ID unique to the
originator. The transaction 1d 1s reflected back and forth in each
interaction within the transaction. The transaction partners must
match responses and requests by comparison of the transaction ID and
the IP address of the transaction partner. If no watching recuest
can be found the response must be discarded.

A new transaction ID should be used for each transaction. A simple
16 bit transaction counter ought to be an adequate id generator. It
is probably not necessary to search the space of outstanding
transaction ID to filter duplicates: it is extremely unlikely that
any transaction will have a lifetime that is more than a small
fracrion of the typical counter cycle period. TUse of the IP
addresses in conjunction with the transaction ID further reduces the
possibility of damage should transaction IDs be prematurely re-used.

13.3. TCP AND UDP FOUNDATIONS

This version of the NetBIOS-over-TCP protocols uses UDP for many
interactions. In the future this RFC may be extended to permit such
interactions to occur over TCP connections (perhaps to increase
efficiency when multiple interactions occur within a short time or
when NetBIOS daragram traffiec reveales that an application is using
NetBIOS datagrams to support connection- oriented service.)

14. REPRESENTATION OF NETBIOS NAMES
NetBIOS names as ceen across the client incerface to NetBIOS are
exactly 16 bytes long. Within cthe NetBIOS-over-TCP protocols, a
longer representation is used.
There are two levels of encoding. The first level waps a NetBIOS
name into a domain system name. The second level mape the domain
system name into the "compressed" representation required for
interaction with the domain name system.
Except 1n one packet, the second level representation is the only

NetBIOS name representation used in NetBIOS-over-TCP packet formats.
The exception is the RDATA field of a NODE STATUS RESFONSE packet.
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1. FIRST LEVEL ENCODING
The first level representation consiste of two parts:

- NecBIOS name
- NetBIOS scope identifier

The 156 byte NetBIOS name is mapped 1nto a 32 byte wide field using a
reversible, half-BASCII, biased encoding. Fach half-octet of the
NetBIOS name is encoded into one byte of the 32 byte field. The
first half octet is encoded into the first byte, the second half-
octet into the second byte, etc.

Each 4-bit, half-ocret of rhe NetBIOS name is treated as an 8-bit,
right-adjusted, zero-filled binary number. This number is added to
value of the ASCII character ‘A’ (hexidecimal 41). The resulting 8-
bit number is stored in the appropriate bycte. The following diagram
demonstrates this procedure:

012234567
Tt -t —F—r-—F+-+-
|la b c d|lw x y z| ORIGINAL BYTE

S e B

01234567

LR R b B R B ]

|o 000 abcd

r—+-+-+—-TrT-+-r—-+ -+
|

+
01234567
L e e e e e
|]o 1 00000 1]
+-t -ttt =F=t-+-4

| SPLIT THE NIBBLES

0123465¢67
LR e e e R e
|lo 00 0wxy 2z
L e R e e e e

+ ADD ‘A’
01234567
L e R e e e e
|[o 1 00000 1]
B e e R e e

This encoding results in a NetBIOS name being represented as a
sequence of 32 ASCII, upper-case characters from the set

{r,B,C...N,0,P}.

The NecBIOS scope identifier is a valid domain name (without a

leading dot) .

An ASCII dot (2E hexidecimal)

and the scope identifier are appended

to the encoded form of the NetBIOS name, the result forming a valid

domain name.

NectBIOS Working Group

Protocols for X/Open PC Interworking: SMB, Version 2

Page 394 of 535

[Page 26)



RFC 1001

RFC 1001 March 1987

For example, the NetBIOS name “The NetBIOS name" in the NetBIOS scope
"SCOPE.ID.COM" would be represented at level one by the ASCII
character string:

FEGHGFCAECGFHEECEJEPFDCAHEGBGNGF . SCOPE. 1D .COM
14.2. SECOND LEVEL ENCODING

The first level encoding must be reduced to second level encoding.
This is performed according to the rules defined in on page 31 of RFC
883 [12] in the section on “Domain name representation and
compression". Also see the section titled "Name Formats" in the
Detailed Specifications[1].

15. NetBIOS NAME SERVICE

Before a name may be used, the name must be registered by a node.
Oonce acquired, the name must be defended against inconsistent
registration by other nodes. Before building a NetBIOS session or
sending a NetBIOS datagram, the one or more holders of the name must
be located.

The NetBIOS name service is the collection of procedures chrough
which nodes acquire, defend, and locate the holders of NetBIOS names.

The name service procedures are different depending whether the end-
node is of type B, P, or M.

15.1. OVERVIEW OF NerBIOS NAME SERVICE
15.1.1. NAME REGISTRATION (CLAIM)

Each NetBIOS node can own more than one nawme. Names are acquired
dynamically through the registration (name claim) procedures.

Every node has a permanent unigque name. This name, like any other
name, must be explicitly registered by all end-node types.

A name can be unique (exclusive) or group (non-exclusive). 2 unique
name may be owned by a single node; a group name may be owned by any
number of nodes. A name ceases to exist when it is not owned by at

least one node. There is no intrinsic quality of a name which
determines 1its characteristics: these are established at the time of
registration.

Each node maintains state information for each name it has
registered. This information includes:

- Whether the name is a group or unicque name
- Whether the name is "in conflict®
- Whether the name is in the process of being deleted
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B nodes perform name registration by broadcasting claim requests,
soliciting a defense from any node already holding the name.

P nodes perform name regiestration through the agency of the NBNS.

M nodes register names through an initial broadcast, like B nodes,
then, in the absence of an objection, by following the same

procedures as a P node. In other words, the broadcast acktion may
terminate the atrempt, but is not sufficient to confirm the
registration.

15.1.2. NAME QUERY (DISCOVERY}
Name query {(also known as "resolution" or "discovery") 1is the
procedure by which the IP address(es) associated with a NetBIOS name
are discovered. Name query 1s required during the following
operations:
During session establishment, calling and called names must be
specified. The calling name must exist on the node that posts the
CALL. The called name must exist on a node that has previously
posted a LISTEN. Either name may be a unique or group name.
When a directed datagram is sent, a source and destination name must
be specified. If the destination name is a group name, a datagram is

sent to all the members of that group.

Different end-node types perform name resclution using different
technicies, bur using the came packet formats:

- B nodes solicit name information by broadcasting a request.
- P nodes ask the NBNS.

- M nodes broadcast a request. If that does not provide the
desired information, an inquiry is sent to the NBNS.

15.1.3. NAMME RELEASE
NetBIOS names may be released explicitly or silently by an end- node.
Silent release typically occurs when an end-node fails or is turned-
off. Most of the mechanisms described below are present to detect
sllent name release.

15.1.3.1. EXPLICIT RELEASE
B nodes explicitly release a name by broadcasting a notice.

P nodes send a notificatrion ko their NBNS.

M nodes both broadcast a notice and inform their supporting NBNS.
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15.1.3.2. NAME LIFETIME AND REFRESH

Names held by an NBNS are given a lifetime during name regisktraktion.
The NBNS will consider a name to have been csilently released if the
end-node fails to send a name refresh message to the NBNS before the
lifetime expires. A refresh restarts the lifecime clock.

NOTE: The implementor should be aware of the tradeoff between
accuracy of the database and the internet overhead that the
refresh mechanism introduces. The lifetime period should
be tuned accordingly.

For group names, each end-node must send refresh messages. A node
that fails to do so will be considered to have silently released the
name and dropped from the group.

The lifetime period is established through a simple negotiation
mechanism during name registration: In the name registration
request, the end-ncde proposes a lifetime value or requests an
infinite lifetime. The NBNS places an actual lifetime value into the
name registration response. The NBNS is always allowed to respond
with an infinite actual periocd. If the end node proposed an infinite
liferime, the NBNS may respond with any definite peried. If the end
node proposed a definite period, the NBNS may respond with any
definite period greater than or equal to that proposed.

This negotlation of refresh times gives the NBNS means to disable or
enable refresh acrtivity. The end-nodes may set a minimum refresh

cycle period.

NBNS implementations which are completely reliable may disable
refresh.

15.1.3.3. NAME CHALLENGE
To detect whether a node has silently released its claim to a name,
1t 18 necessary on occasion to challenge that node's current
ownership. If the node defends the name then the node is allowed to
continue possession. Otherwise it is assumed that the node has

released the name.

A nawme challenge may be issued by an NBNS or by a P or M node. A
challenge may be directed towards any end-node type: B, P, or M.

15.1.3.4. GROUP NAME FADE-OUT

NetBIOS groups may contain an arbitrarily large number of members.
The time to challenge all members could be quite large.

To aveoid long delays when names are claimed through an NBNS, an
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optimistic heuristic has been adopted. It is assumed that there will
always be some node which will defend a group name. Consequently, it
is recommended that the NBNS will immediately reject a claim requesc
for a unicque name when there already exists a group with the same
name. The NBNS will never return an IP address (in response to a
NAME REGISTRATION REQUEST) when a group name exists.

An NBNS will consider a group to have faded out of existence when the
last remaining member fails te send a timely refrech message or
explicitly releases the name.

1.3.5. NAME CONFLICT

Name conflict exists when a unique name has been claimed by more than
one node on a NetBIOS network. B, M, and NBNS nodes may detect a
name conflict. The detection mechanism used by B and M nodes is
active only during name discovery. The NBNS may detect conflict at
any time 1t verifies the consisktency of its name database.

B and M nodes detect conflict by examining the responses received in
answer to a broadcast name duery request. The first response is
taken as authoritative. Any subsequent, inconsistent responses
represent confliccs.

Subsequent responses are inconsistent with the authoritative response
whern:

The subsequent response has the same transaction ID as the
NAME QUERY REQUEST.
AND
The subsequent response 1s not a duplicate of the
authoritative response.
AND EITHER:
The group/unique characteriscic of the authoritative
response is "unique".
OR
The group/unique characteristic of the subsequent
response 1s "unique'.

The period in which B and M nodes examine responses is limited by a
conflict timer, CONFLICT TIMER. The accuracy or duration of this
timer is not crucial: the NetBIOS system will continue to operate
even with persistent name conflicks.

Conflict conditions are signaled by sending a NAME CONFLICT DEMAND to
the node owning the offending name. Nothing is sent to the node
vhich originated the authoritative response.

Any end-node that receives NAME CONFLICT DEMAND is required to update
its "local name table" to reflect that the name is in conflicc. (The
“local name table" on each node contains names that have been
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successfully registered by that node.)

Notice that only those nodes that receive the name conflict message
place a conflict mark next to a name.

Logically, a marked name does not exist on that node. This means
that the node should not defend the name (for name claim purposes),
should not respond to a name discovery requests for cthat name, nor
should the node send name refresh messages for that name.
Furthermore, it can no longer be used by that node for any session
establishment or sending or receiving datagrams. EXxisting sessions
are not affected at the time a name is marked as being in conflict.

The only valid user function against a marked name is DELETE NAME.
Any other user NetBIOS function returns immediately with an error
code of “NAME CONFLICT".

15.1.4. ADAPTER STATUS

An end-node or the NBNS may ask any other end-node for a collection
of information about the NetBIOS status of that node. This status
consists of, among other things, a list of the names which the node
believes it owns. The returned status is filtered to contain only
thoce names which have the same NetBIOS scope identifier as the
requestor’s name.

When recuesting node status, the requestor identifies the target node
by NetBIOS name A name query transaction may be necessary to acgulire
the IP address for the name. Locally cached name information may be
used in lieu of a query transaction. The requesting node sends a
NODE STATUS REQUEST. In response, the receiving node sends a NODE
STATUS RESPONSE contalning its local name table and various
statisktics.

The amount of status which may be returned is limited by the size of
a UDP packet. However, this is sufficient for the typical NODE
STATUS RESPONSE packet.

15.1.5. END-NODE NBNS INTERACTION

There are certain characteristics of end-node to NBNS interactions
vhich are in common and are independent of any particular transaction

type.
1s.1.5.1. UDP, TCP, AND TRUNCATION

For all transactions between an end-node and an NBNS, either UDP or
TCP may be used as a tramnsport. If the NBNS receives a UDP based

request, it will respond ueing UDP. If the amount of information
exceeds what fits into a UDP packet, the response will contain a
“truncation flag". In this situation, the end- node may open a TCP
NetBIOS Working Group [Page 31)
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connection to the NBNS, repeat the request, and recelve a complete,
untruncated response.

1.5.2. NBNS WACK

While a name service request is in progress, the NBNS may issue a
WAIT FOR ACKNOWLEDGEMENT RESPONSE (WACK) to assure the client end-
node that the NBNS is still operational and is working on the
request.

1.5.3. NBNS REDIRECTION

The NBNS, because it follows Domain Name system styles of
interaction, is permitted to redirect a client to another NBNS.

1.6. SECURED VERSUS NON-SECURED NBNS

An NBNS may be implemented in either of two general ways: The NBNS
may monitor, and participate in, name acrivity to ensure consistency.
This would be a "secured" style NBNS. Alternatively, an NBNS may be
implemented to be essentially a “bulletin board" on which name
information is posted and responsibility for consistency 1is delegated
to the end-nodes. This would be a “non-secured" style NBNS.

1.7. CONSISTENCY OF THE NBNS DATA BASE
Even in a properly running NetBIOS scope the NBNS and its community
of end-nodes may occasionally lose synchronization with respect to

the true state of name registrations.

This may occur should the NBNS fail and lose all or part of its
database.

More commonly, a P or M node may be turned-off (thus forgetting the
names it has registered) and then be subsequently turned back on.

Finally, errors may occur or an implementation may be incorrect.

Varioue approaches have been incorporated into the NetBIOS-over- TCP
protocols to minimize the impact of these problems.

1. The NBN3 (or any other node) may "challenge" (using a NAME
QUERY REQUEST) an end-node to verify that it actually owns a
name.

Such a challenge may occur at any time. Every end-node must
be prepared to make a timely response.

Failure to respond causes the NBNS to consider that the
end-node has released the name in question.
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(If£ UDP is being used as the underlying transport, the
challenge, like all other requests, must be retransmitted
some number of times in the absence of a response.)

2. The NBNS (or any other node) may request (usimng the NODE
STATUS REQUEST) that an end-node deliver its entire nawme
table.

Thie may occur at any time. Every end-node mucst be prepared

to make a timely response.

Failure to respond permits (but does not require) the NBNS
to consider that the end-node has failed and released all
names to which it had c¢laims. {Like the challenge, on a UDP
transport, the request must be recransmitted in the absence
of a response.)

3. The NBNS may revoke a P or M node’s use of a name by sending
either a NAME CONFLICT DEMAND or a NAME RELEASE REQUEST to
the node.

The receiving end-node may continue existing sessions which
use that name, but must otherwise cease using thakt name. If
the NBNS placed the name in conflicr, the name may be re-
acquired only by deletion and subsequent reclamation. If
the NBNS requested that the name be released, the node may
attempt to re-acquire the name without first performing a
name release transaction.

4. The NBNS may impose a “time-to-live" on each name it
registers. The registering node is made aware of this time
value during the name registration procedure.

Simple or reliable NBNS's may impose an infinite time-to-
live.

5. If an end-node holds any names that have finite time-to-
live values, then that node must periodically send a status
report to the NBNS. Each name is reported using the NAME
REFRESH REQUEST packercr.

These status reports restart the timers of both the NBNS and
the reporting node. However, the only timers which are
restarted are those associated with the name found in the
status report. Timers on other names are not affected.

The NBNS may consgider that a node has released any name
wnich has not been refreshed within some multiple of name’s

time-to-live.

b well-behaved NBNS, would, however, 1issue a challenge to-,
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or recquest a list of names from-, the non-reporting end-
node before deleting its name(s8). The absence of a
response, or of the name in a response, will confirm the
NBNS decision to delete a name.

6. The absence of reports may cause the NBNS to infer that the
end-node has failed. Similarly, receipt of information
widely divergent from what the NBNS believes about the node,
may cause the NBNS to consider that the end-node has been
restarced.

The NBN3S may analyze the situation through challenges or
requests for a list of names.

7. A very cautious NBNS is free to poll ncdes (by sending NAME
QUERY REQUEST or NODE STATUS REQUEST packets) to verify that
their name status is the same as that registered in the
NBNS .

NOTE: Such polling activity, if used at all by an
implementation, should be kept at a very low level or
enabled only during periods when the NBNS has some reason to
suspect that Lts information base 1s inaccurate.

8. P and M nodes can detect incorrect name information at
segslion establishmenc.

If incorrect Linformation is found, NBNS is informed via a
NAME RELEASE REQUEST originated by the end-node which
detects the error.

.1.8. NAME CACHING

An end-node may keep a local cache of NetBIOS name-to-IP address
translation enctries.

All cache entries should be flushed on a periodic basis.

In addition, a node ought to flush any c¢ache information associared
with an IP address if the node receives any information indicating
that there may be any possibility of trouble with the node at that IP
address. For example, if a NAME CONFLICT DEMAND is sent to a node,
all cached information about that node should be cleared within the
sending node.

2. NAME REGISTRATION TRANSACTIONS
2.1. NAME REGISTRATION BY B NODES

A name claim transaction initiated by a B node is broadcast
throughout the broadcast area. The NAME REGISTRATION REQUEST will be
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heard by all B and M nodes in the area. Each node examines the c¢laim
to see whether it it is consistent with the names it owns. If an
inconsistency exists, a NECATIVE NAME REGISTRATION RESPONSE 1is
unicast to the requestor. The recquesting node obtains ownership of
the name (or membership in the group) if, and only if, no NEGATIVE
NAME REGISTRATION RESPONSEs are received within the name claim
timeout, CONFLICT_TIMER. ({See "Defined Constants and Variables” in
the Detailed Specification for the value of this timer.)

A B node proclaims its new ownership by broadcasting a NAME OVERWRITE

DEMAND.
B-NODE REGISTRATION PROCESS
- NAME NOT ON NETWORK- - ---- > <----NAME ALREADY EXISTS----»
REQ. NODE NODE REQ .NODE
HOLDING
NAME
(BROADCAST) REGISTER (BROADCAST) REGISTER
___________________ > Cmmmmmmmmmmmmmmm—aaa
REGISTER REGISTER
___________________ > Cmmmmmmmmmmm—mm———na
REGISTER NEGATIVE RESPONSE
——————————————————— > e
OVERWRITE
——————————————————— > (NODE DOES NOT HAVE THE NAME)

(NODE HAS THE NAME)
The NAME REGISTRATION REQUEST, like any requeast, must be repeated if
no response 18 received within BCAST REQ RETRY TIMEOUT. Transmission
of the request is attempted BCAST _REQ RETRY COUNT times.
18.2.2. NAME REGISTRATION BY P NODES
A name registration may proceed in various ways depending whether
the name being registered is new to the NBNS. If the name is known
to the NBNS, then challenges may be sent to the prior holder(s).
15.2.2.1. NEW NAME, OR NEW GROUP MEMBER
The diagram, below, shows the secquence of events when an end-node
registers a name which is new to the NBNS. (The diagram omits WACKs,

NBN53 redirections, and retransmission of requests.)

This same interaction will occur if the name being registered is a
group name and the group already exists. The NBNS will add the
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registrant to the set of group members.

P-NODE REGISTRATION PROCESS
{server haes no previoue information about the name)

P-NODE NBNS
REGISTER

The interaction is rather simple: the end-node sends a NAME
REGISTRATION REQUEST, the NBNS responds with a POSITIVE NAME
REGISTRATION RESPONSE.

15.2.2.2. EXISTING NAME AND OWNER IS STILL ACTIVE

The following diagram shows interactions when an attempt is made to
regiscer a unique name, the NBNS is aware of an existing owner, and
that existing owner is still active.

There are two sides to the diagram. The leftr side shows how a non-
secured NBNS would handle the matter. Secured NBNS activity is shown
on the right.

P-NODE REGISTRATION PROCESS
(sexver HAS a previous owner that IS8 active)

Cmmmmm NON- SECURED STYLE------- > memmmm=== SECURED STYLE------- >
REQ. NODE NBNS NODE NBNS REQ .NODE
HOLDING
NAME
REGISTER REGISTER
___________________ . e ..
QUERY
END-NODE CHALLENGE S
Cmmmmm e QUERY
e
QUERY

POSITIVE RESPONSE
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A non-secured NBNS will answer the NAME REGISTRATION REQUEST with a
END-NODE CHALLENGE REGISTRATION RESPONSE. This response asks the
end-node to issue a challenge transaction against the node indicated
in the response. In this case, the prior node will defend against
the challenge and the registering end-node will simply drop the
registration attempt without further interaction with the NBNS.

A secured NBNS will refrain from answering the NAME REGISTRATION
REQUEST until the NBNS has itself challenged the prior holder(s) of
the name. In this case, the NBNS finds that that the name is still
being defended and consequently recurns & NEGATIVE NAME REGISTRATION
RESPONSE to the registranc.

Due to the potential time for the secured NBNS to make the
challenge(s), it is likely that a WACK will be sent by the NBNS to
the registrant.

Although not shown in the diagram, a non-secured NBNS will send a
NEGATIVE NAME REGISTRATION RESPONSE to a request Eto register a unique
name when there already exists a group of the same name. A secured
NBNS may elect to poll (or challenge) the group members to determine
wvhether any active members remain. This may impose a heavy load on
the network. It is recommended that group names be allowed to fade-
out through the name refresh mechanism.

15.2.2.3. EXISTING NAME AND OWNER IS INACTIVE

The following diagram shows inkteractions when an attempt is made to
register a unicque name, the NBENS is aware of an existing owner, and
that existing owner is no longer active.

A non-sgecured NBNS will answer Che NAME REGISTRATION REQUEST with a
END-NODE CHALLENGE REGISTRATION RESPONSE. This response asks the
end-node to issue a challenge transaction against the node indicated
in the response. In this case, the prior node will not defend
against the challenge. The registrant will inform the NBNS through a
NAME OVERWRITE REQUEST. The NBNS will replace the prior name
information in ite database with the information in the overwrice
request.

A secured NBNS will refrain from answering the NRAME REGISTRATION
REQUEST until the NBNS has itself challenged the prior holder(s) of
the mname. In this case, the NBNS finds that that the name is not

being defended and consedquently returns a POSITIVE NAME REGISTRATION
RESPONSE to the registrant.
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1S.

P-NODE REGISTRATION PROCESS
(sexrver HAS a previous owner that is NOT active)

<--m-m- NON-SECURED STYLE----- P —— SECURED STYLE-------- >
REQ. NODE NBNS NODE NBNS REQ . NODE
HOLDING
NAME
REGISTER REGISTER
___________________ N €
QUERY
END-NODE CHALLENGE e e
S ——— QUERY
e
NAME QUERY REQUEST POSITIVE RESPONSE
———————————————————————————— > e - 1
QUERY
____________________________ S
OVERWRITE

Due to the potential time for the secured NBNS to make the
challenge{(s), it is likely rthat a WACK will be sent by the NBNS to
the registrant.

A secured NBNS will immediately send a NEGATIVE NAME REGISTRATION
RESFONSE 1in answer to any NAME OVERWRITE REQUESTS it may recelive.

2.3. NAME REGISTRATION BY M NODES

An M node begin a name claim operation as if the node were a B node:
it broadcasts a NAME REGISTRATION REQUEST and listens for NEGATIVE
NAME REGISTRATION RESPONSEs. Any NEGATIVE NAME REGISTRATION RESPONSE
prevents the M node from obtaining the name and terminmates the claim
operation,

If, however, the M node does riot receive any NEGATIVE NAME
REGISTRATION RESPONSE, the M node must continue the claim procedure
as if the M node were a P node.

Only if both name claims were successful does the M node acquire the
name .

The following diagram illustrates M node name registration:
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M-NODE REGISTRATION PROCESS

<---NAME NOT IN BROADCAST AREA--> <--NAME IS IN BROADCAST AREA-->

REQ. NODE NODE REQ.NODE
HOLDING
NAME
(BROADCAST) REGISTER (BROADCDST) REGISTER
___________________ > Cmm e
REGISTER REGISTER
___________________ > € m o e e e
REGISTER NEGATIVE RESPONSE
___________________ > o i o R

! (NODE DOES NOT HAVE THE NAME)
INITIATE !
A P-NODE !
REGISTRATION !

15.3. NAME QUERY TRANSACTIONS

Name query transactions are initiated by end-nodes to obtain the IP
address (es) and other attributes associated with a NetBIOS name.

15.3.1. QUERY BY B NODES

The following diagram shows how B nodes go about discovering who owns
a name.

The left half of the diagram illustrates what happens if there are no
holders of the mame. In that case no responses are received in
answer to the broadcast NAME QUERY REQUEST (s) .

The right half showe a POSITIVE NAME QUERY RESPONSE unicast by a name
holder in answer to the broadcast request. A name holder will make
this response to every NAME QUERY REQUEST that it hears. BAnd each

holder acts this way. Thus, the node sending the request may receive
many responses, some duplicaktes, and from many nodes.
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B-NODE DISCOVERY PROCESS

<====-- NAME NOT ON NETWORK- ----- > «---NAME PRESENT ON NETWORK- ->
REQ. NODE NODE REQ.NODE

HOLDING

NAME
(BROADCAST) QUERY (BROADCAST) QUERY
______________________ > Cmmmmmmmmmmmmmme e
NAME QUERY REQUEST NAME QUERY REQUEST
______________________ > Cmmmmmm e mmemmme e aaa—
QUERY POSITIVE RESPONSE

—————————————————————— > e e itk

Name query is generally, but not necessarily, a prelude to NetBIOS
session establishment or NetBIOS datagram transmission. However,
name query may be used for other purposes.

A B node may elect to build a group membership list for subsequent
use (e.g. for scession establichment) by collecting and saving the
responses.

15.3.2. QUERY BY P NCDES

An NBNS answers queries from a P node with a list of IP addreses and

other information for each owner of the name. If there are multiple
owners (L.e. if the mame is a group name), the NBNS locads as many
answers into the response as will fit into a UDP packet. A

truncation flag indicates whether any additiocnal owner information
remains. All the information may be obtained by repeating the query
over a TCP connection.

The NBNS is not required to impose any order on its answer lisc.

The following diagram shows what happens if the NBNS has no
information about the name:

P-NODE DISCOVERY PROCESS
(server has no information about the name)

P-NODE NBNS
NAME QUERY REQUEST
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The next diagram illustrates interaction between the end-node and the
NBNS when the NBNS does have information about the name. This
diagram shows, in addition, the retranswission of the request by the
end-node in the absence of a timely response. Also shown are WACKs
(or temporary, intermediate responses) sent by the NBNS to the end-
node:

P-NODE QUERY DPROCESS
(server HAS information about the name)

P-NODE NBNS
NAME QUERY REQUEST
fmm e e >
/
! {OPTIONAL) WACK
C gm = m e e e e e e e e e e a e e e .
1 ¥
‘timer !
! ! {(optional timer restarer)
{ )
\Y QUERY
_______________________________________ -
QUERY
e e e >
/
! {OPTIONAL) WACK
P
1 ]
‘Cimer !
! ! {optional timer restart)
] )

v QUERY
_________________________________________ >
POSITIVE RESPONSE

5 A TR
The following diagram illustrates NBNS redirection. Upon receipt of

a NAME QUERY REQUEST, the NBNS redirects the client to another NBNS.
The client repeats the request to the new NBNS and obtains a
response. The diagram shows that response as a POSITIVE NAME QUERY

RESPONSE. However any legal NBN3 response may occur in actual
operation.
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NBNS REDIRECTION

(START FROM THE
VERY BEGINNING
USING THE ADDRESS
OF THE NEWLY
SUPPLIED NBNS.)

P-NODE NBNS
NAME QUERY REQUEST

March 1987

The next diagram shows how a P or M node tells the NBNZ that the NBNS
has provided incorrect information. Thie procedure may begin afrer a
DATAGRAM ERROR packet has been received or a session set-up attempt

has discovered that the NetBIQOS name does not exist at the

destination, the IP address of which was obtained from the NBNS

during a prior name query transackion. The NBNS,

in this case a

secure NBNS, issues cueries to verify whether the information is, in
fact, incorrect. The NBNS closes the transaction by sending either a
POSITIVE or NEGATIVE NAME RELEASE RESPONSE, depending on the results

of the verification.

CORRECTING NBNS INFORMATION BASE

P-NODE NBNS
NAME RELEASE REQUEST

(NAME TAKEN OFF THE DATABASE

IF NBNS FINDS IT TO BE

INCORRECT)

POSITIVE /NEGATIVE RESPONSE
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15.3.3. QUERY BY M NODES
M node name query follows the B node pattern. In the absence of
adequate results, the M node then continues by performing a P node

type query. This is shown in the following diagram:

M-NODE DISCOVERY PROCESS

<---NAME NOT ON BROADCAST AREA--> «<--NAME IS ON BROADCAST AREA->

REQ. NODE NODE REQ . NODE
HOLDING
NAME
{BROADCAST) QUERY (BROADCAST) QUERY
_____________________ > € e e e o =
NAME QUERY REQUEST NAME QUERY REQUEST
_____________________ > Cmmmm e e
QUERY POSITIVE RESPONSE
————————————————————— > e -
!
INITIATE ¢
A P-NODE !
DISCOVERY !
PROCESS !
v

15.3.4. ACQUIRE GROUP MEMBERSHIP LIST

The entire membership of a group may be acquired by sending a NAME
QUERY REQUEST to the NBNS. The NBNS will respond with a POSITIVE
NAME QUERY RESPONSE or a NEGATIVE NAME QUERY RESPONSE. A negative
response completes the procedure and indicates that there are no
members in the group.

If the positive response has the truncation bit clear, then the
response contains the entire list of group members. If cthe
truncation bit is aset, then this entire procedure must be repeated,
but using TCP as a foundation rather than UDP.
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18.4.1. RELEASE BY B NODES
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A NAME RELEASE DEMAND contains the following information:

- NeCtBIOS name

- The scope of the NetBIOS name

- Name type: unique or group

- IP address of the releasing node
- Transaction ID

REQUESTING
B -NCDE
NAME RELEASE DEMAND

18.4.2. RELEASE BY P NODES

OTHER
B -NODES

A NAME RELEASE REQUEST contains the following information:

- NeCtBIOS name

- The scope of the NetBIOS name

- Name type: unique or group

- IP address of the releasing node
- Transaction ID

A NAME RELEASE RESPONSE c¢ontaine the following information:

- NetBIOS name
- The scope of the NetBIOS name
- Name type: unigque or group
- IP address of the releasing node
- Transaction ID
-  Result:
- Yes: name was released

- No: name was not released, a reason code 1s provided

REQUESTING
P-NODE
NAME RELEASE REQUEST

15.4.3. RELEASE BY M NODES

NBNS

The name release procedure of the M node is a combination of the P
and B node name release procedures. The M node first performs the P
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If che P procedure fails then the release
ic fails.

If and only if che P

procedure succeeds then the M node broadcaste the NAME RELEASE DEMAND
to the broadcast area, the B procedure.

NOTE: BAn M node typically performs a B-style operation and then a

P-style operation.
operation comes firsc.

In this case, however, the P-style

The following diagram illustrates the M node name release procedure:

REQUESTING NBNS
M-NCDE

NAME RELEASE REQUEST

NEGATIVE RELEASE RESPONSE

——————— P procedure succeeds--->

REQUESTING NBNS
M-NODE

NAME RELEASE REQUEST

POSITIVE RELEASE RESPONSE

OTHER
M-NODES

NAME RELEASE DEMAND

15.5. NAME MAINTENANCE TRANSACTIONS

15.5.1. NAME REFRESH

Name refresh transactions are used to handle the following
situarions:

a) An NBNS node needs to detect if a P or M node has “silencly"
gone down, so that names held by that node can be purged
from the data base.

b) If the NBNS goes down, it needs to be able to reconstruct
the data base when it comes back up.

c) If the network should be partitioned, the NBNS needs to be
able to able ko update ite data base when the network
reconnects.

Each P or M node is responsible for sending periodic NAME REFRESH
REQUESTs for each name that it has registered. FEach refresh packet
containe a single name that has been successfully registered by that
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node. The interval between such packets is negotiated between the
end node and the NBNS server at the time that the name is initially
claimed. At name claim time, an end node will suggest a refresh
timeout wvalue. The NBNS node can modify this value in the reply
packert. A NBNS node can also chorose to tell the end node to not send
any refresh packet by using the “infinite" timeout value in the
response packet. The timeout value returned by the NBNS is the
actual refresh timeocut that the end node must use.

When a node sends a NAME REFRESH REQUEST, it must be prepared to
receive a negative response. This would happen, for example, i1f the
the NBNS discovers that the the name had already been assigned to
some other node. If such a response 1s received, the end node should
mark the name as being in confliet. Such an entry should be treated
in the same way as if name conflict had been detected against the
name. The following diagram illustrates name refresh:

<mm—-- Successful Refresh----- > <----- Unsuccessful Refresh----»
REFRESHING NBNS REFRESHING NBNS
NCDE NODE
NAME REFRESH REQUEST NAME REFRESH REQUEST
------------------------ > B L L
POSITIVE RESPONSE NEGATIVE RESPONSE
- - - - === === - T T T T T T T s s s s s ———
!
!
v
MARK NBME IN
CONFLICT

15.5.2. NAME CHALLENGE

Name challenge is done by sending a NAME QUERY REQUEST to an end node
of any type. If a POSITIVE NAME QUERY RESPONSE is returned, then
that node s8till owns the name. If a NEGATIVE NAME QUERY RESPONSE 1is
received or if no response is received, it can be assumed that the
end node no longer owns the name.

Name challenge can be performed either by the NBNS node, or by an end
node. When an end-node sends a name claim packet, the NBNS node may
do the challenge operation. The NBNS node can choose, however, to
require the end node do the challenge. In that case, the NBNS will
send an END-NODE CHALLENGE RESPONSE packet to the end node, which
should then proceed to challenge the putative owner.

Note that the name challenge procedure sends a normal NAME QUERY
REQUEST packet to the end node. It does not require a special
packet. The only new packet introduced is the END-NODE CHALLENGE
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RESPONSE which is sent by an NBNS node when the NBNS wants the end-
node to perform the challenge operation.

15.5.3. CLEAR NAME CONFLICT

It is possible during a refresh request from a M or P node for a NENS
to detects a name in conflict. The response to the NAME REFRESH
REQUEST must be a NEGATIVE NAME REGISTRATION RESPONSE. Optionally,
in addition, the NBNS may cend a NAME CONFLICT DEMAND or a NAME
RELEASE REQUEST to the refreshing node. The NAME CONFLICT DEMAND
forces the node to place the name in the conflict state. The node
will eventually inform it’s user of the conflict. The NAME RELEASE
REQUEST will force the node to flush the name from ice local name
table completely. This forces the node to flush the name in
conflict. This does not cause termination of existing sessions using
this name.

The following diagram shows an NBNS detecting and correcting a
confliet:

REFRESHING NODE NBNS

NAME REFRESH REQUEST

OR

NAME RELEASE REQUEST

15.6. ADAPTER STATUS TRANSACTIONS
Adapter status is obtained from a node as follows:

1. Perform a name discovery operation to obtain the IP
addresses of a set of end-nodes.

2. Repeat uncil all end-nodes from the set have been used:
a. Select one end-node from the set.
b. Send a NODE STATUS REQUEST to that end-node using UDP.
NetBIOS Working Group [Page 47)
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c. Awalt a NODE STATUS RESPONSE. (IE a timely response is
not forthcoming, repeat step "b" UCAST_REQ_ RETRY_COUNT
times., After the last retry, go to step “a".)
d. If the truncation bit is not set in the response, the

response contalng the entire node scatus. Return the
status to the user and terminate this procedure.

e. If the truncation bit is set in the response, then not
all startus was returned because it would not fit inte
the response packet. The responder will set the
truncation bit if the IP datagram length would exceed
MAX DATAGRAM LENGTH. Return the status to the user and
terminate this procedure.

3. Return error to user, no status obtained.

The repetition of step 2, above, through all nodes of the set, is
optional.

Following is an example tramsaction of a successful Adapter Status
operation:

REQUESTING NODE NAME OWNER

NAME QUERY REQUEST

16. NetBIOS SESSION SERVICE
The NetBIOS session service begins after one or more IP addresses
have been found for the target name. These addresses may have been

acquired using the NetBIOS name query transactions or by other means,
such as a local name table or cache.

NetBIOS session service transactions, packets, and protocols are
identical for all end-node types. They involve only directed
(point-to-point) communications.
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16.1. OQOVERVIEW OF NetBIOS SESSION SERVICE
Session service has three phases:
Session establishment - it is during this phase that che IP
address and TCP port of the called name is determined, and a

TCP connection is established with the remote party.

Steady stare - it is during this phase that NetBIOS data

messages are exchanged over Che session. Keep-alive packets
may also be exchanged if cthe participating nodes are so
configured.

Session close - a session is closed whenever either a party (in

the session) closes the session or it is determined cthat one
of the parties has gone down.

16.1.1. SESSION ESTABLISHMENT PHASE OVERVIEW

An end-node begins establishment of a session to another node by
somehow acquiring (perhaps using the name query transactions or a
local cache) the IP address of the node or nodes purported to own the
destinaktion name.

Every end-node awaits incoming NetBIOS session requests by listening
for TCP calls to a well-Xnown service port, SSN SRVC TCP_PORT. Each
incoming TCP connection represents the start of a separate NetBIOS
session initiation aktempt. The NetBIOS session server, not the
ultimate application, accepts the incoming TCP connection(s) .

Once the TCP connection is open, the calling node sends session
service request packet. This packet containsg the following
information:

- Calling IP address (see note)
- Calling NetBIOS name
- Called IP address (see note)

- Called NetBIOS name

NOTE: The IP addresses are obtained from the TCP service
interface.

When the session service request packet arrives at the NetBIOS
server, one of the the following situations will exist:

- There exists a NetBIOS LISTEN compatible with the incoming
call and there are adequate resources to permit session

establishment to proceed.

- There exists a NetBIOS LISTEN compatible with the incoming
call, but there are inadequate resources Lto permit
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16.

establishment of a session.

- The called name does, in fact, exist on the called node, buc
there is no pending NetBIOS LISTEN compatible with the
incoming call.

- The called name does not exist on the called node.

In all but the first case, a2 rejection response is esent back over the
TCP connection to the caller. The TCP commection is then closed and
the session phase terminates. BAny retry is the responsibility of the
caller. For retries in the case of a group name, the caller may use
the next member of the group rather than immediately retrying the
instant address. 1In the case of a unique name, the caller may
acttempt an immediate retry using the same target IP address unless
the called name did not exist on the called noede. In that one case,
the NetBIOS name should be re-resolved.

If a compatible LISTEN exicts, and there are adequate resources, then
the session server may transform the existing TCP connection into the
NetBIOS data session. Alternatively, the session server may
redirect, or "retarget” the caller to another TCP port {and IP
address) .

If the caller is redirected, the caller begins the session
establishment anew, but using the new IP address and TCP port given
in the retarget response. Again a TCP connection is created, and
again the calling and called node exchange credentials. The called
party wmay accept the call, reject the call, or make a further
redirection.

This mechanism is based on the presumption that, on hosts where it is
nokt possible to transfer open TCP connections between processes, the
host will have a central session server. DBApplicatione willing to
receive NetBIOS calls will obtain an ephemeral TCP port number, post
a TCP unspecified passive open on that port, and then pass that port
number and NetBIOS name information to the NetBIOS session server
using a NetBIOS LISTEN operation. When the call is placed, the
session server will "retarget" the caller to the application’s TCP
sockec. The caller will then place a new call, directly to the
application. The application has the responsibility to mimic the
session server at least to the extent of receiving the calling
credentials and then accepting or rejeckting the call.

1.1.1. RETRYING AFTER BEING RETARGETTED

A calling node may find that it can not establish a session with a
node to which it was directed by the retargetting procedure. Since
retargetting may be nested, there is an issue whether the caller
should begin a recry at the imitial starting point or back-up to an
intermediate retargetting point. The caller may use any method. A
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discussion of two such methods is in Appendix B, "Retarget
Algorithms" .

16.1.1.2. SESSION ESTABLISHMENT TO A GROUP NAME

Session establishment with a group name requires special
consideration. When a NetBIOS CALL attempt is made to a group name,
name discovery will result in a list (possibly incomplete} of the
members of that group. The calling node selects one member from the
list and atrtempts to build a session. If thact fails, cthe calling
node may select another member and make another attempt.

When the session service attempts to make a connection with one of
the members of the group, there is no guarantee that that member has
a LISTEN pending against that group name, that the called node even
owns, or even that the called node is operating.

16.1.2. STEADY STATE PHASE OVERVIEW

NetBIOS data messages are exchanged in the steady state. NetBIOS
messages are sent by prepending the user data with a wmessage header
and sending the header and the user data over the TCP connection.
The receiver removes the header and passes the data to the NecBIO3
user.

In order to detect failure of one of the nodes or of the intervening
network, "session keep alive" packets may be periodically sent in the
steady state.

Any failure of the underlying TCP connection, whether a reset, a
timeout, or other failure, implies failure of the NetBIOS session.

16.1.3. SESSION TERMINATION PHASE OVERVIEW

A NerBIOS session is terminated normally when the user requests the
session to be closed or when the session service detects the remote
partner of the session has gracefully terminated the TCP connection.
A NectBIODS session is abnormally terwminated when the session service
detects a loses of the connection. Connection loss can be datected
with the keep-alive function of the session service or TCP, or on the
failure of a SESSION MESSAGE send operation.

When a user requests to close a session, the service first attempts a
graceful in-band close of the TCP connection. If the connection does
not close within the SSN CLOSE TIMEOUT the TCP connection is aborted.
No wmatter how the TCP connection is terminated, the NetBIOS session
service always closes the NetBIOS session.

When the seassion service receives an indicarion from TCP that a
connection close request has been received, the TCP connection and
the NetBIOS session are immediately closed and the user is informed
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of the loss of the session. All data received up to the close
indication should be delivered, if possible, to the session’s user.

16.2. SESSION ESTABLISHMENT PHASE

All the following diagrams assume a name query operation was
successfully completed by the caller node for the listener’'s name.

Thie firat diagram shows the sequence of network events used to
successfully establish a session without retargetting by the
listener. The TCP connection is first established with the well-
known NeCLBIOS session service TCP port, SSN_SRVC_TCP_PORT. The
caller then sends a SES5ION REQUEST packet over the TCP connection
requesting a session with the listener. The SESSION REQUEST contains
the caller’s name and the listener’s name. The listener responds
with a POSITIVE SESSION RESPONSE informing the caller this TCP
connection 18 accepted as the comnection for the data transfer phase
of the session.

CALLER LISTENER

TCP CONNECT

The second diagram shows the sequence of network events used to
successfully establish a session when the listener does retargetting.
The session establishment procedure 1s the same as with the first
diagram up to the listener's recsponse to the SESSION REQUEST. The
listener, divided into two sections, the listen processor and the
actual listener, sends a SESSION RETARGET RESPONSE to the caller.
This response states the call is acceptable, but the data transfer
TCP connection must be at the new IP address and TCP port. The
caller then re-iterates the session establishment procese anew with
the new IP address and TCP port after the initial TCP connection is
closed. The new listener then accepts this connection for the data
transfer phase with a POSITIVE SESSION RESPONSE.

CALLER LISTEN PROCESSOR LISTENER

TCP CONNECT
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SESSION RETARGET RESPONSE

TCP CLOSE
C=============================
TCP CLOSE
D i e Y i
TCP CCONNECT
====================================================3
TCP ACCEPT
CEEEEE T e e e e e e e e e e e e e S e i e e e e i
SESSION REQUEST
____________________________________________________ >
POSITIVE RESFONSE
g

The third diagram is the sequence of network events for a rejected
session request with the listener. This type of rejection could
ocecur with eirther a non-retargetting listener or a retargetting
ligtener. After the TCP connection is established at
SSN_SRVC TCP PORT, the caller sends the SESSION REQUEST over the TCP
connection. The listener does not have either a listen pending for
the listener’s name or the pending NetBIOS listen is specific to
another caller‘s name. Consequently, the listener sends a NEGATIVE
SESSTION RESPONSE and closes the TCP connection.

CALLER LISTENER

TCP CONNECT

=========================—=====—======>
TCP ACCEPT
===================================
SESSION REQUEST
____________________________________ -
NEGATIVE RESPONSE
Cmmmmm-mmmmmmmm--m-mmmmmmmemmmee————
TCP CLOSE
<===============S=======S=S===S======
TCP CLOSE
========—==============——==—=—========>

The fourth diagram is the sequence of network events when session
establishment fails with a retargetting listener. After being
redirected, and after the initial TCP connection ies closed the caller
tries to establish a TCP connection with the new IP address and TCP
port. The connection fails because either the port is unavailable or
the target node is mot active. The port unavailable race condition
occurs 1f another caller has already acquired the TCP connection with
the listener. For additional implementation suggestions, see
Appendix B, "Retarget Algorithms".
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CALLER LISTEN PROCESSOR LISTENER

TCP CONNECT

16.3. SESSION DATA TRANSFER PHASE
16.3.1. DATA ENCAPSULATION

NetBIOS messages are exchanged in the steady state. Messages are
sent by prepending user data with message header and sending the
header aznd the user data over the TCP connection. The receiver
removes the header and delivers the NetBIOS data to the user.

16.3.2. SESSION KEEP-ALIVES

In order to detect node failure or network partitioning, "session
keep alive" packets are periodically sent in the steady stcate. A
session keep alive packet is discarded by a peer node.

A session keep alive timer i1s maintained for each session. This
timer is reset whenever any data is sent to, or received from, the
session peer. When the timer expires, a NectBIOS session keep-alive
packet 1s sent omn the TCP connection. Sending the keep-alive packet
forces data to flow on the TCP connection, thus indirectly causing
TCP to detect whether the connection 1is still active.

Since many TCP implementations provide a parallel TCP *“keep- alive"
mechanism, the NetBIOS session keep-alive is made a configurable
option. It is recommended that the NetBIOS keep- alive mechanism be

used only in the absence of TCP keep-alive.

Note that unlike TCP keep alives, NetBIOS session keep alives do not
require a response from the NetBIOS peer -- the fact that it was
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possible to send the NetBIOS session keep alive is sufficient
indication that the peer, and the connection to it, are still active.

The only requirement for interoperabilicy is that when a seseion keep
alive packet is received, it should be discarded.

17. NETBIOS DATAGRAM SERVICE
17.1. OVERVIEW OF NetBIOS DATAGRAM SERVICE

Every NetBIOS datagram has a named destination and source. To
transmit a NetBIOS datagram, the datagram service must perform a name
query operation to learn the IP address and the attributes of the
destination NetrRIOS name. {This informarion may be cached to aveoid
the overhead of name query on subsequent NetBIOS datagrams.)

NetBIOS datagrams are carried within UDP packets. If a NetBIOS
datagram 1s larger than a single UDP packet, it may be fragmented
into several UDP packets.

End-nodes may receive NetBIOS datagrams addressed to names not held
by the receiving node. Such datagrams should be discarded. If the
name 1s unique then a DATAGRAM ERROR packet 1s sent to the socurce of
that NetBIOS datagram.

17.1.1. UNICAST, MULTICAST, AND BROADCAST
NetBIOS datagrams may be unicaskt, multicast, or broadcast. A NecBIOS
datagram addressed to a unique NetBIOS name is unicast. A NetBIOS
datacgram addressed to a group NetBIOS name, whether there are zero,
one, or more actual members, is multicast. A NetBIOS datagram sent
using the NetBIOS "Send Broadcast Datagram" primitive is broadcast.
17.1.2. FRAGMENTATION OF NetBIOS DATAGRAMS
When the header and data of a NetBIOS datagram exceeds Che maximum
amount of data allowed in a UDP packet, the NetBIOS datagram must be
fragmented before transmission and reassembled upon receipt.
A NerBIOS Datagram is composed of the following protocol elements:
- IP header of 20 bytes (minimum)
- UDP header of 8 bytes
- NetBIOS Datagram Header of 14 bytes
- The NetBIOS Datagram data.
The NetBIOS Datagram data section is composed of 3 parts:
- Source NetBIOS name (255 bytes maximum)

- Destination NetBIOS name (255 bytes maximum)
- The NetBIOS user’s data (maximum of 512 bytes)
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The two name fields are in second level encoded format (see section
14.)

A maximum size NetBIOS datagram is 1064 bytes. The minimal maximum
IP datagram size is 576 bytes. Consequently, a NetBIOS Datagram may
not £it into a single IP datagram. This makes it necessary to permit
the fragmentation of NetBIOS Datagrams.

On networks meeting or exceeding the minimum IP datagram length
requirement of 576 octets, at most two NetBIOS datagram fragments
will be generated. The protocols and packet formats accommodate
fragmentation into three or more parts.

Whenn a NetBIOS datagram is fragmented, the IP, UDP and NetBIOS
Datagram headers are present in each fragmentc. The NetBIOS Datagram
data section is split among resulting UDP datagrams. The data
sections of NertBIOS datagram fragments do not overlap. The only
fields of the NetBIOS Datagram header that would vary are the FLAGS
and OFFSET fields.

The FIRST bit in the FLAGS field indicate whether the fragment 1is the
first in a sequence of fragments. The MORE bit in the FLAGS field
indicates whether other fragwents follow.

The OFFSET field is the byte offset from the beginning of the NetBIOS
datagram data section to the first byte of the data section in a
fragment. It is 0 for the first fragment. For each subsequent
fragment, OFFSET is the sum of the bytes in the NetBIOS data sections
of all preceding fragments.

If the NetBIOS datagram was not fragmented:

- FIRST = TRUE
- MORE = FALSE
- OFFSET = 0

If the NetBIOS datagram was fragmented:

- First fragment:
- FIRST = TRUE
- MORE = TRUE
- OFFSET = O

- Intermediate fragments:
- FIRST = FALSE
- MORE = TRUE
- OFFSET = sum({NetBIOS data in prior fragments)

- Last fragment:
- FIRST = FALSE
- MORE = FALSE
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- OFFSET = sum(NetBIOS data in prior fragwments)

The relative position of intermediate fragments may be ascertained
from OFFSET.

An NEDD must remember the destination name of the first fragment in
order to relay the subsequent fragments of a single NetBIOS datagram.
The name 1nformation can be associated with the subsequent fragmencs
through the transaction ID, DGM_ID, and the SOURCE_IP, fields of the
packet. This information can be purged by the NBDD after the lastc
fragment has been processed or FRAGMENT TO time has expired since the
first fragment was received.

17.2. NerBIOS DATAGRAMS BY B NODES

For NetBIOS datagrams with a named destination (i.e. non- broadcast),
a B node performs a name discovery for the destination name before
sending the datagram. (Name discovery may be bypassed 1f information
from a previous discovery is held in a c¢ache.) If the name type
returned by name discovery is UNIQUE, the datagram is unicast to the
sole owner of the mame. If the name type is GROUP, the datagram is
broadcast to the entire broadcast area using the destination IP
address BROADCAST ADDRESS.

A receiving node always filters datagrams based on the destination
name. If the destination name is not owned by the node or Lf no
RECEIVE DATAGRAM user operations are pending for the name, then the
datagram 1s discarded. For datagrams wicth a UNIQUE name destination,
if the name is not owned by the node then the receiving node sende a
DATAGRAM ERROR packet. The error packet originates from che
DGM_SRVC UDP PORT and is addressed to the SOURCE IP and SOURCE PORT
from the bad datagram. The receiving node quietly discards datagrams
with a GROUP name destination 1f the name 1s not owned by the node.

Since broadcast NetBIOS datagrams do not have a named destination,
the B node sends the DATAGRAM SERVICE packet(s) to the entire
broadcast area using the destination IP address BROADCAST_ADDRESS.

In order for the receiving nodes to distinguish this datagram as a
broadcast NetBIOS datagram, the NetBIOS name used as the destination
name is ‘*’ (hexadecimal 2A) followed by 15 bytes of hexidecimal 00.
The NetBIOS scope identifier is appended to the name before it is
converted into second-level encoding. For example, if the scope
identifier 1s "NETBIOS.SCOPE" cthen the firsk-level encoded name would
be:

CKAAAAADAARADANAAALBARDAARAAARAD  NETBIOS. SCOPE

According to [2], a user way not provide a NetBIOS name beginning
wich m"xnm,

For each node in the broadcast area that receives the NetBIOS
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broadcast datagram, if any RECEIVE BROADCAST DATAGRAM user operations
are pending then the data from the NetBIOS datagram is replicated and
delivered to each. If no such operations are pending then the node
silencly discards the datagram.

17.3. NetBIOS DATAGRAMS BY P AND M NODES

P and M nodes do not use IP broadcast to distribute NetBIOS
datagrams .

Like B nodes, P and M nodes must perform a name discovery or use
cached information to learn whether a destination name is a group or
a unique name.

Datagrams to unique names are unicast directly to the destination by
P and M nodes, exactly as they are by B nodes.

Datagrams to group names and NetBIOS broadcast datagrams are unicast
to the NBDD. The NBDD then relays the daragrams to each of the nodes
specified by the destination name.

An NBDD may not be capable of sending a NetBIOS datagram to a
particular NetBIOS name, including the broadcast NetBIOS name [(4*#)
defined above. 1A query mechanism is available to the end- node to
determine if a NBDD will be able to relay a datagram to a given nanme.
Before a datagram, or its fragments, are sent to the NBDD the P or M
node may send a DATAGRAM QUERY REQUEST packet to the NBDD with the
DESTINATION NAME from the DATAGRAM SERVICE packet(s). The NBDD will
respond with a DATAGRAM POSITIVE QUERY RESPONSE if it will relay
datagrams to the specified destination name. After a positive
response the end-node unicasts the datagram to the NBDD. If the NBDD
will not be able to relay a datagram to the destination name
specified in the query, a DATAGRAM NEGATIVE QUERY RESFONSE packet is
returned. If the NBDD can not distribute a datagram, the end-node
then has the option of getting the name’s owner list from the NBNS
and sending the datagram directly to each of the owners.

An NBDD must be able to respond to DATAGRAM QUERY REQUEST packets.
The responsce may always be positive. However, the usage or
implementation of the query mechanism by a P or M node is optional.
An ilmplementation may always unicast the NetBIOS datagram to the NBDD
without asking if it will be relayed. Except for the datagram query
facility described above, an NBDD provides no feedback to indicate
whether it forwarded a datagram.

18. NODE CONFIGURATION PARAMETERS
- B NODES:
- Node's permanent unigue name

- Whether IGMP is in use
- Broadcast IP address to use
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Whether NetBIOS sescion keep-alives are needed

Usable UDP data field length

- P NODES:

Node's permanent unigue name
IP address of NBNS
IP address of NBDD

(to control fragmentation)

Whether NetBIOS session keep-alives are needed

Usable UDP data field length

- M NODES:

Node’s permanent unique name
Whether IGMP is in use
Broadcast IP address to use
1P address of NBNS

IP addrecss of NBDD

(to control fragmentation)

Whether NertBIOS session keep-alives are needed

Usable UDP data field length

19. MINIMAL, CONFORMANCE

To ensure multi-vendor interoperability,

(to control fragmentcation)

a minimally conforming

implementation based on this specification must observe the following

rules:

a) A node designed to work only in a broadcast area must
conform to the B node specification.

b) A node designed to work only 1n an internet wuskt conform to
the P node specificarion.
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BAPPENDIX A
This appendix contains supporting technical discussions. It is not

an integral part of the NetBIOS-over-TCP specification.
INTEGRATION WITH INTERNET GRCUP MULTICASTING

The Netbios-over-TCP aystem described in this RFC may be easily
integrated with the Internet Group Multicast system now being
developed for the internet.

In the main body of the RFC, the notion of a broadcast area was
considered to be a single MAC-bridged "B-LAN". However, the
protocols defined will operate over an extended broadcast area
resulcing from the creation of a permanent Internet Multicast Group.

Each separate broadcast area would be based on a separate permanernt
Internet Multicast Group. This multicast group address would be used
by B and M nodes as their BROADCAST ADDRESS.

In order to base the broadcast area on a multicast group certain
additiocnal procedures are required and certain constraints must be
met .

A-1. ADDITIONAL PROTOCOL REQUIRED IN B AND M NODES

All B or M nodes operating on an IGMP based broadcast area must have
IGMP support in their IP layer software. These nodes must perform an
IGMP join operation to enter the IGMP group before engaging in
NetBIOS acrivicy.

A-2. CONSTRAINTS

Broadcast Areas may overlap. For this reason, end-nodes must be
careful to examine the NetBIOS scope identifiers in all received
broadcast packets.

The NetBIOS broadcast protocols were designed for a network that
exhibits a low average transit time and low rate of packet loss. An
IGMP based broadcast area must exhibit these characteristics. In
practice this will tend to constrain IGMP broadcast areas Lo a campus
of networks interconnected by high-speed routers and inter-router
links. It is unlikely that rtranscontinental broadcast areas would
exhibit the required characteristics.
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APPENDIX B
This appendix contains supporting technical discussions. It is not

an integral part of the NetBIOS-over-TCP specification.
IMPLEMENTATION CONSIDERATIONS
B-1. IMPLEMENTATION MODELS

On any participating system, there must be some sort of NetBIOS
Service to coordinate access by NetBIOS applications on that system.

To analyze the impact of the NetBIOS-over-TCP architecture, we use
the following three meodels of how a NetBIOS service might be
implemented:

1. Combined Service and Application Model

The NetBIOS service and application are both contained
within a single process. No interprocess communication 1is
assumed within the system; all communication is over the
network. If multiple applications require concurrent access
to the NerBIOS service, they must be folded into this
monolicthic process.

2. Common Kernel Element Model

The NetBIOS Service is part of the operating system (perhaps
as a device driver or a front-end processor). The NetBIOS
applications are normal operating system application
processes. The common element NetBIOS service contailns all
the informacion, such as the name and listen rtables,
required to co-ordinate the activities of the applications.

3. Non-Kernel Common Element Model

The NetBIOS Service is implemented as an operating system
application process. The NetBIOS applications are other
operating system application processes. The service and the
applications exchange data via operating system interprocess
communication. I[n a multi-processor (e.g. network)
operating system, each module may reside on a different cpu.
The NetBIOS service process contains all the shared
information required to coordinate the activities of the

NetBIOS applications. The applications may still require a
subroutine library to facilitate access to the NetBIOS
service.
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For any of the implementation models, the TCP/IP service can be
located in the operating system or split among the NetBIOS
applications and the NetBIOS service processes.

B-1.1 MODEL INDEPENDENT CONSIDERATIONS

The NetBIOS name service assoclates a NetBIOS name with a host. The
NetBIOS session service further binds the name to a specific TCP port
for the duration of the session.

The name service does not need to be informed of every Listen
initiation and completion. Since the names are not bound to any TCP
port in the name service, the sesslon service may use a different ktcp
port for each session establiched with the came local name.

The TCP port used for the data transfer phase of a NetBIOS session
can be globally well-known, locally well-known, or ephemeral. The
choice 18 a local implementation issue. The RETARGET mechanism
allowe the binding of the NetBIOS session to a TCP comnection to any
TCP port, even to another 1P node.

An implementation may use the session service's globally well- known
TCP port for the data transfer phase of the session by not using the
RETZRGET mechanism and, rather, accepting the session on the inirial
TCP connection. This is permissible because the caller always uses
an ephemeral TCP port.

The complexity of the called end RETARCGET mechanism i1s only required
if a particular implementation needs it. For many real syastem
environments, such as an in-kernel NetBIOS service implementation, it
will not be necessary to retarget incoming calls. Rather, all
NetBIOS sessions may be multiplexed through the single, well-known,
NetBIOS session service port. These implementations will not be
burdened by the complexity of the RETARGET mechanism, nor will their
callers be required to jump through the recargetting hoops.

Nevertheless, all callers must be ready to process all possible
SESSION RETARGET RESPONSEs.

B-1.2 SERVICE OPERATION FOR EACH MODEL

It is possible to construct a NetBIOS service based on this
specification for each of the above defined implementation models.

For the common kernel element model, all the NetBIOS services, name,
datagram, and session, are simple. All the information is contained
within a single entity and can therefore be accessed or modified
easily. A single port or multiple ports for the NetBIOS sessions can
be used withour adding any significant complexity to the session
establishment procedure. The only penalty is the amount of overhead
incurred to get the NetBIOS messages and operation requests/responses
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through the user and operating system boundary.

The combined service and application model is very similar to the
common kernel element model in terms of its regquirements on the
NetBIOS service. The major difficulty is the internal coordination
of the mulciple NetBIOS service and application processes existing in
a system of this type.

The NetBIOS name, datagram and sesecion protocols assume that the
enticies at the end-points have full control of the various well-
kxnown TCP and UDP ports. If an implementation has multiple NetBIOS
service entities, as would be the case with, for example, multiple
applications each linked into a NetBIOS library, then that
implementation must impose some internal coordination.
Alternatively, use of the NetBIOS ports could be periodically
assigned to one application or another.

For the ctypical non-kernel common elewment mode implemenctation, three
permanent system-wide NetBIOS serviece processes would exiet:

- The name server
- the datagram server
- and session server

Each server would listen for requests from the network on a UDP or
TCP well-known port. Each applicaction would have a small plece of
the NetBIOS service built-in, possibly a library. Each application’s
NetBIOS support library would need to send a message to the
particular server to reguest an operation, such as add name or send a
datagram or sect-up a listen.

The non-kernel common element model does not require a TCP connection
be passed between the two processes, session server and application.
The RETARGET operation for an active NerBIOS Listen could be used by
the session server to redirect the session to another TCP connection
on a port allocated and owned by the application’s NetBIOS support
library. The application with either a built-in or a kernel-based
TCP/IP service could then accept the RETARGETed connection request
and process it independently of the sescsion server.

On Unix{tm) or POSIX(tm), the NetBIOS session server could create
sub-processes for incoming connections. The open sessions would be
passed through "fork" and “exec" to the child as an open file
deseriptor. This approach is very limited, however. A pre- existing
process could not receive an incoming call. And all call-ed
processes would have to be sub-processes of the session server.

B-2. CASUAL AND RESTRICTED NetBIOS APPLICATIONS

Because NetBIOS was designed to operate in the open system
environment of the typical personal computer, it does not have the
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concept of privileged or unprivileged applications. In many mulei-
user or multi-tasking operating systems applications are assigned
privilege capabilities. These capabilities limit the applications
ability to acquire and use system resources. For theese systems it is
important to allow casual applications, those with limited system
privileges, and privileged applications, those with ‘super-user’
capabilities but access to them and their required resources 1is
restricted, to access NetBIOS services. It is also ilmportant to
allow a systems administrator to restrict certain NetBIOS resources
to a particular NetBIOS application. For example, a file server
based on the NetBIOS services should be able to have names and TCP
ports for sessions only it can use.

A NetBIOS application needs at least twoe local resources to
communicate with another NetBIOS application, a NetBIOS name for
itself and, typically, a session. A NertBIOS service cannot require
that NetBIOS applications directly use privileged system resources.
For example, many systems require privilege to use TCP and UDP ports
with numbers less than 1024. This RFC requires reserved ports for

the mname and session servers of a NetBIOS service implementation. It
does not require the application to have direct access these reserved
ports.

For the name service, the manager of the local name table must have
access to the NectBIOS name service’s reserved UDP port. It needs to
listen for name service UDP packets to defend and define its local
names to the network. However, this manager need not be a part of a
user application in a system environwent which has privilege
restrictions on reserved ports.

The internal name server can require certain privileges to add,
delete, or use a certain name, 1i1f an implementer wants the
restriction. This restriction 1is indeperident of the operation of the
NetBIOS service protocols and would not necessarily prevent the
interoperation of that implementation with another implementation.

The session server is required to own a reserved TCP port for session
establishment . However, the ultimate TCP connection used to transmic
and receive data does not have to be through that reserved port. The
RETARGET procedure the NetBIOS session to be shifted to ancther TCP
connection, possibly through a different port at the called end.

This port can be an unprivileged resource, with a value greater than
1023. This facilitates casual applications.

Alternately, the RETARGET mechanism allows the TCP port used for data
transmission and reception to be a reserved port. <Consequently, an
application wishing to have access to its ports maintained by the
system administrator can use these restricted TCP porkts. This

facilitates privileged applications.

A particular implementation way wish to require further special
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privileges for session establishment, these could be associated with
internal information. It does not have to be based solely on TCP
port allocation. For example, a given NetBIOS name wmay only be used
for seascione by applications with a certain system privilege level.

The decision to use reserved or unreserved ports or add any
additional name registration and usage authorization is a purely
local implementation decision. It 1s not required by the NetBIOS
protocols specified in the RFC.

B-3. TCP VERSUS SESSION KEEP-ALIVES

The KEEP-ALIVE is a protocol element used to validate the existence
of a comnection. 1A packet is sent to the remote connection partner
to solicit a response which shows the connection is still
functioning. TCP KEEP-ALIVES are used at the TCP level on TCP
connections while session KEEP-ALIVES are used on NetBIOS sessions.
These protocol operations are always transparent to the connection
user. The user will only find out about a KEEP-ALIVE operation if it
fails, therefore, if the connection is lostc.

The NetBIOS specification[2] requires the NetBIOS service to inform
the session user 1f a session 1s lost when it 1s in a passive or
active state. Therefore,if the sescion user is only waiting for a
receive operation and the session is dropped the NetBIOS service must
inform the session user. It cammot walt for a session send operation
before it informs the user of the loss of the connection.

This recuirement astems from the management of scarce or volatile
resources by a NetBIOS application. If a particular user cterminates
a session with a server application by destroying the client
application or the NetBIOS service without a NetBIOS Hang Up, the
server application will want to clean-up or free allocated resources.
This server application if it only receives and then sends a response
requires the notification of the session abort in the passive state.

The standard definition of a TCP service cannot detect loss of a
connection when it 1s in a passive state, waiting for a packet to
arrive. GSome TCP implementations have added a KEEP-ALIVE operation
which is interoperable with implementations without this feature.
These implementations send a packet with an invalid sequence number
to the connection partner. The partner, by specification, must
respond with a packet showing the correct sequence number of the
connection. If no response is received from the remote partner
within a certain time interval cthen the TCP service assumes the
connection is lost.

Since many TCP implementations do not have this KEEP-ALIVE function
an optional NetBIOS KEEP-ALIVE operation has been added to the
NetBIOS session protocols. The NetBIOS KEEP-ALIVE uses the
properties of TCP to solicit a response from the remote connection
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partner. A NetBIOS session message called KEEP-ALIVE is sent to the
remote partner. Since this results in TCP sending an IP packet to
the remote partner, the TCP connection is active. TCP will discover
if the TCP connection is lost if the remote TCP partner does not
acknowledge the 1P packet. Therefore, the NetBIOS session service
does not send a response te a session KEEP ALIVE message. It just
throws it away. The NetBIOS session service that transmits the KEEP
ALIVE 1s 1informed only of the failure of the TCP connection. It does
not wait for a specifiec response message.

A particular NetBIOS implementation should use KEEP-ALIVES Lf it is
concerned with maintaining compatibility with the NetBIOS interface
specification([2]. Compatibility 1s especially important if the
implementation wishes to support existing NetBIOS applications, which
typically require the session loss detection on their servers, or
future applications which were developed for implementations with
session loss detection.

B-4. RETARGET AILGORITHMS

This section contains 2 suggestions for RETARGET algorithms. They
are called the "straight" and "stack" methods. The algorithm in the
body of the RFC uses the straight method. Implementaktion of either
algorithm must take into acecount the Session eastablishment maximum
retry count. The retry count is the maximum number of TCP connect
operations allowed before a failure 1ls reported.

The straight method forces the session establishment procedure to
begin a retry afrer a retargetting failure with the initial node
returned from the name discovery procedure. A retargetting failure
is when a TCP connection attempt fails because of a time- out or a
NEGATIVE SESSION RESPONSE 1is received with an error code specifying
NOT LISTENING ON CALLED NAME. If any other fallure occurs the
seseion establishment procedure should retry from the call to the
name discovery procedure.

A minimum of 2 retries, either from a retargetting or a name
discovery failure. This will give the session service a chance to
re-establich a NetBIOS Listen or, more importantly, allow the NerBRIOS
scope, local name service or the NBNS, to re-learn the correct IP
address of a NetBIOS name.

The stack method operaktes similarly to the straight method. However,
instead of retrying at the initial node returned by the name
discovery procedure, it restarts with the IP address of the last nocde
which sent a SESSION RETARGET RESPONSE prior to the retargetting
failure. To limit the stack method, any one host can only be tried a
maximum of 2 times.
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B-5.

B-6.

B-6.

NBDD SERVICE

If cthe NBDD does not forward datagrams then don’'t provide Group and
Broadcast NetBIOS datagram services to the NetBIOS user. Therefore,
ignore the implementation of the querv request and, when get a
negatlve response, acquiring the membership list of IP addresses and
sending the datagram as a unicast to each member.

APPLICATION CONSIDERATIONS
1 USE OF NetBIOS DATAGRAMS

Certailn existing NetBIOS applications use NetBIOS datagrams as a
foundation for their own cormnection-oriented protocols. This can
cause excessive NecBIOS name query activicy and place a substantial
burden on the network, server nodes, and other end- nodes. It is
recommended that this practice be avoided in new applications.
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PROTOCOL STANDARD FOR A NetBIOS SERVICE
ON A TCP/UDP TRANSPORT:
DETRILED SPECIFICATIONS

ABSTRACT

This RFC defines a proposed standard protocol to support NetBIOS
services in a TCP/IP environment. Both local network and internet
operation are supporced. Various node types are defined to accommodate

local and intcernet topologies and to allow operation with or without the
use of IP broadcast.

This RFC gives the detailed specifications of the NetBIOS-over-TCP
packets, protocols, and defined constants and variables. A more general
overview is found in a companion RFC, “Protocol Standard For a NetBIOS
Service on a TCP/UDP Transport: Concepts and Methods®.
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PROTOCOL STANDARD FOR A NetBIOS SERVICE
ON A TCP/UDP TRANSPORT:
DETAILED SPECIFICATIONS
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3. INTRODUCTION

This RFC contains the detailed packet forwmats and protocol

specifications for NetBIOS-over-TCP. This RFC is a companion to
RFC 1001, “Protocol Standard For a NetBIOS Service on a TCP/UDP
Transport: Concepts and Methods" [1].

4. DPACKET DESCRIPTIONS

Bit and byte ordering are defined by the most recent version of
“Assigned Numbers*® [2].

4.1. NAME FORMAT

The NetBIOS name representation in all NetBIOS packerts (for NAME,
SESSION, and DATAGRAM services) is defined in the Domain Name
Service RFC 883 [3] as "compressed" name messages. This format is
called "second-level encoding” i1n the section entitled
"Representation of NetBIOS Names" in the Concepts and Methods
document .

For ease of description, the first two paragraphs from page 31,
the section titled "Domain name representation and compression®,
o6f RFC 883 are replicated here:

Domain names messages are expressed in terms of a sequence
of labels. Each label 1is represented as a one octet length
field followed by that number of octets. Since every domain
name ends with the null label of the root, a compressed
domain name is terminated by a length byte of zero. The
high order two bits of the length field must be zero, and
the remaining six bits of the length field limit the label
to 63 octets or less.

To simplify implementations, the total length of label
octets and label length octets that make up a domaln name is
restricted to 255 octets or less.
The following is the uncompressed representation of rhe NetBIOS name
“FRED *, which is the 4 ASCII characters, F, R, E, D, followed by 12
space characters (0x20}). This name has the SCOPE_ID: “NETBIOS.COM"
EGFCEFEECACACACACACACACACACACACA . NETBIOS. COM
This uncompressed representation of names is called *“firsc-level
encoding in the section entitled “Representation of NetBIOS Names"
in the Concepts and Methods document.
The following is a pietoegraphic representation of the compressed

representation of the previous uncompressed Domain Name
representation.

NetBIOS Working Group [Page 5]

424 X/Open CAE Spedi fication (1958

Page 443 of 535



RFC 1002

RFC 1002

NetBIOS Working Group

March 1987

11111
01 2345678901234

ot -t-t-t-t—t-F-t-t-t—t-+-t+-+

2222222222233
012 3 4567893 01

11111
56 7 8 9
e e T kit L A e e A Y

| 0x20 | E (0x45) | G (0x47) | F {0x46) |
LR B e R e e e e e e e R e e e e e e e e e Rl R R Er

| C (0x43) | E (0x45) | F {0x46) | E {0x45) |
t-r-+—Tr-t+t-F+-2r-F+-—r-F+-F-2r-F-—Tr-F-Ft-2r-F-—r-F-Ft-2r-F-—r-F-Ft-r-F—r-F+-+-2 -+
| E (0x45) | ¢ (0x43) | A {oxal) | ¢ {ox43) |
+=-+=-+=-4+=+-4 ===ttt =t=-t=-t=-t-t ==ttt -t ===t ==t ==t ===t ==+
| A (0x41) | C (0x43) | A (0x41) | C (0x43) |
L R Rl T e e L L T LS
| A (0ox4al) | C (0x43) | A (Ox41) | ¢ {(0x43) |
+-4-+-+-+-+-F-F+-F+-F+-+-F-Ft-F-F+-F+-F-F-F+-t-F+-F—-F-F-F+-F+-F—F+-F+-+-+-+-+

| A (Ox41) | C (0x43) | A {(0x41) | C {0x43) |
LR R e R e e e e R e e et e e el R e R e e e R L R R Er

| B (0x41) | C (0x43) | A {0x4l) | C {0x43) |
t-r-+—Tr-t+t-F+-2r-F+-—r-F+-F-2r-F-—Tr-F-Ft-2r-F-—r-F-Ft-2r-F-—r-F-Ft-r-F—r-F+-+-2 -+
| A (0x41) | ¢ (0x43) | A {oxal) | ¢ {ox43) |
+=-+=-+=-4+=+-4 ===ttt =t=-t=-t=-t-t ==ttt -t ===t ==t ==t ===t ==+

| A (0X41) | 0x07 | N (Ox4E) | E (0x45) |
L R Rl T e e L L T LS

| T (0x54) | B (0x42) | I {0x49) | O {0Ox4F) |
+-4-+-+-+-+-F-F+-F+-F+-+-F-Ft-F-F+-F+-F-F-F+-t-F+-F—-F-F-F+-F+-F—F+-F+-+-+-+-+

| S (0x53) | 0x03 | C (0Ox43) | O {OxAF) |
LR B e R e e e e e e e R e e e e e e e e e Rl R R Er

| M (0x4D) | 0X00 |
+-r—t—r-t+t-F-r-Ft—Tr-F+t-F-r-F—T-+-+-1

Each section of a domain name is called a label (7 (page 21})]. A

label can be a maximum of 63 bytes. The first byte of a label in
compressed representation is the number of bytes in the label. For
the above example, the first 0x20 is the number of bytes in the
left-most label, EGFCEFEECACACACACACACACACACACACA, of the dowain
name. The bytee following the label length count are the characters
of the label. The following labels are in sequence after the first
label, which is the encoded NetBIOS name, until a zero {0x00) length
count. The zero length count represents the root label, which is
always null.

A label length count is actually a 6-bit field in the label length
field. The most significant 2 bits of the field, bits 7 and 6, are
flags allowing an escape from the above compressed representation.
If bits 7 and 6 are both set (11}, the following 14 bits are an
offset pointer into the full message to the actual label string from
another domain name that belongs in this name. This label pointer
allows for a further compression of a domain name in a packet.

use label string pointers 1in Name
used in Session or Datagram Service

NetBIOS implementations can only
Service packets. They cannot be
packecs.
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The other two possible values for bits 7 and 6 (01 and 10} of a label
length field are reserved for future use by RFC 883 (2 (page 32)].

Note that the first octet of a compressed name must contain one of
the following bit patterns. (An “x" indicates a bit whose value may
be either 0 or 1.):

00100000 - Netbios name, length must be 32 (decimal)
1lxxxxxx - Label string pointer

10xxxxxx - Reserved

Olxxxxxx - Reserved

4.2. NAME SERVICE PACKETS
4.2.1. GENERAL FORMAT OF NAME SERVICE PACKETS

The NetBIOS Name Service packets follow the packet structure defined
in the Domain Nawme Service (DNS) RFC 883 [7 (pg 26-31)]. The
structures are compatible with rthe existing DNS packet formats,
however, additional types and codes have been added to work with
NetBIOS.

If Name Service packets are sent over a TCP connection cthey are
preceded by a 16 bit unsigned integer representing the length of the
Name Service packet.

1111111111222222222233
012348678901 2345678966012345678535¢01
+=4=F ==+t =t=t =t =t -t -t =t ===t mp =t ==ttt ===t -t -t =+ -t =t -+ ==+
| I
+ ommmm== e e +
| HEADER |
+o-----= e e e +

e et e e B e et T B e e e R e R e R s e e R
QUESTION ENTRIES /
et e T T e e e A e ah dak e A e S e e S

ANSWER RESOURCE RECORDS /

AUTHORITY RESOURCE RECORDS /
“t-t-r-t-t-1r-F+-r-+-F-r-t-r-F+-F-r-+t-r-+t-F-r-F-r-F-F-r -+ -t -t-1 -+

ADDITIONAL RESOURCE RECORDS /

|
+
|
/
|
+
|
/
|
ot -t-t—t-t-d-t-F—t-Ft-F-t-F—t-F-F-t-F—t-t-F-t-F—Ft-F-F-t-+-F+-+-+-+
l
/
I
+
|
/
|
+

=4=+=t=+-+t-+=-t+-+t-+-+-+=-t-+=-t+-+=-+=-+-+=-+t-+-t=-t+-+-F+-+=-+=-+-+=-+-+-+-1+
NetBIOS Working Group [Page 7]
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4.2.1.1. HEADER

01 2 3 4
+-d -ttt -+

| NAME TRN ID

March 1987
1111111111222222222233
56 7890123456 78920123 45%¢67805901
R e e et ket el et e el et R Ll L R EL EE R B B L B T L
| OPCODE | NM_FLAGS | RCODE |

R R s e R e A e Rt

QDCOUNT |

ANCOUNT |

B A R R R L R R R e T S e e et

NSCOUNT |

ARCOUNT |

B e e e A e R e e R e e e

Field Description

NAME_TRN ID

OPCCDE
NM_FLAGS

RCODE

QDCOUNT

ANCOUNT

NSCOUNT

ARCOUNT

Transaction ID for Name Service Transaction.
Requestor places a unique value for each active

transaction. Responder

puts NAME_TRN_ID value

from request packet in response packet.

Packet type code, see table below.

Flags for operation, see table below.

Result codes of requeset.

Table of RCODE values

for each response packet below.

Unsigned 16 bit integer
entries in the question

Service packer. Always

specifying the number of
section of a Name

zero (0) for responses.

Must be non-zero for all NetBIOS Name requests.

Unsigned 16 bit integer
resource recorde in the
Service packecr.

Ungigned 16 bit integer
resource records 1in the
Name Service packet.

Unsigned 16 bit integer
resource records in the

specifying the number of
answer section of a Name

specifying the number of
authority section of a

specifying the number of
additional records

gecrion of a Name Service packect.

The OPCODE field is defined as:

o 1 2 3 4

T et T o A 3
| B | OPCODE |
L e el bl St

NetBIOS Working Group

Protocols for X/Open PC Interworking: SMB, Version 2

Page 446 of 535

[Page 8]



RFC 1002

Symbol Bit (s) Description

OPCODE 1-4
0 = query

= regiscration

release

WACK

refresh

[=o IS = W |
noumn

R 0 RESPONSE
if bit
if bit

-
=
Q

a

The NM_FLAGS field is defined as:

o 1 2 3 4 5 &
B i e e A i I
|an |TC |RD |RA | O] 0 | B |
e et DR R LY R R
Bit (&)

Symbol Description

B 3 Broadcast Flag.
= 1:

= 0: unicasctc

Operation speclfier:

RFC 1002

March 1987

0 then request packet
1 then response packecC.

packet was broadcast or multicast

Recursion Available Flag.

Only valid in responses from a NetBIOS Name

Server --
responses .

If one
query,

IE zero

must be zero in all other

{1} then the NENS supports recursive
regiscration,

and release.

({0) cthen the end-node must iterate

for query and challenge for registration.

Recursion Desired Flag.

May only be set on a request to a NetBIOS

Name Server.

The NBNS will copy its state into the

response packet.

If one

query, registration,

TC 1 Truncation Flag.

NetBIOS Working Group
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Set if this message was truncated because the
datagram carrying it would be greater than
§76 bytes in length. Use TCP to get the
information from the NetBIOS Name Server.

AA o] duthoritative Bhnswer flag.

Must be zero (0} if R flag of OPCCDE is zero
(0} .

If R flag is one (1) then if Aa is one (1)
then the node responding is an authority for

the domain name,

End nodes responding to queries always set
this bit in recponses.

4.2.1.2. QUESTION SECTION

111111111 1222222222233

0123456789012 3456789012345¢67805901

+-1-+-r-F+-+-r-F+-Tr-F+-F+-1r-F-rT—F+-F-2 -t -F-r-Ft-r-F+t-—t+t-r -+ -+-+-2-+

| I
/ QUESTION_NAME /
/ /
| I
+-tr-t+t-r-F+-F-r-F+-T-F+-F+-r-F-r—F-F-r -t -F-r-t-rT-+t -+t -+-r -+ -+ -+

| QUESTION_TYPE QUESTION_CLASS |
B R bk dak e dE R R R e R T R R A A R Ll e b
Field Description
QUESTION NAME The compressed name representation of the

NetBIOS name for the request.

QUESTION TYPE The type of request. The values for this field

are specified for each request.

QUESTION_CLASS The class of the request. The values for this
field are specified for each request.

QUESTION_TYPE is defined as:

Symbol Value Description:
NB 0X0020 NetBIOS general Name Service Resource Record
NBSTAT 0x0021 NetBIOS NODE STATUS Resource Record (See NODE

STATUS REQUEST)

QUESTION CLASS is defined as:

NetBIOS Working Group [Page 10]

Protocols for X/Open PC Interworking: SMB, Version 2

Page 448 of 535



RFC 1002

RFC 1002 March 1987
Symbol Value Description:
IN 0x0001 Internekt class

4.2.1.3. RESOURCE RECORD

1111111111 22222222223233
0123456789012 3456789012345¢678901
B S s ke T e A e e A R e B e A s Tk s SRR S
| I
/ RR_NAME /
/ /
B S s ke T e A e e A R e B e A s Tk s SRR S
| RR_TYPE RR_CLASS |
o T R ek s et Bt R R e e e
| TTL |
+-t—t-+-t-+-t—t-F-t-+-t—t-F-t-+-t—t-F-t-+-t—t-F-t-+-t—t-+-+t-+-+-+
| RDLENGTH |
R e e A R T L e |
/ /
/ RDATA /
B S s ke T e A e e A R e B e A s Tk s SRR S
Field Description
RR_NAME The compressed name representation of cthe
NetBIOS name corresponding to this resource
record.
RR_TYPE Resource record Lype code
RR_CLASS Resource record class code
TTL The Time To Live of a the resource record’s
name.
RDLENGTH Unsigned 16 bit integer that specifies the
riumber of bytes in the RDATA field.
RDATA RR_CLASS and RR_TYPE dependent field. Contains

the rescurce information for the NetBIOS name.

RESOURCE RECORD RR TYPE field definitions:

Symbol Value Description:
A 0x0001 IP address Resource Record (See REDIRECT NAME
QUERY RESPONSE)
NS 0x0002 Name Server Resource Record (See REDIRECT
NetBIOS Working Group [Page 11)
430 X/Open CAE Spedi fication (1958

Page 449 of 535



RFC 1002

RFC 1002 March 1987

NAME QUERY RESPONSE)

NULL 0x000A NULL Resource Record (See WAIT FOR
ACKNOWLEDGEMENT RESPONSE)

NB 0x0020 NetBIOS general Name Service Resource Record
(See NB FLAGS and NB_ADDRESS, below)

NBSTAT 0x0021 NetBIOS NODE STATUS Resource Record (See NODE

STATUS RESPONSE)
RESOURCE RECORD RR_CLASS field definitions:
Symbol Value Description:
IN 0x0001 Internet class

NB_PLAGS field of the RESOURCE RECORD RDATA field for RR_TYPE of
IIN'BII:

1 1 1 1 1 1
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5

e e e i e e e e e R e e e e el R
| ¢ | oNT | RESERVED |
L e i e R T e e e i R e il T el R}
Symbol Bit (&) Description:

RESERVED 3-1% Reserved for future use. Must be zero (0).
ONT 1,2 Owner Node Type:

00 = B node

0l = P node

10 = M node

11 = Reserved for future use
For registration requests this is the
claimant’‘s type.
For responses this is the actual owner’s

Lype.

G 0 Group Name Flag.
If one (1) cthen the RR_NAME is a GROUP
NetEBIOS name.
IEf zero (0) then the RR NAME is a UNIQUE
NetBIOS name.

The NB_ADDRESS field of the RESOURCE RECORD RDATA field for
RR_TYPE of "NB" is the IP address of the name’s owner.

NetBIOS Working Group [Page 12)
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4.2.2. NBME REGISTRATION REQUEST

11

01234546 7825901

R R e e R e e e e s e R

NAME_TRN_ID

11111111
234567809
4 -+—+-+-+-
|o] oxs

RFC 1002

March 1987
222 222222233
012 3456 78901
dob—k kot -ttt —+

|olo|1]o]o o|B| ox0 |

+-tr-t—r—F—F+-1r-F+-r-F -+ -F-F-F—F-1 - F+-r-Ft-F-r-F+-r-F+-F-r -+ -+-+-1 -+

0x0001

0x0000 |

B bk b e T e e R

0x0000

0x0001 |

B R il et it et R R e e e e

— e — F — F — o — b — o — s —

NB (0x0020)

NB (0x0020)

0x00086

QUESTION NAME

RR_NAME

TTL

— M —

-t=-+-+=-t+-+-+=-+-+-+-+-+=-+-+=-+-+=+=F=+=+-+-+-+-+t-F+-+-+-=-t-+-+-+-+-1+

IN (0x0001)} |

~d—t-t-t-t-F—t-F-t-t-F-t-+-t-t-F—t-H+—F-+-F—t-+-Ft-+-—t-+-+-+-+-+

_—— e —

“d -t -k -t-t-d—t-F-t-t-F-t-F-t-t-F-t-F-t-t-F-t-F-t-F+-F-F-F-t-+-+-+

IN (0x0001) |

e Rt e e B e e B e R R e R Lt EE R B R

—t -t r—F+ -+ -F-r-F -+ -F-r-F-F-r -+t Ft-F-r-F+-r-F+-F-r-F+—r-+-+-1 -+

NB_FLAGS |

B e e b o e e ek B b e R E e

NB_ADDRESS

B N e R it et i et R S e e e e

Since the RR NAME is the same name as the QUESTION_NAME, cthe
RR_NAME representation must use pointers to the QUESTION_NAME
name’s labels to guarantee the length of the datagram is less

than the maximum 576 bytes.
and also page 31 and 32 of RFC 883,
and Specification,

label pointers.

NetBIOS Working Group
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