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 BAC G OUND OFHT E INVENTIO

1. Field of the Invention

This disclosure relates to network communication

5 protocols, and in particular to a point-to-point.protocol

for use with the Internet.

2. Description of the Related Art

The increased popularity of on-line services such

as AMERICA ONLINETM, COMPUSERVE®, and other services such as

10 Internet gateways have spurred applications to provide

multimedia, including video and voice clips, to online

users. An example of an online voice clip application is

VOICE E-MAIL FOR WINCIM and VOICE E-MAIC FOR AMERICA

0NLINE“fl available from Bonzi Software, as described in

15 "Simple Utilities Send Voice E-Mail Online", MULTIMEOIA

WORLD, VOL. 2, NO. 9, August 1995, p. 52. Using such Voice

E-Mail software, a user may create an audio message to be

sent to a predetermined E-mail address specified by the

user. I F
g) 20 Generally, devices interfacinghthe Internet and

other online services may communicate with each other upon

establishing respective device addresses. One type of

device address is the Internet Protocol (IP) address, which

acts as a pointer to the device associated with the IP

EL
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address. A typical device may have a Serial Line Internet

Protocol or Point—to-Point Protocol (SLIP/PPP) account with

a permanent IP address for receiving e-mail, voicemail, and

the like over the Internet. E-mail and voicemail is

generally intended to convey text, audio, etc., with any

routing information such as an IP address and routing

headers generally being considered an artifact of the

communication, or even gibberish to the recipient.

Devices such as a host computer or server of a

company may include multiple modems for connection of users

to the Internet, with a temporary IP address allocated to

each user. For example, the host computer may have a

general IP address "xxx.xxx.xxx.xxx", and each user may be

x><X.><XX.Xx)(.1o
/\_allocated a successive IP address of

)<Xx.xxx.><XX: H 2<xx.><xx.xxx-\21
'X%X7***vXX%¥%fi%e&%n-¥XX+XXXvxX*7*XX7&2, etc.

A 4..

IP addresses may be reassigned or recycled to the users, for

I

Such temporary

example, as each user is successively connected to an

outside party. For example, a host computer of a company

may support a maximum of 254 IP addresses which are pooled

and shared between devices connected to the host computer.

Permanent IP addresses of users and devices

accessing the Internet readily support point—to-point

communications of voice and video signals over the Internet.

For example, realtime video teleconferencing has been

implemented using dedicated IP addresses and mechanisms

Page 10 of 561
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known as reflectors. Due to the dynamic nature of temporary

IP addresses of some devices accessing the Internet, point-

to—point communications in realtime of voice and video have

been generally difficult to attain.

.SUMMARY OF THE INVENTION

A point-to-point Internet protocol is disclosed

which exchanges Internet Protocol (IP) addresses between

processing units to establish a point—to-point communication

link between the processing units through the Internet.

A first point—to-point Internet protocol is

disclosed which includes the steps of:

(a) storing in a database a respective IP address

of a set of processing units that have an on-line status

with respect to the Internet; I

(b) transmitting a query from a first processing

unit to a connection server to determine the on-line status

of a second processing unit; and

(c) retrieving the IP address of the second unit

from the database using the connection server, in response

to the determination of a positive on-line status of the

second processing unit, for establishing a point—to-point

communication link between the first and second processing

units through the Internet.

Page 11 of 561
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A second point-to-point Internet protocol is

disclosed, which includes the steps of:

(a) transmitting an E—mail signal, including a

first IP address, from a first processing unit;

5 (b) processing the E-mail signal through the

Internet to deliver the E-mail signal to a second processing

unit; and

(C) transmitting a second IP address to the first

processing unit for establishing a point-to-point

10 communication link between the first and second processing

units through the Internet.

BRIEF DESCRIPTION OF THE DRAWINGS

The features of the disclosed point-to-point

Internet protocol and system will become more readily

15 apparent and may be better understood by referring to the

following detailed description of an illustrative embodiment

of the present invention, taken in conjunction with the

accompanying drawings, where:

FIG. 1 illustrates, in block diagram format, a

20 system for the disclosed point-to-point Internet protocol;

FIG. 2 illustrates, in block diagram format, the

system using a secondary point-to-point Internet protocol;

‘FIG. 3 illustrates, in block diagram_format, the

system of FIGS. 1-2 with the point-to-point Internet

25 protocol established;

Page 12 of 561 1:?



10

15

20

25

O 0

649-2

FIG. 4 is another block diagram of the system of

FIGS. 1-2 with audio communications being conducted;

FIG. 5 illustrates a display screen for a

processing unit;

FIG. 6 illustrates another display screen for a

processing unit;

FIG. 7 illustrates a flowchart of the initiation

of the point-to-point Internet protocols;

FIG. 8 illustrates a flowchart of the performance

of the primary point-to-point Internet protocols; and

FIG. 9 illustrates a flowchart of the performance

of the secondary point-to-point Internet protocol.

DESCRIPTION OF THE PREFERRED EMBODIMENTS

Referring now in specific detail to the drawings,

with like reference numerals identifying similar or

identical elements, as shown in FIG. 1, the present

'disclosure describes a point-to-point Internet protocol and

system 10 for using such a protocol.

In an exemplary embodiment, the system 10 includes

a first processing unit 12 for sending at least a voice

signal from a first user to a second user. The first

processing unit 12 includes a processor 14, a memory 16, an

input device 18, and an output device 20. The output device

‘Z0 includes at least one modem capable of, for example, 14.4

kbaud communications and operatively connected via wired

_5_

(0
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and/or wireless communication connections to the Internet.

one skilled in the art would understand that the input

device 18 may be implemented at least in part by the modem

of the output device 20 to allow input signals from the

communication connections to be received. The second

processing unit 22 may have a processor, memory, and input

and output devices, including at least one modem and

associated communication connections, as described above for

the first processing unit 12. In an exemplary embodiment,

each of the processing units 12, 22 may be a WEBPHONE"‘

unit, available from ~~"'a-~ capable of ’\
operating the disclgged point-to-point Internet protocol and

system 10, as described herein.

The first processing unit 12 and the second

processing unit 22 are operatively connected to the Internet

24 by communication devices and software known in the art.

bx;
22‘4;§fg;eratively interconnectedI

/\

through the Internet 241$; a connection server 26,
A

also be operatively connected to a mail server 28 associated

The processing units 12

and may

with the Internet 24.

The connection server 26 includes a processor 30,

a timer 32 for generating timestamps, and a memory such as a

database 34 for storing, E-mail and Internetfor example,

Protocol (IP) addresses of logged-in units. In an exemplary

Page14of561
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embodiment, the connection server 26 may be a SPARC 5 server

ffiufihuzfifig
or a SUARC 20 server, available from SUN MICROSYSTEMS2 IfiC.,

4

having a central processing unit (CPU) as processor 30

operating an operating system (OS) such as UNIX and

providing timing operations such as maintaining the imer
aocwxix
o

32, a hard drive or fixed drive as well as dynamic;read="fiIy‘

memory (DRAM) for storing the database 34, and a keyboard .

and display and/or other input and output devices (not shown

in FIG. 1). The database 34 may be an SQL database

available from ORACLE or INFOMIX.

In an exemplary embodiment, the mail server 28 may

be a Post Office Protocol (POP) Version 3 mail server

including a processor, memory, and stored prfigrams operating
in a UNIX environment, or alternatively:?ther'OS, to process
E-mail capabilities between processing units and devices

over the Internet 24.

The first processing unit 12 may operate the

disclosed point—to-point Internet protocol by a computer

program described hereinbelow in conjunction with FIG. 6,

which4are-ifiglemented from compiled and/or interpreted
source code in the C++ programming language and which may be

downloaded to the first processing unit 12 from an external

computer. The operating computer program may be stored in

the memory 16, which may include about 8 MB RAM and/or a

hard or fixed drive having about 8 MB. Alternatively, the

Page15of561
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source code may be implemented in the first processing unit

12 as firmware, as an erasable read only memory (EPROM),

etc. It is understood that one skilled in the art would be

able to use programming languages other than C++ to

implement the disclosed point-to—point Internet protocol and

system 10.

The processor 14 receives input commands and data

from a first user associated with the first processing unit

12 through the input device 18, which may be an input port

connected by a wired, optical, or a wireless connection for

electromagnetic transmissions, or alternatively may be

transferable storage media, such as floppy disks, magnetic

tapes, compact disks, or other storage media including the

input data from the first user.

The input device 18 may include a user interface

(not shown) having, for example, at least one button

actuated by the user to input commands to select from a

plurality of operating modes to operate the first processing

unit 12. In alternative embodiments, the input device 18

may include a keyboard, a mouse, a touch screen, and/or a

data reading device such as a disk drive for receiving the

input data from input data files stored in storage media

such as a floppy disk or, for example, an 8 mm storage tape.

The input device 18 may alternatively include connections to

Page 16 of 561
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other computer systems to receive the input commands and

data therefrom.

The first processing unit 12 may include a visual

interface as the output device 20 for use in conjunction

with the input device 18 and embodied as one of the screens

illustrated by the examples shown in FIGS.J2j§-and discussed
below. It is also understood that alternative input devices

may be used in conjunction with alternative output devices

to receive commands and data from the user, such as

keyboards, mouse devices, and graphical user interfaces

2

Corporationaexecuted by the processor 14 using, for example,
One skilled in the art would understand that other

(GUI) such as WINDOW§T” 3.1 available from MICROSOFTT”

DOS 5.0.

operating systems and GUIs, such as OS 2 and OS/2 WARP,

available from IBM CORPORATIONi;::;nbe used.‘ other
alternative input devices may include microphones and/or

telephone handsets for receiving audio voice data and

commands, with the first processing unit 12 including speech

or voice recognition devices, dual tone multi—frequency

(DTMF) based devices, and/or software known in the art to

accept voice data and commands and to operate the first

processing unit 12.

In addition, either of the first processing unit

12 and the second processing unit 22 may be implemented in a

[O
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personal digital assistant (PDA) providing modem and E-mail

capabilities and Internet access, with the PDA providing the

input/output screens for mouse interaction or for

touchscreen activation as shown, for example, in FIGS. 4-5,

as a combination of the input device 18 and output device

20.

I For clarity of explanation, the illustrative

embodiment of the disclosed point-to-point Internet protocol

and system 10 is presented as having individual functional

blocks, which may include functional blocks labelled as

"processor" and "processing unit". The functions

represented by these blocks may be provided through the use

of either shared or dedicated hardware, including, but not

limited to, hardware capable of executing software. For

.example, the functions of each of the processors and

processing units presented herein may be provided by a

shared processor or by a plurality of individual processors.

Moreover, the use of the functional blocks with accompanying

labels herein is not to be construed to refer exclusively to

hardware capable of executing software. Illustrative

embodiments may include digital signal processor (DSP)

hardware, such as the AT&T DSP16 or DSP32C, read-only memory

(ROM) for storing software performing the operations

discussed below, and random access memory (RAM) for storing

DSP results. Very large scale integration (VLSI) hardware

_1o-
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embodiments, as well as custom VLSI circuitry in combination

with a general purpose DSP circuit, may also be provided.

Any and all of these embodiments may be deemed to fall

within the meaning of the labels for the functional blocks

as used herein.

The processing units 12, 22 are capable of placing

calls and connecting to other processing units connected to

the Internet 24, for example, via dialup SLIP/PPP lines. In

an exemplary embodiment, each processing unigégifiigns an
unsigned long session number, for example, aézfl bit long
sequence in a *.ini file for each call. Each call may be

assigned a successive session number in sequence, which may

be used by the respective processing unit to associate the

call with one of the SLIP/PPP lines, to associate a

<ConnectOK> response signal with a <ConnectRequest> signal,

and to allow for multiplexing and demultiplexing of inbound

and outbound conversations on conference lines.

For callee (or called) processing units with fixed

IP addresses, the caller (or calling) processing unit may

open a "socket", i.e. a file handle or address indicating

where data is to be sent, and transmit a <Call> command to

establish communication with the callee utilizing, for

example, datagram services such as Internet Standard network

layering as well as transport layering, which may include a

-11-

/02
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Transport Control Protocol (TCP) or a User Datagram Protocol

(UDP) on top of the IP. Typically, a processing unit having

a-fixed IP address may maintain at least one open socket and

a called processing unit waits for a <Call> command to

assign the open socket to the incoming signal. If all lines

are in use, the callee processing unit sends a BUSY signal

or message to the caller processing unit.

As shown in FIG. 1, the disclosed point—to-point

Internet protocol and system 10 operate when a callee

processing unit does not have a fixed or predetermined IP

address. In the exemplary embodiment and without loss of

generality, the first processing unit 12 is the caller

processing unit and the second processing unit 22 is the

called processing unit.

When either of processing units 12, 22 logs on to

the Internet via a dial-up connection, the respective unit

is provided a dynamicall allocated IP address by the‘
ow Mrwu/tfia

connectionAse£ve£—— .
Upon the first user initiating the point—to-point

Internet protocol when the first user is logged on to the

Internet 24, the first processing unit 12 automatically

transmits its associated E—mail address and its dynamically

allocated IP address to the connection server 26. The

connection server 26 then stores these addresses in the

database 34 and timestamps the stored addresses using timer

-12-

Page 20 of 561 /



10

15

20

Page 21 of 561

D 3

649-2

32. The first user operating the first processing unit 12

is thus established in the database 34 as an active on-line

party available for communication using the disclosed point-

to-point Internet protocol. Similarly, a second user

operating the second processing unit 22, upon conn ction to

the Internet 24 through ’fIé:1€-connection 
processed by the connection server 26 to be established in

the database 34 as an active on-line party.

The connection server 26 may use the timestamps to

update the status of each processing unit; for example,

after 2 hours, so that the on-line status information stored

in the database 34 is relatively current. other

predetermined time periods, such as a default value of 24

hours, may be configured by a systems operator.

The first user with the first processing unit 12

initiates a call using, for example, a Send command and/or a

command to speeddial an N"‘stored number, which may be

labelled [SND] and [SPD][N], respectively, by the input

device 18 and/or the output device 20, such as shown in

FIGS. 5-6. In response to either the Send or speeddial

commands, the first processing unit 12 retrieves from memory

16 a stored E-mail address of the callee corresponding to

the N“‘stored number. Alternatively, the first user may

directly enter the E-mail address of the callee.
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The first processing unit 12 then sends a query,

including the E-mail address of the callee, to the

connection server 26. The connection server 26 then

searches the database 34 to determine whether the callee is

logged-in by finding any stored information corresponding to

the ca11ee's E-mail address indicating that the callee is

active and on-line. If the callee is active and on-line,

the connection server 26 then performs the primary point-to-

point Internet protocol; i.e. the IP address of the callee

is retrieved from the database 34 and sent to the first

processing unit 12. The first processing unit 12 may then

directly establish the point-to-point Internet

communications with the callee using the IP address of the

callee.

If the callee is not on—line when the connection

server 26 determines the callee’s status, the connection

server 26 sends an OFF-LINE signal or message to the first

processing unit 12. The first processing unit 12 may also

display a message such as "Called Party Off—Line" to the

first user.

when a user logs off or goes off-line from the

Internet 24, the connection server 26 updates the status of

the user in the database 34; for example, by removing the

user's information, or by flagging the user as being off-

line. The connection server 26 may be instructed to update

/6
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the user's information in the database 34 by an off-line

message, such as a data packet, sent automatically from the

processing unit of the user prior to being disconnected from

the connection server 26. Accordingly, an off—line user is

effectively disabled from making and/or receiving point—to-

point Internet communications.

As shown in FIGS. 2-4, the disclosed secondary

point—to—point Internet protocol may be used as an

alternative to the primary point—to—point Internet protocol

described above, for example, if the connection server 26 is

non-responsive, inoperative, and/or unable to perform the

primary point—to—point Internet protocol, as a non-

responsive condition. Alternatively, the disclosed

secondary point-to-point Internet protocol may be used

independent of the primary point-to-point Internet protocol.

In the disclosed secondary point-to-point Internet protocol,

the first processing unit 12 sends a <ConnectRequest>

message via E-mail over the Internet 24 to the mail server

28. The E-mail including the <ConnectRequest> message may

have, for example, the subject

[*wp#XXXXXXXX#nnn.nnn.nnn.nnn#emailAddr]

where nnn.nnn.nnn.nnn is the current (i.e. temporary or

permanent) IP address of the first user, and XXXXXXXX is a

session number, which may be unique and associated with the

[C0
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request of the first user to initiate point-to-point

communication with the second user.

As described above, the first processing unit 12

may send the <ConnectRequest> message in response to an

unsuccessful attempt to perform the primary point-to-point

Internet protocol. Alternatively, the first processing unit

12 may send the <ConnectRequest> message in response to the

first user initiating a SEND command or the like.

After the <ConnectRequest> message via E—mail is

sent, the first processing unit 12 opens a socket and waits

to detect a response from the second processing unit 22. A

timeout timer, such as timer 32, may be set by the first

processing unit 12, in a manner known in the art, to wait

for a predetermined duration to receive a <ConnectOK>

signal. The processor 14 of the first processing unit 12

may cause the output device 20 to output a Ring signal to

the user, such as an audible ringing sound, about every 3

seconds. For example, the processor 14 may output a *.wav

file, which may be labelled RING.WAV, which is processed by

the output device 20 to output an audible ringing sound.

The mail server 28 then polls the second

processing unit 22, for example, every 3-5 seconds, to

deliver the E-mail. Generally, the second processing unit

22 checks the incoming lines, for example, at regular

Page 24 of 561 Z
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intervals to wait for and to detect incoming E-mail from the

mail server 28 through the Internet 24.

Typically, for sending E-mail to users having

associated processing units operatively connected to a host

computer or server operating an Internet gateway, E-Mail for

a specific user may be sent over the Internet 24 and

directed to the permanent IP address or the SLIP/PPP account

designation of the host computer, which then assigns a

temporary IP address to the processing unit of the specified

user for properly routing the E—mail. The E—mail signal may

include a name or other designation such as a username which

identifies the specific user regardless of the processing

unit assigned to the user; that is, the host computer may

track and store the specific device where a specific user is

assigned or logged on, independent of the IP address system,

and so the host computer may switch the E—mail signal to the

device of the specific user. At that time, a temporary IP

address may be generated or assigned to the specific user

and device.

Upon detecting and/or receiving the incoming E-

mail signal from the first processing unit 12, the second

processing unit 22 may assign or may be assigned a temporary

IP address. Therefore, the delivery of the E—mail through

the Internet 24 provides the second processing unit 22 with
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a session number as well as IP addresses of both the first

processing unit 12 and the second processing unit 22.

Point-to-point communication may then be

established by the processing units 12, 22. For example,

5 the second processing unit 22 may process the E—mail signal

to extract the <ConnectRequest> message, including the IP

address of the first processing unit 12 and the session

number. The second processing unit 22 may then open a

socket and generate a <Connect0K> response signal, which

10 includes the temporary IP address of the second processing

unit 22 as well as the session number,

The second processing unit 22 sends the

<ConnectOK> signal directly over the Internet 24 to the IP

address of the first processing unit 12 without processing

15 by the mail server 28, and a timeout timer of the second

processing unit 22 may be set to wait and detect a <Call>

signal expected from the first processing unit 12.

Realtime point-to-point communication of audio

signals over the Internet 24, as well as video and

20 voicemail, may thus be established and supported without

requiring permanent IP addresses to be assigned to either of

the users or processing units 12, 22. For the duration of

the realtime point-toépoint link, the relative permanence of

the current IP addresses of the processing units 12, 22 is

25 sufficient, whether the current IP addresses were permanent

-18-
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(i.e. predetermined or preassigned) or temporary (i.e.

assigned upon initiation of the point—to-point

communication).

In the exemplary embodiment, a first user

operating the first processing unit 12 is not required to be

notified by the first processing unit 12 that an E-mail is

being generated and sent to establish the point-to-point

link with the second user at the second processing unit 22.

Similarly, the second user is not required to be notified by

the second processing unit 22 that an E-mail has been

received and/or a temporary IP address is associated with

the second processing unit 22. The processing units 12, 22

may perform the disclosed point to-point Internet protocol

~<>e>.*'«""C"“’_‘<*"".“*
automatically upon initiation of the point-EU'pUInt4

communication command by the first user without displaying

the E-mail interactions to either user. Accordingly, the

disclosed point-to-point Internet protocol may be

transparent to the users. Alternatively, either of the

first and second users may receive, for example, a brief

message of "CONNECTION IN PROGRESS“ or the like on a display

of the respective output device of the processing units 12,

22.

After the initiation of either the primary or the

secondary point-to-point Internet protocols described above

in conjunction with FIGS. 1-2, the point-to-point

20
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communication link over the Internet 24 may be established

as shown in FIGS. 3-4 in a manner known in the art. For

example, referring to FIG. 3, upon receiving the <Connect0K>

signal from the second processing unit 22, the first

processing unit 12 extracts the IP address of the second

processing unit 22 and the session number, and the session

number sent from the second processing unit 22 is then

checked with the session number originally sent from the

first processing unit 12 in the <ConnectRequest> message as

E-mail. If the session numbers sent and received by the

processing unit 12 match, then the first processing unit 12

sends a <Call> signal directly over the Internet 24 to the

second processing unit 22; i.e. using the IP address of the

second processing unit 22 provided to the first processing

unit 12 in the <ConnectOK> signal.

Upon receiving the <Call> signal, the second

processing unit 22 may then begin a ring sequence, for

example, by indicating or annunciating to the second user

that an incoming call is being received. For example, the

word "CALL" may be displayed on the output device of the

second processing unit 22. The second user may then

activate the second processing unit 22 to receive the

incoming call.

Referring to FIG. 4, after the second processing

unit 22 receives the incoming call, realtime audio and/or

QM
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video conversations may be conducted in a manner known in

the art between the first and second users through the

Internet 24, for example, by compressed digital audio

signals. Each of the processing units 12, 22 may also

display to each respective user the words "IN USE" to

indicate that the point-to-point communication link is

established and audio or video signals are being

transmitted.

In addition, either user may terminate the point-

to—point communication link by, for example, activating a

termination command, such as by activating an [END] button

or icon on a respective processing unit, causing the

respective processing unit to send an <End> signal which

causes both processing units to terminate the respective

sockets, as well as to perform other cleanup commands and

functions known in the art.

FIGS. 5-6 illustrate examples of display screens

36 which may be output by a respective output device of each

processing unit 12, 22 of FIGS. 1-4 for providing the

disclosed point-to—point Internet protocol and system 10.

Such display screens may be displayed on a display of a

personal computer (PC) or a PDA in a manner known in the

art.

As shown in FIG. 5, a first display screen 36

includes a status area 38 for indicating, for example, a

-21-

Q?



10

15

20

25

Page30of561

649-2

called user by name and/or by IP address or telephone

number; a current function such as C2; a current time; a

current operating status such as "IN USE", and other control

icons such as a down arrow icon 40 for scrolling down a list

of parties on a current conference line. The operating

status may include such annunciators as "IN USE", "IDLE",

"BUSY", "NO ANSWER", "OFFLINE", "CALL", "DIALING",

"MESSAGES", and "SPEEDDIAL".

Other areas of the display screen 36 may include

activation areas or icons for actuating commands or entering

data. For example, the display screen 36 may include a set

of icons 42 arranged in columns and rows including digits 0-

9 and commands such as END, SND, HLD, etc. For example, the

END and SND commands may be initiated as described above,

and the HLD icon 44 may be actuated to place a current line

on hold.

simulate a telephone handset or a cellular telephone

interface to facilitate ease of use, as well as to simulate

function keys of a keyboard. For example, icons labelled

L1-L4 may be mapped to function keys F1-F4 on standard PC

keyboards, and icons C1-C3 may be mapped to perform as

combinations of function keys, such as CTRL—F1, CTRL-F2, and

CTRL-F3, respectively. In addition, the icons labelled L1-

L4 and C1-C3 may include circular regions which may simulate

light emitting diodes (LEDs) which indicate that the

-22..
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function or element represented by the respective icon is

active or being performed.

Icons L1-L4 may represent each of 4 lines

available to the caller, and icons C1-C3 may represent

conference calls using at least one line to connect, for

example, two or more parties in a conference call. The

icons L1—L4 and C1-C3 may indicate the activity of each

respective line or conference line. For example, as

illustrated in FIG. 5, icons L1-L2 may have lightly shaded

or colored circles, such as a green circle, indicating that

each of lines 1 and 2 are in use, while icons L3-L4 may have

darkly shaded or color circles, such as a red or black

circle, indicating that each of lines 3 and 4 are not in

use. Similarly, the lightly shaded circle of the icon

labelled C2 indicates that the function corresponding to C2

is active, as additionally indicated in the status area 38,

while darkly shaded circles of icons labelled C1 and C3

indicate that such corresponding functions are not active.

The icons 42 are used in conjunction with the

status area 38. For example, using a mouse for input, a

line that is in use as indicated by the lightly colored

circle of the icon may be activated to indicate a party's

name by clicking a right mouse button for 5 seconds until

another mouse click is actuated or the [ESC] key or icon is_

.23.
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actuated. Thus, the user may switch between multiple calls

in progress on respective lines.

Using the icons as well as an input device such as

a mouse, a user may enter the name or alias or IP address,

if known, of a party to be called by either manually

entering the name, by using the speeddial feature, or by

double clicking on an entry in a directory stored in the

memory, such as the memory 16 of the first processing unit

12, where the directory entries may be scrolled using the

status area 38 and the down arrow icon 40.

Once a called party is listed in the status area

38 as being active on a line, the user may transfer the

called party to another line or a conference line by

clicking and dragging the status area 38, which is

represented by a reduced icon 46. Dragging the reduced icon

46 to any one of line icons L1-L4 transfers the called party

in use to the selected line, and dragging the reduced icon

46 to any one of conference line icons C1-C3 adds the called

party to the selected conference call.

other features may be supported, such as icons 48-

52, where icon 48 corresponds to, for example, an ALT—X

command to exit the communication facility of a processing

unit, and icon 50 corresponds to, for example, an ALT-M

command to minimize or maximize the display screen 36 by the

output device of the processing unit. Icon 52 corresponds

/

27
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to an OPEN command, which may, for example, correspond to

pressing the 0 key on a keyboard, to expand or contract the

display screen 36 to represent the opening and closing of a

cellular telephone. An "opened" configuration is shown in

FIG. 5, and a "closed" configuration is shown in FIG. 6. In

the "opened" configuration, additional features such as

output volume (VOL) controls, input microphone (MIC)

controls, waveform (WAV) sound controls, etc.

The use of display screens such as those shown in

FIGS. 5-6 provided flexibility in implementing various

features available to the user. It is to be understood that

additional features such as those known in the art may be

supported by the processing units 12, 22.

Alternatively, it is to be understood that one

skilled in the art may implement the processing units 12, 22

to have the features of the display screens in FIGS. 5-6 in

hardware; i.e. a wired telephone or wireless cellular

telephone may include various keys, LEDs, liquid crystal

displays (LCDs), and touchscreen actuators corresponding to

the icons and features shown in FIGS. 5-6. In addition, a

PC may have the keys of a keyboard and mouse mapped to the

icons and features shown in FIGS. 5-6.

Referring to FIG. 7, the disclosed point—to-point

Internet protocol and system 10 is initiated at a first

processing unit 12 for point-to-point Internet

-25-
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communications by starting the point-to-point Internet

protocols in step 54; initiating the primary point-to-point

Internet protocol in step 56 by sending a query from the

first processing unit 12 to the connection server 26;

determining if the connection server 26 is operative to

perform the point-to-point Internet protocol in step 58 by

receiving, at the first processing unit 12, an on-line

status signal from the connection server 26, which may

include the IP address of the callee or a "Callee Off-Line"

message; performing the primary point-to-point Internet

protocol in step 60, which may include receiving, at the

first processing unit 12, the IP address of the callee if

the callee is active and on-line; and initiating and

performing the secondary point-to-point Internet protocol in

step 62 if the called party is not active and/or on-line.

Referring to FIG. 8 in conjunction with FIGS. 1

and 3-4, the disclosed point-to-point Internet protocol and

system 10 operates using the connection server 26 to perform

step 60 in FIG. 7 by starting the point-to-point Internet

protocol in step 64; timestamping and storing E-mail and IP

addresses of logged-in users and processing units in the

database 34 in step 66; receiving a query at the connection

server 26 from a first processing unit 12 in step 68 to

determine whether a second user or second processing unit 22

is logged-in to the Internet 24, with the second user being

_26_
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specified, for example, by an E-mail address; retrieving the

IP address of the specified user from the database 34 in

step 70 if the specified user is logged—in to the Internet;

and sending the retrieved IP address to the first processing

unit in step 72 to establish point-to-point Internet

communications with the specified user.

Referring to FIG. 9 in conjunction with FIGS. 2-4,

the disclosed secondary point-to-point Internet protocol and

system 10 operates at the first processing unit 12 to

perform step 62 of FIG. 7. The disclosed secondary point-

to-point Internet protocol operates as shown in FIG. 9 by

starting the secondary point-to-point Internet protocol in

step 74; generating an E-mail signal, including a session

number and a first IP address corresponding to a first

processing unit in step 76 using the first processing unit

12; transmitting the E-mail signal as a <ConnectRequest>

signal to the Internet 24 in step 78; delivering the E-mail

signal through the Internet 24 using a mail server 28 to a

second processing unit 22 in step 80; extracting the session

number and the first IP address from the E-mail signal in

step 82; transmitting or sending the session number and a

second IP address corresponding to the second processing

unit 22 to the first processing unit 12 through the Internet

24 in step 84; verifying the session number received from

the second processing unit 22 in step 86; and establishing a

-27-
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point-to-point Internet communication link between the first

processing unit 12 and second processing unit 22 using the

first and second IP addresses in step 88.

While the disclosed point-to-point Internet

5 protocols and system have been particularly shown and

described with reference to the preferred embodiments, it is

understood by those skilled in the art that various

modifications in form and detail may be made therein without

departing from the scope and spirit of the invention.

’10 Accordingly, modifications such as those suggested above,

but not limited thereto, are to be considered within the

scope of the invention.

;23_
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WHAT IS CLAIMED IS:

 
 

  
  

  

 
 

 
 
 

 

 

 
 
 

 

1. A method for establishing point-to-po'

Internet communication comprising the steps of:

(a) storing in a database a re

Internet Protocol (IP) address of a set of rocessing units

that have an on-line status with respect 0 the Internet;

(b) transmitting a quer from a first

processing unit to a connection serv to determine the on-

IP address of the second

he connection server, in

of the second processing for establishing a point-to-

point communication lin between the first and second

processing units thro h the Internet.

2. The method of claim 1 wherein the step (b) of

transmitting the query includes the step of:

(b1) transmitting the query to the connection

server oper ively connected to the database and the

Internet; nd

wherein the step (c) of retrieving the IP

addre includes the steps of:

(c1) searching the database using the

co nection server;
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(c2) determining the on—line status of

 

 
 

second processing unit;

(C3) retrieving the IP address of the second

processing unit in response to the positive 0 line status

of the second processing unit; and

(c4) transmitting the IP ddress of the

 
 

 
 
 
 

  

  

second processing unit to the first p ocessing unit for

establishing the point-to—point co unication link between

the first and second processing its through the Internet.

3. The method claim 2 further comprising,

after step (c2), the ste

(c5) gen ing an off-line message in

response to a negativ on-line status of the second

processing unit; a

( 4) transmitting the off-line message to the

first processi g unit.

The method of claim 1 further comprising the

step of‘

(d) performing a secondary communication

pro ocol in response to a non-responsive condition of the.

c nection server.

-30-
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5. The method of claim 4 wherein th step (d) of

performing the secondary communication pr ocol includes the

steps of:

(d1) transmit in an E-mail signal, including

 

   

  

 

 

a first IP address, from t 'rst processing unit;

(d2) pro e sin the E—mail signal through the

Internet to deliver he E-mail signal to the second

processing unit andt

(d3) transmitting a second IP address to the
first pro essing unit for establishing a point-to-point

commun'cation link between the first and second processing

uni through the Internet.

  
 

  
 
 

   
 

  

6. An apparatus comprising:

a first processing it including:

a program s ored in a memory for

performing a point-to-point nternet protocol; and

cessor for executing the point—to4

point Internet prot .ogram to generate a query to

receive an Intern t Protocol (IP) address of a second

for transmitting the query through theprocessing un' ,

Internet t a connection server for determining an on-line

status f a second processing unit to the connection server,

and or establishing a point-to-point communication link to

t e second processing unit using the IP address.
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7. A system for point-to-point communi tions

over the Internet comprising:

a database for storing a set o Internet

Protocol (IP) addresses of at least one pr essing unit that

has on-line status with respect to the I ternet;

a first processing unit including:

a first program or performing a first

point-toépoint Internet protocol; nd

a first procéésor for executing the
first program and for transmitting a query;

a connection server, responsive to the query,

for determining the on-1i? status of a second processing
unit by searching th abase, and for transmitting an on-

 
 

 
 
 

 
 
 
 

 

line message to the processing unit for establishing a

point-to-point comm ication link between the first and

second processing nits through the Internet.

8. The system of claim 7 wherein the connection

server, res nsive to a positive determination of the on-

line stat of the second processing unit, retrieves the

respect‘ e IP address of the second processing unit from the

datab e and transmits the on-line message, including the IP

addr ss, to the first processing unit; and

wherein the first processing unit establishes

he point-to-point communication link between the first and

-32-
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second processing units through the Internet in resp se to

receiving the IP address of the second processing nit from

the connection server.

9. The system of claim 7 wher in the connection

server, responsive to a negative deter nation of the on-

line status of the second processin unit, generates an off-

line message, and transmits the o —line message to the

first processing unit.

10. The system 0 claim 7 wherein the connection

timer for timestamping IP

 
server further includes/?
addresses of the s t o rocessing units having a positive

pect to the Internet.

11. T e system of claim 7 further comprising:

a mail server for processing a E-mail signal

through the nternet to deliver the E-mail to a specified

second pro essing unit for establishing a point-to-point

communic ion link between the first and second processing

units rough the Internet; and

wherein the first processor of the first

pro essing unit executes a second program to generate and

transmit the E-mail signal, including a first IP address

-33-
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  associated with the f' g unit, to the mail

  
  

  
  

 

 
 
 
 
 

 
 

 

12. A method for establishing poin to—point

Internet communication comprising the step- of:

(a) transmitting an E—m. 1 signal, including

a first Internet Protocol (IP) addr= s, from a first

processing unit;

(b) processing the E—mail signal through the

Internet to deliver th il signal to a second processing

unit; and

«ting a second IP address to the

first processing un't establishing a point-to-point

communication li between the first and second processing

units through e Internet.

The method of claim 12 further comprising the

step of;

(a1) generating the E-mail signal from the

fir IP address corresponding to the first processing unit

-34-
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14. The method of claim 12 further co 

 
 

 

 

 
 
 

 
 
 

  
 

step of:

(a1) generating the E—mail ignal from a

session number before the step (a) of t ansmitting the E-

mail signal.

15. The method of c1a' 12 wherein the step (b)

of processing the E—mail signa further comprises the step

of:

(b1) proce ing the E—mail signal using a

 mail server operatively con cted to the second processing

unit.

16. Th method of claim 12 further comprising the

step of:

. (b1) generating a connection signal including

the second I address at the second processing unit before

the step ( ) of transmitting the second I? address to the

first pr cessing unit; and

wherein the step (c) of transmitting the

secon IP address includes the step (c1) of transmitting the

con ction signal from the second processing unit to the

fi st processing unit.

-35-
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17. An apparatus comprising:

a first processing unit inclu-

point Internet protocol program to

signal, including a first Interne Protocol (IP) address,

and for transmitting the E-mail ignal through the Internet

to a second processing unit fo establishing a point—to-

point communication link to 'he first processing unit.

18. The apparus of claim 17 wherein the
rate the E-mail signal from the

ding to the first processing unit.

stem for point-to-point communications

processor is adapted t 
 

 
 

 
 
 

 

 

first IP address corr-

19. A

over the Intern- comprising:

a first processing unit including:

a first program for performing a point-

to-point I 'ernet protocol; and

a first processor for executing the

first p ogram and for transmitting an E-mail signal,

inclu-ing a first Internet Protocol (IP) address; and

a mail server for processing the E-mail

'-nal through the Internet to deliver the E-mail to a
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second processing unit for establishing oint-to-point

communication link between the first nd second processing

units through the Internet.

5 20. The syste of claim 19 further comprising:

the se nd processing unit including:

program for performing the

point-to-point p tocol; and

a second processor for executing the

10 second pro ram and for receiving the E-mail signal from the

mail se er and for generating a connection signal,

incl ing a second IP address, for establishing the point-

to oint communication link to the first processing unit.
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ABSTRACT

A point-to-point Internet protocol exchanges

Internet Protocol (IP) addresses between processing units to

establish a point-to-point communication link between the

processing units through the Internet. A first point-to-

point Internet protocol includes the steps of (a) storing in

a database a respective IP address of a set of processing

units that have an on-line status with respect to the

Internet; (b) transmitting a query from a first processing

unit to a connection server to determine the on-line status

of a second processing unit; and (c) retrieving the IP

address of the second unit from the database using the

connection server, in response to the determination of a

positive on-line status of the second processing unit, for

establishing a point-to-point communication link between the

first and second processing units through the Internet. A

second point-to-point Internet protocol includes the steps

of (a) transmitting an E—mail signal, including a first IP

address, from a first processing unit; (b) processing the E-

mail signal through the Internet to deliver the E-mail

signal to a second processing unit; and (c) transmitting a

second IP address to the first processing unit for

establishing a point-to-point communication link between the

first and second processing units through the Internet.
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or D Express Mail No., as Serial No. not yet known

and was amended on
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are those filed with the application papers or, in the case of a
supplemental declaration, are those amendments claiming matter not
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United States of America listed below and have also identified
below any foreign application(s) for patent or inventor's
certificate or any PCT international application(s) designating
at least one country other than the United States of America
filed by me on the same subject matter having a filing date
before that of the application(s) of which priority is claimed.

(complete (d) or (e))  

 
 

(d) E no such applications have been fi d.

(e) D such applications have been fil d as follows.,

NOTE: where item (c) is entered above and th tar-national Application
which designated the U.s. itself claim priority check item (e) ,
enter the details below and make the priority claim.

A. PRIOR FOREIGN/PCT APPLIQ’.l‘ION(B) FILED WITHIN 12 MONTHS
(6 MONTHS FOR DESIGN) PRIOR TO THIS APPLICATION

AND ANY PRIORITY CLAIKS UNDER 35 U.B.C. I119

cmnnr(onnmxcu-3 :1 per)

 

(Declaration and Power of Attorney [1-1] - page 2 of 5)

-....,......;\..i--_--—»~-

%I

f



Page 49 of 561

 

3.; \-
ALL FOREIGN APPLICATION(8), IF ANY FILED MORE THAN 12 MONTHS

(6 MONTHS FOR DESIGN) PRIOR TO THIS U.8. APPLICATION

 

NOTE: If the application filed more than 12 months from the filing date of
this application is a PCT filing forming the basis for this
application entering the United states as (1) the national stage, or
(2) a continuation, divisional, or continuation-in-part, then also
complete ADDED PAGES '10 COMBINED DECLARATION AND POWER OF A'.l'l‘ORNBY FOR
DIVISIONAL, CONTINUATION OR CIP APPLICATION for benefit of the prior
U.S. or PCT application(s) under 35 U.s.C. 5120.

POWER OF ATTORNEY

I hereby appoint the following attorney(s) and/or agent(s) to
prosecute this application and transact all business in the
‘Patent and Trademark,0ffice connected therewith. (List name and
registration number)

ms-rm o. ‘.-nnwon-rs, neg. No. 35,459; nocco s. BARRIER, Reg. No. 25,253;
aroslmz .7. -cu-nnzano, Reg. No. 25,337,.-mwzn u. unnn, neg. No. ;_g_,_5_4g,-
mm. .1. -rnunn, neg. No. 33,539; pm-In Dxnucn, Reg. No. ;z.27a;
mum -r. lcamxnomz, Reg. No." 31,755; -axonan u. «npum, Reg. No. 25,375,-
.anvnm.s. :51-xxx, -Reg. 'No. 32.351; JOSEPH w. scmnnr, Reg. No.J1,L2o;

uuuruoma 3. nnnxzm, ‘Reg. No. a4,a,1_,s, ‘nusanu. n. nssmzn, Reg. No. 36,183.-
~ynAnx cn;u,;neg. No. v ; SCOTT D. H0151, Reg. No. 35.411; “““'lmrnomru. an-ox.r, ‘Reg. No. _1_§_._z3.-4., mcmuu. p. nxmvon-rs, Reg. No. 37,311;
azcmum-.1. nwonsxr, Reg. No. 33.515; Mann. 3. nnmnr, Reg. No. 33,461:
mu.-rn a. scant, 11:, Reg. No. 31.311. -72»: came, Reg. no. 39,674,
cans-ronmn a. TRAINOR, Reg. No._;9_._-31.1; and Guam Ir. szwrr, neg. No. ,:_7_._&7_,
,each of them of DILNORTE S BARIBBB, 333 Earle Ovington Boulevard, Uniondale,
New York 11553.

SEND CORRESPONDENCE_T0:_ DIRECT TELEPHONE CALLS T0:
(Name and telephone number)

_JQSE2H_J__cA£ANzARo
DILWO E
333 Ea
Uniondale New York 11553
_._.n1—j—-—§\

(516) 2 -8484

 
I hereby declare that all statements made herein of my own

knowledge are true and that all statements made on information
and belief are believed to be true; and further that these
statements were made with the knowledge that willful false
statements and the like so made are punishable by fine or
imprisonment, or both, under Section 1001 of Title 18 of the
United States Code, and that such willful false statements may
jeopardize the validity of the application or any patent issued
thereon.

(Declaration and Power of Attorney [1-1] - page 3 of 5)

.........,._....,..~4..........».--..«......_;.'......-<4-v~rd‘-—-‘~
.,.._,.‘..........—......-.-—-r-a..-~-~-‘

,..,,,..,,....,........u...-.........._...- ,,_____,___,‘_..,. .
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BIGNA'I'URB(B)

NOTB: Carefully indicate the family (or last) name as it should appear on
the filing receipt and all other documents. 4

/«ad

Full name of solo or first inventor ggggg gg gugtgg

/Inventor’ s signature V2
/Date Q9- 7..3"9~r Country of Citizenship genege

Residence fiiggi, zgggida [fL—

Post Office Address 2135 Hggggcgg goulgvggg, 5305, fliami,

 

Full name of seoond joint inyentor, if any

Inventor's signature
Date Country of Citizenship
Residence
Post Office Address

Full name of third joint inventor, if any

Inventor's signature
Date Country of Citizenship
Residence
Post Office Address 1. c:

 

  
  

Full name of fourth joint inventor, if a

Inventor's signature
Date
Residence
Post Office Address

Citizenship

Full name of fifth joint inventor, if any

Inventor's signature
Date Country of Citizenship
Residence
Post Office Address

(Declaration and Power of Attorney [1-1] - page 4 of 5)
\

.,..._.....A-..-s...-..V._.,....-.——-.o~—_r-.

...-.»~..,an—.e~_—.....~..-any-u...-..._..:-as-...«u-A-on-—--Z-—----~4
,n4,.»(.».._._.
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/‘ 1L hr
CHECK PROPER BOX (ES) POR ANY OF THE FOLLOWING

ADDED PAGE (3) WHICH FORM A PART OF THIS DECLARATION '

Signature for subsequent joint inventors.
‘Number of pages added

Signature by administrator(trix), executor(trix) or legal
representative for deceased or incapacitated inventor.
Number of pages added

Signature for inventor who refuses to sign or cannot be
reached by person authorized under 37 C.F.R. §1.47.
Number of pages added

iii

Added pages to combined declaration and power of attorney for
.divisional, continuation, or continuation-in-part (CIP)
application. ,
Number of pages added

-

iii

Authorization of attorney(s) to accept and follow
instructions from representative.

iii

If no further pages form a part of this Declaration then end
this Declaration with this page and check the following item.

5 This declaration ends with this page._/

(Declaration and Power of Attorney [1-1] - page 5 of 5)

.— _,.__..........._._'...-.4.....-~.-..--- ..-........._.-........_..................._.........,.._....—-«awe-*~¢ a..~._.# .. .
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. PATENT

. Attomey‘s Docket No. 649-2

Applicant or Patente‘c7 Glenn Hutton

Serial or Patent No.: Not Yet Assi ned 

Filed or Issued: Concurrentl Herewith 

‘For: POINT-TO-POINT INTERNET PROTOCOL
 

VERIFIED STATEIWENT (DECLARATION) CLAINIING SMALL ENTITY
STATUS (37 CFR 1.9(f) and 1.27(b)) - INDEPENDENT INVENTOR

As a below named inventor, I hereby declare that I qualify as an independent inventor as defined in 37

CFR l.9(c) for purpos/es/of paying reduced fees under Section 41(a) and (b) of Title 35, United States
Code, to the Patent and Trademark Office with regard to the invention entitled

POIN('l‘-TO-POINT INTERNET PROTOCOL

descri in

E the specification filed herewith.

El application serial no. , filed

El patent no. , issued

I have not assigned, granted, conveyed or licensed and am under no obligation under contract or law to
assign, grant, convey or license, any rights in the invention to any person who could not be classified
as an independent inventor under 37 CFR l.9(c) if that person had made the invention, or to any
concern which would not qualify as a small business concern under 37 CFR 1.9(d) or a nonprofit
organization under 37 CFR 1.9(e).

Each person, concern or organization to which I have assigned, granted, conveyed, or licensed or am
under an obligation under contract or law to assign, convey, or license any rights in the invention is
listed below:

D no such person, concern, or organization

C] persons, concerns or organizations listed below"‘

NOTE: Separate verified statements are required from each named person, concern or organization
having rights to the invention averring to their status as small entities. (37 CFR 1.27).

FULL NAME

ADDRESS

El Individual D Small Business Concern D Nonprofit Organization

FULL NAME

ADDRESS

El Individual D Small Business Concern E] Nonprofit Organization

FULL NAME

ADDRESS

D Individual D Small Business Concern D Nonprofit Organization

 

I acknowledge the duty to file, in this application or patent, notification of any change in status
resulting in loss of entitlement to small entity status prior to paying, or at the time of paying, the

(Small Entity-Independent Inventor [7-1]-—page l of 2)
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earliest of the issue fee or any maintenance fee due after the date on which status as a small entity is no
longer appropriate. (37 CFR l.28(b)).

I hereby declare that all statements made herein of my own knowledge are true and that all statements
made on information and belief are believed to be true; and further that these statements were made

with the knowledge that willful false statements and the like so made are punishable by fine or
imprisonment, or both, under Section 1001 of Title 18 of the United States Code, and that such willful
false statements may jeopardize the validity of the application, any patent issuing thereon, or any patent
to which this verified statement is directed.

Glenn Hutton
Name of inventor

// \/Date 07"9*3’7S/I
rgnature 0 inventor

Name of inventor

Date

Signature of inventor

Name of inventor

Date

Signature of inventor

(Small Entity-Independent Inventor [7-1]--page 2 of 2)
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SERIAL NUMBER FILING DATE GROUP ART UNIT

oa/533,115 09/25/95 2305

E ‘GLENN W. HUTTON, MIAMI, FL.
y*_coN'_'[-INUING DA-I-A~k**~k*******~k********t
VERIFIED

**FOREIGN/PCT APPLICATIONS************
VERIFIED A

FOREIGN FILING LICENSE GRANTED 10/17/95 ***** SMALL ENTITY *****

FILING FEE ATTORNEY DOCKET NO.
RECEIVED

$479.00 649-2

JOSEPH J CATANZARO

DILWORTH & BARRESE

333 EARLE OVINGTON BLVD

UNIONDALE NY 11553

POINT-TO-POINT INTERNET PROTOCOL

_This is to certi that annexed hereto is a true copay from the records of the United StatesPatent and Tra emark Office of the application w ich is identified above.

‘By Iutho of the
COMMISSI ER OF PATENTS AND TRADEMARKS

Date
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(Column 1) _ (Column 2) (Column 3) SMALL ENT|TY OR SMALL ENTITY
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" II the difference in column 1 is less than zero. enter "0" in column 2

 
RATE  
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TOTAL
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicant: . Glenn W. Hutton Examiner:

Serial No.: 08/533,115 Group: Art Unit

Filed: September 25, 1995 Dated: October 25, 1995

For: POINT-TO-POINT INTERNET

PROTOCOL RECE~_—_§-Vggq

Commissioner of Patents INOV 21 Q95and Trademarks

Washington, D.C. 20231

INFORMATION DISCLOSURE STATEMENT

SIR:

It is respectfully requested that the disclosures

discussed below (copies enclosed) and cited in annexed Form pTO-

1449 be considered by the Examiner in connection with the above-

identified patent application, and that such art be made of

record in said application.

No representation is made or intended that a search of

the art has been made or that no more relevant disclosures than

those listed herein are available.

The items are identified as follows:

U.S. Patent No. Inventor Issued

5,150,360 Perlman et al. Sept. 22, 1992

CERTIFICATE OF MAILING 37 C.F.R. 1.8 a 

I hereby certify that this correspondence is being deposited with the United
States Postal Service as first class mail, postpaid in an envelope, addressed
to the: Commissioner of Patents and Trademarks, Washington, D.C. 20231.

Date, acfiagr, 257 //is‘ /$7 9~,_, %2$//
(Name of person mailing paper)

(Si ure of person mailing paper)
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U.S.

5,204,669

5,224,095

5,291,554

5,309,433

5,321,813

5,357,571

5,400,335

not an admission that the information cited herein is,

considered to be,

Patent No.

., .. ... . i

Inventgr Issued

Dorfe et al. Apr. 20, 1993

Woest et al. Jun. 29, 1993

Morales Mar. 1, 1994

Cidon et al. May 3, 1994

McMillen et al. Jun. 14, 1994

Banwart Oct. 18, 1994

Yamada Mar. 21, 1995

The filing of this information disclosure statement is

or is

material to patentability as defined in 37

C.F.R. § l.56(b).

Page630f561

[ 3

[X]

[

[

.[

]

]

]

This Information disclosure statement is being

‘filed concurrently with this application.

This information disclosure statement is being

filed within three (3) months of the filing date

of this application.

This information disclosure statement is being

filed within three (3) months of the date of entry

of the national stage as set forth in

37 C.F.R. § 1.491 in an international application.

To the best of Applicant(s) knowledge, this ‘

information disclosure statement is being filed

before the date of mailing of a first Office

Action in connection with this case.

Enclosed herewith is a certificate under 37 C.F.R.

§ 1.97(e).



/4

.3

[ 1

E 3

[X]

C

Enclosed herewith is a petition under 37 C.F.R. §

1.97(d)(ii).

[ Enclosed by check is the petition fee of3

$130.00. 37 C.F.R. § 1.17(i)(1))

[ Please charge the $130.00 petition fee to]

Deposit Account No. 04-1121.

Enclosed by check is the $200.00 fee required by

37 C.F.R. § 1.17(p).

Please charge the $200.00 fee required by 37

C.F.R. § 1.17(p) to Deposit Account No. 04-1121.

Please charge any deficiency as well as any other

fee(s) which may become due under 37 C.F.R. § 1.16

and/or 1.17 at any time during the pendency of

this application, or credit any overpayment of

such fee(s) to Deposit Account O4-1121. Also, in

the event any extensions of time for responding

are required for the pending application(s),

please treat this paper as a petition to extend

the time as required and charge Deposit Account

No. 04-1121 therefor. TWO (2) COPIES OF THIS

SHEET ARE ENCLOSED.

Respectfully submitted,

Anthony J. Natoli
Reg. No. 36,223

Attorney for Applicant(s)

DILWORTH & BARRESE

333 Earle Ovington Blvd.
Unionda

(516)
AJN/rmb
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HE UNITED STATES PATENT AND TRADEMARK OFFICE %

Applicant: Glenn W. Hutton

Serial No.: 08/533,115 
 

 
 

Filed: September 25, 1995

For: POINT-TO-POINT INTERNET PROTOCOLExaminer: —-
Group: 2 4Art Unit: APR 19%

GROUP 2300

CERTIFICATE OF MAILING

I hereby certify that he following Amendment is being deposited with the United

States Postal Service as first class mail in an envelope addressed to Assistant

Commissioner of Patents, Washington, D.C. 20231 on April 5 996. 

 
  orraine McConnell

Assistant Commissioner for Patents

Washington, D.C. 20231

PRELIMINARY AMENDMENT

In the Specification

  e6 line 11, change “Internet Telephone Company" to -NetSpeak
' Corporation, Boca Raton, FL, ;

Page 6, line 17, chan e "are”t ——may be--;

Page 7, line 2, after “Inc./,” insert --Mountain View,'CA,——;

Page 7, line 20, chan “are” to ——may be .

Page 9, line 6, change “4-5" to ——5—6—-;

Page 9, line 12, after “corporation” insert --Red ond, WA,--;

Page 9, line 15, after “CORPORATION,” insert —-Boca Raton, FL--.1U IL'u4/1//96 08533115

1
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ATTORNEY DOCKET NO.: 649-2

Page 19, line 14, change “point to-point” to ——point—to—point——;

In the Claims

Please add the following claims.

 
 

 
 

C/\ 21.
co puter system having first and second processors and a server

A computer program product for use with a computer syste

ratively coupled

over a computer network, the computer program product co using:

a computer usable medium having progra code means embodied in the

medium for establishing a point-to-point communi a ions link between the first

processor and the second processor over th omputer network, the medium further

comprising:  
' program code means r transmitting, from the first processor to the

server, a query as to whether

network;

e second processor is connected to the computer

. progra ode means for receiving a network protocol address of the

second processor rom the server, when the second processor is connected to the

computer ne ork; and

. program code means, responsive to the network protocol address of the

secon processor, for establishing a point-to-point communication link between the first

pr essor'and the second processor over the computer network.

22. fiystem, the '
computer system having first and second processo s and a server operatively coupled

over a computer network, the computer

A computer program product for use

gram product comprising: 

 
 

a computer useable medi aving program code means embodied in the

medium for establishing oint—to—point communications link between the first

a se nd processor over a computer network, the medium further

/
processor and
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flfgfgetween a first and a second processor over a computer network,

'. .'~' --4, ' ‘

ATTORNEY DOCKET NO.: 649-2

comprising:  
program code means fortransmitting an E—mail ’ al comprising a network

protocol address from the first processor e server over the computer network;

program code means for r iving a second network protocol address from the

second processor overt computer network; and

program co means, responsive to the second network protocol address, for

establishin point-to-point communication link between the first processor and the

secon processor over a computer network.

A computer server apparatus for enabling point—to-poi m/kans
server apparatus 

 

 
 

comprising:

a sewer processor;

a network interface means, opera ' ely coupled to the server processor,

for connecting the server apparatus to the mputer network;

a memory, operatively c pled to the processor, for storing a network

protocol address for a plurality of rocessors connected to the computer network;

means, respo we to a query from the first processor, for determining the

on-line status of the se nd processor and for transmitting the a network protocol

address of the seco d processor to the first processor in response to a positive

determination 0 he on-line status of the second processor.

 

 
 

The computer server apparatus of claim 23 further comprising a timer

mean operatively coupled to the server processor, for ' e stamping the network

  
 

 

pro col addresses stored in the memory.

25. The computer server appar us of claim 23 further comprising:

Page 67 of 561



W

V, 1

‘k.

. J I ‘

ATTORNEY DOCKET NO.: 649-2

 

 mail processing means, r onsive to an E-mail signal from the first

processor, for fon/varding the E-m ' signal to the second processor, the E-mail signal

comprising the network proto

26.

I address of the first processor. 
 

 In a connection server having a database and a computer netw

- 9-yperatively coupled thereto, a method for enabling point-to—point communi ation
between a first processing unit and a second processing unit over a co puter network,

the method comprising the steps of:

A.

28.

 

 
 

 
 

 
 

 

 

storing in the database, a respective network prot col address for each of

a,p|ura|ity of processing units that have an on-I‘ e status with respect to

the computer network; _

receiving a query from the first processi unit to determine the on-line_

status of the second processing unit;

determining the on-line status oft e second processing unit; and

transmittingan indication of th on—|ine status of the second processing

unit to the first processing it over the computer network.

The method of claim 6 wherein step C further comprises the steps of:

searching the dat ase for an entry relating the second processing unit;

and

retrieving th network protocol address of the second processing unit in

respons to a positive determination of the on—line status of the second

proce sing unit.

he method of claim 26 wherein step D further comprises the steps of:

transmitting the network protocol address of the second processing unit to

the first processing unit when the second processing unit is determined in
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step C to have a positive on-line status with respect to th computer

network.

 
The method of claim 26 wherein step D furt r comprises the steps of:

generating an off-line message when th second processing unit is

determined in step C to have a nega ' e on-line status with respect to the

computer network; and

transmitting the off-line messa e to the first processing unit.

The method of claim 26 rther comprising the steps of:

receiving an E—mail si nal comprising a first network protocol address

from the first proce sing unit; and

transmitting the -mail signal over the computer network to the second

processing un’ .

The met d of claim 30 wherein the E-mail signal further comprises a

session number and herein step F further comprises the step of:

f.1

32.

trans itting the session number and network protocol address over the

co puter network to the second processor.

A method for establishing a point-to—point communication link from a caller

processort a callee processor over a computer network, the caller processor having a

user inte ce and being operatively coupled to the callee processor and a server over

the com uter network, the method comprising the steps of:

B.

C.

generating an element representing a first communication line;

generating an element representing a first callee processor;

establishing a point-to-point communication link from the caller processor
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to the first callee processor, in response to a user associating th element

representing the first callee processor with the element repr enting the

first communication line.

The method of claim 32 wherein step C furth‘e7 mprises the steps of:thquerying the server as to the on-line status e first callee processor;

 

 

 

and

receiving a network protocol address fthe first callee processor over the

computer network from the server

The method of claim 32 furt r comprising the step of:

generating an element re resenting a second communication line.

The method of claim 4 further comprising the step of:

terminating the po' t—to—point communication link from the caller processor

to the first calle processor, in response to the user disassociating the

element repre enting the first callee processor from the element

representin the first communication line; and

establishi g a different point-to-point communication link from the caller

process r to the first callee processor, in response to the user associating

the el ment representing the "first callee processor with the element

repr senting the second communication line.

T e method of claim 32 further comprising the steps of:

enerating an element representing a second callee processor; and

establishing a conference point-to-point communication link between the

caller processor and the first and second callee processors, in response
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to the user associating the element representing the second ca e'e

  
 

  

processor with the element representing the first communi tion line.

The method of claim 32 further comprising the ste of:

removing the second callee processor from th conference point—to-point

communication link in response to the use disassociating the element

representing the second callee proces or from the element representing

the first communication line.

The method of claim 32 furt rcomprising the steps of: 

 
 

 

generating an element re resenting a communication line having a

temporarily disabled s tus; and

temporarily disabli a point—to-point communication link between the

caller processor nd the first callee processor, in response to the user

associating th element representing the first callee processor with the

element re esenting the communication line having a temporarily

disabled tatus.

The ethod of claim 38 wherein the element generated in step D

represents a co munication line on hold status.

40.

 
 The method of claim 39 wherein the element generated in step D

represent a communication line on mute status.

 The method of claim 32 wherein the caller processor further comprises a

visu I display and the user interface comprises a graphic user interface.
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42. The method of claim 41 wh the elements generated in steps A and B  
 

 

are graphic elements and the of establishing a point-to-communication link as

described in step ormed in response to a user manipulating the graphic
elements or? aphic user interface.

A computer program product comprising:  
a computer usable medium having program code eans embodied in the

medium for establishing a point-to-point communicati n link from a caller processor to a

callee processor over a computer network, the ?ler processor having a user interface
and being operatively coupled to the callee pr essor and a server over the computer

  

 

network, the medium further comprising:

program code means for generat' g an element representing a first

communication line;

program code means for g erating an element representing a first callee

processor;

program code means responsive to a user associating the element representing

the first callee processor lth the element representing the first communication line, for

establishing a point-to- oint communication link from the caller processor to the first

callee processor.  

44. T e computer program product of claim 43 wherein the means for

establishing point-to-point communication link further comprises:

pro ram code means for querying the server as to the on-line status of the first

callee p ocessor; and

program code means for receiving a network protocol address of the first callee

pr cessor over the computer network from the server.
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45. A computer program product of claim 43 further comprisin .

  
 

 

 

 

 

 
 

  

program code means for generating an element representing second

communication line.

46. The computer program product of claim 45f her comprising:

program code means, responsive to the user di ssociating the element

representing the first callee processor from the ele ent representing the first

communication line, for terminating the point—to— oint communication link from the caller

processor to the first callee processor; and

program code means, responsive t the user associating the element

representing the first callee processor w’ h the element presenting the second

communication line, for establishing different point-to-point communication link from

the caller processor to the first call e processor.

47. The computer pr gram product of claim 43 further comprising:

program code mean for generating an element representing a second callee

processor; and

program code ans, responsive to the user associating the element

representing the sec nd callee processor with the element representing the first

communication lin , for establishing a conference communication link between the

pr gram code means, responsive to the user disassociating the element

repres ting the second callee processor from the element representing the first

com unication line, for removing the second callee processor from the conference

communication link.
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49. The computer program product of claim 43 further compris‘ g:

communication 
 

program code means for generating an element representin

line having a temporarily disabled status; and

program code means, responsive to user associating e element representing

communication line having a the first callee processor with the element representing t

temporarily disabled status, for temporarily disabling e point-to-point communication

link between the caller processor and the first callee processor.

 
 50. The computer program prod t of claim 49 wherein the communication

line having a temporarily disabled statu comprises a communication line on hold

status.

 

 

 

 

51. The computer pr gram product of claim 49 wherein the communication

line having a temporarily di abled status comprises a communication line on mute

status.

52. A co

further comprise a visual display and the user interface comprises a graphic user

uter program product of claim 43 wherein the caller processor

interface.

53.

represe ing the first communication line and the element representing the first callee

The computer program product of claim 52 wherein the element

proces or are graphic elements and wherein the program code means for establishing

a poi t-to—point communication link from the caller processor to the first callee

pro ssor further comprises:

program code means, responsive to a user manipulating the graphic elements

0 the graphic user interface, for establishing the point-to-point communication link from

10
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REMARKS

Prior to examining the above—identified application on the merits, Applicant

respectfully requests the Examiner to enter the enclosed Preliminary Amendment.

Applicant has made minor changes to the specification for greater clarity. No new

matter is believed added to the application by the above amendments. in addition,

Applicant has added claims 21-53 to more particularly point out and distinctly claim

Applicant’s inventive contributions to the relevant arts. Support for these claims exists

in the specification as filed.

Claims 21-22 and 43-53 conform with In re Beauregard, 35 U.S.P.Q. 2d, 1383

(Fed. Cir. 1995) and the new Patent and Trademark Office policy.

The claims are believed allowable over any of the references cited by the

Applicant, whether considered singularly or in combination. Accordingly, Applicant

believes this application is in condition for allowance and a notice to that effect is

respectfully requested. If the Examiner has any questions regarding this amendment or

the application in general he is invited to call the Applicant's attorney at the number

listed below.

The Commissioner is hereby authorized to charge any other fees under 37

C.F.R. §‘l.‘l6 and 1.17 that may be required, or credit any overpayment, to our Deposit

Account No. 20-0065.

Respectfully submitted,

  Bruce D. Jobse

Reg. No. 33,518

Bookstein & Kudirka, P.C.

One Beacon Street

11
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ATTORNEY DOCKET NO.: 649-2 
THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicant: Glenn W. Hutton

Serial No.: 08/533,115

Filed: September 25, 1995
For: POINT-TO-POINT INTERNET PROTOCOL

Examiner: --
Group:

Art Unit: APR 2 4 1996

Assistant Commissioner for Patents 2300
Washington, D.C. 20231

AMENDMENT TRANSMITTAL LETTER

Sir:

Transmitted herewith for filing in the above identified patent application are the

following papers:

[X] Preliminary Amendment

The fee is calculated as follows:

Previously
Paid

Total Claims 53 -20 =33 X $22.00=726.00

Independent Claims 12 - 6 = 6 X $78.00=468.00

TOTAL $1,194.00

The Commissioner is hereby authorized to charge any other fees under 37 C.F.R.

.1
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Glenn W. Hutton

08/533,115

September 25, 1995

 
: H A ~' POINT-TO—PO|NT INTERNET PROTOCOhExaminer: --

Group:

Art Unit: APR 2 4 1995

Assistant Commissioner for Patents
Washington, D.C. 20231

AMENDMENT TRANSMITTAL LETTER

Sir:

Transmitted herewith for filing in the above identified patent application are the
following papers:

[X] Pr/eliminary Amendment

The fee is calculated as follows:

‘t.
a'\§.

I

Previously

Total Claims 53 —p§3 = 33 X $22.00 = 726.00

Independent Claims 12 - 6 = 6 X $78.00=41E3A()_0

TOTAL $1,194.00

The Commissioner is hereby authorized to charge any other fees under 37 C.F.R.

/i
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§§1.16 and 1.17 that may be required, or credit any overpayment, to our Deposit
Account No. 02-3038.

Respectfully submitted,

5 hvrchy can an Ms “D 1deposited wllhrylhv ll.|n'lrcd $3,. po,,w’;°°3e‘,:,l::";§
rim clam man In an envcl addressed ur ‘nu cm

B'.‘?I“£':5‘z'a
ruce D. Job

‘ W‘ Reg. No. 35,518

 
BOOKSTEIN & KUDIRKA, P.C.
One Beacon Street

—"""“"“*-—--——- Boston, MA 02108

(617) 367-4600

April 5, 1996
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ATTORNEY’S DOCKET NO.: N0003/7000

IN THE LINITED STATES PATENT AND TRADEMARK OFFICE

APPLICANT: Glenn W. Hutton RSERIAL NO.: 08/533,115 E ‘FILED: September 25, 1995
FOR: POINT-TO—PO|NT PROTOCOL AUG‘ 0 3 gm

G .-EXAMINER: Row’ 2300
ART UN : 2305  

CERTIFICATE OF MAILING

I hereby certify that this correspondence is being deposited with the United States Postal Service as first class mail
in an envelope addressed to: Assistant Commissioner for Patents, Washington, DC 20231 on July 25, 1996.

Debra M. Dohenz A I A
(Typed or printed name ofperson mailing correspondence) (Signature of person mailing correspondenc

Assistant Commissioner for Patents

Washington, DC 20231

Sir:

Transmitted herewith for filing islare the following document(s):

[XX] Information Disclosure Statement, PTO Form 1449, in duplicate and
cited reference

If the enclosed papers are considered incomplete, the Mail Room andlor the Application

Branch is respectfully requested to contact the undersigned collect at (617) 367-4600,

Boston, Massachusetts.

A check in the amount of $——- is enclosed to cover the filing fee. If the fee is insufficient,

the balance may be charged to the account of the undersigned, Deposit Account No.

02-3038. A duplicate ofthis sheet is enclosed.

Respectfully submitted,

Bruce D. Jélgse
Reg. No.:33,518
BOOKSTEIN & KUDIRKA

One Beacon Street

Boston, Massachusetts 02108

Tel.: (617) 367-4600

NO.: N0003/7000
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

RECEl'vtD
Applicant: Glenn W. Hutton

Serial No.: 08/533,115 AUG 0 8 0
Filed: September 25, 1995 GROUP ZSU
For: POINT-TO-POINT INTERNET PROTOCOL

Examiner:

Art Unit: 2305

CERT/F/CA TE OF MA/L/NG UNDER 37 C.F.R. §1.8(a)

The undersigned hereby certifies that this document is being placed in the United States mail with

first-c/ass postage attached, addressed to Assistant Commissioner for Patents, Washington, DC 20231 on

the 25th day of July, 1996.

Debra M. Doherty 2%

Assistant Commissioner for Patents

Washington, DC 20231

STATEMENT FILED PURSUANT TO THE DUTY OF

DISCLOSURE UNDER 37 C.F.R. §§1.5§, 1.97 AND 1.98

Sir:

Pursuant to the duty of disclosure under 37 C.F.R. §§1.56, 1.97 and 1.98, the

applicant requests consideration of this information disclosure statement.

Com liance with 37 C.F.R. 1.97

This information disclosure statement has been filed before the mailing date of a

first office action on the merits in the above-identified application. No fee or certification

is required.
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Information Cited

The applicant hereby makes of record in the above-identified application the

information listed on the attached form PTO-1449 (modified). The order of presentation

of the references should not be construed as an indication of the relative importance of

the references.

Remarks

A copy of each of the above-identified information is enclosed unless otherwise

indicated on the attached form PTO-1449 (modified). It is respectfully requested that:

o The examiner consider completely the cited information, along with any

other information, in reaching a determination concerning the patentability

of the present claims;

- The enclosed form PTO-1449 be signed by the examiner to evidence that

the cited information has been fully considered by the Patent and

Trademark Office during the examination of this application;

- The citations for the information be printed on any patent which issues

from this application.

By submitting this information disclosure statement, the applicant makes no

representation that a search has been performed, of the extent of any search

performed, or that more relevant information does not exist.

By submitting this information disclosure statement, the applicant makes no

representation that the information cited in the statement is, or is considered to be,

material to patentability as defined in 37 C.F.R. §1.56(b).

By submitting this information disclosure statement, the applicant makes no

representation that the information cited in the statement is, or is considered to be, in

fact, prior art as defined by 35 U.S.C. §102.
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It is understood by applicant that the foregoing information will be considered

and, to the extent deemed appropriate by the examiner, will be reflected in the

examiner's communication.

Respectfully submitted,

Bruce D. Jobséi
Reg. No. 33,518

BOOKSTEIN & KUDIRKA, P.C.

One Beacon Street

Boston, Massachusetts 02108

Tel: (617) 367-4600

Attorneys for Applicant

Docket No.: N0003/7000

Date: July 25, 1996

h.'\bdj\n0003\7000\\ids.wpd
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

 
Applicant: Glenn W. Hutton
Serial No.: 08/533,115 we 2‘ 1996
Filed: September 25, 1995 .For: POINT-TO-POINT INTERNET PROTOCOL
Examiner:

Art Unit: 2305

CERTIFICATE OF MA/L/NG UNDER 37 C.F.R. §1.8(a)

The undersigned hereby certifies that this document is being placed in the United States mail with

first-c/ass postage attached, addressed to Assistant Commissioner for Patents, Washington, DC 20231 on

the 25th day of August 7, 1996.

- /4/ °4---—¢/ '
V Lorraine McConnell

Assistant Commissioner for Patents

Washington, DC 20231

STATEMENT FILED PURSUANT TO THE DUTY OF

DISC OSURE UNDER 37 C F.R. 1.56 1.97 AND 1.98

Sir:

Pursuant to the duty of disclosure under 37 C.F.R. §§1.56, 1.97 and 1.98, the

applicant requests consideration of this information disclosure statement.

Com liance with 37 C.F.R. 1.97

This information disclosure statement has been filed before the mailing date of a

first office action on the merits in the above-identified application. No fee or certification

is required.
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‘ Serial No. 08/533,115 -2- Art Unit: 2305

Information Cited

The applicant hereby makes of record in the above-identified application the

information listed on the attached form PTO-1449 (modified). The order of presentation

‘ of the references should not be construed as an indication of the relative importance of

the references.

Remarks

A copy of each of the above-identified information is enclosed unless othenrvise

indicated on the attached form PTO-1449 (modified). It is respectfully requested that:

o The examiner consider completely the cited information, along with any

other information, in reaching a determination concerning the patentability

of the present claims;

- The enclosed form PTO-1449 be signed by the examiner to evidence that

the cited information has been fully considered by the Patent and

Trademark Office during the examination of this application;

- The citations for the information be printed on any patent which issues

from this application.

By submitting this information disclosure statement, the applicant makes no

representation that a search has been performed, of the extent of any search

performed, or that more relevant information does not exist.

By submitting this information disclosure statement, the applicant makes no

representation that the information cited in the statement is, or is considered to be,

material to patentability as defined in 37 C.F.R. §1.56(b).

By submitting this information disclosure statement, the applicant makes no

representation that the information cited in the statement is, or is considered to be, in

fact, prior art as defined by 35 U.S.C. §102.
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It is understood by applicant that the foregoing information will be considered

and, to the extent deemed appropriate by the examiner, will be reflected in the

examiner's communication.

Respectfully submitted,

Bfl;:>%ruce D. Jobs

Reg. No. 33,518

BOOKSTEIN & KUDIRKA, P.C.

One Beacon Street

Boston, Massachusetts 02108

Tel: (617) 367-4600

Attorneys for Applicant

Docket No.: N0003/7000

Date: August 1996

h.'\bdj\n0003\7000\\ids. wpd
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ATTORNEY'S DOCKET NO.: NQ003I7000

APPLICANT: Glenn W. Hutton

SERIAL NO.: 08/533,115

FILED: September 25, 1995'
FOR: POINT-TO-POINT INTERNET PROTOCOL AUG 2 1

EXAMINER: GROUP 2300
ART UNIT: 2305

CERTIFICATE OF MAILING

I hereby certify that this conespondence is being deposited with the United States Postal Service as first class mail
in an envelope addressed to: Assistant Commissioner for Patents, Wa 'ngton, DC 20231 on August j__, 1996.

Lorraine McConnell ' °

(Typed or printed name ofperson mailing correspondence) ( gnature of person mailing correspondence)

Assistant Commissioner for,Patents

Washington, DC 20231

Sir:

Transmitted herewith for filing is/are the following document(s):

[XX] Information Disclosure Statement, PTO Form 1449, and
cited reference

If the enclosed papers are considered incomplete, the Mail Room and/or the Application

Branch is respectfully requested to contact the undersigned collect at (617) 367-4600,

Boston, Massachusetts.

A check in the amount of $--- is enclosed to cover the filing fee. If the fee is insufficient,

the balance may be charged to the account of the undersigned, Deposit Account No.

02-3038. A duplicate of this sheet is enclosed.

Respectfully submitted,

Bruce D. Joée
Reg. No.:33,518
BOOKSTEIN & KLIDIRKA

One Beacon Street

Boston, Massachusetts 02108

Te|.: (617) 367-4600

A:35§@l®UE,Y53@CKET NO.: N0003l7000
DATE: August 1, 1996
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‘ IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 359 ' 5 1996!

GROUP 2300

Applicant: Glenn W. Hutton

Serial No.: 08/533,115

Filed: September 25, 1995
For: POINT-TO-POINT INTERNET PROTOCOL

Examiner:

Art Unit: 2305

CERTIFICATE OF MA/LING UNDER 37 C.F.R. §1.8(a)

The undersigned hereby certifies that this document is being placed in the United States mail with

first-class postage attached, addressed to Assistant Commissioner for Patents, Washington, DC 20231 on

the 6th day of September, 1996.
- z‘

Lorraine McConnell

Assistant Commissioner for Patents

Washington, DC 20231

STATEMENT FILED PURSUANT TO THE DUTY OF

DISCLOSURE UNDER 37 C.F.R. §§1.56, 1.97 AND 1.98

Sir:

Pursuant to the duty of disclosure under 37 C.F.R. §§1.56, 1.97 and 1.98, the

applicant requests consideration of this information disclosure statement.

Com liance with 37 C.F.R. 1.97

This information disclosure statement has been filed before the mailing date of a

first office action on the merits in the above-identified application. No fee or certification

is required.
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Information Cited

The applicant hereby makes of record in the above-identified application the

information listed on the attached form PTO-1449 (modified). The order of presentation

of the references should not be construed as an indication of the relative importance of

the references.

Remarks

A copy of each of the above-identified information is enclosed unless othen/vise

indicated on the attached form PTO-1449 (modified). It is respectfully requested that:

o The examiner consider completely the cited information, along with any

other information, in reaching a determination concerning the patentability

of the present claims;

- The enclosed form PTO-1449 be signed by the examiner to evidence that

the cited information has been fully considered by the Patent and

Trademark Office during the examination of this application;

- The citations for the information be printed on any patent which issues

from this application.

By submitting this information disclosure statement, the applicant makes no

representation that a search has been performed, of the extent of any search

performed, or that more relevant information does not exist.

By submitting this information disclosure statement, the applicant makes no

representation that the information cited in the statement is, or is considered to be,

material to patentability as defined in 37 C.F.R. §1.56(b).

By submitting this information disclosure statement, the applicant makes no

representation that the information cited in the statement is, or is considered to be, in

fact, prior art as defined by 35 U.S.C. §102.
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It is understood by applicant that the foregoing information will be considered

and, to the extent deemed appropriate by the examiner, will be reflected in the

examiner's communication.

Respectfully submitted,

Bruce D. Jobég
Reg. No. 33,518

BOOKS'l'ElN & KUDIRKA, P.C.

One Beacon Street

Boston, Massachusetts 02108

Tel: (617) 367-4600

Attorneys for Applicant

Docket No.: N0003/7000

Date: September 6, 1996

h.'\bdj\n0003\7000\\ids. wpd
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PLICANT: Glenn w. Hutton 35" ‘ 5 W96:
- 08/533,115

September 25, 1995 GROUP 2300
POINT-TO-POINT INTERNET PROTOCOL

 EXAMINER:

ART UNIT:

CERTIFICATE OF MA/L/NG

I hereby certify that this conespondence is being deposited with the United States Postal Service as first class mail
in an envelope addressed to: Assistant Commissioner for Patents, Was ‘ on, DC 20231 on September 6, 1996.

0

Lorraine McConnell

(Typed or printed name ofperson mailing con'espondence) gnature of person mailing correspondence)

Assistant Commissioner for Patents

Washington, DC 20231

Sir:

Transmitted herewith for filing is/are the following document(s):

[XX] Information Disclosure Statement, PTO Form 1449, and
references cited .

If the enclosed papers are considered incomplete, the Mail Room and/or the Application

Branch is respectfully requested to contact the undersigned collect at (617) 367-4600,

Boston, Massachusetts.

A check in the amount of $-0- is enclosed to cover the filing fee. If the fee is

insufficient, the balance may be charged to the account of the undersigned, Deposit

Account No. 02-3038. A duplicate of this sheet is enclosed.

Respectfully submitted,

Bruce D. Jodie
Reg. No.:33,518
BOOKSTEIN & KUDIRKA

One Beacon Street

Boston, Massachusetts 02108

Tel.: (617) 367-4600

ATTORNEY DOCKET NO.: NO003/7000

DATE: September 6, 1996
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BOOKSTEIN & KUDIRKA, P.C. ‘,3
One Beacon Street -4

Boston, MA 02108 '0:1:
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CERTIFICATE OF MAILING

l hereby certify that the following document is being deposited with the United States Postal
Service as first class mail in an envelope addre ed 0: Assistant Commissioner for Patents and

428$’
Trademarks, Washington, D.C. 20231 on .5‘ . 2 (D

Bruce D. Jobsa E

REVOCATION AND NEW POWER OF ATTORNEY

Netspeak, Corporation, assignee of United States Patent Application Serial No.

08/533,115, filed 9/25/95, hereby revokes all powers of attorney previously given and

hereby appoints Arthur Bookstein, Reg. No. 22,958, Paul E. Kudirka, Reg. No. 26,931,

Paul J. Cook, Reg. No. 20,820, Bruce D. Jobse, Reg. No. 33,518, Philip L. Conrad,

Reg. No. 34,567, Peter M. Dichiara, Reg. No. 38,005, John F. Perullo, Reg. No. 39,498,

Christopher S. Daly, Reg. No. 37,303, Steven G. Saunders, Reg. No. 36,265, and

BOOKSTElN & KUDIRKA, P.C. One Beacon Street, Boston, Massachusetts 02108

jointly, and eachof them severally, its attorneys at law, with full power of substitution,

delegation and revocation, to prosecute this application to register, to make alterations

and amendments therein, to receive the patent, and to transact all business in the

Patent and Trademark Office connected therewith. Please direct all telephone calls to

Bruce D. Jobse at (617) 367-4600, please address all correspondence to Bruce D.
Jobse.

Date: 215% Q! /996
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\V@;®©‘/,2? . ' ' ATTORNEY QCKET: N0003/7000
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\_ {%&;,‘rH-“i§‘;.'LiNiTED STATES PATENT AND TRADEMARK OFFICE
\ V/\| f‘ f(\“l)l

Serial No. 08/533,115

Filed: September 25, 1995

For: POINT-TO-POINT INTERNET PROTOCOL

Examiner:

Art Unit:

In Glenn w. Hutton

Assistant Commissioner for Patents

Washington, DC 20231

LETTER

Dear Sir: ZlHdLZdElS96
The enclosed Revocation and New Power of Attorney was submitted to the (:1,

United States Patent and Trademark Office on May 28, 1996 along with two patent’

assignments and accompanying covers sheets. A copy of the transmittal letter and

stamped return postcard which accompanied these documents is enclosed. The

Revocation and Power of»Attorney form was subsequently returned, possibly

erroneously, with a Notice of Recordation of one the assignments dated September 3,

1996. Applicant is herewith submitting the Revocation of Power of Attorney form again

so that it may be made of record in the above—identified application.

If the Examiner has any questions regarding this communication or the

application in general, he is invited to call Applicant's attorney at the number listed
below.

Respectfully submitted,

gruce D. Jobse, Esq.
Reg. No. 33,518

Bookstein 8. Kudirka, P.C.

One Beacon Street

Boston, MA 02108

(617) 367-4600

Attorney Docket No.: N0003/7000

Date: September /_7, 1996
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. 20 _\ ATTORNEY'S DOCKET NO.:N0003/7000
. i iK \ 1996 £F

IN *'I1I}iE UNITEU STATES PATENT AND TRADEMARK OFFICE
¥w

APPLICANT: Glenn . Hutton :SERIAL NO.: J8/533,115

FILED: September 25, 1995

_ FOR: POINT-TO—POlNT INTERNET PROTOCOL

EXAMINER: --

ART UNIT: --

Assistant Commissioner for Patents

Box Assignment

Washington, DC 20231

Sir:

Transmitted herewith for filing is/are the following document(s):

[XX] Two Patent Assignments With Cover Sheets

[XX] Revocation and New Power of Attorney

if the enclosed papers are considered incomplete, the Mail Room and/or the Application’

Branch is respectfully requested to contact the undersigned collect at (617) 367-4600,?
Boston, Massachusetts.

A $40.00 check is enclosed for each Assignment to cover the filing fee. If the fee is

insufficient, the balance may be charged to the account of the undersigned, Deposit

Account No. 02-3038. A duplicate of this sheet is enclosed.

Respectfully submitted,

1 hcrchy certify that this correspondence is ‘being
dtipuzsitcd with the United States Postal Service as
first cluxr. mail in an envelope adircssed tu: The Com-
mixsionct oi‘ Patents and In ' 1 ks shington. Bruce D. Jobs Esq.

Reg. No.2 33,5 8

BOOKSTEIN & KUDIRKA, P.C.

One Beacon Street

Boston, Massachusetts 02108

Te|.: (617) 367-4600

ATTORNEY DOCKET NO.: NO0O3/7000

DATE: May 28, 1996
XNDD _ ._
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' The following, DUE 4 in the U.S. PTO. was received in the PTO Mail Room on the date stamped hereon.
] Cert. ofMailing by Express Mail (37 CFR l.l0) II
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ATTORNEY'S DOCKET NO.:N0003/7000 

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

APPLICANT: Glenn W. Hutton

SERIAL NO.: O8/533,115

FILED: September 25, 1995
FOR: POINT-TO-POINT INTERNET PROTOCOL

EXAMINER: --

ART UNIT: --

Assistant Commissioner for Patents

Washington, DC 20231

Sir:

Transmitted herewith forfiling is/are the following document(s): .

[XX] Letter

[XX] Revocation and New Power of Attorney

[XX] Copies of Previous Submission of Transmittal Letter and Stamped Post Card

to
ch
:0
m
‘U
I\J
.1

-o
3!

E
c:
4:-

If the enclosed papers are considered incomplete, the Mail Room and/or the Application

Branch is respectfully requested to contact the undersigned collect at (617) 367-4600,

Boston, Massachusetts.

If the fee is insufficient, the balance may be charged to the account of the undersigned,

Deposit Account No. 02-3038. A duplicate of this sheet is enclosed.

Respectfully submitted,

I‘-hereby oenify that this correspondence is being
deposited with the United States Postal Service asE :3‘ 93

   

 

:39.- n EQ 3E 5' an= a=<E9

mimioner of Patents and rude srkfi. WB-*hi"B‘°“-
D.C. 2023}. up

  
 

Bruce D. Jobse

Reg. No.: 33,51

BOOKSTEIN & KUDIRKA, P.C.

One Beacon Street

Boston, Massachusetts 02108

Te|.: (617) 367-4600

ATTORNEY DOCKET NO.: N0003/7000

DATE: September Q, 1996
XNDD
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~ _ ' D i. The revocation is not §lgried:by1he_a_pplicant. the asslgneo oi the entire lnterest.for-o1_:e particular.
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Best Available Copy
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Address: UDMMISSIDNER OF PATENTS AND TRADEMARKS
Waahlnfllflli. DE. 20231

APPLEATIII NUMBER
HwnM~En»Hx~n Illllflfliiiiiiiillll 1I

as/533115 09/25/95 HUTTDN b4?--

i=-AN, I:-.'-iN1EL '

‘JlZiSEF'H J CATANZAREI J "M — -‘;
DILNORTH & BARREEE g
333 EARLE OVINGTUN BLVD zgng 3 '
LINICINDALE. NY 11553 °"'='“‘"-5°‘ . ‘

10/02/96 J

in/02/95

r

This is a communication irom
the Patent at Trademark 011108

This is In response to the Power oi Attomey flied e.

D 1. The Power oi Attorney to you in this application has been revoked by the applicant Future correspondence will
be mailed to the new address of record. 37 CFR 1.33. j

i
3
1
2

la 2. The Power oi Attorney to you in this application has been revoked by the assignee who has intervened ;
as provided by 37 CFR 3.71. Future correspondence will be mailed to the new address oi record. (37 CFR 1.33).

D 3. The withdrawal as attorney in this application has been accepted. Future correspondence will be mailed to the
new address oi record. 37 CFR 1.33. ‘_

i
E 4. The Power of Attorney in this application is accepted. Correspondence in title application will be mailed to the if

below-noted address as provided by 37 CFR 1.33. i
Cl 5. The Power oi Attorney in this application is not accepted tor the reason(e) checked below:

El a. The Power or Attorney is from an assignee and the certificate required by 37 CFR 3.73 (b) has not been
received.

El b. The person signing tor the aseignee has omitted their empowerment to sign on behali of the asslgnee.

D c. 1'he inventor(s) is without auiiibniy to appoint attorneys since the assignee has intervened as provided by37 CFR 3.71.

El d. The signatured .a co-inventor in this I
application, has been omitted. The Power of Attorney will be entered upon receipt oi conflnnation signed -
by said co-inventor. _

»».___--v-v—~—'
‘ .. \. '__......._._._—.~...w.u.o-‘-‘  “'— - ‘ "IA ‘

pereon(e) appointed In lh_‘i‘a‘Power oi Attorney is not registered to practice before the U.S."Patent at -I
attorney havlnglthe authority to revoke.~§¥

‘I

Rmarcw, mAssAcH.sETre main:

_.4

I- ‘enoererm a KUDIRKA, PC

1

 {-Ci 
DALE A. HALL --

—- . -_ __ -GROUP 2300
L — _l

\‘ nErAiN THIS coev IN 1145 ;

y .-qi.».—-¢>
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PATENT
ATTORNEY DOCKET NO.N0003/7000 

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

l2?
In Re The Application of: Glenn w. Hutton " “ “ED

   

/ NUV 5 two
Serial No. 08/533,115 In

Gl‘1‘@Ul:‘° 2330
Filed: September 25, 1995

For: POINT-‘I30-POINT |N'|'ERNET PROTOCOLS

Examiner: D _l?fn
Art Unit:

BOOKS'|'E|N & KUDIRKA, P.C.

One Beacon Street

Boston, MA 02108

(617) 367-4600

STATUS LETTER

Please inform us of the status for the above—identifed patent

application, and when you expect to examine such.

Respectfully submitted,
I hereby certify that this corrcspondencc is b. y.
deposited with the United States Postal Scrtnéc as
first class mail in an envclaPC “dd"'-'5‘°d '°' °m'

missioner of Patents and Trademarkgwashlngtoni/
p.c. 20231, on 06'/£00‘ /

  
Bruce D. Job

Reg. No. 33,518

BOOKSTEIN & KUDIRKA, P.C.

One Beacon Street

Boston, MA 02108

(617) 367-4600

  Esq.
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ATTORNEY DOCKET NO. N0003/7000

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE
ET)

Applicant: Glenn W. Hutton § E,‘-'; 5%
Serial No.: 08/533,115 S5 '_“_ fig
Filed: September 25, 1995 IV C0 E
For: POINT-TO-POINT INTERNET PROTOCOL 8 3 F11
Examiner: C’ U

Art Unit: 2302

CERTIFICATE OF MAILING UNDER 37 C.F.R. §1.8(a)

The undersigned hereby certifies that this document is being placed in the United States mail with

first-class postage attached. addressed to Assistant Commissioner for Patents, Washington, DC 20231 on

the 17th day of April, 1997.

gjlallcts/WI - QIMU- 
Frances IVI. Cunningha

Assistant Commissioner for Patents

Washington, D.C. 20231

PETITION TO ADD TO ORIGINALLY NAMED lNVENTOR(S) UNDER 37 CFR 1.48(c)

Sir:

Applicant respectfully requests that the above-identified application be amended

under 37 CFR 1.48(c) to add inventors for subject matter disclosed in the application but

previously unclaimed.

Please add the following inventors:

Shane D. Mattaway
826 Periwinkle Street

Boca Raton, FL 33486

Craig B. Strickland
5713 NW 65th Terrace

Tamarac, FL 33321
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Serial No. 08/533,115 -2- Art Unit: 2302

Attached with this petition are the following:

A. Statement of facts verified by the original-named inventor establishing when the

claims to the previously disclosed unclaimed subject matter by the inventors not

named in the application were added and the diligence with which this petition

and amendment is being made with respect to these facts;

B. Declaration by each of the actual inventors as required under 37 CFR §1.63;

C. Written assent of the assignee; and

D. Payment of the fee required under 37 CFR §1.17(h) of $130.00

A check in the amount of $130.00 is enclosed to cover the filing fee. If the fee is

insufficient, the balance may be charged to the account of the undersigned, Deposit

Account No. 02-3038. A duplicate of this sheet is enclosed.

Respectfully submitted,

April 17, 1997
Bruce D. Jobse, sq.

Reg. No. 33,518

BOOKSTEIN & KUDIRKA, P.C.

One Beacon Street

Boston, MA 02108

(617) 367-4600
H:\BDJ\N00O3\7000\PETCORRWPD
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 Attorney Docket No. NOOO3/7000

' HE UNITED STATES PATENT AND TRADEMARK OFFICE

‘ T Shane D. Mattaway et al.

SERIAL NO.: O8/533,115

FILED: September 25, 1995

- FOR: PO]NT—TO-POINT INTERNET PROTOCOL Q
EXAMINER: 5 2: ‘Sq
ART UNIT: 2302 c: *3; D

.0 __ m
P, ,., ._

CERTIFICATE OF MAILING 0) '<
ca ‘-0 FT‘!~.J

I hereby certify that this correspondence is being deposited with the United States Postal Service as first class mailgan envelopp
addressed to: Assistant Commi ioner for Patents, Washington, DC 20231, on April _|_&, 1997.

/’ . _

Wgflcgg kl] . ( jtnnugil/\mn ,ElL\gg;;é M. I Lnmflagg,
(Typed or printed name of person mailin rrespondence) (Signature of person mailing correspo nce)

Assistant Commissioner for Patents

Washington, D.C. 20231

ASSENT OF ASSIGNEE

. NetSpeak Corporation, the assignee of record for the above-identified U.S. Patent

Application, by Way of a first assignment dated November 27, 1995 from Glenn W. Hutton to the

Internet Telephone Company, Reel 7981, Frame 0020, and a second assignment from the

Internet Telephone Company to NetSpeak Corporation dated May 14, 1996, Reel 7981, Frame

0053, hereby consents to the addition of Shane D. Mattaway and Craig B. Strickland as inventors

to the application.

jéz/31% Z
Date .

C:\WINDOWS\TEMP\ASSENTAS.WPD

 
Chief Exe' tive Officer

NetSpeak Corporation
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ATTORNEY DOCKET NO. N0003/7000

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicant: Glenn W. Hutton

Serial No.: 08/533,115

Filed: September 25, 1995
For: POINT-TO-POINT INTERNET PROTOCOL

Examiner:

Art Unit: 2302

CERTIFICATE OF MAILING UNDER 37 C.F.R. §1.8(a)

The undersigned hereby certifies that this document is being placed in the United States mail with

firsficlasj postage attached, addressed to Assistant Commissioner for Patents, Washington, DC 20231 on

35141/.105/\’I/I. ,,m'.«3Qm
Frances M. Cunningham

Assistant Commissioner for Patents

Washington, D.C. 20231

STATEMENT OF FACTS IN SUPPORT OF PETITION

TO ADD INVENTORS UNDER 37 CFR §1.48(C)

Statement of Facts

1. On September 25, 1995, patent application serial number 08/533,155,

entitled “Point-to-Point Internet Protocol" was filed on my behalf, as sole inventor, by

Anthony J. Natoli, Esq., Reg. No. 36,223, of the law firm of Dilworth & Barrese,

Uniondale, New York, NY.

2. On November 27, 1995 I assigned all right, title and interest in and to the

patent application to the Internet Telephone Company, a Florida corporation having a

place of business at One South Ocean Boulevard, Suite 305, Boca Raton, Florida

33432.

3. In March of 1996, NetSpeak Corporation, parent corporation of the

Internet Telephone Company, retained the services of Bruce D. Jobse, Esq., Reg. No.

33,518, of the law firm of Bookstein & Kudirka, Boston, Massachusetts, to prosecute
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Serial No.: 08/533,115

the above-identified application.

4.

filed adding claims 21-53, some of which were directed to subject matter previously

On April 5, 1996 a preliminary amendment to the patent application was

disclosed but not yet claimed.

5.

during a telephone conversation with attorney Bruce D. Jobse sometime in late

November 1996.

6.

preliminary amendment filed April 5, 1996. I acknowledge that both Shane D.

I became aware of the preliminary amendment and the additional claims

On December 11, 1996i received a copy of the above—mentioned

Mattaway and Craig B. Strickland contributed to the subject matter of at least one

currently pending claim of the above-identified application. The necessity of naming

Shane D. Mattaway and Craig B. Strickland as inventors was discovered sometime

between my subsequent review of the copy of the preliminary amendment and the date

of this Statement of Facts. A diligent effort has been made to correct this error.

I hereby declare that all statements made herein of my own knowledge are true

and that statements made on information and belief are believed to be true and further

that the statements were made with the knowledge that willful false statements and the

like so made are punishable by fine or imprisonment, or both under Section 1001 of

Title 18 of United States Code, and that such willful, false statements may jeopardize

the validity of the application or any patents issued therefrom.

GI nn W. Hutton

5*-» Z-97
Date

.,,,;,-476 

5/1- ? /‘/”‘*"7n0c.K5 4’c~/.9 #296972
/‘V/"*’>I,Fr.. 33I9éCitizen: Canada

H:\BDJ\NO0O3\7000\STMTFACT.WPD
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1.‘ i ‘ . — - DOCKET NUMBER: NOOO3/7000

DECLARATION AND POWER OF ATTORNEY FOR

PATENT APPLICATION

As a below named inventor, I hereby declare that:

My residence, post office address and citizenship are stated below next to my name:

I believe I am an original, first and joint inventor the subject matter which is claimed and for which a patent

is sought on the invention entitled POINT-TO-POINT INTERNET PROTOCOL, the specification of

which was filed on September 25, 1995 under Attomey’s Docket Number N0003/7000, now U.S. Patent

Application Seria|No. 08/533,115.

I hereby state that l have reviewed and understand the contents of the above identified patent application,

including the claims as amended by any amendment referred to above.

I acknowledge the duty to disclose information which is material to the patentability of this application in
accordance with 37 C.F.R. 1.56.

_I hereby claim the benefit of foreign priority under 35 U.S.C. 1 19 of any foreign application(s) for patent or

inventor’s certificate having a filing date before that of the application the priority ofwhich is claimed:

Prior Foreign Application(s): Priority Claimed

Yes No

(Number) (Country) (Filing Date)

I hereby claim the benefit of United States priority under 35 U.S.C. 120 of any United States application(s)

listed below and, insofar as the subject matter of each ofthe claims ofthis application is not disclosed in a

listed prior United States application in the manner provided by the first paragraph of 35 U.S.C. 112, I

acknowledge the duty to disclose information material to the patentability ofthis application as defined in 37

C.F.R. 1.56 which occurred between the filing date of the prior application and the national or PCT

international filing date ofthis application.

(Application Serial #) (Filing Date) (Status)

(Application Serial #) (Filing Date) (Status)

(Application Serial #) (Filing Date) (Status)

I hereby declare that all statements made herein of my own knowledge are true and that all statements made

on information and belief are believed to be true; and further that these statements were made with the

knowledge that willful false statements and the like so made are punishable by fine or imprisonment, or both,

under 18 U.S.C. 1001 and that such willful false statements mayjeopardize the validity of the application or

any patent issued thereon.

Page 1 of2
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- POWER OF ATTORNEY: As a named inventor, I hereby appoint the following attorneys and/or agents to

prosecute this application and transact all business in the Patent and Trademark Office connected therewith.

Bruce D. Jobse Reg. No. 33,5 I 8 Paul E. Kudirka Reg. No. 26,93l

Arthur Z. Bookstein Reg. No. 22,958 John F. Perullo Reg. No. 36,265

Philip L. Conrad ' Reg. No. 34,567 Steven G. Saunders Reg. No. 36,265

Paul J. Cook Reg. No. 20,280

Send correspondence to Bruce D. Jobse, BOOKSTEIN & KUDIRKA, P.C., One Beacon Street, Boston,

Massachusetts, 02108.

FULL NAME OF INVENTOR: Glenn W. Hutton

INVENTOR’S SIGNATURE: S-3 1 DATE: :7’ 3'77
RESIDENCE: 9725 Hammocks Boulevard, #206, Miami, FL 33196
CITIZENSHIP: Canada

POST OFFICE ADDRESS: 9725 Hammocks Boulevard, #206, Miami, FL 33196

FULL NAME OF INVENTOR: Shane D. Mattaway

INVENTOR’S SIGNATURE: DATE:

RESIDENCE: 826 Periwinkle, Boca Raton, FL 33486
CITIZENSHIP: U.S.A.

POST OFFICE ADDRESS: 826 Periwinkle, Boca Raton, FL 33486

FULL NAME OF INVENTOR: Craig B. Strickland

lNVENTOR’S SIGNATURE: DATE:

RESIDENCE: 5713 NW 65th Terrace, Tamarac, FL 33321
CITIZENSHIP: Canada

POST OFFICE ADDRESS: 5713 NW 65th Terrace, Tamarac, FL 33321

H:\BD.l\N0003\7000\DECL.WPD
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- ‘DOCKET NUMBER: N0003/7000

DECLARATION AND POWER OF ATTORNEY FOR

PATENT APPLICATION

As a below named inventor, I hereby declare that:

My residence, post office address and citizenship are stated below next to my name:

I believe I am an original, first andjoint inventor the subject matter which is claimed and for which a patent

is sought on the invention entitled POINT-TO—POINT INTERNET PROTOCOL, the specification of

which was filed on September 25, I995 under Attorney’s Docket Number N0003/7000, now U.S. Patent

Application Serial No. 08/533,l I5.

I hereby state that I have reviewed and understand the contents of the above identified patent application,

including the claims as amended by any amendment referred to above.

I acknowledge the duty to disclose information which is material to the patentability of this application in
accordance with 37 C.F.R. l.56.

I hereby claim the benefit of foreign priority under 35 U.S.C. l 19 of any foreign application(s) for patent or

inventor’s certificate having a filing date before that of the application the priority of which is claimed:

Prior Foreign Application(s): Priority Claimed

Yes No

(Number) (Country) (Filing Date)

I hereby claim the benefit of United States priority under 35 U.S.C. 120 of any United States application(s)

listed below and, insofar as the subject matter of each of the claims of this application is not disclosed in a

listed prior United States application in the manner provided by the first paragraph of 35 U.S.C. I I2, I

acknowledge the duty to disclose information material to the patentability ofthis application as defined in 37

C.F.R. l.56 which occurred between the filing date of the prior application and the national or PCT

international filing date of this application.

(Application Serial #) (Filing Date) (Status)

(Application Serial #) (Filing Date) (Status)

(Application Serial #) (Filing Date) (Status)

I hereby declare that all statements made herein of my own knowledge are true and that all statements made

on information and belief are believed to be true; and further that these statements were made with the

knowledge that willful false statements and the like so made are punishable by fine or imprisonment, or both,

under 18 U.S.C. 100] and that such willful false statements mayjeopardize the validity of the application or

any patent issued thereon.

Page I of2
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POWER OF ATTORNEY: As a named inventor, I hereby appoint the following attorneys and/or agents to

prosecute this application and transact all business in the Patent and Trademark Office connected therewith.

Bruce D. Jobse Reg. No. 33,518 Paul E. Kudirka . Reg. No. 26,931

Arthur Z. Bookstein Reg. No. 22,958 John F. Perullo Reg. No. 36,265

Philip L. Conrad Reg. No. 34,567 Steven G. Saunders Reg. No. 36,265

Paul J. Cook Reg. No. 20,280

Send correspondence to Bruce D. Jobse, BOOKSTEIN & KUDIRKA, P.C., One Beacon Street, Boston,

Massachusetts, 02108.

FULL NAME OF INVENTOR: Glenn W. Hutton

INVENTOR’S SIGNATURE: DATE:

RESIDENCE: 9725 Hammocks Boulevard, #206, Miami, FL 33196
CITIZENSHIP: Canada

POST OFFICE ADDRESS: 9725 Hammocks Boulevard, #206, Miami, FL 33196

FULL NAME OF INVENTOR: Shane D. Mattawa

INVENTOR’S SIGNATURE: 
RESIDENCE: 826 Periwinkle, Boca Raton, FL 33486
CITIZENSHIP: U.S.A.

POST OFFICE ADDRESS: 826 Periwinkle, Boca Raton, FL 33486

FULL NAME OF INVENTOR: Craig B 
 
 

INVENTOR’S SIGNATURE:

RESIDENCE: 5713 NW 65th Terrace, Tamarac, FL 33321
CITIZENSHIP: Canada

POST OFFICE ADDRESS: 5713 NW 65th Terrace, Tamarac, FL 33321

H:\BDJ\N0003\7000\DECL.WPD
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The undersigned hereby certifies that this document is being placed in the United States mail with

first-class postage attached, addressed to Assistant Commissioner for Patents, Washington, DC 20231 on

the 17th day of April, 1997.

ggaflcgs ,
Frances M. Cunningham

Assistant Commissioner for Patents

Washington, D.C. 20231

Sir:

Transmitted herewith for filing are the following documents:

[X] Declaration and Power of Attorney (2)

[X] Assent of Assignee

[X] Petition to Add to Originally Named lnventor(s)
[X] Statement of Facts

If the enclosed papers are considered incomplete, the Mail Room and/or the Assignment

Branch is respectfully requested to contact the undersigned collect at (617) 367-4600, Boston,
Massachusetts.

A check in the amount of $130.00 is enclosed for filing of Petition to Add to Originally Named

lnventor(s). If the fee is insufficient, the balance may be charged to the account of the

undersigned, Deposit Account No. 02-3038. A duplicate of this sheet is enclosed.

Respectfully submitted,

flea.
Bruce D. Jobse,

Reg. No.:33,518
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- V! F . Application No. _ Applic,ant(s)'
_ f 03/533,115 Hutton

Off/ce Action Summary
Examiner Group Art Unit I

Richard J. Gregson 2302 I

IX] Responsive to communication(s) filed on 25 Sep 7995

I] This action is FINAL.

Cl Since this application is in condition for allowance except for formal matters, prosecution as to the merits is closed
in accordance with the practice under Ex parte Ouay/e, 1935 C.D. 11; 453 O.G. 213.

A shortened statutory period for response to this action is set to expire 3 month(sl, or thirty days, whichever

is longer, from the mailing date of this communication. Failure to respond within the period for response will cause the

application to become abandoned. (35 U.S.C. § 133). Extensions of time may be obtained under the provisions of
37 CFR1.136(a).

Disposition of Claims

X] Claim(sl 7-53 is/are pending in the application.

Of the above, c|aim(s) is/are withdrawn from consideration.

: Claim(sl Z-A is/are allowed.

IX Claim(sl 7-53 is/are rejected.

: C|aim(s) is/are objected to.

_ Claims are subject to restriction or election requirement.

Application Papers

: See the attached Notice of Draftsperson's Patent Drawing Review, PTO-948.

: The drawing(s) filed on is/are objected to by the Examiner.

: The proposed drawing correction, filed on is D approved D disapproved.

_ The specification is objected to by the Examiner.

The oath or declaration is objected to by the Examiner.

Priority under 35 U.S.C. § 119

_ Acknowledgement is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d).

D All [:1 Some’ D None of the CERTIFIED copies of the priority documents have been

D received.

D received in Application No. (Series Code/Serial Number)

D received in this national stage application from the International Bureau (PCT Rule 17.2(a)l.

‘Certified copies not received:

[:1 Acknowledgement is made of a claim for domestic priority under 35 U.S.C. § 119(el.

Attachment(si

Xi Notice of References Cited, PTO-892

X] Information Disclosure Statementlsl, PTO-1449, Paper No(sl. 6

D Interview Summary, PTO-413

D Notice of Draftsperson's Patent Drawing Review, PTO-948

D Notice of Informal Patent Application, PTO—152

--- SEE OFFICE ACTION ON THE FOLLOWING PAGES ---
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Serial Number: O8/533,115 Page'2

Art Unit: 2302

Part III DETAILED ACTION

1. Claims 1-53 are presented for examination.

2. A shortened statutory period for response to this action is set to expire three (3) months from the

date of mailing of this communication. Failure to respond within the period for response will cause the

application to become abandoned. (35 U.S.C. § 133). Extensions of time may be obtained under the

provisions of 37 CFR 1.136(a).

Information Disclosure Statement

3. In view of the extremely large number of references submitted by the Applicant(s) for

consideration of this application, the Applicant(s) are requested to identify any references which have

particular significance in the prosecution of this application for further consideration by the Examiner.

Applicant(s) should also indicate the specific features, corresponding passages, and figures of such

references which are believed to be germane to the invention claimed in the application

Specification

4. The title of the invention is not descriptive. A new title is required that is clearly indicative of the

invention to which the claims are directed.

5. The lengthy specification has not been checked to the extent necessary to detennine the presence

of all ossible minor errors. A licant's coo eration is re uested in correctin an errors of whichP Y

applicant may become aware in the specification.
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Claim Rejections - 35 USC § 103

6. The following is a quotation of 35 U.S.C. § 103 which forms the basis for all obviousness

rejections set forth in this Office action:

A patent may not be obtained though the invention is not identically disclosed or described as set

forth in section 102 of this title, if the differences between the subject matter sought to be

patented and the prior art are such that the subject matter as a whole would have been obvious

at the time the invention was made to a person having ordinary skill in the art to which said

subject matter pertains. -Patentability shall not be negatived by the manner in which the invention
was made.

Subject matter developed by another person, which qualifies as prior art only under subsection

(0 or (g) of section 102 of this title, shall not preclude patentability under this section where the

subject matter and the claimed invention were, at the time the invention was made, owned by the

same person or subject to an obligation of assignment to the same person.

7. Claims 1-4 are rejected under 35 U.S.C. § 103 as being unpatentable over Civanlar, et al, (US

5,581,552) in view of Morgan, et al., (US 5,524,254). The claimed invention found within Claim 1

consists of a method for establishing point-to-point Internet communications comprising (a) storing in

a database a set of IP addresses for on-line nodes, (b) transmitting a query from a node to a server to

determine the status of a second node, and ‘*9 retrieving the IP address of the second node from the

database in to establish communication between the two nodes. Civanlar, et al., in 2-3, teaches a

multimedia server which uses a communication protocol in which the requesting node sends a request

for communication with another node through a address server, which contains an address database, to

obtain the address and routing information necessary to complete the communication. Civanlar, et al.,

is silent regarding the database searching to match the address with the destination node. Morgan, et

al, in columns in columns 3-4, teaches the look—up procedure into the database which is performed to

H’é@ie\7e1t1E<£>frf§fi:hing address from the database for use in initiating communications over an network.



Serial Number: O8/533,115 Page 4

Art Unit: 2302

It would have been obvious to one of ordinary in the art at the time the claimed invention was made to

include an database and search/retrieval mechanism to locate the needed network address because such

a mechanism permits the database to ge modified over time to allow dynamic address assignment thus
reducing the need to larger address identifiers and thus the amount of data that needs to be transmitted

with each packet of data.

Regarding Claim 2, the claimed invention adds the further limitation to the invention found within

Claim 1 that steps of obtaining the on-line status and IP address of the second node include the steps of:

(bl) sending a query to a server, (c1) searching the server's database, (c2) detennining the on-line status

of the second node, (c3) retrieving the IP address of the second node, (c4) and transmitting the IP address

of the second node from the server to the requesting node. As was discussed above regarding Claim

1, Morgan, el al., in columns 3-4, teaches the look-up procedure into the database which is performed

to retrieve the matching address from the database for use in initiating communications over an network.

It would have been obvious to one of ordinary in the art at the time the claimed invention was made to

include an database and search/retrieval mechanism to locate the needed network address because such

a mechanism permits the database to me modified over time to allow dynamic address assignment thus

reducing the need to larger address identifiers and thus the amount of data that needs to be transmitted

with each packet of data.

Regarding Claim 3 and 4, the claimed invention in Claim 3 adds the further limitation to the

invention found within Claim 2 that the claimed process generate and transmit an error message which

is sent to the requesting node when the second node's status is off-line. The claimed invention Claim 4

adds the further limitation to the invention found within Claim 1 that secondary communications protocol

is used when a off-line status is found. Morgan, et al., in columns 13-14 teaches the process of handling
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error condition where the requested second node is not available, that the processing terminates

3 gracefully. Implicit within this operation is the transmittal of appropriate messages to the requesting node

of this condition with the initiation of error recovery procedures..

8. Claims 5 and 12-16 are rejected under 35 U.S.C. 103 as being unpatentable over Civanlar, et al,

(US 5,581,552) in view of Morgan, et al., (US 5,524,254) as applied to claims 1-5 above, and further in

view of December, et al. (The World Wide Web Unleased) . The claimed invention in Claim 5 adds the

further limitation to the invention found within Claim 4 that performing the secondary communication

protocol includes (dl) transmitting an e—mail signal over Internet from the first node with its IP address,

(d2) transmitting the message thru the Internet for delivery at the second node, and (d3) transmitting a

second IP address to the first node for establishing the point-to-point communications. The combination

of Civanlar, et al., and Morgan, et al. teaches the communications mechanism claimed here in utilizing

the address server and its database to initiate communications between the two nodes. Neither of these

two references teaches the message transport mechanism which is utilized to transmit the various

messages between the various processors on the network. December, et al., on pages 6-9 teaches the

various message and data types which are readily transported between two nodes attached to the Internet

and that each type of message is a format for which blocks of data are sent between different processors.

It would have been obvious to one of ordinary skill in the art at the time the claimed invention was made

to utilize Internet e-mail messages as the means to transport various requests between two processors

attached to the Internet because it is a well defined and well supported data transport means for moving

data between processors across the Internet and that the substitution of e—mail as the transport mechanism
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for any other message transport means would be within the ordinary skill of the art as these transport

means are equivalent means for moving blocks of data between nodes of the network.

Regarding Claim 12, the claimed invention consists of an independent method claim for

establishing point—to point communications comprising transmitting an e-mail signal from the first node

via the Internet to the second node, each message containing the appropriate IP address to establish, and

using these addresses to establish the point—to—point communication. The claimed invention is a simplified

version of the method contained within Claim 1 above with the specification that the messages used to

communicate between the first and second nodes be transported using e-mail. The combination of

Civanlar, et al., and Morgan, et al. teaches the communications mechanism claimed here in utilizing the

address server and its database to initiate communications between the two nodes. Neither of these two

references teaches the message transport mechanism which is utilized to transmit the various messages

between the various processors on the network. December, et al., on pages 6-9 teaches the various

message and data types which are readily transported between two nodes attached to the Internet and

that each type of message is a format for which blocks of data are sent between different processors. It

would have been obvious to one of ordinary skill in the art at the time the claimed invention was made

to utilize Internet e-mail messages as the means to transport various requests between two processors _

attached to the Internet because it is a well defined and well supported data transport means for moving

data between processors across the Internet and that the substitution of e-mail as the transport mechanism

for any other message transport means would be within the ordinary skill of the art as these transport

means are equivalent means for moving blocks of data between nodes of the network.

Regarding Claim 13 and 14, the claimed invention adds the further limitation to the invention

found within Claim 12 that the process of transmitting the appropriate email signal includes me first step
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of generating the signal to be sent before it is transmitted. Implicit within the teaching of Cinvanlar, et

al. Is the step of generating all messages that need top be transmitted to other processors before the

message is transmitted using its particular transport means.

Regarding Claim 15, the claimed invention adds the further limitation to the invention found

within Claim 12 that processing the e—mail message for delivery thru the Internet consists of the

processing the e—mail message using the e—mail server connected to the second processor. Implicit with

the teachings of December, et al. is the existence of processes running at both nodes of the Internet that

are communicating, which includes the e—mail function, to perform the steps necessary to allow the

communication to occur. As such, the transmission of data between two nodes must include the use of

a process like a mail server to operate at the receiving end of the communication in order for the

communication to be successful. It would have been obvious to one of ordinary skill in the art at the time

the claimed invention was made to utilize Internet e—mail messages on regularly supported e—mail servers

as the means to transport various requests between two processors attached to the Internet because it

is a well defmed and well supported data transport means" for moving data between processors across the

Internet and that the substitution of e—mail as the transport mechanism for any other message transport

means would be within the ordinary skill of the art as these transport means are equivalent means for

moving blocks of data between nodes of the network.

Regarding Claim 16, the claimed invention adds the further limitation to the invention found

within Claim 12 that step of processing the e—mail signal followed by transmitting a second IP address

include the steps of generating a connection signal which is transmitted to the first node along with the

second IP address. Civanlar, et al., in column 11, teaches the use of a signal to initiate the connection

between the two nodes along with the all necessary address information needed by the nodes. December,
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et al., teaches that the communication of these messages can be accomplished using e-mail over the

Internet. It would have been obvious to one of ordinary skill in the art at the time the claimed invention

was made to utilize Internet e-mail messages as the means to transport various requests between two

processors attached to the Internet because it is a well defined and well supported data transport means

for moving data between processors across the Internet and that the substitution of e-mail as the transport

mechanism for any other message transport means would be within the ordinary skill of the art as these

transport means are equivalent means for moving blocks of data between nodes of the network.

9. Claim 6, which teaches an apparatus claims, fail to teach or define above or beyond Claims 1-5

above and are rejected for the same reasons set forth above in the rejections of Claims 1-5, supra.

10. Claims 7-11, which also teaches a set of apparatus claims, fail to teach or define above or beyond

Claims 1-5 above and are rejected for the same reasons set forth above in the rejections of Claims 1-5,

supra.

11. Claims 17-18, which teaches a set of apparatus claims, fail to teach or define above or beyond the

apparatus found within Claims 12-16 above and are rejected for the same reasons set forth above in the

rejections of Claims 12-16, supra.

12. Claims 19-20, which also teaches a set of apparatus claims, fail to teach or define above or

beyond the apparatus found within Claims 12-16 above and are rejected for the same reasons set forth

above in the rejections of Claims 12-16, supra.
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13. Claim 21, which teaches a computer program product claim, fail to teach or define above or

beyond Claims 1-5 above and are rejected for the same reasons set forth above in the rejections of Claims

1-5, supra.

14. Claim 22, which teaches a computer program product claim, fail to teach or define above or

beyond Claims 12-16 above and are rejected for the same reasons set forth above in the rejections of

Claims 12-16, supra.

15. Claims 23-25, which also teaches a set of apparatus claims, fail to teach or define above or

beyond Claims 1-5 above and are rejected for the same reasons set forth above in the rejections of Claims

1-5, supra.

16. Claims 26-31, which teaches a set of method claims, fail to teach or define above or beyond the

apparatus found within Claims 1-5 above and are rejected for the same reasons set forth above in the

rejections of Claims 1-5, supra.

17. Claims 32-42, which also teaches a set of method claims, fail to teach or define above or beyond

the apparatus found within Claims 12-16 above and are rejected for the same reasons set forth above in

the rejections of Claims 12-16, supra.
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18. Claims 43-53, which teaches a set of computer program product claims, fail to teach or define

above or beyond the apparatus found within Claims 12-16 above and are rejected for the same reasons

set forth above in the rejections of Claims 12-16, supra.

Conclusion

19. The prior art made of record and not relied upon is considered pertinent to applicant's disclosure:

a. Heylighen teaches the basics of Internet communication and the addressing means used
therein.

20. Any inquiry concerning this communication or earlier communications from the examiner should

be directed to Richard J. Gregson whose telephone number is (703) 305-4392. The examiner can

normally be reached on Monday-Thursday from 8:00 a.m. to 5:30 p.m., as well as on alternate Fridays

during these same hours.

If attempts to reach the examiner by telephone are unsuccessful, the examiner's supervisor, Alyssa

H. Bowler, can be reached on (703) 305-9702. The fax phone number for this Group is (703) 308-5358.

Any inquiry of a general nature or relating to the status of this application or proceeding should

be directed to the Group receptionist whose telephone number is..(7Q:3) 305-9700.

W \\
Richard J'.'i reg on, Esq.
Patent Examiner

Art Unit 2302

May 22, 1997
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PTENT

I hereby certify that the following Transmittal Letter is being deposited with the United States
Postal Service as First Class Mail in an envelope addressed to the Assistant Commissioner for Patents,

Box DD, Washington, D.C. 20231 on July 1 1997.

CERTIFICATE OF MAILING

 

 
 

 

 Frances M. Cunningham

Assistant Commissioner for Patents

Box DD

Washington, DC 20231

TRANSMITTAL LETTER -J -.

. G 33 ,2. =7
Sir: «S ; '7

ix: .1 I12;
Transmitted herewith for filing in the Patent Application of: 8 W 13

Q ~.J
Applicant: Glenn W. Hutton '*-—’
Serial No.: 08/533,115

Filed: September 25, 1995
For: POINT-TO-POINT INTERNET PROTOCOL

Examiner: R. Gregson
Art Unit: 2302

are the following papers:

_); Information Disclosure Statement, Form PTO-1449 and references.l

The Commissioner is hereby authorized to charge any other fees under 37 C.F.R.

§§1.16 and 1.17 that may be required, or credit any overpayment, to our Deposit Account No.

02-3038.

Respectfully submitted,

Bruce D. Jobse, No. 33,518
BOOKSTEIN 8. KUDIRKA, P.C.

One Beacon Street

Boston, MA 02108

(617) 367-4600

H :\BDJ\N0003\7O00\l DS3TRA.WPD
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Glenn W. Hutton

08/533,115

September 25, 1995
POINT-TO-POINT INTERNET PROTOCOL

Examiner: R. Gregson
Art Unit: 2302

CERTIFICATE OF MAILING UNDER 37 C.F.R. §1.8(a)

The undersigned hereby certifies that this document is being placed in the United States mail with first-class
postage attached, addressed to Assistant Commissioner for Patents, Box DD, Washington, DC 20231 on July 11,
1997. '

 
  Frances M. Cunning

5-7

Assistant Commissioner for Patents ' 3,’ 2:. ,3

Box DD 55 §
Washington, DC 20231 On; _'_ f'~,~',

Q .1:

STATEMENT FILED PURSUANT TO THE DUTY OF Q 3
DISCLOSURE UNDER 37 C.F.R. §§1.56, 1.97 AND 1.98

Sir:

Pursuant to the duty of disclosure under 37 C.F.R. §§1.56, 1.97 and 1.98, the

applicant requests consideration ofthis Information Disclosure Statement.

This Information Disclosure Statement is being filed before the mailing date of a

first Offlce Action on the merits and thus no certification is required.

The undersigned hereby certifies that each item of Information contained in the

attached Information Disclosure Statement was cited in a communication from a foreign

patent office in a counterpart foreign application mailed not more than three months

prior to the filing of this Statement. Each item was cited in Annex to Form

PCT/lSAl206, Communication Relating to the Results of the Partial International Search

mailed June 13, 1997, in International Application No. PCT/US 96/15504, filed

September 25, 1996.

The applicant hereby makes of record in the above-identified application the

information listed on the attached form PTO—1449 (modified). The order of presentation
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of the references should not be construed as an indication of the relative importance of

the references. .

Remarks

A copy of each of the above-identified information items is enclosed. It is

respectfully requested that:

o The examiner consider completely the cited information,

along with any other information, in reaching a determination

concerning the patentability of the present claims;

- The enclosed form PTO-1449 be signed by the examiner to

evidence that the cited information has been fully considered

by the Patent and Trademark Office during the examination

of this application;

- The citations for the information be printed on any patent

which issues from this application.

By submitting this information disclosure statement, the applicant makes no

representation that a search has been performed, of the extent of any search

performed, or that more relevant information does not exist.

By submitting this information disclosure statement, the applicant makes no

representation that the information cited in the statement is, or is considered to be,

material to patentability as defined in 37 C.F.R. §‘l .56(b).

By submitting this information disclosure statement, the applicant makes no

representation that the information cited in the statement is, or is considered to be, in

fact, prior art as defined by 35 U.S.C. §102.

It is understood by applicant that the foregoing information will be considered

and, to the extent deemed appropriate by the examiner, will be reflected in the

examiner's communication.

Respectfullysubmitted,

flaza.
Bruce D. Job , Reg. No. 33,518

BOOKSTEIN KUDIRKA, P.C.

One Beacon Street

Boston, Massachusetts 02108

Tel: (617) 367-4600
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@ Automatic discovery of network elements.

@ Disclosed is a computer network node discovery system that provides a general way of discovering
network elements, or nodes. connected to a computer network, and a specific algorithm for discovering
nodes connected to a TCPIIP network. using the SNMP protocol available within the TCPIIP network
software. Some nodes on a network. called discovery agents. can convey knowledge of the existence of
other nodes on the network. The network discovery system queries these agents and obtains the
information they have about other nodes on the network. it then queries each of the nodes obtained to
detennine if that node is also a discovery agent. in this manner. most of the nodes on a network an be
discovered. The process of querying discovery agents to obtain a list of nodes known to the discovery
agents is repeated at timed intervals to obtain information about nodes that are not always active. In a
TCPIIP network. discovery agents are nodes that respond to queries for an address translation table
which translates intemet protocol (IP) addresses to physical addresses. The data from each node's
address translation table is used to obtain both the IP and the physical address of other nodes on the
network These nodes are then queried to obtain additional information. After all the nodes on a
network are discovered. the list of nodes is written to a database where it can be displayed by the
network manager or other users of the network.
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FIELD OF THE INVENTION

This invention relates to computer systems and
more particularly to computer networks that intercon-

nect computers. Even more particularly. the invention
relates to detennlning the nodes connected to a net-
work.

BACKGROUND OF THE INVENTION

Computer networks are collections of hardware

and software that connect computers and allow them

to send information from one computer to another

electronically. A computer network is comprised of the
physical hardware connections between the various

computers. for example telephone lines or a coax
cable. and the software used to send and receive data

and to route the data to the selected computer on the
network.

A local area network (LAN) is a network connec-

tion between computers in close proximity. typically

less than one mile, and usually connected by a single
cable such as coax cable. A wide area network (WAN)

is a network of computers located at longer distances.

often connected by telephone lines or satellite links.

Network software may sometimes be used with both
types of networks. For example. a popular network is

the Department of Defense intemetworking protocol
suite. known as Transmission Control Protocol/Inter

net Protocol (TCP/IP). This system was originally

developed by the Defense Advanced Research Pro-
jects Agency (DARPA) and has now been widely dis-

tributed to Universities and industry.

When a network is fast growing. that is. network

elements or nodes are being added frequently. a net-
work adminlstrator may not know all of the nodes con-
nected to the network. Also. a network administrator

new to his or herjob may not be famiiiarwith the nodes

on the network. Determining the nodes manually is a
difficult problem. The administrator may contact all
the users of the network known to the administrator.

however, infrequent users may be forgotten and not
contacted. Also. if a node is connected to the network,

but not active because the computer is not powered

up or is inoperative. that node may not be included in

the list. in a very short local area network. a network

administrator may physically trace the cable of the
network to determine which nodes are located on the

network. However, since longer local area networks

can extend as far as a mile. through many floors and

offices within a building, physical tracing may be

impossible. in a wide area network. physical tracing is

almost always impossible.

For some commonly used networks. special

equipment can be purchased that will determine the
nodes located on the network and the distance be-

tween them. This equipment. called a probe, is often

limited by the other components of the network. how-
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ever. For example. in a local area network, a repeater

unit may be used to extend the effective distance of

the local area network to a distance greater than is

capable with a single cable. A repeater unit amplifies
signals. and therefore will not allow a probe to deter-

mine the location of nodes beyond the repeater.

Other units connected to the network may

obscure nodes. For example a bridge unit connects

two similar networks but only passes messages that
are being sent from a node on one side of the bridge
to a node on the other side of the bridge. it will not
pass messages between nodes on the same side. in
order to reduce the traffic on the other side of the

bridge. A bridge will prevent a probe from detenninlng
the nodes on the other side of the bridge. A gateway
is a unit that connects dissimilar networks to pass

messages. Because a gateway may have to reformat

a message to accommodate a different network pro-
tocol. it will prevent a probe from finding nodes

beyond the gateway.
There is need in the art than for a method of deter-

mining the nodes on a local area network. There is

further need in the art for determining such nodes
without the use of special equipment. A still further
need is for a method that will determine which nodes

are located beyond the repeater units. bridges. and

gateways on a network.

SUMMARY OF THE INVENTION

it is an object of the present invention to provide
a method of detem-lining the elements or nodes con-
nected to a network.

it is another object of the invention to provide a

method of discovering network nodes on a TCP/IP
network.

Another object of the invention is to determine

which discovered nodes are discovery agents and

can convey knowledge of the existence of other
nodes on the network.

Another object is to query all discovery agents
and ask for other nodes on the network

A further object is to query all TCP/IP nodes to ret-
rieve the address translation table from the TCP/IP
node.

The above and other objects of the invention are

accomplished in a system which provides a general
way of discovering network elements. or nodes, and

a specific algorithm for discovering nodes within a
TCP/IP network, using a standard Simple Network

Management Protocol (SNMP). which is available
within the TCP/IP network.

Some nodes on a network can convey knowledge
of the existence of other nodes on a network, and are

called discovery agents. When a network contains

discovery agents. these agents can be queried to
obtain the information they have about other nodes on

the network. By obtaining a list of nodes from a single
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discovery agent. and querying each of the nodes

obtained to determine if it is also a discovery agent.
most of the nodes on a network can be discovered.

The process of querying discovery agents to
obtain a list of nodes known to be discovery agents.

must be repeated at timed intervals. At any given time
on a network. one or more nodes may not be respond-

ing to the network. either because it is inoperative, or
because it is not powered up. Therefore. if the discov-

ery process is attempted during this time, these

unavailable nodes will not be discovered. By repeat-

ing the discovery process over time at regular inter-
vals. additional nodes on a network can be
dcovered.

in a TCP/IP network. discovery agents are nodes

that respond to queries for an address translation

table. Within TCP/IP network. every node will have an

intemet protocol (IP) address. This address is a 32 bit
number and is unique to all nodes within the TCP/IP

network. Although the IP address is probably unique

to all nodes everywhere that use the TCP/IP protocol.
the physical address of a node on a particular network

will be different from the IP address. For example.
some types of LANs use an 8 bit address. and can
therefore use the low order 8 bits of the IP address.

however. some other types of LANs use a 48 bit
address and cannot use the internet address. There-

fore. every node within a TCP/IP network must have
an address translation table which translates the IP

address to the physical address. The data from each
nodes address translation table can be used to obtain

both the IP and the physical address of other nodes

on the network. Again, as described in the above gen-
eral algorithm. the queries should be repeated at

timed intervals to insure that recently activated nodes

are discovered. Another reason for repeating the dis-
covery process over timed intervals in a TCP/lP net-
work ls that some of the information within a node's

address translation table may be purged if the node

does not use the information after a period of time.

This purge is used to reduce the table size require-

ments within a node. By repeating the queries at timed
intervals, the greatest amount of translation table

Information may be obtained.

BRIEF DESCRIPTION OF THE DRAWINGS 

The above and other objects. features. and

advantages of the invention will be better understood

by reading the following more particular description of
the invention, presented in conjunction with the fol-

lowing drawings, wherein:

Fig. 1 shows a block diagram of the hardware of
the node that runs the process of the present
invention:

Fig. 2 shows a diagram of a typical computer
3n9=Wv\nnar*lnn nnf\unr(r'
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modules of the discovery system of the present
invention; ' '

Fig. 6 shows a flowchart of the main module of the
invention;

Fig. 7 shows a flowchart of the self-seed module
of the invention;

Fig. 8 shows a flowchart of the process-node

module of the invention;
Fig. 9 shows a flowchart of the process-ping mod-
ule of the invention;

Fig. 10 shows a flowchart of the process-IFIP
module of the invention;

Fig. 11 shows a flowchart of the store-lP module
of the invention;

Fig. 12 shows a flowchart of the store-IF module
of the invention;

Fig. 13 shows a flowchart of the invalidnode mod-
ule of the invention:

Fig. 14 shows a flowchart of the findnode module
of the invention:

Fig. 15 shows a flowchart of the addnode module
of the invention:

Fig. 16 shows a flowchart of the process-AT mod-
ule of the invention: and

Fig. 17 shows a flowchart of the store-AT module
of the invention.

DESCRIPTION OF THE PREFERRED
EMBODIMENT

The following description is of the best presently

contemplated mode of can-ying out the present inven-
tion. This description is not to be taken in a limiting

sense but is made merely for the purpose of describ-

ing the general principles of the invention. The scope

of the invention should be detennined by referencing
the appended claims.

Fig. 1 shows a block diagram of the computer

hardware that contains the discovery system of the

present invention. Referring now to Fig. 1. a computer

system 100 contains a processing element 102. The
processing element 102 communicates to other ele-

ments within the computer system 100 over a system

bus 104. A keyboard 106 is used to Input information

from a user of the system. and a display 108 is used
to output information to the user. A network interface

112 is used to interface the system 100 to a network '
118 to allow the computer system 100 to act as a node
on a network. A disk 1 14 is used to store the software

of the discovery system of the present invention. as

well as to store the data base collected by the discov-
ery system. A printer 116 can be used to provide a

hard copy output of the nodes of the network discov-

ered by the discovery system. A main memory 110

within the system 100 contains the discovery system

120 of the present invention. The discovery system
1'30 nnmmrrninates with in nnrar-Minn svatem 1'2? and



network 118.

Fig. 2 shows a diagram of a network. Referring
now to Fig. 2. a network 202 contains a node 206.

Node 206 contains the processor 100 (Fig. 1) which
contains the discovery system software of the present
invention. Node 206 is attached to a first network seg-

ment 118. The network segment 118 is connected to
a repeater 212 which is connected to a second net-

work sequent 214. This second network system 214
has nodes 216 and 218 attached to it. A repeater,

such as repeater 212. allows network sequents to be
connected to allow a network to be extended over a

longer distance. An important characteristic of a repe-

ater is that there is no translation of data passing
through it. That is. every message that is transmitted
on one network segment, will pass unchanged
through a repeater to the other network segment.

Therefore. any messages broadcast. for example, by

node 206 will be received by node 216 and node 218

after these messages pass through repeater 212.

Network segment 118 is also attached to a bridge
208 which connects it to a third network sequent 210.

A bridge will only pass messages that are being trans-

mltted from a node on one side of the bridge to a node

on the other side of the bridge. It will block messages
that are transmitted from a node on one side of the

bridge to a node on that same side of the bridge. This
characteristic reduces network traffic on various

sequents of a network.

Segment 1 18 is also attached to a router/gateway
220 which connects is to a fourth network segment

222. Routers are devices that connect network seg-

ments which have similar characteristics. Gateways

are devices which connect networks having different
types of characteristics. For example. a gateway
might connect a local area network to a wide area net-
work.

Because bridges. routers. and gateways, must

process the messages sent over the network. they
also must contain information about which nodes are

on the network. Therefore, bridges. routers. and gate-

ways are authoritative sources of information for
determining the nodes on the network. A protocol

defines the format of messages that are sent across
a network. One popular protocol is the Department of

Defense lnternetworklng Protocol Suite. popularty

known as TCP/iP. Because it was developed by the
Department of Defense. this protocol is widely avail-

able and used extensively. particularly in a university

environment. Also. this suite of protocols is very popu-

lar on the UNIX operating system and has seen wide
distribution there. The internet protocol (lP) uses a

single thirty-two bit address for all nodes that can be
connected to the internet at any location. Physical

addresses within a particular type of network. are nor-

mally different from an IP address. if a network

address is very small, perhaps eight bits. it may be the

same as the low order eight bits of the iP address. if
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a network address is large. for example, some LANs
use forty-eight bit addresses, it is impossible for these

addresses to correspond directly to IP addresses.
Therefore. both an IP address and a physical address
exist for each node on a network. Devices such as

routers, gateways. and bridges, which can send mes-
sages from one network to another must be able to

translate between IP addresses and physical addres-
ses. Therefore. these devices have translation tables
which allow them to translate between these two

types of addresses. By accessing these translation
tables, one of the nodes on a network can obtain infor-
mation about the other nodes on the network. The

existence of these translation tables allow the method

of the present invention to perfonn its function.
A network probe 224 is alsoattached to the net-

work 1 18. A network probe 224 is a device that assists

in locating defective nodes and assists in repairing

those nodes. Since it is a testing device. it may or may
not be attached to a network at any given time. When

a probe is attached to a network. the discovery system
of the present invention can query the probe and use
information obtained from the probe to assist in dis-

covering other nodes on the network.

Figs. 3 through 5 show a hierarchy diagram ofthe
modules of the software of the present invention. Ref-

erring now to Figs. 3 through 5. discovery module 302
is the main module of the system. Discovery calls self-
seed block 304 to start the process of building a
database about the network. and it calls process-

node block 306 to process information about each
node that it obtained from self-seed. Process-node

block 306 calls process-ping block 308 to query a
node on the network to detennlne if that node is

active. Process-node block 306 also calls process-
IFIP block 310 for each IP address that it obtains. Pro-

cess-IFIP block 310 calls store-IP block 402 for each

IP address. and store-IP block 402 calls invaiidnode

block 406, findnode block 408. and addnode block

410. for each IP address. For each IF entry (physical
address) received. process-IFIP block 310 calls
store-IF block 404. For each address translation table

entry, process-node block 306 calls process-AT block
312 which in turn calls store—AT block 502. Store-AT

block 502 calls invaiidnode at block 504, findnode

block 506. and addnode block 508.

Fig. 6 shows a flowchart ofthe discovery module

block 302 (Fig. 3). Referring now to Fig. 6. after entry
block 602 gets any options that the user wishes to
enter. Block 604 then initializes the database used to

pennanently store the nodes. and loads node list from

existing entries in the database. if a database for the

network does not exist. the discovery system has the

ability to create that database. ifa database of the net-

work already exists. the discovery system will use the
npde information which is already available in that

database to query other nodes within the system.
Block 606 then initializes domains. A domain

I
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defines the limit beyond which the user of the discov-

ery system does not wish to find nodes. That is, the

domain limits the range ofthe discovery process. This
limitation is necessary on large networks. to keep the

amount of processing to reasonable level. Further-
more. a user usually is only interested in the nodes on

a particular network segment. or the network segment
connected by repeaters and possibly bridges.

Block 608 then calls Fig. 7 to self-seed the sys-

tem. If no entries were available in the database. the
discovery system can self-seed by sending a broad-
cast message and determine who responds to that

message. After returning from self-seed. block 610

points to the first node list entry. As discussed earlier.

the node list will contain a list of the nodes already
known to the system. This list can be input from the
database. or the list can be started from self-seed

module. After pointing to the first entry. block 612

determines if there are more entries to process. If
there are no more entries to process. block 612 trans-

fers to block 614 which will wait a predetermined

period of time before reprocessing the entire node list.

Typically. block 614 will wait for approximately thirty

seconds. By reprocessing the node list periodically.
additional nodes can be discovered. This is because

a node may be inactive on the system at any given
time and might not be discovered by a single pass

through the network. By waiting and reprocessing the

node list. nodes that were inactive may now be active
and additional infomtation can be obtained.

if more entries in the node list exist. block 612

transfers to block 616 to process one of the nodes.

After processing that node. block 616 transfers to
block 618 which points to the next node list entry and
returns to block 612 to process the next node.

Fig. 7 shows a flowchart for the self-seed block

304 (Fig. 3) which obtains initial information about

nodes on the network. Referring now to Fig. 7. after

entry. block 702 sends an SP broadcast request to all

nodes on the network. SNMP stands for Simple Net-

work Management Protocol. and is a part of the

TCPIIP network software. After sending the broadcast
request. block 702 transfers to block 704 which

receives SNMP messages from the nodes. If more

SNMP messages are available. block 704 transfers to
block 706 which adds a node to the node list for each

message received. in this manner. all nodes that are

currently active on the network can be queried to
obtain initial infonnation about the node. After all

SNMP messages have been received. block 704
returns to the caller.

Another way of self-seeding is to query the
address translation table for the node that is executing
the discovery system. This table will contain the
addresses of other nodes on the network, and these

addresses are then used to start the discovery pro-
0888.
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(Fig. 3). The process-node module of Fig. Bis called

from the discovery module of Fig. 6 once for each

entry in the node list. Therefore. whin Fig. 8 is called.

the address of a single node is passed to it. Referring

now to Fig. 8. after entry. block 802 detennines
whether the node is within a domain. As discussed

earlier. the domain defines the limits beyond which

the discovery program does not wish to discover new
nodes. if the node is within the domain, block 802

transfers to block 804 which calls the process-ping
module of Fig. 9 to determine whether the node is

active. After returning from Fig. 9. block 804 transfers
to block 806 to determine whether the state of the

node has changed since the last information was

obtained. That is. when the process-ping module
queries the node. it determines the state of the node

at the present time. This state is compared. in block

806. with the state of the node as it was known previ-

ously in the database. if that state has changed. block
806 transfers to block 808 to store the new state in the

database. Control then returns to block 810 which

calls process-IFIP to retrieve the IF and IP tables from

the node. After returning from Fig. 10. block 810 trans-
fers to block 812 which determines whether the node

responded to an SNMP request. if the node did res-

pond to the SNMP request. block 812 transfers to
block 814 which determines whether the node is cur-

rently in the database. If the node is not in the datab-
ase. block 814 transfers to block 816 to add the node

to the database. Control then continues at block 818

which calls Fig. 16 to retrieve the address translation
table from the node. Control then returns to the caller.

Fig. 9 shows a flowchart of the process-ping mod-
ule block 308 (Fig. 3). This module is called to deter-
mine whether a node is active on the network.

Referring now to Fig. 9. after entry block 902 deter-

mines whether the ping lntervai has elapsed. The ping

interval is used to prevent a node from being queried

too often. if the ping interval has not elapsed. block
902 returns to the caller. if the ping interval has elap-

sed. block 902 transfers to block 904 which sends an
ICMP-echo message to the node. The ICMP-echo
protocol is defined as a part of TCPIIP and is used to

cause the node to return an acknowledgement to a

message. Block 904 then transfers to block 906 which
detennines whether a response has been received

from the other node. If a response has not been

received within a predetermined amount of time, typi-

caliy block 906 transfers to block 910 which sets a flag
to indicates that the node failed to respond. lfthe node

does respond. block 906 transfers to block 908 which

sets a flag to indicate that the node did respond and
then block 912 sets a new ping Interval which will pre-

vent the node from being pinged for the period of the

interval. The ping interval is typically five minutes.
Block 912 then returns to the caller.

Fig. 10 shows a flowchart of the process-IFIP



available in a node to define the translation of physical
addresses to IP addresses. The information is avail-

able as two different tables. with an index contained
in the IF table to cross-reference to the IP table within

the node. By obtaining these two tables. the discovery
system can determine what the other interfaces to
which a node is connected. and therefore determine
other networks to which the node is connected. Ref-

erring now to Fig. 10. after entry, block 1002 deter-
mines whether the IFIP interval has elapsed. The IFIP

interval is similar to the ping interval described with

respect to Fig. 9. and is used to keep a node from

being queried too often. If the IFIP interval has not
elapsed. block 1002 returns to the caller. If the IFIP

has elapsed, block 1002 transfers to block 1004 which

sends an SNMP message to request the node to send

its next IP table entry to the discovery node. When an

entry is received. block 1006 calls store-IP module of

Fig. 11 to store the node within the node list. Block
1007 then transfers back to block 1004 if more IP

entries are available. After all the entries are all stored

in the node list. block 1007 transfers to block 1008

which sets a new IFIP interval oftypicaiiy greater than

10 hours. Block 1010 then sends an SNMP message

to request that the node send its next IF table entry to

the discovery node. When an IF table entry is

received, block 1012 calls the store-IF module of Fig.
12. Block 1014 then transfers back to block 101 If

more entries are available. After receiving and storing
all the IF table entries. block 1014 returns to the caller.

Each IF table entry contains an index into the IP table.

By using this index. physical addresses in the IF table
can be matched with the IP address.

Fig. 11 shows a flowchart of the store-IP process

block 402 (Fig. 4). Referring now to Fig. 1 1 . after entry
block 1102 calls Fig. 14 to find the node in the node

list. The node will be found if the discovery system has

already encountered this node in its process. Block
1304 then determines whether the node exists. and if

the node does not exist. block 1104 transfers to block

1106 which calls Fig. 13 to determine whether the
node is valid. Block 1108 then determines if the node

is valid and if it is valid. block 1108 transfers to block

1110 to add the node to the node list. After adding the

node. or if the node already existed, control goes to

block 1112 which updates the state information about

the node. After updating the node state lnfonnation or
if the node was not valid. Fig. 11 returns to the caller.

Fig. 12 is a flowchart of the store-IF process of

block 404 (Fig. 4). This module is called for each table

entry In the IF table received from a node. Referring

now Fig. 12. after entry. block 1202 finds the IP index
within the IF record. As described earlier. each IF

table entry will have a corresponding IF table entry.

and the IP entry is referenced by an index value con-

tained in the IF entry. Block 1204 then determines

whether a matching IP record exists. If a matching IP
record does exist. block 1204 transfers to block 1206
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which moves the physical address from the IP record
to the node record in the node list. Block 1208 then

updates any state infomwation in the node record.

After updating the state information. or if there were

no matching IP record, Fig. 12 returns to its caller.
Fig. 13 shows a flowchart of the invalidnode mod-

ule block 406 (Fig. 4). Referring now Fig. 13. after
entry. block 1302 determines whether the address of

the node is simply the Ioopback address of another
node. Each node has a Ioopback address associated

with it for use in testing the node. Because the loop-
back address refers to the same node. no additional
information can be obtained from that node and the

Ioopback address is never stored as a node address.

lfthe IP address is not equal to the Ioopback address,
block 1302 transfers to block 1304 to detennine
whether the node is within the domain. As described

earlier. the domain is used to determine the limits

beyond which the discovery system will not attempt to
discover new nodes. If the node is within the domain.
block 1304 transfers to block 1306 which returns an

indication that the node is valid. If the node is not

within the domain or if the IP address equals the loop-
back address. control transfers to block 1308 which

returns an error indication indicating that node is not
valid. Control then returns to Eli: caller.

Fig. 14 is a flowchart ofthe findnode module block
408 (Fig. 4). The module is used to find a node within

the node list. Referring now Fig. 14. after entry. block

1402 gets the node list entry. Block 1404 then deter-
mines whether the IP address matches the entry in
the list. if a match does occur, block 1404 transfers to
block 1408 which retums an indication that the node

is in the node list. If the IP address does not match.

block 1404 transfers to block 1406 which gets the next

node list entry and block 1410 then detennines
whether the end of table has been reached. lfthe end

of the list has not been reached. block 1410 transfers

back to block 1404 to check the entry just found. if the
end of the list has occurred. block 1410 transfers to

block 141 2 which returns an error indication indicating
that the node is not in the node list.

Fig. 15 shows a flowchart ofthe process of adding

a node to the node list. Referring now to Fig. 15. after

entry. block 1502 perlonns a hash operation on the IP
address to create a pointer into the node list. Block

1504 then allocates memory for a node record. and
block 1506 stores the data available for the node into

the node record at the location pointed to by the
hashed IP address. Block 1506 then returns to the cal-
ler.

Fig. 16 shows a flowchart of the process-AT mod-

ule of block 312 (Fig. 3). This module is called by the

process-node module for each entry in the node list.

Referring now to Fig. 16, after entry, block 1602 deter-

mines whether the AT interval has expired. The AT
Interval is used to prevent a node from being polled

too frequently. if the AT interval has not expired, block
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1602 simply remms to the caller. lithe AT interval has
expired. block 1602 transfers to block 1604 which

sends an SNMP message to request that the node

send its next address translation table entry to the dis-
covery node. When an entry is received. block 1606

is called to store the table entry. Block 1607 then
transfers back to block 1604 if more table entries are

available. After storing all the table entries. block 1607
transfers to block 1608 which updates the node's
state information in the node list. Block 1610 then sets

a new AT interval, typically fifteen seconds. and
returns to the caller.

Fig. 17 shows a flowchart of the store-AT module

of block 502 (Fig. 5). Referring now to Fig. 17. after
entry. block 1702 calls the findnode module Fig. 14 to
determine whetherthe node is already in the node list.
if the node is in the node list. block 1704 transfers to

block 1712. if the node is not in the node list. block

1704 transfers to block 1706 which calls Fig. 13 to
determine whether the node is a valid node. if the

node is not valid. block 1 708 returns to the caller. If the

node IS validfblock 1708 transfers to block 1710

which cells Fig. 15 to add the node to the node list.

After adding the node to the node list. or if the node
already existed. control to transfers block 1712 which
updates the state information about the node in the

node list before returning to the caller.
in addition to querying nodes on the network. the

discovery system can also query any network probes
that may be attached to the network. information
about other nodes on the network can be obtained

from these probes. and the discovery system can use

this information to assist in discovering other nodes
on the network.

Having thus described a presently preferred
embodiment of the present invention. it will now be

appreciated that the objects of the invention have

been fully achieved. and it will be understood by those

skilled in the art that many changes in construction

and circuitry and widely differing embodiments and

applications of the invention will suggest themselves

without departing from the spirit and scope of the pre-
sent invention. The disclosures and the description

herein are intended to be illustrative and are not in any

sense limiting of the invention. more preferably
defined in scope by the following ciaims.

Claims

1. A computer network node discovery process

(120) for determining nodes (206. 216. 218) con-
nected to a computer network (1 1 8). said process

(120) comprising the steps of:

(a) obtaining (306). from one node of a set of
known nodes on said computer network (1 18). '
a list of addresses of one or more other nodes

Page 133 of 561

10

15

20

25

30

35

40

45

50

(b) repeating step (a) for each of said other
nodes obtained; and

(c) storing said list of node addresses in a file
(808); whereby said list of node addresses

may be displayed to a user of said computer
network.

2. The process ofclaim1 further comprising the step
of:

(d) repeating steps (a) through (c) at regular
time intervals.

3. The process ofclaim 2 further comprising the step
of:

(a1) obtaining from each bridge unit (208) con-
nected to said network (118) a list of addres-

ses of all nodes accessible by said bridge unit
(208).

4. The process of claim 3 further comprising the step
of:

(a2) obtaining from each router unit (220) con-

nected to said network (118) a list of addres-

ses of all nodes accessible by said router unit
(220).

5. The process of claim 4 further comprising the step
of:

(a3) obtaining from each gateway unit (220)
connected to said network (118) a list of

addresses of all nodes accessible by said
gateway unit (220).

6. The process ofclaim 5 further comprising the step
of:

(a4) obtaining from any network probe device

(224) connected to said network (1 18) a list of
addresses of all nodes known to said network

probe device (224).

7. A computer network node discovery process

(120) for determining nodes connected to a

TCPIIP computer network (118), said process

comprising the steps of:

(a) obtaining (306), from one node of a set of
known nodes on said computer network. an

address translation table containing a list of
addresses of other nodes with which said one

node communicates:

(b) repeating step (a) for each of said other
nodes in said address translation table:

(c) storing said llstot nodes in a file (808): and

(d) repeating steps (a) through (c) at regular
time intervals.

8. The process of claim 7 further comprising the

steps of:
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nected to said network (118) an address

translation table containing a list of addresses
of nodes accessible from said bridge unit

(208);

(a2) obtaining from each router unit (220) con—
nected to said network (118) an address
translation table containing a list ofaddresses
of nodes accessible from said router unit

(220);

(a3) obtaining from each gateway unit (220)

connected to said network (118) an address

translation table containing a list ofaddresses
of nodes accessible from said gateway unit

(220); .
(a4) obtaining from any network probe

devices (224) attached to said network (118)
a list of addresses of all nodes known to said

network probe (224); and

(a5) obtaining from each node in said network

(118) an Interface table and an internet pro-
tocol table which defines other networks and

nodes to which said node is connected.

9. A computer network node discovery process

(120) for determining nodes connected to a com-
puter network (118), said process comprising the
steps ct‘:

(a) sending a general response message
(307) to all nodes on said network;

(b) creating a node list (410) containing the

address of each node responding to said gen-
eral response message;

(c) obtaining (306), from each node in said
node list. a second list of addresses of other
nodes with which said node communicates:

(d) adding each node (410) in said second list
to said node list:

(e) repeating steps (C) through (d) for each of
said nodes in said second list;

(f) storing said node list in a file (808); and

(g) repeating steps (a) through (f) at regular
time intervals.

10. The process of claim 9 further comprising the

steps 0!:

(c1) obtaining from each bridge unit (208) con-

nected to said network (118) a list of addres-

ses ofall nodes accessible by said bridge unit

(208);

(c2) obtaining from each router unit (220) con-

nected to said network (118) a list of addres-
ses of all nodes accessible by said router unit

(220);

(c3) obtaining from each gateway unit (220)

connected to said network (118) a list of
addresses of ail nodes accessible by said

gateway unit (220); and .

(c4) obtaining from any network probe devices
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(224) attached to said network (118) a list of
addresses of all nodes known to the network

probe (224).
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@ Migration communication control device.

@ Disclosed is a migration communication con-
trol device constructed to control a continuous
communication between a mobile node and a

node unaffected the mobile node's migration.
The migration communication control device
comprises a first migration control unit. a sec-
ond ‘migration control unit on the mobile node,
and a third migration control unit on the partner
node. The first migration control unit comprises
a packet transfer unit and an address post unit.
The packet transfer unit receives a packet
which was destined for an outdated address of

the mobile node. generates a conversion packet
which holds an updated address instead of the
outdated address. and then transmits the con-

version packet. while an address post unit
transmits an address post message which indi-
cates the updated address to the third migration
control unit. The second migration control unit
comprises a migration post unit and a packet
resumption unit. The migration post unit trans-
mits to the first migration control unit a mi-
gration post message which indicates the
updated address when the mobile node mi-
grates to another network while a packet re-
sumption unit receives the conversion packet
from both the iirst migration control unit and
the third migration control unit and resumes an
original packet from the conversion packet. The
third migration control unit comprises a packet
conversion unit which converts a destination

address of a packet into the updated address.
then transmits it to the mobile node.

. Jouve, 18. rue Saint-Denis. 75001 PARIS
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BACKGROUND OF THE INVENTION H

(1) Field of the Invention

The present invention relates to a migration com-
munication control device that controls a communica-

tion between a mobile node and a corresponding
node to enable them to communicate continuously

when the former migrates by managing addresses
assigned to the former each time it migrates across
networks.

(2) Description of the Related Art I

Recent progress in the field of electronic technol-

ogy makes it possible to assemble smaller and lighter
portable computers. These portable computers refer-

red to as mobile nodes are designed so that they can

migrate across networks: they are unplugged from a

network and plugged in another and communicate
with a stationary node. Thus. each of them is as-

signed a specific address to prove its identity. The ad-

dress. in general. includes location information as to

which network the mobile nodes are currently plug-

ged in, and for this reason, a new address is assigned
each time they migrate.

For example, the address composed of a net-

work address unit for specifying a network in which

the mobile node is currently plugged in and a node

address unit for proving the mobile node's identity in
the network, or the address used in a conventional

network architecture such as Internet Protocol(de-
tails of which are in Internet Protocol. RFC79l. Jon

Postel, Sep.. 1981 ), they must be changed every time

the mobile nodes migrate.

However. once the mobile node migrates to an-.
other network, a communication with the stationary

node will be terminated. This is because a packet is

transmitted to its old address only to be wasted.
Thus. to enable the mobile node and stationary

node to communicate continuously when the former
migrates, it Is necessary to control the communica-

tion by managing the steadily changing address.

To date. two address managing methods have

been proposed: one by Sony Computer Science Lab-
oratory Irv:. and one by the Department of Computer

Science at Columbia University.

Sony Computer Science Laboratory Inc. pro-
posed a method using VIP(Virtual Internet Protocol).

details of which are on "VIP : Lower Layer Internet
Protocol''. Fumio Teraoka. Yasuhiko Yokote. Mario To-

koro, Proceed of Data Processing Convention : Mul-
timedia Communication and Distributed Processing.

In this method, each mobile node is assigned a

VlP(VirtuaI Internet Protocol) address and a

PlP(Physical Internet Protocol) address. The former
is an unchanged address used in a communication
application for packet transmission and reception;
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and the latter is an address changed for every migra-

tion to specify an update physical location ofthe mobil
node. Data related to both addresses are held. in a

cache of a gateway. Under these conditions. the sta-
tionary node transmits a packet to the mobile node to
the VIP address thereof. and the packet is converted

into another packet addressed to the PIP address

when it passes the gateway. thence transmitted to

the mobile node via the gateways placed in a route

onwards. These gateways collect data related to a
correlation between the VIP and PIP addresses from

the header of the packet upon the receipt thereof,
thus updates data in the cache. and hence are able

to convert other packets addressed to the VIP ad-
dresses into the packets addressed to the PIP ad-
dresses based on the correlation entered in the
cache.

In this method. in short. the use of the address

constituting with the VIP and PIP addresses enables
the mobile node and the stationary node to commu-

nicate continuously when the former migrates.

The Department of Computer Science at Colum-

bia University proposed a method using an Internet
Protocol address of which network address unit does

not specify the network which the mobile node is cur-

rently plugged ln but declares itself to be the mobile
node. hence a certain value is given as the network
address unit to all the mobile nodes. As well, the

method uses an MSS(Mobile Support Station) instal-

led at each network to manage the IP addresses and
control a packet route to the mobile node. The MSS

is designed so that it collects data related to the‘up-
date physical location of the mobile nodes by refer-
ring other MSSs.

Given these conditions. when the stationary

node transmits a packet to the mobile node when it
migrates. it first transmits the packet to a first MSS in-
stalled in its network: thence the first MSS transfers

the packet to a second MSS installed in a network

which the mobile node is currently plugged in; and fi-

nally the second MSS transfers the packet to the mo-
bile node.

In this method, inshort. the use of the MSS en-

ables the mobile node and the stationary node to con-

tinue the communication when the former migrates.
In the first method. however. all the nodes must

be constructed so that they understand both the VIP
and PIP addresses. causing them to extend a scale

functionally, otherwise making it impossible to apply
this method to apparatuses employed in existing net-
works. In addition, the communication via the gate-

ways reduces communication efficiency compared
with direct packet transmission. because the gate-

ways check whether they have received the packet
addressed to the VIP address or PIP address each

time they receive it. as well as whether or not to col-
lect the data therefrom to update those in the cache.

In the second method. each network must have

CL‘



the MSS. and the communication via the Msss

makes it impossible to transmit the packet directly.
thereby reducing the communication efficiency.

SUMMARY OF THE INVENTION

The present invention therefore has an object to

provide a migration communication control device
that is available to any apparatus employed in exist-

ing networks. Also the present invention has another

object to provide a migration communication control
device that enables the mobile node and stationary

node to communicate continuously when the former

migrates by transmitting and receiving the packet di-

rectly besides transferring the packet as has been

done when the mobile node migrates across the net-
works.

The above objects are fulfilled by a migration
communication control device constructed to control

a communication between a mobile node and a part-

ner node. the mobile node migrating across networks

and obtaining an address assigned on each network
while the partner node being a communication part-

ner of the mobile node, comprising a first migration
control unit. a second migration control unit. a third mi-

gration control unit, the second migration control unit
being placed on the mobile node and the third migra-
tion control unit being placed on the partner node.

wherein the first migration control unit comprises a
packet transfer unit for receiving a packet which was
destined for an outdated address of the mobile node,

the outdated address assigned when the mobile node
migrated to a network to which the first migration con-

trol unit is attached, generating a conversion packet
which holds an updated address instead of the out-

dated address. and transmitting the conversion pack-

et; and an address post unit for transmitting an ad-

dress post message which indicates the updated ad-

dress of the mobile node to the third migration control

unit. the third migration control unit transmitting the

packet received by the packet transfer unit. and the

second migration control unit comprises a migration

post unit for transmitting to the first migration control
unit a migration post message which indicates the up-
dated address of the mobile node when the mobile

node migrates to another network; and a packet re-

sumption unit for receiving the conversion packet

from both the first migration control unit and the third
migration control unit and resuming an original packet

from the conversion packet, and the third migration

control unit comprises a packet conversion unit for

converting a destination address of a packet. the
packet to be transmitted to the mobile node, into the

updated address indicated by the address post mes-

sage. the address post message sent by the first mi-

gration control unit. and transmitting it to the mobile
node.

The migration post unit in the second migration
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control unit may transmit an identification key includ-

ed in the migration post message, the identification
key being employed to identify the mobile node.

The identification key may be an address of the
mobile node assigned at one network before the net-

work to which the mobile node is currently attached.
The identification key may be an address of the

mobile node assigned before its initial migration.
The second migration control unit may be con-

structed to transmit to the third migration control unit
the packet which has the same format as the re-
sumed packet.

The first migration control unit may further com-
prise an address hold unit for holding the outdated ad-

dress and the updated address by corresponding
them with each other; and an address comparison

unit for comparing the destination address of the re-
ceived packet with the outdated address. wherein the

packet transfer unit generates the conversion packet
and transmits it when the address comparison unit
detects that the destination address of the received

packet coincides with the outdated address.

The first migration control unit may further com-
prise an address hold unit for holding the outdated ad-

dress and the updated address by corresponding
them with each other: and an address comparison

unit for comparing the destination address of the
packet received by the packet transfer unit with the

outdated address, wherein the address post unit

transmits the address post message which indicates
the updated address of the mobile node to the third

migration control unit. the third migration control unit

transmitting the packet received by the packet trans-
fer unit. when the address comparison unit detects

that the destination address of the packet coincides
with the outdated address.

The second migration control unit may further

comprise an address hold unit for holding the outdat-

ed address and the updated address by correspond-
ing them with each other; and an address comparison

unit for comparing the updated address with the des-
tination address of the packet received from one of

the first migration control unit and the third migration
control unit. wherein the packet resumption unit re-

sumes the original packet from the conversion packet
when the address comparison unit detects that the

updated address coincides with the destination ad-
dress of the packet received from one of the first mi-

gration control unit and the third migration control
unit.

The third migration control unit may further com-
prise an address hold unit for holding the outdated ad-

dress and the updated address of the mobile node by

corresponding them with each other; and an address

comparison unit for comparing the outdated address
in the address hold unit with the destination address

of the packet to be transmitted to the mobile node.
wherein the packet conversion unit converts the des-
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tination address of the packet to be transmitted to the‘

mobile node into the updated address which corre-
sponds to the outdated address in the address hold
unit when the address comparison unit detects the
outdated address in the address hold unit coincides

with the destination address of the packet.

There may be a plurality of the first migration con-

trol units. and the second migration control unit trans-

mits the migration post message to at least one of the
first migration control units. ‘

The migration post unit in the second migration

control unit may transmit the migration post message
to the first migration control unit which is attached to
the network to which the mobile node was attached

. before its migration. each of the first migration control
units has a migration post unit for transmitting to one

of the other first migration control units a migration

post message to post the same address as the updat-

ed address indicated by the migration post message

received from the second migration control unit. and
each of the first migration control units has a migra-

tion post unit for transmitting a migration post mes-

sage from one of the otherfirst migration control units

to another first migration control unit to post the same
address as the updated address indicated by the re-

ceived migration post message.

Each of the first migration control units and the

second migration control unit may further comprise a

pointer hold unit for holding pointers related to the first
migration control unit to which the migration post mes-

sage is transmitted. and wherein the migration post

unit in each of the first migration control units and the

migration post unit in the second migration control unit

transmit the migration post message to each of the
addresses related to each of the pointers.

Each of the pointers may be a broadcast address

of the network to which one of the first migration con-
trol units is attached.

Each of the pointers may be an address which is

assigned to one of the first migration control units

uniquely.

Each of the pointers may be the address of the

mobile node which is assigned when the mobile node

is attached to the same network as is the first migra-

tion control unit. and the migration post unit in the first
migration control unit and the migration post unit in

the second migration control unit obtain the broad-
cast address of the network to which each of the first

migration control units is attached with referring to the

address of the mobile node. and transmits the migra-

tion post message to the obtained broadcastaddress.

The pointer hold unit in the second migration con-

trol unit may hold a pointer related to a first migration
control unit for the latest migration. which is the first
migration control unit being attached to one network
before the network to which the mobile node is cur-

rently attached. and the pointer hold unit in the first

migration control unit holds a pointer related to an-
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other first migration control unit attached to the same
network as was the mobile node attached before mi-

grating to the network to which the first migration con-
trol unit is attached.

The second migration control unit may further
transmit to the first migration control unit the pointer

by sending thereto the migration post message. the

pointer to be held by the first migration control unit.

The first migration control unit may store into the

pointerhold unit the pointer when it receives from the
second migration control unit the migration post mes-

sage by corresponding the pointer with the updated
address indicated by the received migration post
message.

Each of the first migration control units may fur-
ther comprise an address hold unit for holding the out-
dated address and the updated address by corre-

sponding them with each other. wherein a migration

post message unit stores into the address hold unit
the outdated address and the updated address by

corresponding them with each other when it receives

from the second migration control unit the migration
post message. while converts the updated address in

the address hold unit into the updated address indi-

cated by the migration post message when it receives

from the first migration control unit the migration post
message and the outdated address indicated by the

migration post message coincides with one of the up-
dated addresses in the address hold unit.

The first migration control unit may be placed on

a gateway. which connects networks.

The first migration control unit may be placed on
the network as an individual node.

The migration post unit in the second migration

control unit may transmit the migration post message

to a home migration control unit. the home migration
control unit being the first migration control unit which
is attached to a network where the mobile node left

for its initial migration, and the home migration control

unit may further comprise a home migration post unit

for transmitting a migration post message to a first mi-

gration control unit for the latest migration. the first
migration control unit for the latest migration being the

first migration control unit which is attached to the
network where the mobile node left for the latest mi-

gration. to post the same updated address as is indi-

cated by the migration post message received from
the second migration control unit.

The first migration control unit may further com-

prise a migration post unit for transmitting the migra-

tion post message indicating the updated address of
the mobile node to one of the other first migration

control units when the conversion.packet destined for
the outdated address of the mobile node was sent

therefrom to the first migration control unit.

The migration post unit in the second migration
control unit may transmit to the home migration con-

trol unit the migration post message where a home



address and the updated address are corresponded
with each other. the home address assigned when
the mobile node is attached to the same network as

is the home migration control unit. and each of the
packet transfer unit and the address post unit in the

home migration control unit may transmit the conver-
sion packet and the address post message respec-

tively with referring to the above home address and
the updated address.

The second migration control unit may further
comprise an outdated address post unit for transmit-

ting to the first migration control unit for the latest mi-
gration an outdated address post message where the
outdated address and the home address are corre-

sponded with each other. the outdated address being

assigned to the mobile node before the latest migra-
tion, the home migration post unit in the home migra-

tion control unit may transmit to the said first migration

control unit for the latest migration the migration post

message where the above home address and the up-
dated address are corresponded with each other. and

the packet transfer unit and the address post unit in

the first migration control unit for the latest migration
may transmit the conversion packet and the address

post message respectively in accordance with the

outdated address and the updated address. the out-
dated address and the updated address being corre-
sponded with each other via the home address.

The outdated address post unit in the second mi-

gration control unit may transmit the above outdated

address post message at a migration of the mobile

node preceding the latest migration, and each of the ,

migration post units in the second migration control

unit and the home migration post unit in the home mi-
gration control unit may transmit the above migration
post message at the latest migration of the mobile
node.

The second migration control unit may further

comprise a home migration control unit pointer hold
unit for holding a pointer related to the home migration

control unit, the migration post unit in the second mi-

gration control unit transmits the migration post mes-
sage to the address related to the pointer. the home

migration control unit may further comprise a pointer

hold unit for the latest migration for holding a pointer
related to the first migration control unit for the latest

migration. and the home migration post unit in the

home migration control unit may transmit the migra-
tion post message to the address related to the poin-
ter.

Each of the above pointers may be the broadcast
address of the network to which each of the first mi-

gration control units is attached.
Each of the above pointers may be the address

assigned to each of the first migration control units

uniquely.

The second migration control unit may further

comprise a pointer obtainment unit for requesting to
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the first migration control unit for the latest migration
the pointer related to the first migration control unit for

the latest migration, and the migration post unit in the
second migration control unit may post the obtained

pointer to the home migration control unit together
with the updated address by sending thereto the mi-
gration post message.

The migration post unit in the second migration
control unit may post to the home migration control
unit the pointer at the migration of the mobile node

preceding the latest migration. while the migration
poet unit may post the above updated address at the

latest migration of the mobile node.

The first migration control unit may further com-
prise an address post suppressing unit for suppress-

ing transmission of the address post message from

the address post unit to the third migration control

unit. and the address post suppressing unit may sup-

press transmission of the address post message
when none ofthe first migration control units is attach-
ed to the same network as is the mobile node.

The second migration control unit may further

comprise a detect unit for detecting whether or not the
first migration control unit is attached to the network

to which the mobile node migrates. the migration post

unit in the second migration control unit may transmit

to the home migration control unit the migration post

message which includes the detecting result of the
above detect unit together with the updated address.

the home migration post unit in the home migration

control unit may transmit to the first migration control

unit for the latest migration the migration post mes-
sage which includes the detecting result of the above

detect unit together with the updated address. and

the address post suppressing unit in each oi the

home migration control unit and the first migration

control unit for the latest migration may suppress the
transmission of the address post message in accor-
dance with the detecting result of the above detect
unit.

The first migration control unit may further com-
prise a packet transfer suppressing unit for suppress-

ing transfer of the packet conducted by the packet
transfer unit.

The first migration control unit may further com-
prise an address post suppressing unit for suppress-
ing transmission of the address post message from

the address post unit to the third migration control
unit, and the address post suppressing unit in the first

migration control unit being attached to a network to

which the mobile node is not attached. may suppress

the transmission of the address post message when

the packet transfer suppressing unit in the first migra-

tion control unit for the latest migration suppresses
transfer of the packet.

The second migration control unit may further

comprise a detect unit for detecting whether or not the

packet transfer suppressing unit in the first migration
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control unit suppresses the transfer of the packet. the

first migration control unit being attached to the net-

work to which the mobile node migrates. and the mi-

gration post unit in the second migration control unit
transmits to the home migration control unit the mi-

gration post message which includes the detecting re-

sult of the above detect unit together with the updated
address. the home migration post unit in the home mi-
gration control unit may transmit to the first migration

control unit for the latest migration the migration post
message which includes the detecting result of the
detect unit together with the updated address. and

the address post suppressing unit in each of the

home migration control unit and the first migration
control unit for the latest migration may suppress the

transmission of the address post message in accor-
dance with the detecting result of the above detect
unit. '

The packet transfer suppressing unit in the first

migration control unit forthe latest migration may sup-

press the transfer of the packet conducted by the
packet transfer unit. when the packet transfer sup-

pressing unit in the first migration control unit being
attached to the network to which the mobile node ml-

grates suppresses the transfer of the packet.

The above objects may also be fulfilled by a pack-
et transfer migration control unit in a migration com-

munication control device. the migration’ communica-

tion control device being constructed to control a com-
municafion between :1 mobile node and a partner

node. the mobile node migrating across networks and

obtaining an address assigned on each network while .

the partner node being a communication partner of
the mobile node. comprising a packet transfer unit for

receiving a packet which was transmitted by the part-
ner node to an outdated address of the mobile node,

the outdated address being assigned when the mo-

bile node migrated to a network to which the packet

transfer migration control unit is attached, generating
a conversion packet which holds an updated address

instead of the outdated address. and transmitting the
conversion packet; and an address post unit for trans-

mitting an address post message which indicates the

updated address of the mobile node to the partner

node. the partner node transmitting the packet re-

ceived by the packet transfer unit.

The above objects may further be fulfilled by a
mobile node migration control unit in a migration com-

munication control device, the migration communica-

tion control device being constructed to control a com-

munication between a mobile node which migrates

across networks and obtains an address assigned on

each network and a partner node which is a commu-

nication partner of the mobile node. being placed on

the mobile node and comprising a migration post unit

for transmitting to a packet transfer migration control
unit a migration post message which indicates an up-
dated address of the mobile node when the mobile
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node migrates to another network. the packet trans-

fer migration control unit for receiving a packet which
was transmitted by the partner node to an outdated
address of the mobile node. the outdated address as-

signed when the mobile node migrated to a network
to which the migration control unit for packet transfer

is attached. generating a conversion packet which

holds the updated address instead of the outdated

address, and transmitting the conversion packet; and

a packet resumption unit for receiving the conversion
packet from both the packet transfer migration control
unit and the mobile node, and resuming an original
packet from the conversion packet.

The above objects are finally fulfilled by a partner

node migration control unit in a migration communica-

tion control device. the migration communication con-
trol device being constructed to control a communica-
tion between a mobile node which migrates across

networks and obtains an address assigned on each

network and a partner node which is a communica-

tion partner of the mobile node. being placed on the

mobile node and comprising an address post mes-

sage receiving unitfor receiving an address postmas-

sage which indicates an updated address of the mo-
bile nodefrom a packet transfer migration controi unit,
the packet transfer migration control unit transmitting

an address post message which indicates the updat-

ed address of the mobile node to the partner node;

and a packet conversion unit for converting a destin-
ation address of a packet. the packet to be transmit-
ted to the mobile node. into the updated address in-

dicated by the address post message. and transmit-
ting it to the mobile node.

According to the above construction, the migra-
tion communication control device of the present in-

vention transfers and converts the packet using the

address assigned to the mobile node each time it ml-

grates across networks. obviating particular address-
es or devices such as the VIP address used conven-

tionally. For this reason. the migration communica-
tion control device ofthe present invention can be ap-

plied to the existing partner node and mobile node so

that they can communicate continuously by transfer-

ring the packet. Moreover. it is advantageous that the

migration communication control device of the pres-

ent invention is not necessarily applied to all the
nodes to enhance communication efficiency; the

present invention can be applied only to where nec-

essary on the existing networks. More precisely,

when any existing partner node communicates with

the mobile node when it migrates. the packet can be

transmitted directly from the mobile nodes to the ex-

isting partner node; and it can be transferred via the
first migration control unit from the existing partner

node to the mobile node. thereby enhancing commu-
nication efficiency.

Furthermore. when the partner node employs

the migration communication control device of the



present invention, communication efficiency is fur-
ther enhanced thanks to the_direct packet transmis-

sion and reception made possible by posting the up-
date address of the mobile node from the first migra-

tion control unit to the third migration control unit.
Also. the devices such as MSS or a gateway em-

ploying the VIP are not necessarily installed at every

network to which the mobile node migrates. To be

precise, according to the present invention. the con-
tinuous communication is implemented even when

the mobile node migrates to a network at which no

special devices including above ones are installed.

BRIEF DESCRIPTION OF THE DRAWINGS

These and the other objects. advantages and

features of the invention will become apparent from

the following description thereof taken in conjunction

with the accompanying drawings which illustrate a
specific embodiment of the invention. In the draw-

ings:

FIG. 1 is a block diagram depicting a construction
of a migration communication control device in a
first embodiment of the present invention:

FIG. 2 is a block diagram depicting a detailed con-

struction of the migration communication control
device employed as a mobile node in the first em-
bodiment of the present invention;

FIG. 3 is a block diagram depicting a detailed con-

struction of the migration communication control

device employed as a gateway in the first em-
bodiment of the present invention;

FIG. 4 is a block diagram showing a detailed con-

struction of the migration communication control
device employed as a stationary node in the first
embodiment of the present invention:

FIG.’ 5 is a block diagram showing a detailed con-
struction of the migration communication control

device employed as an individual node in the first
embodiment of the present invention;

FIG. Sis an illustration showing a first example of

a network to which the migration communication
control devices in FIG. 2, 3, 4 are attached;

FIG. 7 is an illustration showing a second exam-

ple ofthe network to which the migration commu-
nication control devices in FIG. 2. 3, 4 are attach-

ed;

FIG. 8 is an illustration showing a third example

of the network to which the migration communi-
cation control devices in FIG. 2. 3, 4 are attached;

FIG. 9 is an illustration showing a fourth example

of the network to which the migration communi-
cation control devices In FIG. 2, 3, 4 are attached;

FIG. 10 is an illustration showing (a) data in a data

hold unit 1 in the mobile node (b) data in a data

held unit 1 in the migration communication control

devices each employed as the gateway, the sta-
tionary node. and the individual node.
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FIG. 11 is an illustration showing a format of a
packet in the first embodiment of the present in-
vention;

FIG. 12 is an illustration showing a format of a
packet in the first embodiment of the present in-
vention;

FIG. 13 is an illustration showing a content ofthe

data hold unit 1 in the migration communication
control device employed as the gateway;

FIG. 14 is an illustration showing a content of the

data hold unit 1 in the migration communication
control device employed as the individual node:

FIG. 15 is an illustration showing an example of
a network to which the migration communication
control device is attached in a second embodi-

ment of the present invention;

FIG. 16 is a detailed block diagram depicting a
home migration communication control device in

the second embodiment of the present invention:

FIG. 17 is an illustration showing a content of a
home mobile host list hold unit in the second em-

bodiment of the present invention:

FIG. 18 is a detailed block diagram depicting the
visitor migration communication control device in
the second embodiment of the present invention:

FIG. 19 is an illustration showing a content of a
visitor mobile host list hold unit in the second em-

bodiment of the present invention:

FIG. 20 is a detailed block diagram depicting a mi-
gration address unit in the second embodiment of
the present invention;

FIG. 21 is an illustration showing a content of an
address hold unit in the migration address unit in
the second embodiment of the present invention:

FIG. 22 is a detailed block diagram depicting a mi-
gration address unit in the second embodiment of
the present invention:

FIG. 23 is an illustration showing a content of the

address hold unit in the migration address unit in
the second embodiment of the present invention;

FIG. 24 is an illustration showing a format of a
data packet in the second embodiment of the

present invention;

FIG. 25 is an illustration showing a format of a

packet transfer message in the second embodi-
ment of the present invention;

FIG. 26 is an’ illustration showing a flow of a data
packet transmitted between devices in the sec-

ond embodiment of the present invention;

FIG. 27 is an illustration showing a communica-
tion sequence in FIG. 26;

FIG. 28 is an illustration showing a construction
of each data packet in FIG. 26;

FIG. 29 is an illustration showing a change in the
content of each hold unit in FIG. 26;

FIG. 30 is an Illustration showing a flow of each
data packet transmitted between devices at an

operation example in the second embodiment of
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the present invention; ,-

FIG. 31 is an illustration showing a communica-
tion sequence in FIG. 30; ’

FIG. 32 is an illustration showing a construction
of each data packet in FIG. 30:

FIG’. 33 is an illustration showing a change in the
address hold unit in each device in FIG. 33:

FIG. 34 is an illustration showing a flow of a data
packet transmitted between devices at an opera-

tion example in the second embodiment of the

present invention;

FIG. 35 is an illustration showing the communica-
tion sequence in FIG. 34;

FIG. 36 is an illustration showing a construction
of each data packet in FIG. 34;

FIG. 37 is an illustration showing a change in the
address hold unit in each device in FIG. 34;

FIG. 38 is an illustration showing a flow of each
data packet transmitted between devices at an

operation example in the second embodiment of
the present invention;

FIG. 39 is an illustration showing a communica-
tion sequence in FIG. 38:

FIG. 40 is an illustration showing a construction
of each data packet in FIG. 38:

FIG. 41 is an illustration showing a change in the
address hold unit in each device in FIG. 38;

FIG. 42 is an illustration showing a flow of each
data packet transmitted between devices in the

second embodiment of the present invention;

FIG. 43 is an illustration showing a flow of each
data packet transmitted between devices in the

second embodiment of the present invention;

FIG. 44 is an illustration showing a flow of each
data packet transmitted between devices in the

second embodimentofthe present invention; and

FIG. 45 is an illustration showing a flow of each
data packet transmitted between devices in the

second embodiment of the present invention.

DESCRIPTION OF THE PREFERRED

EMBODIMENT

[Embodiment 1]

Aconstruction of a migration communication con-
trol device in a first embodiment of the present inven-

tion is described hereunder with referring to FIGS.
Hereinafter, the mobile node and partner node in the
related art as well as in the summary of the invention

are referred to as a mobile Lost and a stationary host.

respectively.

FIG. 1 is an illustration showing the construction

of the migration communication control device com-
prising a data hold unit 1. an application unit 2. a mi-
gration address unit 3. and a communication control
unit 4.

The data hold unit 1 holds a couple of addresses
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of a mobile host by corresponding them. Each of the

addresses in the data hold unit 1 is assigned before
and after a migration of the mobile host.

The application unit 2 checks a connection as
well as monitors a'timer. The unit 2 is relevant for a

higher layer in OSI model. which includes an applica-

tion layer. For example. the unit 2 operates as TCP at

TCP/IP (Transmission Control Protocol/Internet,Pro-
tocol) or a layer which is higher than TCP.

The migration address unit 3 processes a migra-

tion address with referring to data in the data hold unit

1. The concrete operation of the migration address

unit 3 varies depending on a type of the migration

communication control device comprising the unit 3.
and this will be described in detail later.

The communication control unit 4 controls the

communication. The unit 4 is relevantfor a lowerlayer
in the OSI model. For example. the unit 4 operates as

a layer which is lower than IP at TCP.
The application unit 2 and the communication

control unit 4 are the same units as ones implemented
on a general host. Besides the unit 2 and 4. the mi-

gration communication device in the first embodiment
of the present invention includes the data hold unit 1

and the migration address unit 3; thereby implements
an operation unique to this case. That is. the data hold

unit 1 and the migration address processing unit 3 are

attached to the mobile host which migrates across
networks. or a stationary host which is attached to a

network fixedly (for example. a gateway or a server);

otherwise, they operate alone. Each device compris-

ing the unit 1 and 3 supports a continuous communi-

cation unaffected by migration of the mobile host be-

sides providing its own function.
The data hold unit 1 and the mobile address unit

3, which are included in the devices attached to the
network. are described in FlGs. 2. 3, 4. 5. FIG. 2

shows a migration communication control device
where t he unit 1 and the unit 3 are attached to the mo-

bile host which migrates across networks; FIG. 3

shows a migration communication control device
where the unit 1 and the unit 3 are attached to a gate-

way which connects the networks; FIG. 4 shows a mi-

gration communication control device where the unit
1 and the unit 3 are attached to the stationary host.

which is the communication partner of the mobile

host; and FIG. 5 shows a migration communication
control device attached to the network itself.

The migration communication control device in

FIG. 2 (hereinafter referred to as a mobile host) fur-
ther includes the application unit 2. the communica-
tion control unit 4. and an address obtainment unit 25.

besides the data hold unit 1 and the migration ad-
dress unit 3.

Each of the application unit 2 and the communi-
cation control unit 4 operates as the above; while the

unit 2 together with the unit 4 operate as a conven-
tional stationary host.



The address obtainment unit 25 obtains an ad-

dress of the mobile host assigned when it has migrat-
ed to another network. Although other options can be

considered, such as employing a manual setting by
an operator or communicating with a server computer
which administrates addresses of the network, it is

supposed here that the address is obtained in accor-

dance with an instruction ofa system administrator or
the operator. The address obtainment unit 25 is also

possessed by a general host and will not be described
in detail.

The addresses held in the data hold unit1 are ob-

tained by the address obtainment unit 25.

The migration address unit 3 (enclosed with a
broken line) consists of a response message trans-

mission unit 20. a marked packet conversion unit 21.

a migration address setting unit 26, _a migration post
transmission unit 27. a reception packet unit 28, and

a marked packet resumption unit 29.

The response message transmission unit 20
transmits the packet which responds to the received

packet if the response is needed.

The marked packet conversion unit 21 converts

a packet received from the response message trans-
mission unit 20 as well as the application unit 2 into a

marked packet by converting the address of the re-
ceived packet and marking the packet.

The migration address setting unit 26 stores the
address obtained by the address obtainment unit 25

into the data hold unit 1. The address obtained by the

unit 25 is the address of the mobile host assigned af-

ter the migration. and the unit 26 stores it into unit 1

by corresponding it to the address of the mobile host
assigned before the migration.

The migration post transmission unit 27 posts via
the communication control unit 4 that the address ob-

tained by the unit 25 is held in the data hold unit 1 to-

gether with the correspondence between a couple
addresses each of which assigned before and after

the migration.
The reception packet unit 28 detects whether or

not the received packet is marked. and sends the un-

marked packet to the application unit 2 while sending
the marked packet to the marketed packet resump-
tion unit 29.

The marked packet resumption unit 29 resumes
the marked packet.

The migration communication control device in

FIG. 3 (hereinafter referred to as a gateway) further
includes the application unit 2 and the communication
control unit 4 besides the data hold unit 1 and the mi-

gration address unit 3 (enclosed with a broken line).
Each of the application unit 2 and the communi-

cation control unit 4 operates described the above.

and the unit 2 together with the unit 4 operate as a

conventional gateway.
The data hold unit 1 holds the correspondence

between a couple of the addresses ofthe mobile host
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each of which assigned before and after migration.
The migration address unit 3 consists of a recep-

tion packet unit 35. a migration post information unit
36. an address comparison unit 37. an address con-

version post transmission unit 38. and a marked pack-
et conversion unit 39.

The reception packet unit 35 detects whether or

not the received packet is the packet comprising a mi-

gration post message. which is transmitted by the mo-

bile host. The unit 35 then sends the migration post

message to the migration post information unit 36
while sending the other packets to the address com-
parison unit 37.

In accordance with the migration post message

received from the reception packet unit 35. the migra-
tion post information unit 36 stores in the data hold

unit 1 the correspondence between a couple of the

addresses ofthe mobile host each of which assigned
before and afterthe migration. The unit 36 also sends

the migration post message to the address conver-
sion post transmission unit 38.

The address comparison unit 37 detects whether

or not the destination address of the packet received

from the reception packet unit 35_ coincides with the

address ofthe mobile host assigned before migration.

which is held in the data hold unit 1. When they coin-
cide with each other. the unit 37 further sends to the

marked packet conversion unit 39 the address as-

signed after the migration. which corresponds to the
address which coincides with the destination ad-

dress, as well as the packet received from the recep-

tion packet unit 35. On the other hand. when they do
not coincided with each other. the unit 37 implements

a function of a gateway by sending the packet to the
application unit 2.

The address conversion post transmission unit
38 transmits to the destination address of the above

packet received from the reception packet unit 35 an

address conversion post message to inform that the

address of the mobile host changes when the ad-
dress comparison unit 37 detects a coincidence. Also

the unit 38 transmits the address conversion post

message to the network which satisfies the following
two conditions: (1) the network where the address

assigned before the migration. which is held in the

data hold unit 1. is otherthan 0 (2) the migration com-
munication control device employs as the gateway is
not attached to the network. When the address con-

version post message is transmitted to the network.

which satisfies the above _conditions. its destination
_ address is a broadcast address oi the network. The

broadcast address consists of a network part and a

host part. and every bit of the host part is 1.

The marked packet conversion unit 39 generates
a marked packet when the address comparison unit

37 detects a coincidence. The unit 39 generates it by

marking a general packet after converting the destin-
ation address of the packet. Then, the unit 39 trans-
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mits it. :

The migration communication control device in

FIG. 4 (hereinafter referred to as a stationary host)
further includes the application unit 2 and the com-
munication control unit 4 besides the data hold unit 1

and the migration address unit 3 (enclosed with a

broken line). _
Each of the application unit 2 and the communi-

cation control unit 4 operates as described the above.

and the unit 2 together with the unit 4 operate as a
conventional stationary host (not migrate).

The data hold unit 1 holds the correspondence
between a couple ofthe addresses ofthe mobile host

each 0.’ .vr..'ch assigned before and after the migra-
tion.

The migration address unit 3 consists of a recep-

tion packet unit 45. a marked packet resumption unit

46. an address conversion post information unit 47.

an address comparison unit 48, and a marked packet
conversion unit 49.

The reception packet unit 45 detects whether the

received packet is the packet comprising the address

conversion post message. the marked packet. or the

other packets. The address conversion postmessage

is transmitted by the gateway. Then the unit 45 sends

the address conversion post message to the address
conversion post information unit 47. the marked

packet to the marked packet resumption unit 46. and

the other packets to the application unit 2.
The marked packet resumption unit 46 resumes

the unmarked packet from the marked packet. which
is received from the reception packet unit 45.

The address conversion post information unit 47

obtains from the packet comprising the address con-
versions post message. which is received from the re-

ception packet unit 45. the correspondence between

the address of the mobile host assigned before the

migration and the one assigned after the migration.
and stores it into the data hold unit 1.

The address comparison unit 48 detects whether

or not destination address of the packet received from
the application unit 2 coincides with the address of

the mobile host assigned before migration. which is

held in the data hold unit 1. When they coincide with
each other. the unit 48 further sends to the marked

packet conversion unit 49 the address assigned after

the migration. which corresponds to the address
which coincides with the destination address. as well

as the packet received from the application unit 2. On

the other hand. when they "do not coincided with each
other. the unit 48 sends the packet to the communi-
cation control unit 4.

The marked packet conversion unit 49 generates
a marked packet when the address comparison unit

37 detects a coincidence. The unit 49 generates it by

marking a general packet after converting the destin-
ation address of the packet. Then. the unit 49 trans-
mits it.
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The migration communication control device in
FIG. 5. which is attached to the network by itself. con-

sists ofthe data hold unit 1. the migration address unit

3 (enclosed with a broken line), and the communica-
tion control unit 4.

The data hold unit 1 holds the correspondence

between a couple of the addresses of the mobile host
each of which assigned before and after the migra-
tion.

The migration address unit 3 consists of the re-

ception packet unit 35. the migration post information
unit 36. the address comparison unit 37. the address

conversion post transmission unit 38. and the marked
packet conversion unit 39. The units integrating the

migration address unit 3 operate substantially same
as equivalent units integrating the gateway in FIG. 3

except the following.
In FIG. 3 the address conversion post transmis-

sion unit 38 transmits the address conversion post

message to the network‘ satisfying both of the two
conditions. which are described in the above; where-

as. the address conversion post transmission unit 38
in FIG. 5 transmits the address conversion post mes-

sage to the broadcast address ofthe network as long
as the network satisfies the first condition. that is it

transmits the address conversion post message to
the network when the address assigned before the

migration. which is held in the data hold unit 1, is other
than 0.

FIG. 6 shows a first example of a network to

which the migration communication control device as

the mobile host in FIG. 2. the migration communica-
tion control device as the gateway in FIG. 3. and mi-

gration communication control device as the station-

ary host in FIG. 4 are attached. In the figure numeral
11 denotes a mobile host in FIG. 2. which migrates-
from a network A to a network 8 and obtains an ad-

dress or assigned on the network A as well as an ad-

dress [3 assigned on the network 3.

Numeral 12 denotes a stationary host in FIG. 3.
which is attached to the network 8 and obtains an ad-

dress 7 assigned thereon.

Numeral 12' denotes a stationary host in FIG. 3.
which is attached to the network Aand obtains an ad-

dress y’ assigned thereon.

Numeral 13 denotes a gateway in FIG. 3. which

has an address g. The gateway 13 is attached to both
the network A and the network 8.

The address on each network is assigned by a

system administrator.
FIG. 7 shows a second example of a network to

which the mobile host in FIG. 2. the gateway in FIG.

3. and the stationary host in FIG. 4 are attached. The

stationary host is not illustrated in FIG. 7 since its lo-
cation does not affect the communication with the
mobile host.

In the figure the mobile host 11 migrates across
network 1-4. and obtains an address m. m’. m", m"'



assigned on each network respectively.
The network 5 as well as each of the network 1-

4 (hereinafter referred to as the net 5. and the net 1-

4 respectively) are connected with each other by a

gateway 1-4. as shown in the figure.
Agateway 1-4 (hereinafter referred to as gw 1-gw

4) is the migration communication control device em-

ployed as the gateway in FIG. 3.
FIG. 8 shows a third example of the network to

which the mobile host in FIG. 2. the gateway in FIG.
3, and the stationary host In FIG. 4 are attached. Con-

struction of this network is substantially same as the

second example of the network in FIG. 6 although op-
eration thereof is different from the second example,
which will be described later.

FIG. 9 shows a fourth example of the network to

which the mobile host in FIG. 2. the migration com-

munication control device in FIG. 5. the stationary
host in FIG. 4 are attached. The migration communi-
cation control device as the stationary host will not be
described here.

In the figure. numeral 11 denotes the mobile host

which migrates across the network 1-4 and obtains
the address m, m’, m". m"' assigned on each network
respectively.

The network 5 as well as each of the network 1-

4 (hereinafter referred to as the net 5.‘and the net 1-
4 respectively) are connected with each other by a gw

1-4, as shown in the figure.

Each of the migration communication control unit

1-4 (hereinafter referred to as 81-84) is relevant for
the one in the FIG. 5.

An address used in the first embodiment of the

present invention is described hereunder. Each ad-

dress consists ofa network part. which is assigned on

each network and shared by every host attached to
that network. as well as a host part, which is assigned

to each host uniquely.
A broadcast address is a special kind ofaddress.

which can be divided into two types. The first one is
the broadcast address used as the destination ad-

dress in transmitting a packet from a network to an-
other network. such as the broadcast address where

every bit of the host part is 1. When the first type of
the broadcast address is used as the destination ad-

dress of the packet. the packet is transferred by the

gateway to the network directed by the network part

of the broadcast address. The other one is used in
transmitting a packet within a network, such as the

broadcast address where-every bit of both the host
part and the network part is 1. When the second type
of the broadcast address is used as the destination

address of the packet, the packet is transmitted to all
the devices attached to the network. which includes

the broadcast address. However. the gateway does

not transfer the packet to any other network.

Operations of the migration communication con-
trol device in the first embodiment of the present in-
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vention are described hereunder with referring to

drawings.

(operation example in FIG. 6)

In FIG. 6. when the mobile host migrates from the
network A to the network 8, the migration communi-
cation control device is operated as follows.

In a first operation. the mobile host and the gate-
way operate when the mobile host migrates across
networks.

In a second operation, the stationary host trans-
mits a packet to an address of the mobile host which

was assigned before the migration.

In a third operation. the stationary host transmits
the packet to an address ofthe mobile hostwhich has

been assigned after the migration.
In a fourth operation. the mobile host receives

the packet which is transmitted by the stationary host.
In a fifth operation. the mobile host sends a re-

sponse message to the stationary host.

(first operation in FIG. 6)

In FIG. 6 the mobile host 11 attached to the net-

work A (enclosed with a broken line) migrates to the

network B to complete ongoing communication with

the stationary host 12. which is attached to the net-
work 8. When migrating to the network 8. the ad-

dress obtainment unit 25 in the mobile host 11 (FIG.

2) obtains the address (3 assigned on the network B.
Immediately after obtaining the address B. the

address obtainment unit 25 gives the address [3 to the

migration address setting unit 26 and the migration
post transmission unit 27. The migration address set-

ting unit26 stores the address [3 into the data hold unit

1 by corresponding it to the address a. which is the

address assigned before the migration. FIG. 10 (a)

shows the content of the data hold unit 1. The migra-

tion post transmission unit 27 gives to the gateway 13
via the communication control unit 4 a packet com-

prising migration post message and the correspon-
dence between the address a and the address [3, so

that the gateway 13 will know that the mobile host 11

has migrated to the network 8. The mobile host 11
can transmit the packet both before and after the mi-

gration. In FIG. 6 a packet 51 is transmitted before the

migration. and its format is shown in FIG. 11-(a). As

shown in FIG. 11 (a), the packet 51 ‘consists ofa des-
tination address 91. a source address 92. and data

93. The data 93 further comprise a message type 98.

an address before migration 94, and an address after
migration 95.

Receiving from the communication control unit 4
the packet 51, the gate way 13 sends it to the recep-
tion packet unit 35. the unit 4 and the unit 35 being in

FIG.-'3. From the message type 98 in FIG. 11 (a). the

gateway 13 identifies the packet 51 with the migra-
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tion post message, and gives the packet 51 to the mi:

gration post information unit 36. The migration post in-
formation unit 36 obtains from the data 93 in the data

packet 51 the address before migration (1 and the ad-

dress after the migration B; then stores them into the

data hold unit 1 by corresponding them with each
other. The content of the data in the data hold unit 1

is shown in FIG. 10 (b)_.

Additionally, the destination address 91 of the

packet in FIG. 11 (a). can be the broadcast address
of the network A, where the network part names the

network A and every bit of the host part is 1. When
the broadcast address is employed, every stationary

host attached to the network A, including the gate

way 13, receives the correspondence of the address-

es each ofwhich assigned before and after the migra-
tion. In this case communication control unit 4 in the

stationary host 12’ receives the data packet 51, and
gives it to the reception packet unit45, the unit 4 and

the unit 45 in FIG. 4. From the message type 98in

FIG. 11 (a), the reception packet unit 45 identifies the

packet 51 with the migration post message, and gives
the packet 51 to the address conversion post infor-
mation unit 47. The unit 47 obtains from the data 93

in the data packet 51 the address before migration at

and the address after the migration [3 and stores them
into the data hold unit 1 by corresponding them with
each other. Once those addresses are stored in the

data hold unit 1, the stationary host 12' can transmit

a packet to the address assigned after the migration
instead of transmitting it to the address before the mi-

gration, the same to other stationary hosts attached
to the network A.

(second operation in FIG. 6)

In the second operation, the stationary host 12

transmits : paclzet to the address assigned before the

migration after the mobile host 11 migrates to the net-

work 8 and obtains the address 13 assigned on the
network 8. It is supposed that the mobile host 11

transmits the packet 51, which comprises the migra-

tion post message, to the gateway 13 rather than to
the broadcast address of the network A.

The stationary host 12, which is not notified that
the mobile host 11 has migrated to the network 8,
transmits the packet to the address or of the mobile

host. which was assigned before the migration. A

packet 52 in FIG. 6 is transmitted by the stationary
host 12 to the address a of the mobile host 11, and

its format is shown in FIG. 11 (f). The packet 52 is re-

ceived by the gateway 13. Because the gateway 13
is located between the source address of the packet

52 and the address of the mobile host or assigned be-
fore the migration, and also it is attached to the net-
work A. to which the mobile host 11 was attached be-

fore the migration.

The gateway 13 employs its devices in FIG. 3 to
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implement its functions. including reception of the

packet. That is, the communication control unit 4 in

the gateway 13 receives the packet 52, and sends it
to the reception packet unit 35 in the migration ad-
dress unit 3 The reception packet unit 35 identifies

the packet 52 with a general packet and gives it to the
address comparison unit 37. The unit 37 compares
the destination address or of the packet 52 with the

address before the migration, which is held in the data
held unit 1; then detects whether or not they are co-
incide with each other. When the destination address

of the received packet does not coincide with the ad-

dress assigned before the migration, the address

comparison unit 37 sends the packet to the applica-
tion unit 2. On the other hand, when they coincide
with each other, the address comparison unit 37 ob-

tains from the data hold unit 1 the address [1 of the

mobile host assigned after the migration. which cor-
responds to the address (1; then sends it both to the

address conversion post transmission unit 38 and the
marked packet conversion unit 39.

As is described the above, the packet 52 is trans-

mitted to the address a of the mobile host 11 by the

stationary host 12. Therefore, the address conver-
sion post transmission unit 38 notifies the stationary
host 12 that the address of the mobile host 11 has

changed by transmitting thereto the packet 53. FIG.
11 (b) shows the packet 53. Simultaneously, the
marked packet conversion unit 39 converts the pack-

et 52 into the packet 53 by rewriting the destination

address of the packet 52 to the address [3 assigned

after the migrati‘on, returning thereto the previous
destination address of the packet 52 as additional in-

formation, and marking to show that its destination

address has changed; then sends the packet to the
communication control unit4. Thereby, the packet 52,
which is converted into the marked packet 52', is
transferred from the address (1 of the mobile host 11

assigned before the migration to the address [3 as-

signed after themigration. FIG. 12 (e) shows the
packet 52'.

Receiving the packet 53 from the communication
control unit 4 in the stationary host 12, it sends its

packet 53 to the reception packet unit 45, the unit 4

and the unit 45 being in FIG. 4. From the message
type 98 in FIG. 11 (b). the reception packet unit 45
identifies the packet 53 with the address conversion

post message. and gives the packet 53 to the address

conversion post information unit 47. The address con-
version post information unit 47 obtains from the data

93 in the data packet 53 the address before migration

0. and the address after the migration B; then stores

them into the data hold unit 1 by corresponding them

with each other. Thereby, the stationary host 12 ob-
tains the address of the mobile host 11 assigned after

the migration, so that a direct communication be-

tween the stationary host 12 and the mobile host 11
is implemented.



In the second operation the migration communi-

cation control device comprising the units in FIG. 4 is
employed as the stationary host 12. However. a con-
ventional stationary host. which is not constructed as

the migration communication control device can also
be communication partner of the mobile host if it is at-
tached to a network. Therefore. hereunder a commu-
nication between the mobile host 11 and the conven-

tion stationary host is described.

When the conventional stationary host transmits

a packet to the address of the mobile host 11 as-

signed before the migration after the mobile host 11

has migrated to another network. the gateway 13
transfers the packet to the address of the mobile host

11 assigned after the migration as well as sends to
the stationary host the packet 53 comprising the ad-

dress conversion post message in FIG. 11 (c). This
operation is same as the above.

However. when receiving the packet 53. the sta-
tionary host disposes it since it does not support the

address conversion post message and judges the
packet 53 is not a required packet. Thus. the conven-

tional stationary host cannot utilize the packet 53 to

detect the address of the mobile host assigned after

the migration nor hold the correspondence of the ad-
dresses each assigned before and after the migra-
tion. ‘

Therefore, the stationary host gives the packet
only to the address ofthe mobile host 11 assigned be-

fore the migration. Then. the gateway transfers the
packet to the address of the mobile host 11 assigned

after the migration. and the mobile host 11 receives
the packet. The message from the mobile host 11.

such as the response message. is transmitted to the

stationary host directly, so that it is received by the
stationary host without fail.

Thus. the conventional stationary host transmits
a packet to the mobile host indirectly and receives a

packet from the mobile host directly. Continuous com-

munication unaffected by the mobile host’s migration
can be implemented. even when the conventional sta-

tionary host is employed.

(third operation in FIG. 6)

In the third operation. the stationary host 12
transmits the packet to the address [3 of the mobile

host 11 assigned after the migration with referring to
the correspondence of the addresses each assigned

before and after the migration. which is held in the
data hold unit 1. The third operation is described here-

under with referring to FIG. 4.

The stationary host 12 employs its devices in

FIG. 4 to implement conversion ofthe destination ad-
dress and the transmission of the packet, both of

which integrate the third operation. That is, applica-
tion unit 2 sends to the address comparison unit 48

the packet 54, whose destination address is the ad-
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dress or of the mobile host 11 assigned before the mi-
gration. FIG. 11 (f) shows a format of the packet 54.
Then. the comparison unit 48 obtains the destination

address of the packet 54 and detects whether or not

it coincides with the address before the migration.
which is held in the data hold unit 1.

The comparison unit 48 sends the packet 54 to
the communication control unit 4 when the above ad-

dresses do not coincide with each other while it sends

the packet 54 to the marked packet conversion unit
49 when the above addresses coincide with each

other. In the third operation the coincidence is detect-

ed since the corresponded between the address (1
and the address [3 is stored in the data hold unit 1.

Therefore. the packet 54 is sent to the marked packet
conversion unit 49. Then the marked packet conver-
sion unit 49 obtains from the data hold unit 1 the ad-

dress [3 of the mobile host assigned after the migra-
tion. which corresponds to the address (1 as well as

converts the packet 54 into the packet 54' by convert-

ing the destination address a into the address Ll, re-

turning thereto the original destination address (1 as

additional information. and marking the packet 54 to
show that its destination address has changed; then
sends the packet 54' to the communication control

unit 4. FIG. 11 (c) shows a format of the packet 54'.
Since the destination address of the packet 54' is an

updated address of the mobile ho_st 11. the packet
54‘ is given to the mobile host 11 without fail.

(fourth operation in FIG. 6)

In the fourth operation. the mobile host 11 re-

ceives the marked packet 54‘ and obtains the original
unmarked packet 54 by resuming the packet 54'. This
operation is described hereunder with referring to
FIG. 2.

The mobile host 11 employs its devices in FIG. 2
to implement its operation. That is. the communica-

tion control unit 4 receives the packet 54’ and sends

it to the reception packet unit 28. The reception pack-

et unit 28 detects that the received packet 54' is
marked. and sends it to the marked packet resump-

tion unit 29. The unit 29 obtains the original destina-
tion address (1, which is held in the additional informa-

tion 97. and replaces the current destination address

B of the packet 54' with the address 0.. Then it sends

the packet 54' to the application unit 2. Thus. the mo-
bile host 11 can receive the packet destined for its out-
dated address. '

(fifth operation in FIG. 6)

In the fifth operation, the mobile host 11 sends to

the stationary host 12 a packet comprising a re-
sponse message (hereinafter referred to as a re-

sponse packet) or a packet excluding the response

message (hereinafter referred to as a non-response
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packet). A type of the received packet determines
whether or not it is responded with the response
packet.

when the packet 54' is responded with a re-

sponse packet. the mobile host 11 employs its devic-
es in FIG. 2 to send the response packet. That is. the

response message transmission unit 20 builds the re-

sponse packet. and sends it to the marked packet
conversion unit 21 together with the destination ad-
dress u of the packet 54'. '

The mobile host 12 also employs its devices to

send the non-response packet 55. That is. the appli-
cation unit 2 gives the address a assigned before the

migration and the non-response packet to the
marked packet conversion unit 21. The unit 21 sends

the received packet to the stationary host 12 via the
communication control unit 4 without marking it. FIG.

11 (e) shows the packet sent by the unit 21 to the sta-

tionary host 12.
The communication control unit 4 in the station-

ary host 4 receives the packet 55. and gives it to the
reception packet unit 45. The unit 45 detects that the

packet 55 is the non-response packet. so that it gives
the packet 55 to the application unit 2. Thus. the sta-

tionary host and the mobile host implement a contin-

uous communication unaffected by mobile host's mi-

gration. Although the migration communication con-
trol device is employed as the stationary host 12 in
this embodiment. the conventional host can also be

employed to transmit the non-response packet.

In the above, the unmarked response packet and
the unmarked non-response packet are sent to the

mobile stationary host 12. On the other hand, here-

under the operation of the mobile host 11 at conver-

sion of the response packet and the non-response
packet Into the marked ones is described. This will be

employed effectively in a communication between
mobile hosts.

Receiving the unmarked packet from the applica-
tion unit 2, the marked packet conversion unit21 gen-

erates a packet 55' where the destination address

and the source address are the address 7 of the sta-

tionary host 12 and the address 6 assigned after the
migration respectively. Also in generating the packet

55'. the application unit 2 gives to the received packet
the address 0. assigned before the migration as addi-
tional information as well as marks the received pack-
et to indicate that the destination address has con-

verted. FIG. 11 (d) shows a format of the packet 55'.

Then the application unit 2 sends the packet 55' to
the stationary host 12 via the communication control
unit 4.

The communication control unit 4 in the station-

ary host 12 receives the packet 55'. and sends it to

the reception packet unit 45. Detecting the packet
55' is the marked packet, the reception packet unit45
sends it to the marked packet resumption unit 46. The

unit 46 resumes the packet 55’ into the packet 55 by
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unmarking it and replacing the source address there-

of with the address an assigned before the migration.
which is held as the additional information. Aformat

ofthe packet 55 is shown in FIG. 11 (e). Thus. the sta-

tionary host and the mobile host implement a contin-

uous communication unaffected by mobile host's mi-
gration.

(operation example in FIG. 7)

In FIG. 7. when the mobile host migrates across

the network 1, 2. 3. and 4. and obtains a temporary
address assigned on each network. the newest ad-
dress of the mobile host is transmitted to the station-

ary host. which operates as communication partner.

(migration from network 1 to network 2)

The address of the mobile host is m when it is at-

tached to the network 1. When migrating from the
network 1 to the network 2. the mobile host 11 replac-

es its address with m' assigned on the network 2.
Then the mobile host 11 notifies the migration com-
munication control device attached to the network 1

that it has migrated to the network 2 by sending
thereto a packet comprising a migration post mes-
sage. In FIG. 7 the migration communication control

device gw 1, gw 2 attached to the network 1 receive
the migration post packet 61, and store it into its own
data hold unit 1. The operation in FIG. 7 is substan-

tially same as the operation in FIG. 6 except that in

FIG. 7 the packet_61 holds the address ofthe mobile

host assigned before the last migration besides the
correspondence of the addresses each assigned be-

fore and after the current migration. The address as-
signed before the last migration makes the gws pre-

pare for further migration of the mobile host. which
will be described later. A format of the packet 61 is

shown in FIG. 12 (a). Since the migration from the
network 1 to the network 2 is the first migration In

FIG. 7, the packet 61 holds 0 at the address assigned

before the last migration.
The gw 1 and the gw 2 store in the data hold unit

1 the correspondence of the addresses each as-

signed before and after the migration, as well as the
address assigned before the last migration. As shown

in FIG. 13 (a). m-m’ and 0 are stored in the data hold

unit 1 of each of the gw 1 and_the gw 2.
Then, the gw1 and the gw 2‘detects from 0 at the

address assigned before the last migration that no mi-

gration had been conducted before the current migra-
tion.

The broadcast address of the network 1 can be

employed as the destination address of the migration
post packet 61 . If the packet is destined forthe broad-

cast address. every host attached to the network 1.

which includes the gw 1 and the gw 2. will hold the
correspondence of the addresses each of which as-



signed before and after the migration as well as the

address assigned before the last migration. Thereby.
the hosts attached to the network 1 can communicat-

ed with the mobile host directly.

(migration from network 2 to network 3)

When migrating from the network 2 to the net-
work 3, the mobile host 11 obtains m" at the address

assigned after the migration. Then the mobile host 11

notifies the gw 2 and a gw 3. both of which are attach-
ed to the network 2. that the mobile host 11 has mi-

grated to the network 3 by transmitting thereto a

packet comprising the migration post message. refer-

red to as a packet 62 in FIG. 7. FIG. 12 (b) shows a
format of the packet 62. which is transmitted to the gw
2. The broadcast address ofthe network 2 can be em-

ployed as the destination address of the packet 62.

When the packet 62 is transmitted to the broadcast
address of the network 2. every host attached to the

network 2. which includes the gw 2 and the gw 3.
holds the correspondence of the addresses each as-

signed before and after the migration.

The gw 2 employs its devices in FIG. 3 to process
the packet 62. That is. receiving the packet 62. the gw

2 sends it to the migration post information unit 36 via
the communication control unit 4 and the reception

packet unit 35, then refers to the data hold unit 1
where m—>m' and O are still held at the address cor-

respondence and at the address assigned before the

last migration respectively. The migration post infor-
mation post unit 36 obtains from the packet 62 m'- _

m" as the newly assigned correspondence between

the addresses each of which assigned before and af-
ter the current migration. the migration from the net-
work 2 to the network 3. Then. it detects whether or

not the address m' coincides with the address held in
the data hold unit 1 as the address assigned after the

last migration. Since the unit 36 detects the coinci-
dence, it replaces the address m‘ in the unit 1 with the

' address m" as well as replaces the correspondence

m-m' with the correspondence m-m".

Also the migration post information unit 36 sends
to the data hold unit 1 the address rn assigned before

the last migration together with the address corre-
spondence m'-m" obtained from the current migra-

tion. Now the data hold unit 1 in the gw 2 holds the

address m at the address assigned before the last mi-

gration and the address correspondence m'-m" at
the correspondence of the addresses each of which

assigned before and after the migration as well as the

address 0 at the address assigned before the last mi-

gration as well as the address correspondence m-
m‘ at the correspondence of the addresses each of

which assigned before and alter the migration. After
updating as well as adding the addresses in the data

hold unit 1. the migration post information unit 36
sends to the address conversions post transmission
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unit 38 m’-m" as the newly obtained correspondence
of the addresses before and after the current migra-
tion.

The address conversion post transmission unit

38 detects the network satisfying the following con-

ditions with referring to the data hold unit 1 and then

transmits the address conversion post message to
the broadcast address of the detected network. That

is. the address conversion post message is transmit-

ted to the network where the address assigned be-

fore the migration. which is held in the data hold unit
1, is other than 0 as well as the migration communi-

cation control device employed as the gateway is not

attached. Although in the migration from the network
2 to the network 3. the data hold unit 1 holds m at the

address assigned before the last migration. the gw 2
is attached to the network 1; therefore, the unit 38

does not transmit the address conversion post to the
network 1.

The packet 62 is also received by gw 3. When re-

ceiving the packet 62. the gw 3 employs its own de-
vices in FIG. 3 to process the packet 62, which is sub-

stantlally same as does the gw 2 except the following.
That is. the address conversion post transmission

unit 38 of the gw 3 detects ti lat tne gw 3 is not attach-
ed to the network 1 . Also it is detected thatthe mobile

host 11. attached to the network 1. has the address

m as the address assigned before the last migration.
Therefore. the unit 38 of the 9w 3 transmits to the
broadcast address ofthe network 1 a packet compris-

ing the address conversion post message. which is

referred to as a packet 63. FIG. 12 (c) shows the
packet 63.

The packet 63 is received by the gw 2. the gw 1.

both of which are attached to the network 1. Although

it is also received by the stationary host 11. this will
not be described here. Obtaining the current address
correspondence m‘-m" from the packet 63. where
m' coincides with the address which has been held in

the hold unit 1 at the address obtained after the mi-

gration, the 9w 1 changes the m-m' in the data hold

unit 1 into the m-m" by replacing m‘ with m" as the

address assigned after migration.
On the other hand. the data hold unit 1 of the gw

2 had gained from the packet 62 the above informa-

tion before receiving the packet 63. Therefore the

content of the unit 1 of the gw 2 does not change
across reception ofthe packet 63. This is because the

gws of the present invention locate on a gateway.
which connects a couple of networks. Due to its loca-

tion. each gw receives packets from two networks.

However. actually the packet 62 is destined for the
network 2 and the packet 63 is destined for the net-

work 1. Therefore. even though the gw 2. which are
attached to both the network 1 and the network 2, re-

ceives both the packet 62 and 63 by the gw 2, this will
not cause any problem in the communication be-
tween the stationary host 12 and the mobile host 11.
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FIG. 13 (b) shows the content of the data hold unit

1 in each of the gws.

(migration from network 3 to network 4)

When migrating from the network 3 to the net-
work 4, the mobile host 11 obtains m"’ as the address

assigned after the migration. Then the mobile host 11

sends to the gw 3 and a gw 4. both of which are at-

tached to the network 3. a packet comprising the mi-

gration post message. The packet received by the gw
3 is referred to as a packet 64. The broadcast address

of the network 3 can be employed as the destination

address of the packet 64. when the packet 64 is des-
tined for the broadcast address of the network 3. ev-

ery host attached to the network 2. which includes

the gw 3 and the gw 4. obtains from the packet the

correspondence of the addresses each of which as-

signed before and after the migration from the net-
work 3 to the network 4.

The gw 3 employs its devices in FIG. 3 to process

the pac.\et34, That is. receiving the packet 64. the gw
3 converts the content of the data hold unit 1 by re-

placing the address correspondence m-m" with m-
m"’, newly holding m"-m"' obtained from the packet 64

as well as the address m’ assigned before the last mi-
gration. Then, the address conversion post transmis-

sion unit 38 ofthe gw 3 transmits the address conver-

sion post message to the network satisfying the fol-

lowing condition. That is, the address conversion post

message is transmitted to the network where the ad-

dress assigned before the migration, which is held in .
the data hold unit 1, is other than 0 as well as the gw

3 it self is notattached. The packet including the ad-
dress conversion post message is referred to a pack-
et 65. and the packet is transmitted to the broadcast

address of the network 1. FIG. 7 (c) shows the packet
65.

The packet 64 is also received by gw 4. when re-

ceiving the packet 64, the gw 4 renews the content

of the data hold unit 1 by replacing m'-m" with m'-m"‘

as well as newly holding the address m‘ as the ad-

dress assigned before the last migration. Further. the
address conversion post transmission unit 38 of the

gw 4 detects that the gw 4 is not attached to the net-
work 2 which has the address other than 0 at the ad-

dress assigned before the last migration; therefore.

the unit 38 ofthe gw 4 transmits a packet comprising
the address conversion post message. which is refer-
red to as a packet 66, to the broadcast address of the

network 2. FIG. 7 (c) shows the packet 66.

Receiving the packet 65. 65. the gw 2 and the gw
1 renew the content of its data hold unit 1. which is

substantially the same as the above.

The gw 3 and the gw 2 receives the same infor-
mation twice since the former receives the packet 64
and 65 while the latter receives the packet 65 and 66.

This is because gws of the present invention locate on
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a gateway and receives packets from a couple of net-
works, which is described the above.

FIG. 13 (c) shows the contentofthe data hold unit

1 in each of the gws. Thus, according to the gws of
the present invention, the packet transmitted to any

of the addresses m. m’. m" is transferred by the gws
to the updated address of the mobile host, the gws

also notify the stationary host of the updated ad-
dress.

For example. when the stationary host is not no-

tified of the updated address of the mobile host and
transmits a packet to the address m‘, the packet is re-

ceived by the gw 2 and the gw 3. both of which are
attached to the network 2. Then. the gw 2 and the gw

3 transfers the packet to the updated address of the
mobile host as well as notifies the stationary host of

the updated address. Thereby. the stationary host
obtains the updated address of the mobile host, so
that it will be able to communicate with the mobile

host directly. The packet destined for the address
m’ is received by both the gw 2 and the gw 3, since

they are attached to the network 2. Thus. the mobile
host receives the same packet twice. once from the

gw 2 and the other time from the gw 3, and the sta-

tionary host receives the same message twice; how-
ever, the repeated packet or the message can be sim-

ply ignored, so that this will not cause any problem in
the communication between the stationary host and
the mo bile host. The repeated packet or the message

is observed when the two gws are attached to each
network in FIG. 7; whereas it is not observed when

only one migration communication control device is
attached to each network, which will be described lat-

er at the operation in FIG. 9.

(operation example in FIG. 8)

In FIG. 6, FIG. 7, the stationary host transmits the
data packet to the outdated address aftermobile host

notifies the gws that it has migrated to another net-

work. Then the gws transmit the address conversion

post message to the stationary host. However, in FIG.

8 the gws convert the destination address of data the
packet from the outdated address into the updated

address assigned afterthe migration instead of trans-

mitting the address conversion post message.
A packet 71, 72 in FIG. 8 are substantially same

as the packet 51. 52in FIG. 6. The operation conduct-

ed before the packet 72 is transmitted by the station-

ary host 12 and is received by the gateway 13 is sub-
stantially same as the firstoperation in FIG. 6. The op-
eration which follows reception of the packet 72 is de-

scribed hereunder with referring to FIG. 3.

The gate way 13 employs its units in FIG. 3 to
process the packet 72. The communication control

unit4 receives the packet 72 and gives it to the recep-
tion packet unit 35 in the migration address unit 3. De-

tecting that the packet 72 is a general packet, the re-



ception packet unit 35 sends it to the address compar-
ison unit 37. The address comparison unit 37 detects
whether or not the destination address of the packet
72 coincides with the address in the data hold unit 1

at the address assigned before the migration.

When no coincides is found. the address compar-

ison unit 37 gives the packet 72 to the application unit
2. On the other hand. a coincidence is found. the ad-

dress assigned after the migration. which corre-
sponds with the address identical to the destination

address of the packet 72. is obtained from the data

hold unit 1. and is sent to the marked packet conver-

sion unit 39 together with the packet 72. The marked
packet conversion unit 39 generates a packet

72' where the destination address of the packet 72 is

replaced with the address assigned after the migra-

tion. which is sent by the address comparison unit 37.
the destination address of the packet 72 is added as
additional address. and a mark is set to indicate that
the destination address has converted. Then the

packet 72' is sent to the communication control unit 4.

FIG. 12 (e) shows a format of the packet 72'. where
identical numerals denotes the same units in FIG. 11.

The packet 72' is sent to the mobile host 11 without
fail since its destination address is the updated ad-
dress thereof. \

(operation example in FIG. 9)

In FIG. 9, the mobile host migrates across net-

work 1, 2. 3. and 4. In FIG. 7 the gw1-gw 4 are em-

ployed as the migration communication control devic-

es; whereas in FIG. 9 the gw 1-gw 4 are employed

simply as gateways to connect networks. and also an-
other migration communication control device is at-

tached to each network. The operation of the migra-
tion communication control device. which is connect-

ed to the network alone. at processing the migration

post message or the address conversion post mes-

sage is substantially same as one ofthe gw1-gw 4 in

FIG. 7. The flow of the migration post message and
the address migration post message are mainly de-
scribed hereunder.

(migration from network 1 to network 2)

When migrating from the network 1 to the net-
work 2. the mobile host 11 sends a packetcomprising
the migration post message to the migration commu-
nication control device. which is attached to the net-

work 1. In FIG. 9 (a) a migration post packet 81 is

transmitted to a migration communication control de-
vice S1, which is attached to the network 1. The des-

tination address of the packet 81 can be the broad-
cast address of the network 1.

The device S1 processes the packet 81 by em-

ploying its devices in FIG. 3. Receiving the packet 81.
the device S1 stores into the data hold unit 1 the cor-
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respondence of the addresses each assigned before
arid alter the migration as well as the address as-

signed before the last migration. The migration post
information unit 36 transmits the packet 81 to the ad-
dress conversion post transmission unit 38; however.

since the unit 38 detects that the address assigned

before the last migration is 0. it does not transmit the

address conversion post message to any network.
The content of the data hold unit 1 in the S1-S4 are

shown in FIG. 14 (a).

(migration from network 2 to network 3)

When migrating from the network 2 to the net-
work 3. the mobile host 11 notifies the S2. which is

attached to the network 2. that it_has migrated to the
network 3 by transmitting thereto the packet compris-

ing the migration post message. which is referred to

as a packet 82 in FIG. 9 (b).

The S2 employs its devices in FIG. 3 to process
the packet 82. That is. it converts the content of the

data hold unit 1 by renewing and adding new informa-
tion. and finally holds in the unit 1 the address m‘-

m" at the correspondence of the addresses each of

which assigned before and after the migration as well

as the address m assigned before the last migration.

Then. the migration post information unit 36 gives the
newly obtained correspondence m’-m" to the ad-

dress conversion post transmission unit 38.
The address conversion post transmission unit

38 detects whether or not the address assigned be-
fore the last migration, which is held in the data hold
unit 1. is O. Ifthe address is not 0, the unit 38 transmits

the address conversion post message to the broad-
cast address of the network which includes the de-

tected address. in FIG. 9 (b) the address m is held at

the address assigned before the last migration, so
that the unit 38 transmits the packet 83 to the broad-
cast address of the network 1.

When receiving the packet 83. the migration
communication control device S1, which is attached
to the network 1. renews the content of the data hold

unit 1 by newly holding the address correspondence
m-m" as well as the address 0 at the address as-

signed before the last migration. Detecting O at the

address assigned before the last migration, the ad-
dress conversion post transmission unit 38 does not

transmit the address conversion post to any network.
The content of the data hold unit 1 in the S1-S4 are

shown in FIG. 14 (b). '

(migration from network 3 to network 4)

When migrating from the network 3 to the net-
work 4. the mobiie host 11 notifies the communica-

tion migration control device S3, which is attached to

the hetwork 3, that it has migrated to the network 4

by transmitting thereto a packet comprising the mi-



gration post message, referred to as a packet 84 in

FIG. 9 (c).

The migration communication control device S3
employs its devices In FIG. 3 to process the packet

84. That is. it newly holds into the data hold unit 1 the
address correspondence m"-m"' as well as the ad-

dress m‘ assigned before the last migration. Then.

the address conversion post transmission unit 38 in

the 83 transmits a packet comprising the address
conversion post message, referred to a packet 85 in

FIG. 9 (c), to the broadcast address of the network 2
since the address m’ is held at the address assigned
before the last migration in the data host unit 1.

When receiving the packet 85. the migration

communication control device 82 employs its devices

in FIG. 3 to process it. That is. it newly holds into the
data hold unit 1 the address correspondence m’-

m" as well as the address rn assigned before the last

migration. Then. the address conversion post trans-
mission unit 38 in the S2 transmits a packet compris-

ing the address conversion post message. referred to

a packet 86 in FIG. 9 (c). to the broadcast address of
the network 2 since the address m is held at the ad-

dress assigned before the Iast migration in the data
hold unit 1.

when receiving the packet 86, the migration

communication control device S1 employs its devices

in FIG. 3 to process it. That is. it newly holds into the
data hold unit 1 the address correspondence m-m"'

as well as the address 0 at the address assigned be-

fore the Iast migration. The address conversion post
transmission unit 38 in the S1 does transmit the ad-

dress conversion post since 0 is detected at the ad-

dress assigned before the last migration. The content
of the data hold unit 1 in each ofthe S1-S4 are shown

in FIG. 14 (c). Thus. according to the migration com-
munication control device S1-S4 ofthe present inven-

tion. the 81-84 are notified of the updated address of

the mobile host at every migration. so that the packet

transmitted to any ofthe addresses m, m’, m" is trans-
ferred thereby to the updated address of the mobile

host. The S1-S4 also notify the stationary host of the
updated address of the mobile host.

The operation in FIG. 9 differs from the operation

in FIG. 7 in that each network has just one communi-

cation migration control device (one ofthe S1-S4), so
that the migration post and the address conversion

transmitted to S1-S4 are not duplicated.
in the format shown in FIG. 11 and 12. the mark

96 or the message type 93 indicates kind of packet.
That is. mark 96 indicates whether or not the packet

is marked while the message type 93 indicates

whether it is the packetcomprising the migration post
message. the packet comprising the address conver-

sion post message. and the general packet. Further,

a protocol type can also be employed to indicate
which migration communication control device is em-

ployed. For example. when TCPIIP is employed. the
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protocol number at the IP header thereof distin-

guishes the packet employed in the embodiment from
other packets. That is. when the protocol number in

the packet is identical with the one. which has been

assigned to the protocol number field. the packet is
the one employed in the embodiment.

In the first embodiment of the present invention.

a nonvolatile storage can be employed as the data
- hold unit 1 of the mobile host. If so, the communica-

tion ca'n be resumed even after the host or the gate-

way is turned off as well as after the system is reset.
Also even when the stationary host employs the

nonvolatile storage as the data hold unit 1. it can re-
sume the communication. which has interrupted by

the switch off or the system reset. rather fast since it
obtains from another host the updated address of the

mobile host instead of receiving from the gateway the
address conversion post message which shows the
updated address.

For example, it is supposed in FIG. 7 that the mo-

bile host 11 migrates from the network 1 to the net-

work 4. The data hold unit ‘I of the migration commu-

nication device holds the address correspondence
m-m"’ since it has communicated with the mobile

host, which is attached to the network 4, at least

once. According to the migration communication con-
trol device in the embodiment described the above.

the packet is transferred from the outdated address
to the updated address ofthe mobile host and the sta-

tionary host is notified of the updated address; there-
fore. even when the address information in the data

hold unit is lost by switch off thereof. the stationary

host will obtain the updated address. Restart of the
communication can also be implemented by employ-

ing a specific host such as a server. That is. the ser-

ver may be constructed to obtain the updated ad-

dress of the mobile host at every migration. and give

it to the stationary host whenever requested. In this

case a packet comprising the address inquiry should

be generated beforehand.
Also in the fifth operation in FIG. 6. the mobile

host 11 employs the application unit 2 and sends to
the marked packetconversion unit 21 the address as-

signed before the migration when transmitting the

non-response address to the stationary host after it
has migrated to another network. Instead of sending

‘-the non-response address. the application unit 2 can

transmit a connection identifier to the marked packet
conversion unit 21. In this case the data hold unit of

the migration communication control device. em-

ployed as the mobile host. holds a correspondence
between the connection identifier and the address

that had been assigned when the connection was es-

tablished instead of holding the correspondence be-
tween the correspondence ofthe addresses each as-

signed before and after the migration. Then. the unit
21 obtains the source address of the packet by de-

tecting the address which corresponds to the identi-



fier. which is held in the data hold unit 1.

As is described the above. the mobile host can

employ.the broadcast address of the network when
transmitting the migration post to the migration com-
munication control devices. When the broadcast ad-

dress is employed. every host attached to the net-

work. to which the migration communication control
device is also attached. obtains the updated address

of the mobile host. This implements a direct commu-

nication between the mobile host and the stationary

host. which improves efficiency of the communica-
tion.

The address assigned before the last migration.
which is held in the hold unit 1. can be replaced with

the broadcast address assigned to the network to
which the mobile host is attached before the last mi-

gration. If the broadcast address is employed. the
gateway employed as the migration communication

control device (gws) or the migration communication

control device (Ss) needs to include the broadcast ad-
dress in the address conversion post message. in this
case both devices can obtain the broadcast address

from the data hold unit; therefore, the operation

thereof at requesting the broadcast address will be
eliminated.

When storage capacity of the data hold unit 1 is
limited. the data hold unit 1 holds only the useful data
by disposing the unusefui data. which is least recently
retrieved therefrom by the address comparison unit.

[Embodiment 2]

In FIG. 15 network A. B. and C are connected in

a line via gateways 143 and 143'. the gateway 143
placing between the network Aand B while the gate-

way 143' placing between the network 8 and C.

A home migration communication control device

101 including a migration address unit 144 is attached

to the network A; a visitor migration communication

control device 109 including a migration address unit

145 is attached to the network B; and a visitor migra-

tion communication control device 109' including a
migration address unit 145' is attached to the network

C. A mobile host 146 including a migration address
unit 115 is attached to the network Aas its home net-

work. and a stationary host 151 including a migration
address unit 125 is also attached to the network A.

The mobile host 146 migrates across the network

A. B, and C. It has a home address cz assigned when
it is attached to the network A. as well as other ad-

dresses-assigned depending on where it migrates.

such as a temporary address [3 on the network 8 and
a temporary address y on the network C.

Also each of the home migration communication

control device 101, the visitor migration communica-
tion control device 109. 109' which are identical in its

construction and the stationary host 151 has an ad-

dress Ha. Va. Va‘. and Sa respectively assigned on
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the network.

Detailed function of the above devices 101. 109.

109'. 146. and 151 is described hereunder. in which

like components are labeled with like reference nu-
merals.

[home migration communication control device 101]

When the mobile host 146 migrates from the

home network to another network. it is assigned the

temporary address. However if the stationary host

151 is not notified of that migration. it transmits an

original data packet (hereinafter referred to as a non-
capsuiated data packet) to the home address (1 ofthe
mobile host 146. When the noncapsulated data pack-
et is destined for the outdated address of the home

mobile host 146. the home migration communication
control device 101 transfers that noncapsulated data

packet from there to the updated address. that is the

temporary address [3 or yofthe mobile host. Then. the
device 101 posts to the stationary host 151 the tem-

porary address [3 ory here. so thatthe stationary host

151 will be able to communicate directly with the mo-

bile host. The device 101 also posts the same infor-
mation to the visitor migration communication control
device 109. 109'. so thatthe devices 109. 109‘ will im-

plement the same function with the home migration
communication control device 101.

As shown in FIG. 16 the home migration commu-
nication control device 101 consists of the migration
address unit 144 and a communication control unit

108. The migration address unit 144 further compris-

es a home mobile host (MH) list hold unit 102. a pack-

et transfer unit 103. a mobile host (MH) transfer unit
104, an address inquiry unit 105. a packet monitoring
unit 106. an address post unit 107.

Next the function of each component integrating
the device 101 will be described. The communication

control unit 108 mainly controls the communication of

protocols located in lower layer: including a physical
layer. such as the protocol lower than IP.

The address post unit 107 receives from the mo-

bile host 146 an data packet including an address post

message. The address post message is generated

when the mobile host 146 migrates to the network B
or C. and posts the temporary address B or y of the
mobile host to the device 101. The unit 107 sends the

address post message to the mobile host transfer unit

104 as well as sends a response message to the mo-
bile host 146. FIG. 28 (3) is an example ofthe address

post message. which includes the home address a as

well as the temporary address [3 or y of the mobile

host 146. a value of an autonomous flag F. and a
broadcast address Bba. Cba on the network B. C.

The autonomous flag F will be described later. FIG. 28

(4) is an example of the response message.
A mobile host transfer unit 104 stores the address

post message into the home mobile host list hold unit



I 37

102. notifies the visitor migration communication con;

trol device 109 or 109' of the migration of the mobile
host 146 by sending thereto a mobile host transfer

message. and receives the data packet including the

response. Further. according to a direction given by
the packet transfer unit 103. the unit 104 transmits

the mobile host transfer message both to the station-
ary host 151 and the device 109 or 109'. The unit 103

gives the direction when the value of the autonomous
flag F is 1.- =

FIG. 32 (3) and FIG. 36 (5) are examples of the

mobile host transfer message including the home ad-
dress a. the temporary address [3 or y, and the auton-
omous flag F. Since the mobile host transfer message

is sent to the stationary host 151 is sent only when the
autonomous flag F is 1; therefore. it does not neces-

sarily include the value of the flag F. However. the

identical message is sent both to the stationary host

151 and the visitor migration communication control

device 109. 109' in this embodiment to simplify the
construction of the mobile host transfer unit 104. FIG

32 (4) is an example of the response message.
As shown in FIG. 17, the home mobile host list

hold unit 102 holds the home address a. the temper-

ary address [3,-1. the value of the autonomous flag F,
and the broadcast address Bba. Cba on the network
B. C. all of which are obtained from the mobile host
transfer unit 104.

The packet monitoring unit 106 receives the
packet destined for the home address a of the mobile

host 146. then sends it to the packet transfer unit 103

when the stationary host 151 transmits the packet to
the home address 0. of the mobile host 146 after the

mobile host 146 has migrated to another network.

The packet transfer unit 103 has a payload includ-
ing the noncapsulated data packet and the packet

transfer message informing the transfer of the non-
capsulated data packet. generates another data

packet. and sends it to the temporary address [3, y of

the mobile host 146. FIG. 32 (2) is an example of the

packet transfer message. As is described the above,
the packet transfer unit 103 directs the mobile host
transfer unit 104 to transmit the mobile host transfer

message to the stationary host 151 only when the au-

tonomous flag in the home mobile host list hold unit
102 shows the value of 1. The operation conducted

when the flag F is 1 will be described later.

when the stationary host 151 has problems in
communicating with the mobile host 146 such as re-

ceiving the unusual mobile host transfer message.

the address inquiry unit 105 is employed to solve the

problems. That is. receiving from the stationary host
151 an address inquiry message, the address inquiry

unit 105 transmits to the stationary host 151 a data

packet which responds to the address inquiry by
showing the address to be used in the communica-

tion. The address inquiry message includes a type

field 132. a flag field 133. a sequence field 134, and
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a home address field 138, each ofwhich having value
5. 1. a certain number. and a. respectively; while the

response message includes a temporary address

field 139 filled with the temporary address B. y as well
as theflag field with 2. besides the type field 132. the
sequence field 134. and the home address field 138

filled with the same values in the address inquiry
message.

[visitor migration communication control device 109]

The visitor migration communication control de-
vice 109 implements the same function with the home

migration communication control device 101. That is,

when the stationary host 151 transmits an encapsu-
lated data packet to the temporary address [3 of the
mobile host 146. which is the updated address there-

of since the mobile host has migrated to the network

C. the visitor migration communication control device

109 transfers that encapsulated data packet from the

temporary address [3 to temporary address 7. Then.
the device 109 posts to the stationary host 151 the

temporary address 7. so that the stationary host 151

will be able to communicate directly with the mobile
host 146. However. whether or not the device 109

provides the above packet transfer service will be de-

termined in accordance with a processing load put on
the device 109 or with a Initial setting given by a sys-
tem operator: thus. the packet transfer service of the

device 109 is not necessarily an obligation.

As shown in FIG. 18. the visitor migration commu-

nication control device 109 consists of the migration
address unit 145 and the communication control unit

108. The migration address unit 145 further compris-

es the packet monitoring unit 106. a visitor mobile
host list hold unit 110. a packet transfer unit 111. a mo-
bile host transfer unit 112. a mobile host visit unit 11 3,

and an autonomous support unit 114. The unit 106
and the unit 108 function the same as those in the

home migration communication control device 101.
Receiving an autonomous packet transfer sup-

port check message inquiring if the visitor migration
communication control device 109 provides the pack-

et transfer service. the autonomous support unit 114

responds to it with the response message where the
autonomous flag F shows 1 when the device 109 pro-
vides that service or 0 when it does not provide that

service. FIG. 28(1) is an example of the autonomous

packet transfer support check message. while FIG.
28(2) is an example of the response message includ-

ing the autonomous flag F and the broadcast address
Bba.

Receiving from the mobile host 146 the mobile
host visit message which informs that the mobile host

146 has migrated to the network 8. the mobile host

unit 113 responds it with the response message after

storing the mobile host visit message into the visitor
mobile host list hold unit 110. The mobile host visit



message includes the home address (I. and the tem-

porary address [3 of the mobile host 146. FIG. 28 (5)
is the format of the mobile host visit message. while

the FIG. 28 (6) is the format of the response mes-
sage.

Receiving from the mobile host transfer unit 104

in the device 101 the mobile transfer message in-

forming that the mobile host 146 has migrated to the
network C. the mobile host transfer unit 112 stores in

the visitor mobile host list hold unit 110 the updated

temporary address y of the mobile host 146 and the

value of the autonomous flag F by corresponding
them to the home address a. The unit 112 also trans-

mits to the stationary host 151 the mobile host trans-

fer message in accordance with the direction from the
packet transfer unit 111, as does the mobile host
transfer unit 104 in the device 101.

As shown in H6. 19, the visitor mobile host list
hold unlt11O holds the home address 0. and the tem-

porary address 6 on the network 8, which are ob-
tained from the mobile host 146 via the mobile host

visit unit 113. as well as the temporary address y and

value on the autonomous flag F. which are obtained

from the home migration communication control de-
vice 101 via the mobile host transfer unit 112.

The packet transfer unit 111. as does the packet

transfer unit 103 in the home migration communica-

tion control device 101, transmits to the temporary ad-
dress y the data packet including the transfer mes-

sage as well as orders the mobile host transfer unit

112 to transmit the mobile host transfer message. '

[mobile host 146]

As shown in FlG. 20, the mobile host 146 includes

the migration address unit 115, an address obtain-
ment unit 116, the communication control unit 108,

and an application processing unit 124 which mainly
controls the communication of protocols located in

higher layers including an application layer. such as

TCP or layers located higher than it.
The migration address unit 115 comprises the a

packet transmission unit 117, a transfer packet recep-

tion unit 118. an address hold unit 11 9. a migration unit

120. an autonomous support unit 121. an address
post unit 122. a mobile host visit unit 123.

The migration address unit 115 comprising the

above units is employed in transfer of data to the tem-
porary address [5 or y when the mobile host 146 mi-

grates to the network B or C. Also receiving the data

packet destined for the temporary address [3 or y in-

cluding the packet transfer message and the noncap-

sulated data packet. the device 115 transmits the
noncapsulated data to the application processing unit
124.

in accordance with the order given by the appli-

cation processing unit 124 when the mobile host mi-

grates to the network 8. C. the migration unit 120 con-
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trols the address obtainment unit 116. the autono-

mous support unit 121 . the address post unit 122, the
mobile host visit unit 123. and the address hold unit
119.

Directed by the migration processing unit 120.
the address obtainment unit 116 obtains the tempor-

ary address [3. y ofthe mobile host 146 assigned when
it migrates to the network B. C respectively. BOOTP
in "Bill Croft and John Gilmore. BOOTSTRAP PRO-

TOCOL RFC951. Sep.. 1985" is an example of obtain-

ing the temporary address; besides employing the
BOOTP. the operator may input the temporary ad-
dress [3, y assigned by a system administrator of the
network B. C.

Directed by the migration unit 120. the autono-
mous support unit 121 sends the autonomous packet

transfer support check message to inquire if the visi-

tor migration communication control device 109.
109' attached to the network 8, C. provides the pack-

et transfer service and receives the response mes-

sage to the inquiry. The autonomous packet transfer

support check message is also gent to obtain the
broadcast address Bba and Cba on the network 8

and C respectively.

Directed by the migration unit 120. the address

post unit 122 sends the address post message to no-

tify the home migration communication control device

101 of the temporary address (3. y. The address post
message also informs whether or not the device 109.
109‘ provides the packet transfer service as well as
the broadcast address Bba. Cba on the network 8. C.

If the response message from the visitor migration
communication control device 109, 109' has the val-

ue 1 of the autonomous flag F, the mobile host visit

unit 123 transmits to the visitor migration communica-
tion control devlce 109. 109' the mobile host visit

message including the home address a as well as the

temporary address [3, y respectively.
As shown in FIG. 21. the address hold unit 119

previously holds the home address a of the mobile
host 146 and the broadcast address Aba on the net-

work A. Now. the unit 119 newly holds the temporary
address [3 or y obtained from the address obtainment

unit 116 via the migration unit 120 and the broadcast
address Bba or Cba obtained from the autonomous

support unit 121 .via the migration unit 120.
When the mobile host 146 is attached to the net-

work A and receiving a data packet destined for the

home address 0.. the transfer packet reception unit
118 sends data etc. in the noncapsulated data packet

to the application processing unit 124. On the other
hand. when the mobile host 146 is attached to the

network B and receiving a data packet destined for

the temporary address B, the data packet including
the packet transfer message and the noncapsulated
data packet destined for u. the unit 118 sends to the

application processing unit 124 data etc. in the non-
capsulated data. Thus. the application processing



unit 124 receives the data without being affected by
the migration of the mobile across the networks.

Receiving the data to be transmitted and the in-
struction from the application processing unit 124. the

packet transmission unit 117 generates a noncapsu-
lated data packet whose destination address is the
home address a and transmits it.

[stationary host 151]

As shown in FIG. 22. the stationary host 151
comprises the migration address unit 125 and the ap-

plication processing unit 161 which mainly controls
the communication ofa protocol located in higher lay-
ers including application layer. such as TCP or layers
located higher than the TCP and the communication
control unit 108.

The migration address unit 125 comprises a
transfer packet transmission unit 126. a packet recep-
tion unit 127. an address hold unit 128. an address in-

quiry unit 129. and the mobile host transfer unit 130.

The migration address unit 125 comprising the
above units generates a noncapsulated data packet
and sends it to the home address or. when it is not no-

tified that the mobile host 146 migrate to the network

B or C and obtained the temporary address [3 or y re-
spectively. The unit 125 also generates an encapsu-

lated data packet including as a payload the noncap-
sulated data packet and a data transfer message,
which informs transfer of the noncapsulated data

packet and sends it to the temporary address B. 7.

when it is notified of the migration.

Receiving from the home migration communica-

tion control device 101 and the visitor migration com-
munication control device 109. 109' the data packet

including the mobile host transfer message which in-

forms the migration of the mobile host 146. the mo-
bile host transfer unit 130 stores into the address hold

unit 128 the home address or. and the temporary ad-

dress [3 or y of the mobile host 146 assigned on the
network B or C respectively. _

As shown in FIG. 23. the address hold unit 128

holds the home address (1. the temporary address [3
or y by corresponding them.

Directed by the application unit 161. the transfer

packet transmission unit 123 generates a data packet
destined for the home address (1. and transmits it.
However. if the address hold unit 128 holds the tem-

porary address B or y besides the home address a.

the unit 126 generates an encapsulated data packet
destined for the temporary address [3 or y. which in-

cludes as a payload a noncapsulated data packet and

a packet transfer message. which informs transfer of
the noncapsulated data packet. and transmits it.

As is described the above. both the home migra-
tion communication control device 101 and the visitor

migration communication control device 109.

109' generate the encapsulated data packet includ-
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mg the packet transfer message and the noncapsu-
lated data and transmits it to the current temporary

address of the mobile host 146. Owing to the device
101 or 109. 109'. the stationary host 151 is able to

transmit to the mobile host 146 both the noncapsulat-
ed data packet destined for the home address a and

the encapsulated data packet destined for the tem-

porary address [3 or y without failure even when the
address hold unit 128 fails to hold the current tempor-

ary address [3 or y and the stationary host 151 trans-
mits the data packet to the outdated address of the
mobile host 146.

The packet reception'unit 127 receives a data
packet which is sent from the mobile host 1 46 and has
Sa as its destination address. and sends the data etc.

in it to the application unit 161.
When the address inquiry unit 129 has problems

such as that it received an illegal mobile host transfer

message or that it cannot communicate with the mo-

bile host 146 successfully. it transmits a data packet

including an address inquiry message in order to in-

quire of the host migration communication control de-
vice 101 the address which is currently used to com-

municate with the mobile host 146.

[construction of data packet]

As shown in FlG. 24 (a). (b). (c). there are three
kinds of data packets. each data packet 210, 220.

230. includes each of header 211. 221. 231 and pay-

load 212. 222. 232 respectively.

The header 211 of the data packet 210 includes
a destination address 201. and a source address 202.

Also the payload 212 consists of a transmission data
203.

The header 221 of the data packet 220 includes
the destination address 201 and the source address

202. Also the payload 222 consists ofa message 204.

The header 231 of the data packet 230 includes
the destination address 201 and the source address

202. Also the payload 232 consists of the message
204. which is employed as the packet transfer mes-
sage. and a noncapsulated data packet 210. Also
each header 211. 221. 231 includes information

showing presence or absence of the message 204 as

a protocol number etc.

The message 204 includes some of the fields in

FIG. 25 in accordance with its type.

The type of the message 204 is indicated in the
message type field 132. Besides the above types.
the message 204 is also employed as an echo mes-

sage for examining whether or not a host employs an
appropriate operation in accordance with the mes-
sage.

Aflag field 133 indicates whether or not the mes-

sage 204 is a response. When the message 204 is not
the response. the field 133 further indicates whether

or not the message 204 requests a response.



A sequence field 134 gives a single number both

to the request message and its response message.
thereby the request message and the response mes-

sage are corresponded.
An autonomous flag field 135 contains a value of

the autonomous flag F indicating whether or not the
visitor migration communication control device
109.109’ provide the packet transfer service.

A counter field 136 contains a counter indicating
the number of the visitor migration communication

control devices employed to transfer the encapsulat-

ed data packet consisting of the packet transfer mes-

sage and the noncapsulated data packet. The visitor

migration communication control device increments

the counter in the received message packet by 1 . and

gives it to the message to be transmitted. When the
incremented number is greater than the predeter-

mined number. the received message packet is dis-
posed.,

A status field 137 of the response message indi-
cates presence or absence of an error in a transmis-

sion/reception of the data packet. For example. it in-
dicates an error in authentication information. which

will be described later. or the address inquiry mes-

sage which cannot or should not be responded.

A home address field 138. a temporary address
field 139, and a broadcast address field 140 indicates

the home address as well as the temporary address
of the mobile host 146 or the broadcast address on

its home network or on the network it migrates. How-
ever, what the broadcast address field 140 indicates

depends on type of the message 204. Whether the

message 204 is the request or the response also de-
vices the content of the broadcast address field 140.

The authentication information field 141 indi-

cates if a source address coincides with the sender's

address.

[outline of communication operation]

The home migration communication control de-

vice 101 and the visitor migration communication con-

trol device 109.109‘ is basically employed to transfer
the data packet transmitted by the stationary host 151

as well as post to the stationary host 151 the updated

temporary address of the mobile host 146. Under-

standing of such operations will be helped by the fol-

lowing two points. _
1. Transfer of the data packet and posting of the

updated temporary address are conducted only

when the mobile host 146 migrates from its home
network to another network. The home network

refers to the one to which the home migration
communication control device is attached.

2. Posting of the updated temporary address is
conducted only when the autonomousflag F is 1.

which indicates the visitor migration communica-
tion control device 109, attached to the same net-
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work as is the mobile host 146. provides the

packet transfer service. Otherwise. the data

packet transmitted by the stationary host 151 to

the posted temporary address will not be re-

ceived by the mobile host 146 when the mobile
host 146 migrates to another network.

[communication operation 1]

An example of the communication operation is

described hereunder. In the communication operation

1 the visitor migration communication control device

109,109’ provides the packet transfer service when

the mobile host 146 migrates from the network A to
the network B. further from the network 8 to the net-
work C.

[migration from network A to network B]

The operation at the migration of the mobile host
146 from the network A to the network Bis described

with referring to F|Gs. 26-29. FIG. 26 shows a flow of
the data packet transmitted between the devices;
FIG. 27 shows a communication sequence of the data

packet: FIG. 28 shows construction of each data

packet: and FIG. 29 shows the content of the address
hold unit 119 etc.

When the mobile host 146 is attached to the net-

work A. the home mobile host list hold unit 102 in the

home migration communication control device 101
holds the home address Cl both as the home address

and the temporary address of the mobile host 146.

Thereby the home migration communication control
device 101 detects that the mobile host 146 is attach-

ed to the network A.

The address hold unit 119 in the mobile host 146

holds the home address a and the broadcast address

Aba on the network A.

When the mobile host 146 migrates to the net-

work B, the application unit 124 orders the operation

of the migration unit 120 in accordance with the in-

struction given by the operator. The temporary ad-

dress B is assigned to the mobile host 146 on the net-
work 8, and the address obtainment unit 116 obtains

it. The migration unit 120 stores into the address hold

unit 119 the temporary address [3 together with the
home address aland the broadcast address Aba.

(1) The autonomous support unit 121 transmits to
the visitor migration communication control de-
vice 109. which is attached to ‘the network B, the

data packet including the autonomous packet
transfer support check message 147 which holds

the home address (1 and the temporary address

B. The destination address of the data packet is

the broadcast address shared by every network,
such as an address where every hit is 1. The mes-

sage 147 does not necessarily hold the home ad-

dress or and the temporary address B although
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they can be used in checking the security of the

network if it does. Also the message 147 holding
the home address a and the temporary address

y can take the place of a mobile host visit mes-

sage 146, which will be described later.
(2) The autonomous support unit 1 14 in the visitor

migration communication control device 109 re-
sponds to the autonomous support unit 121 with

the response message 147R where broadcast

address Bba is set and the autonomous flag F in
the autonomous flag field 135 indicates 1 to in-
form that the device 109 provides the packet
transfer service.

The mobile host 146 transmits the data pack-

et to the visitor migration communication control
device 109. The broadcast address Bba is em-

ployed as the destination address of the data

packet and it is set in the response message
147R; however. this is not an obligation.

That is, when the response message 147R
does not hold the broadcast address Bba, the fol-

lowing means can be employed. First, the broad-
cast address shared by every network can be

employed, which is described in the above. Sec-
ond, the source address. which is set in the head-

er of the data packet comprising the response
message 147R. can be employed. Third, a so

called name service can be employed. where a
server device on the network system informs the

broadcast address Bba. Finally. when the ad-
dress assigned to each of the devices. which are
attached to the network, consists of the network

address being unique for the network and a de-

vice address being unique for the devices. and
the broadcast address on each network consists

of such network address and the device address

where the value of every bit is 1. the network ad-

dress Bba can be generated by employing the
network address included in the temporary ad-

dress [3 of the mobile host 146.

(3) The address post unit 122 transmits to the
home migration communication control device

101 the address post message 148. The mes-'

sage 148 includes the value 1 ofthe autonomous

flag F, which is obtained from the response mes-

sage. home address at, the temporary address B
on the network 3. and the broadcast address

Bba, and the broadcast address Aba is the des-

tination address of the address post message
148.

When the address post unit 107 in the home

migration communication control device 101 re-

ceives the address post message 148, the mo-
bile host transfer unit 104 stores in the home mo-

bile host list hold unit 102 the temporary address

Li. the value 1 ofthe autonomous flag 1, and the

broadcast address Bba by corresponding them to
the home address a. Since the home address a
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‘ had been stored as the temporary address before

the temporary address [3 was stored. the mobile
host transfer unit 104 knows that the mobile host

146 has migrated from the network A to the net-
work B; therefore, it does not transmit the mobile

host transfer message to the visitor migration
communication control device 109,109‘. That is.

the data packet transmitted by the stationary host
151 to the home address a ofthe mobile host 146

is "received by the home migration communica-
tion control device 101 and transferred thereby to

the temporary address 6; therefore. the visitor

migration communication control device

109.109’ is not employed here.
(4) The address post unit 107 notifies the address

post unit 122 that it has received the address post

message 148 by sending the response message
148R.

(5) Since the visitor migration communication

control device 109 provides the packet transfer
service, the mobile host visit unit 123 transmits to

the visitor migration communication control de-
vice 109 the mobile host visit message 149 in-

cluding the home address a and the temporary

address [L so that the device 109 is notified that
the mobile host 146 has migrated to the network

8. The mobile host visit message 149 is destined
for the broadcast address Bba.

The mobile host visit unit 113 in the visitor mi-

gration communication control device 109 re-
ceives the mobile host visit message 149 and
stores into the visitor mobile host list hold uriit 110

the home address a as well as the temporary ad-

dress (3. The temporary address B is stored also

as the updated temporary address of the mobile

host 146. which will be assigned when the mobile

host 146 migrates from the network B to another
network; thereby. the visitor migration communi-
cation control device 109 detects that the mobile

host is currently attached to the network 3.

(6) The mobile host visit unit 113 notifies the mo-
bile host visit unit 123 by sending the response

message 149R that it has received the mobile

host visit message 149.

[communication between the stationary host 151

and the mobile host 146 on the network B]

The operation at the communication between the

stationary host 151 and the mobile host 146 when the
mobile host is attached to the network B is described

hereunder with referring to FIGS. 30-33. which are rel-
evant for FlGs.26-29.

(1) The application unit 161 in the stationary host
151 directs the transmission of the noncapsulat—

ed data packet, whose destination is the home

address 0., despite the migration of the mobile

host 146. Immediately after the mobile host 146



migrates to the network 8. that is. when the ad-
dress hold unit 128 does not hold the home ad-

dress at and the temporary address [3, the trans-
fer packet transmission unit 126 is not notified of

the migration; therefore, it generates the noncap-
sulated data packet 152 and transmits it to the
home address u in accordance with the direction

from the application unit 151.

The noncapsulated data packet 152 is not re-

ceived by the mobile host 146, which is not at-

tached to the network A. but by the packet mon-

itoring unit 106 in the home migration communi-
cation control device 101 since the home mobile

host list hold unit 102 in the device 101 holds the

home address a as well as the temporary ad-

dress 6. which coincides with the destination ad-

dress of the noncapsulated data packet 152.

(2) The packet transfer unit 103 in the home mi-

gration communication control device 101 gener-

ates an encapsulated data packet including the
noncapsulated data packet 152, which is re-

ceived by the packet monitoring unit 106, and the

packet transfer message 153, which informs the
transfer of the noncapsulated data packet 152:

and transmits it to the temporary address (3. The

packet transfer message 153 inclqdes the value
0 in the field 133. which indicates that no re-

sponse is requested, as well as the value 0 on the
counter in the field 136, which indicates that the

packet transfer message is the first message
added to the noncapsulated data packet 152. As

is described, no response is requested by the‘

packet transfer message 153. That is, the appli-
cation unit 161 ofthe stationary host 151 and the
application unit of the mobile host 146, rather

than the home migration communication control
device 101 and the migration address unit 115.
confirm that the mobile host 146 receives the

noncapsulated data packet 152.

The transfer packet reception unit 118 in the
mobile host 146 receives the encapsulated data

packet including the packet transfer message
153 and the noncapsulated data packet 152.

since it is destined for the temporary address 13.
which is held in the address hold unit 119. The

unit 118 then detects that the destination address

of the noncapsulated data packet 152 is the
home address cr. and sends the data etc. in the

noncapsulated data packet 152 to the application
unit 124.

Thus. the communication between the appli-

cation unit 124 and the application unit 161 is not

affected by the migration of the mobile host 146.

(3) The packet transfer unit 103 transmits the en-

capsulated data packet including the data packet

transfer message. it also directs. after detecting

that the autonomous flag F indicates 1. the mo-
bile host transfer unit 104 to transmit to the sta-
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tionary host 151 the data packet including the
mobile host transfer message 154 where the
home address u and the temporary address [3 are
set. Finally. the unit 104 transmits the data packet

to the stationary host 151.
The mobile host transfer unit 130 in the sta-

tionary host 151 receives the mobile host transfer

message and stores into the address hold unit
128 the home address or and the temporary ad-
dress 13.

(4) The mobile host transfer unit 130 responds to
the mobile host transfer unit 104 with the re-

sponse message 154R.
(5) When the application unit 161 directs the
transmission of the noncapsulated data packet to
the home address a after the address hold unit

128 holds the home address u and the temporary
address [3, the transfer packet transmission unit

126 first generates a noncapsulated data packet
destined for the home address :1, then generates

an encapsulated data packet including it and a
packet transfer message 155. The encapsulated

data packet is then transmitted to the temporary
address 6. Thus, once the home migration com-
munication control device 101 notifies the sta-

tionary host 151 of the home address a and the

temporary address [3, the stationary host 151 is

able to transmit the data packet to the ternpcrary
address ii of the mobile host 146, and the home

migration communication control device 101 is

not employed.
On the other hand, when data is transmitted from

the mobile host 146 to the stationary host 151. the Sa

is employed as the destination address 0. and the

home address is employed as the source address;
and the noncapsulated data packet is transmitted
from the address (1 to the address Sa.

Thus. even when all the noncapsulated data

transmitted by the stationary host 151 is destined for

the home address a. the home migration communica-
tion device 101 transfers the data to the updated tem-

porary address of the mobile host; thereby, the com-
munication between the mobile host 146 and the sta-

tionary host 151 is implemented. and the convention-

al device can be employed as the stationary host 151.

which broadens a practicability of the network sys-
tem.

Whereas. when the network system checks the

original source address of the data packet or a trans-
fer path of the data packet. the transmission unit may
be built in the mobile host 146 like the transfer packet

transmission unit 126 in the stationary host 151, and

also the reception unit may be built in the stationary
host 151 like the transfer packet reception unit 118 in
the mobile host 146; and the encapsulated data pack-

et including the packet transfer message and the non-
caps'u|ated data packet may be transmitted there-
between.
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[migration from network 8 to network C] _.

The operation at the migration of the mobile host
146 from the network B to the network C is described

hereunder with referring to FlGs. 34-37. relevant for
FlGs. 26-29.

(1 )-(4) The operation related to transmission of an
autonomous packet transfer support check mes-

sage 147', a response message 147R‘, an ad-
dress post message 148', and a response mes-

sage 148' between the mobile host 146 and the

visitor migration communication control device

109' is substantially same as the operation relat-

ed to transmission of messages between the mo-
bile host 146 and the visitor migration communi-
cation control device 109, which is conducted

when the mobile host 146 migrates to the net-

work B. However. the operation at the migration

from the networkAto the network B and the op-
eration at the migration from the network B and
the network C are different from each other in

part of the operation of the home migration com-
munication control device 101 conducted after it

responds to the received address post message

148' with the response message 148R.
(5) When the address post unit 107 receives the

address post message 148’. the mobile host
transfer unit 104 in the home migration commu-
nication control device 101 detects that the mo-

bile host been attached to the network B before

migrating to the network C since the temporary

address [5 has been stored as the temporary ad- ,
dress. Then. the mobile host transfer unit 104

sends to the visitor migration communication

control device 109 the data packet including both
the home address a and the temporary address

y, so that the device 109 transfers the data packet
transmitted by the stationary host 151 from the

temporary address [5 to the temporary address y.
The data packet received by the visitor migration
communication control device is destined for the

broadcast address Bba.

In accordance with the address post mes-

sage 148'. the mobile host transfer unit 104
stores into the home move host list hold unit 102

the temporary address 7. the value 1 of the au-

tonomous flag F. and the broadcast address Cba
by corresponding them to the home address ct.

Receiving the data packet including the mo-

bile host transfer message 150. the mobile host
transfer unit 112 in the visitor migration commu-
nication control device 109 stores into the visitor

mobile host list hold unit 110 the temporary ad-
dress y newly assigned to the mobile host 146

and the value 1 of the autonomous flag F by cor-
responding them to the home address 0..
(6) The mobile host transfer unit 112 notifies the
mobile host transfer unit 104 that it has received
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the mobile host transfer message 150 by sending

thereto the response message 150R.

(7). (8) The transmission of a mobile host visit
message 149' and a response message
149R’ between the mobile host 146 and the vis-

itor migration communication control device 109'.
which Is conducted when the device 109‘ pro-

vides the packet transfer service. is substantially

same as the transmission of messages between
the mobile host 146 and the visitor migration
communication control device 109. which is con-

ducted when the mobile host 146 migrates to the
network B.

{communication between mobile host 146 attached

to network C and stationary host 1511

Transmission of the data packet from the station-

ary host 151 to the mobile host 146 when the mobile
host is attached to the network C is described with re-

ferring to FIG. 38-41, which are relevant for FIG. 26-
29.

The transmission is substantially same as the

transmission between the stationary host 151 and
the mobile host 146 when the mobile host 146 is at-

tached to the network B. except that the visitor migra-
tion communication control device 109 instead ofthe

home migration communication control device 101 is
employed.

(1) when the stationary host 151 is not notified

that the mobile host 146 has migrated from the

network 8 to‘the network C, the stationary host

151 generates the encapsulated data packet in-

cluding the noncapsulated data packet, which is
destined for the home address a. and the packet

transfer message 156; then transmits it to the
temporary address 9. This is substantially the

same as (5) in the communication between the

stationary host 151 and the mobile host 146 at-
tached the network B.

The data packet transmitted by the station-

ary host is not received by the mobile host 146
since the mobile host is not attached to the net-

work B. The data packet is received by the packet

monitoring unit 106 in the visitor migration com-
munication control device 109 since the visitor

mobile host list hold list unit thereof holds the

temporary address [5 besides the temporary ad-
dress -1.

(2) The visitor migration communication control
device 109 transmits to the temporary address y

of the mobile host 146 the data packet including

the packet transfer message 157. which is sub-
stantially same as (2) in the communication be-'

tween the stationary host 151 and the mobile
host 146 on the network 8 except a difference
described hereunder.

The home mobile host migration communi-



cation control device 101 receives the noncapsu-

lated data packet 152 and generates an encapsu-
lated data packet comprising the received non-
capsulated data packet 152 and the packet trans-

fer message 153. On the other hand, the visitor
migration communication control device 109 re-

ceives the encapsulated data packet comprising

the packet transfer message 156 and the packet

transfer unit 111 converts the data packet by

changing the destination address from the tem-
porary address [3 into the temporary address 7 as

well as converting the packet transfer message

156 into the packet transfer message 157, whose
value on the counter is incremented by 1.

(3)-(5) The visitor migration communication con-
trol device 109, the stationary host 151, and the

mobile host 146 on the network C operate sub-

stantially same as the home migration communi-

cation control device 101. the stationary host
151, and the mobile host 146 on the network 8.

which is described the above in (3)-(5); thereby
the mobile host transfer message 158 and the re-
sponse message 158R are transmitted. and the

data packet including the packet transfer mes-

sage 160 is transmitted by the stationary host
151 to the mobile host 146 attached to the net-
work C.

if the stationary host 151 does not transmit any

data packet to the mobile host 146. which is attached
to the network 8. the stationary host is not notified of

either the temporary address [3 or the temporary ad-

dress y‘. therefore. the stationary host 151 transmits

the data packet to the home_address u even when the
mobile host 146 has migrated from the network 8 to

the network C. When this occurs, the home migration -
communication control device 101. as does the visitor

migration communication device 109. transfers the
data packet from the home address a to the tempor-

ary address 7; then notifies the stationary host 151 of
the updated temporary address y of the mobile host

146 so that the stationary host 151 will be able to di-

rectly transmit the data packet. which comprises the

packet transfer message. to the mobile host 146 at-
tached to the network C. .

Further, when the mobile host 146 migrates to

the network. to which the visitor migration communi-
cation control device is attached to provide the packet

transfer service. the stationary host 151 may transmit
the data packet destined for any of the addresses a.

B. or y. When the data packet is transmitted to the
home address at or the temporary address y. the

home migration communication control device 101 or

the visitor migration communication control device
109'. which is notified of the updated temporary ad-

dress of the mobile host 146. transfers the data pack-

et to the updated temporary address; then it notifies

the stationary host 151 of the updated temporary ad-
dress of the mobile host.
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When the data packet is transmitted to the tem-

porary address [3 of the mobile host 146. the visitor
migration communication control device 109 receives

it. Since the device 109 is notified ofonly the tempor-

ary address y. it transmits the data packet comprising

the packet transfer message to the temporary ad-
dress y as well as transmits the mobile host transfer

message to notify the stationary host 151 of the tem-
porary address y. The visitor migration communica-

tion control device 109' receives the data packet com-

prising the packet transfer message, which is des-
tined for the temporary address y, and transmits it to

the updated temporary address of the mobile host

146; then transmits the mobile host transfer message
to notify the stationary host 151 of the updated tem-

porary address. Also the visitor migration communi-
cation control device 109' obtains the address of the

visitor migration communication control device 109
from the source address of data packet transmitted

thereby. and transmits the mobile host transfer mes-

sage to the device 109. Thus. the visitor migration
communication control device 109' obtains the updat-

ed temporary address of the mobile host 146. and

transfers the data packet to the mobile host 146 as
well as notifies stationary host 151 ofthe obtained up-

dated temporary address.

[communication operation 2]

Another example of the communication opera-

tion is described hereunder. In the communication op-

eration 2 the visitor migration communication control
-device 109 does not provide the packet transfer ser-

vice when the mobile host146 migrates from the net-
work A to the network B. further from the network B
to the network C.

As shown in FIG. 42. when the device 109 does

not provide the packet transfer service. the autono-

mous packet transfer support check message 181,

transmitted by the mobile host 146 which has migrat-
ed from the network Ato the network 8. is responded

with the response message 181R where the autono-

mous flag F in the autonomous flag field 135 indi-
cates 0. Thereby. the autonomous flag field 135 in

the address post message 182. which is transmitted

by the mobile host 146 to the home migration commu-
nication control device 101. obtains the value 0. and
the value 0 is held in the home mobile host list hold

unit 102 in the device 101. The mobile host 146 does

not transmit the mobile host visit message to the vis-

itor migration communlcation control device 109.

As shown in FIG. 43. receiving from the station-
ary host 151 the noncapsulated data packet 183.
which is destined for the home address a. the home

migration communication control device generates

the encapsulated data packet comprising the re-

ceived noncapsulated data packet 183 and the p'ack-
et transfer message 184, and transmits it to the tem-
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porary address B. as is in the communication opera-
tion 1.

However. recognizing the value 0 on the autono-

mous flag F, which is held in the home mobile host list
hold unit 102. the device 101 does not transmit to the

stationary host 151 the mobile host transfer message
including the temporary address 8. Therefore. every

data packet transmitted by the stationary host 151 is
destined for the home address a. and it is transferred

to the mobile host 146 by the home migration commu-

nication control device 101. Thus, the stationary host

151 is not notified of the temporary address 8 since
the data packet transmitted to the address other than

the home address 0. is not transferred by the device

109: therefore it is not received by the mobile host 146

when it departs the network 8 to migrate to the net-
work C.

When the visitor migration communication con-
trol device 109'. which is attached to the network, pro-

vides the packet transfer service. the home migration
communication control device 101 notifies the sta-

tionary host 151 of the temporary address y when it
transmits the noncapsulated data to the home ad-

dress a. so that the stationary host 151 is able to di-

rectly transmit the data packet comprising the non-
capsulated data packet and the packet transfer mes-

sage to the mobile host 146 on the network C.

When the visitor migration communication con-

trol device 109 does not provide the packet transfer

service, the home migration communication control

device 101 does not necessarily notify the device 109

of the temporary address y of the mobile host 146 as-

signed when it has migrated from the network B to the
network C. However, the construction of the device

101 will be simplified if it conducts the same operation
either or not the packet transfer service is provided

since the visitor migration communication control de-
vice 109 ignores the mobile host transfer message.

Also" the device 109 may respond to the autono-

mous packet transfer support check message 181
only when it provides the data packet transfer service;

therefore, the presence or absence of the response

message 181R indicates to the mobile host 146
whether or not the data packet transfer service is pro-
vided. In the above operation the value 0 of the au-

tonomous F also indicates that the packet transfer

service is not provided. whereas absence of the re-

sponse message to the message 181 can indicate the
absence of the packet transfer service. which will sim-

plify construction of mobile host 146.

[communication operation 3]

The final example of the communication opera-
tion is described hereunder. in the communication op-

eration 3 the visitor migration communication control

device 109‘ does not provide the packet transfer ser-
vice while the visitor migration communication control
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device 109 does.

As shown in FIG. 44, when the packet transfer

service is not provided by the visitor migration com-
munication control device 109‘. the mobile host 146

transmits to the home migration communication con-

trol device 101 the address post message 182' where

the value 0 is set at the autonomous flag F. Then. the
home migration communication control device 101
transmits to the device 109 the mobile host transfer

message 185 by setting the value 0 at the autono-
mous flag F.

When detecting the value 0 at the autonomous

flag F. the visitor migration communication controi de-
vice 109 ceases to provide the packet transfer ser-
vice.

As shown in FIG. 45. even after cease of the data

packet transfer service. the stationary host 151 may

transmit to the temporary address the data packet

comprising the noncapsulated data packet and the
packet transfer message 186.

When this happens. the visitor migration commu-
nication control device 109 obtains the noncapsulat-

ed data packet 187 from the received encapsulated

data packet and transmits it to its destination address,

the home address a. The noncapsulated data packet
187 is then received by the home migration commu-
nication control device 101, which is attached to the

network A. Finally, the home migration communica-
tion control device 101 transfers the noncapsulated

data Packet 187 together with the packet transfer

message 188 to the temporary address 7 of mobile
host 146. which is attached to the network C.

The visitor migration communication control de-
vice 109 notifies the stationary host 151 that the mo-
bile host 146 is attached to the network A instead of

the network C by sending the mobile host transfer
message 189 where the home address (1 is set In the

temporary address field 139. Then. the stationary
host 151 transmits the noncapsulated data packet

187 to the home address a. and it is transferred by the

home migration communication control device 101.

which is employed to take the place of the visitor mi-

gration communication control device 109. As an-

other option. the device 109 may send the mobile

host transfer message 189 where the invalid address

is set. such as the address where every bit is 1. Then.

the home migration communication control device
101 may notify the stationary host 151 of the home
address a in accordance with the address inquiry ob-

tained from the stationary host 151.
The operation described the above will be em-

ployed when the visitor migration communication
control device 109 ceases to provide the packet

transfer service operation regardless whether or not

the device 109' provides the packet transfer service.
On the other hand. the visitor migration commu-

nication device 109 may restart the packet transfer
service even when the device 109' ceases to provide



the service.

In this case, the home migration communication
control device 101 needs to provide the visitor migra-
tlon communication control device 109 with the up-

dated temporary address at every migration of the

mobile host 146 unless the mobile host migrates to
the network to which another visitor migration com-
munication control device is attached and provides

the packet transfer service. To realized it, for exam-

ple, when the value of the autonomous flag F in the

address post message is 0 to indicate that the device
109' does not provide the packet transfer service. the
broadcast address Bba as the destination address of

the mobile host transfer message. which is transmit-
ted to the device 109. will not be renewed.

Additionally, the broadcast address as the des-
tination address of the data packet, which is transmit-

ted by the mobile host 146. can be replaced with the

address Ha. Va, Va‘, each of which is unique to each

device. The address unique to each device will be ob-

tained by detecting the source address of the data
packet received from each device. or by employing a
so called name service.

Also in the second embodiment. the home migra-
tion communication control device 101 detects

whether or not the mobile host 146 is attached to the
same network from what is held as the temporary ad-
dress in the address hold unit; to be precise, whether

or not the home address (1 is held as the temporary

address. However, this can also be detected by know-

ing in which table the temporary address is held. For
example, when the device 101 and the mobile host
146 are attached to the same network, the first table

holds the addresses, suchas the home address at;
whereas, the second table holds the addresses when
the device 101 and the mobile host 146 are attached

to the different network from each other. Value of the

autonomous flag F, O or 1, can also be utilized in the
same way.

Further, the home migration communication con-
trol device 101 and the visitor migration communica-
tion control device 109, 109' may be employed as a

host such as the mobile host 146 or the stationary
host 151.

Finally, the home migration communication con-
trol device 101. the visitor migration communication
control device 109, the mobile host 146. and the sta-

tionary host 156 may be constructed identically and
can be replaced with each other.

Although in the embodiment the application unit

124 starts its operation before being notified of updat-

ed temporary address [3; therefore it always transmits

the data packet to the home address a of the mobile

host 146. it can transmit the data to the temporary ad-

dress [3 if is starts its operation after obtaining the
temporary address 13.

Although the present invention has been fully de-

scribed by way of examples with reference to the ac-
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companying drawings, it is to be noted that various
changes and modifications will be apparent to those
skilled in the art. Therefore. unless otherwise such

changes and modifications depart from the scope of

the present invention, they should be constructed as
being included therein.

Claims

1. A migration communication control device con-
structed to control a communication between a

mobile node and a partner node. the mobile node

migrating across networks and obtaining an ad-
dress assigned on each network while the part-

ner node being a communication partner of the

mobile node, comprising a first migration control
unit. a second migration control unit, a third mi-

gration control unit. the second migration control

unit being placed on the mobile node and the
third migration control unit being placed on the
partner node,

wherein the first migration control unit

comprises: _
packet transfer means for receiving a

packet which was destined for an outdated ad-
dress of the mobile node. the outdated address

assigned when the mobile node migrated to a

network to which the first migration control unit is

attached, generating a conversion packet which
holds an updated address instead of the outdated

address, and transmitting the conversion packet;
and

address post means for transmitting an ad-

dress post message which indicates the updated

address of the mobile node to the third migration

control unit, the third migration control unit trans-
mitting the packet received by the packet transfer
means. and

the second migration control unit compris-
es:

migration post means for transmitting to
the first migration control unit a migration post

message which indicates the updated address of

the mobile node when the mobile node migrates
to another network; and

packetresumption means for receiving the
conversionpacket from both the first migration

control unit and the third migration control unit
and resuming an original packet from the conver-
sion packet, and

the third migration control unit comprises;

packet conversion means for converting a

destination address of a packet, the packet to be

transmitted to the mobile node, into the updated

address indicated by the address post message.

the address post message sent by the first migra-

tion control unit, and transmitting it to the mobile
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node. -I

The migration communication control device of

Claim 1, wherein the migration post means in the
second migration control unit transmits an identi-

fication key included in the migration post mes-

sage. the identification key being employed to

identify the mobile, node.

The migration communication control device of

Claim 2. wherein the identification key is an ad-
dress of the mobile node assigned at one net-
work before the network to which the mobile

node is currently attached.

The migration communication control device of
Claim 2. wherein the identification key is an ad-

dress of the mobile node assigned before its ini-

tial migration.

The migration communication control device of
Claim 1; v-..'i‘.er::ir‘. the second migration control

unit is constructed to transmit to the third migra-
tion control unit the packet which has the same
format as the resumed packet.

The migration communication control device of

Claim 1, wherein the first migration control unit
further comprises:

address hold means for holding the out-

dated address and the updated address by cor-

responding them with each other; and

address comparison means for comparing
the destination address of the received packet
with the outdated address. wherein

the packet transfer means generates the
conversion packet and transmits it when the ad-

dress comparison means detects that the destin-

ation address of the received packet coincides
with the outdated address.

The migration communication control device of

Claim 1. wherein the first migration control unit
further comprises:

address hold means for holding the out-

dated address and the updated address by cor-

responding them with each other: and

address comparison means for comparing
the destination address ofthe packet received by
the packet transfer means with the outdated ad-
dress, wherein

the address post means transmits the ad-

dress post message which indicates the updated

address of the mobile node to the third migration
control unit. the third migration control unit trans-
mitting the packet received by the packet transfer
means. when the address comparison means de-

tects that the destination address of the packet
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coincides with the outdated address.

The migration communication control device of
Claim 1, wherein the second migration control
unit further comprises:

address hold means for holding the out-
dated address and the updated address by cor-

responding them with each other; and

address comparison means for comparing
the updated address with the destination ad-
dress of the packet received from one of the first

migration control unit and the third migration con-
trol unit. wherein

the packet resumption means resumes

the original packet from the conversion packet
when the address comparison means detects
that the updated address coincides with the des-

tination address of the packet received from one

ofthe first migration control unit and the third mi-
gration control unit.

The migration communication control device of
Claim 1. wherein the third migration control unit

further comprises: _ _
address hold means for holding the out-

dated address and the updated address of the

mobile node by corresponding them with each
other; and

address comparison means for comparing
the outdated address in the address hold means

with the destination address of the packet to be

transmitted to the mobile node. wherein

the packet conversion means converts

the destination address ofthe packet to be trans-
mitted to the mobile node into the updated ad-

dress which corresponds to the outdated address
in the address hold means when the address

comparison means detects the outdated address
in the address hold means coincides with the

destination address of the packet. 4

The migration communication control device of

Claim 1. wherein there are a plurality of the first

migration control units. and the second migration

control unit transmits the migration post message

to at least one of the first migration control units.

The migration communication control device of

Claim 10. wherein the migration post means in

the second migration control unit transmits the
migration post message to the first migration con-
trol unit which is attached to the network to which

the mobile node was attached before its migra-
tlon,

each of the firstmigration control units has
migration pos't means for transmitting to one of

the other first migration control units a migration

post message to post the same address as the



12.

13.

14.

15.

16.

updated address indicated by the migration post

message received from the second migration
control unit, and

each of the first migration control units has

migration post means for transmitting a migration
post message from one of the other first migra-

tion control units to anotherfirst migration control
unit to post the same address as the updated ad-

dress indicated by the received migration post
message.

The migration communication control device of

Claim 11. wherein each of the first migration con-

trol units and the second migration control unit
further comprise pointer hold means for holding

pointers related to the first migration control unit

to which the migration post message is transmit-
ted. and wherein

the migration post means in each of the

first migration control units and the migration post
means in the second migration control unit trans-

mit the migration post message to each of t he ad-
dresses related to each of the pointers.

The migration communication control device of
Claim 12, wherein each ofthe pointers is a broad-
cast address of the network to which one of the

first migration control units is attached.

The migration communication control device of
Claim 12. wherein each of the pointers is an ad-

dress which is assigned to one of the first migra-

tion control units uniquely.

The migration communication control device of

claim 12. wherein each of the pointers is the ad-

dress of.t.h&mobile node which is assigned when
the mobile node is attached to the same network
as is the first migration control unit. and

the migration post means in the first mi-

gration control unit and the migration post means
in the second migration control unit obtain the
broadcast address of the network to which each

of the first migration control units is attached with

referring to the address of the mobile node. and

transmits the migration post message to the ob-
tained broadcast address.

The migration communication control device of
Claim 12. wherein the pointer hold means in the

second migration control unit holds a pointer re-

lated to a first migration control unit for the latest

migration. which is the first migration control unit

being attached to one network before the net-
work to which the mobile node is currently attach-
ed. and

the pointer hold means in the first migra-
tion control unit holds a pointer related to another
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17.

18.

19.

20.

21.

22.

first migration control unit aiteclied to the same
network as was the mobile node attached before

migrating to the network to which the first migra-
tion control unit is attached.

The migration communication control device of

Claim 12. wherein the second migration control

unit further transmits to the first migration control

unit the pointer by sending thereto the migration
post message. the pointer to be held by the first
migration control unit.

The migration communication control device of
Claim 17. wherein the first migration control unit

stores into the pointer hold means the pointer

when it receives from the second migration con-

trol unit the migration post message by corre-
sponding the pointer with the updated address

indicated by the received migration post mes-
sage.

The migration communication control device of

Claim 11 , wherein each of the first migration con-
trol units further comprises:

address hold means for holding the out-

dated address and the updated address by cor-

responding them with each other. wherein

migration post message means stores into
the address hold means the outdated address

and the updated address by corresponding them
with each other when it receives from the second

migration control unit the migration post mes-

sage, while converts the updated address in the
address hold means into the updated address in-

dicated by the migration post message when it re-
ceives from the first migration control unit the mi-

gration post message and the outdated address

indicated by the migration post message coin-
cides with one of the updated addresses in the
address hold means.

The migration communication control device of

Claim 1, wherein the first migration control unit is
placed on a gateway, which connects networks.

The migration communication control device of

Claim 1. wherein the first migration control unit is

placed on t_he network as an individual node.

The migration communication control device of
Claim 10. wherein the migration post means in

the second migration control unit transmits the

migration post message to a home migration con-

trol unit, the home migration control unit being the

first migration control unit which is attached to a
network where the mobile node left for its initial

migration. and

the home migration control unit further
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comprises home migration post means for trans-
mitting a migration post message to a first migra-
tion control unit for the latest migration. the first

migration control unit for the latest migration be-
ing the first migration control unit which is attach-
ed to the network where the mobile node left for

the latest migration. to post the same updated ad-
dress as is indicated by the migration post mes-

sage received from the second migration control
unit. -

The migration communication control device of

Claim 22, wherein the first migration control unit

further comprises migration post means for trans-

mitting the migration post message indicating the
updated add ress of the mobile node to one of the

other first migration control units when the con-
version packet destined for the outdated address
ofthe mobile node was senttherefrom to the first

migration control unit.

The migration communication control device of

Claim 22, wherein the migration post means in

the second migration control unit transmits to the

home migration control unit the migration post
message where a home address and the updated
address are corresponded with each other. the

home address assigned when the mobile node is
attached to the same network as is the home mi-

gration control unit,
and each of the packet transfer means and

the address post means in the home migration
control unit transmits the conversion packet and

the address post message respectively with re-

ferring to the above home address and the updat-
ed address.

The migration communication control device of

Claim 24, wherein the second migration control
unit further comprises an outdated address post

means for transmitting to the first migration con-
trol unit for the latest migration an outdated ad-
dress post message where the outdated address

and the home address are corresponded with

each other, the outdated address being assigned
to the mobile node before the latest migration,

— the homr. migration post means in the

home migration control unit transmits to the said

first migration control unit for the latest migration
the migration post message where the above
home address and the updated address are cor-

responded with each other. and

the packet transfer means and the ad-

dress post means in the first migration control
unit for the latest migration transmit the conver-

sion packet and the address post message re-
spectively in accordance with the outdated ad-
dress and the updated address. the outdated ad-
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dress and the updated address being corre-
sponded with each other via the home address.

The migration communication control device of
the Claim 25. wherein the outdated address post

means in the second migration control unit trans-

mits the above outdated address post message

at a migration of the mobile node preceding the

latest migration, and

each of the migration post means in the

second migration control unit and the home mi-

gration post means in the home migration control
unit transmits the above migration post message

at the latest migration of the mobile node.

The migration communication control device of
Claim 22, wherein the second migration control

unit further comprises home migration control

unit pointer hold means for holding a pointer re-
lated to the home migration control unit,

the migration post means in the second

migration control unit transmits the migration post
message to the address related to the pointer,

the home migration control unit further

comprises pointer hold "means for the latest mi-

gration for holding a pointer related to the first mi-

gration control unit for the latest migration, and
the home migration post means in the

home migration control unit transmits the migra-

tion post message to the address related to the’
pointer.

The migration communication control device of
Claim 27. wherein each of the above pointers is
the broadcast address of the network to which

each of the first migration control units is attach-
ed.

The migration communication control device of
Claim 27, wherein each of the above pointers is

the address assigned to each of the first migra-

tion control units uniquely.

The migration communication control device of

Claim 27, wherein the second migration control
unit further comprises pointer obtainment means

for requesting to the first migration control unit for
the latest migration the pointer related to the first

migration control unit for the latest migration. and
the migration post means in the second

migration control unit posts the obtained pointer

to the home migration control unit together with
the updated address by sending thereto the mi-
gration post message.

The migration communication control device of
Claim 30. wherein the migration post means in

the second migration control unit posts to the



32.

33.

34.

35.

home migration control unit the pointer at the mi-
gration of the mobile node preceding the latest

migration. while the migration post means posts

the above updated address at the latest migra-
tion of the mobile node.

The migration communication control device of

Claim 22, wherein the first migration control unit

further comprises address post suppressing
means for suppressing transmission of the ad-

dress post message from the address post

means to the third migration control unit. and
the address post suppressing means sup-

presses transmission of the address post mes-

sage when none of the first migration control
units is attached to the same network as is the
mobile node.

The migration communication control device of

Claim 32. wherein the second migration control

unit further comprises detect means for detecting
whether or not the first migration control unit is at-
tached to the network to which the mobile node

migrates. .
the migration post means in the second

migration control unit transmits to.the home mi-

gration control unit the migration post message
which includes the detecting result of the above
detect means together with the updated address,

the home migration post means in the
home migration control unit transmits to the first

migration control unit for the latest migration the
migration post message which includes the de-

tecting result of the above detect means together
with the updated address, and

the address post suppressing means in

each of the home migration control unit and the

first migration control unit for the latest migration
suppress the transmission of the address post

message in accordance with the detecting result
of the above detect means.

The migration communication control device of
Claim 22. wherein the first migration control unit

further comprises packet transfer suppressing

means forsuppressing transfer of the packetcon-
ducted by the packet transfer means.

The migration communication control device of
Claim 34. wherein the first migration control unit

further comprises address post suppressing

means for suppressing transmission of the ad-

dress post message from the address post

means to the third migration control unit. and the

address post suppressing means in the first mi-

gration control unit being attached to a network to
which the mobile node is not attached. suppress-

es the transmission ofthe address post message
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36.

37.

38.

when the packet transfer suppressing means in

the firstmigration control unit for the latest migra-
tion suppresses transfer of the packet.

The migration communication control device of

Claim 35. wherein the second migration control

unit further comprises detect means for detecting
whether or not the packet transfer suppressing
means in the first migration control means sup-
presses the transfer of the packet. the first migra-

tion control means being attached to the network

to which the mobile node migrates. and
the migration post means in the second

migration control unit transmits to the home mi-

gration control unit the migration post message

which includes the detecting result of the above
detect means together with the updated address,

the home migration post means in the
home migration control unit transmits to the first

migration control unit for the latest migration the

migration post message which includes the de-

tecting result of the detect means together with
the updated address. and '

the address post suppressing means in
each or the home migration control unit and the

first migration control unit for the latest migration
suppresses the transmission of the address post

message in accordance with the detecting result
of the above detect means.

The communication control device of Claim 36.

wherein the packet transfer suppressing means
in the first migration control unit for the latest mi-

gration suppresses the transfer of the packet

conducted by the packet transfer means. when

the packet transfer suppressing means in the first
migration control unit being attached to the net-

work to which the mobile node migrates sup-
presses the transfer of the packet.

A packet transfer migration control unit in a migra-

tion communication control device, the migration

communication control device being constructed
to control a communication between a mobile

node and a partner node. the mobile node migrat-

ing across networks and obtaining an address

assigned on each network while the partner node

being a communication partner of the mobile

node. comprising: .
packet transfer means for receiving a

packet which was transmitted. by the partner
node to an outdated address ofthe mobile node.

the outdated address being assigned when the

mobile node migrated to a network to which the

packet transfer migration control unit is attached.

generating a conversion packet which holds an

updated address instead of the outdated ad-
dress. and transmitting the conversion packet;
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and ;

address post means for transmitting an ad-

dress post message which indicates the updated
address of the mobile node to the partner node,

the partner node transmitting the packet received
by the packet transfer means.

Amobile node migration control unit in a migration
cc.'.1rr..Jnica;ioi. control device. the migration
communication control device being constructed
to control a communication between a mobile

node which migrates across networks and ob-
tains an address assigned on each network and

a partner node which is a communication partner

of the mobile node, being placed on the mobile

node and comprising:

migration post means for transmitting to a

packet transfer migration control unit a migration

post message which indicates an updated ad-
dress of the mobile node when the mobile node

migrates to another network. the packet transfer

migration control unit for receiving a packetwhich

was transmitted by the partner node to an outdat-
ed address of the mobile node, the outdated ad-

dress assigned when the mobile node migrated
to a network to which the migration control unitfor

packet transfer is attached, generating a conver-
sion packet which holds the updated address in-

stead of the outdated address. and transmitting
the conversion packet; and

packet resumption means for receiving the
conversion packet from both the packet transfer

migration control unit and the mobile node. and

resuming an original packet from the conversion
packet.

A partner node migration control unit in a migra-
tion communication control device, the migration
communication control device being constructed
to control a communication between a mobile

node which migrates across networks and ob-
tains an address assigned on each network and
a partner node which ls a communication partner

of the mobile node, being placed on the mobile

node and comprising:

address post message receiving means

for receiving an address post message which in-
dicates an updated address of the mobile node

from a packet transfer migration control unit, the

packet transfer migration control unit transmitting

an address post message which indicates the up-

dated address of the mobile node to the partner
node; and

packet conversion means for converting a
destination address ofa packet. the packet to be

transmitted to the mobile node, into the updated

address indicated by the address post message.
and transmitting it to the mobile node.
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ugmwogg MONLEORING

B ck ro d of the Inv

The invention relates to monitoring and managing

tio 

communication networks for computers.

Todays computer networks are large complex systems

with many components from a large variety of vendors.

These networks often span large geographic areas ranging

from a campus-like setting to world wide networks. While

the network itself can be used by many different types of

organizations, the purpose of these networks is to move

information between computers. Typical applications are

electronic mail, transaction processing, remote database,

query, and simple file transfer. Usually, the

organization that has installed and is running the

network needs the network to be running properly in order

to operate its business. Since these networks are

complex systems, there are various controls provided by

the different equipment to control and manage the

network. Network management is the task of planning,

engineering, securing and operating a network.

To manage the network properly, the Network

Manager has some obvious needs. First, the Network

Manager must trouble shoot problems. As the errors

develop in a running network, the Network Manager must

have some tools that notify him of the errors and allow

Second, the

needs to configure the network in such a

network loading characteristics provide

the best service possible for the network users. To do

this the Network Manager must have tools that allow him

visibility into access patterns, bottlenecks and general

with such data, the Network Manager can

reconfigure the network components for better service.

him to diagnose and repair these errors.

Network Manager

manner that the

loading.

There are many different components that need to

be managed in the network. These elements can be, but
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PC's, workstations,

file servers,

are not limited to: routers, bridges,

minicomputers,

switches and pbx's.

for reading and writing the management variables in the

machine. These variables are usually defined by the

component vendor find are usually referred to as a

Management Information Base (MIB). There are some

standard MIB‘s, such as the IETF (Internet Engineering

Task Force) MIB I and MIB II standard definitions.

Through the reading and writing of MIB variables,

software in other computers can manage or control the

component. The software in the component that provides

remote access to the MIB variables is usually called an

agent. Thus, an individual charged with the

responsibility of managing a large network often will use

various tools to manipulate the MIB's of various agents

on the network. 1

Unfortunately, the standards for accessing MIBs

are not yet uniformly provided nor are the MIB
definitions complete enough to manage an entire network.‘

The Network Manager must therefore use several different

types of computers to access the agents in the network.

supercomputers, printers,

Each component provides a protocol

This poses a problem, since the errors occurring on the

network will tend to show up in different computers and

the Network Manager must therefore monitor several

different screens to determine if the network is running

properly. Even when the Network Manager is able to

accomplish this task, the tools available are not

sufficient for the Network Manager to function properly.

Furthermore, there are many errors and loadings on

the network that are not reported by agents. Flow

control problems, on—off segment

network capacities and utilizations are some of

retransmissions,

loading,

the types of data that are not provided by the agents.

\\

1'15».



10

15

20

25

30

35

_ 3 _

Simple needs like charging each user for actual network

usage are impossible.

ggmggy of the Invention

In general, in one aspect, the invention features

monitoring communications which occur in a network of

nodes, each communication being effected by a

transmission of one or more packets among two or more

communicating nodes, each communication complying with a

predefined communication protocol selected from among

protocols available in the network. The contents of

packets are detected passively and in real time,

communication information associated with multiple

protocols is derived from the packet contents.

Preferred embodiments of the invention include the

following features. The communication information

derived from theypacket contents is associated with

multiple layers of at least one of the protocols. H

In general, in another aspect, the invention

features monitoring communication dialogs which occur in

a network of nodes, each dialog being effected by a

transmission of one er more packets among two or more

communicating nodes. each dialog complying with a

predefined communication protocol selected from among

Information about

the states of dialogs occurring in the network and which

comply with different selected protocols available in the

network is derived from the packet contents.

Preferred embodiments of the invention include the

following features. A current state is maintained for

each dialog, and the current state is updated in response

protocols available in the network.

to the detected contents of transmitted packets._ For

each dialog, a history of events is maintained based on

information derived from the contents of packets, and the

history of events is analyzed to derive information about

the dialog. The analysis of the history includes
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counting events and gathering statistics about events;

The history is monitored for dialogs which are inactive,

and dialogs which have been inactive for a predetermined

period of time are purged.’ For example, the current

state is updated to data state in response to observing

the transmission of at least two data related packets

from each node. Sequence numbers of data related packets

stored in the history of events are analyzed and

retransmissions are detected based on the sequence

numbers. The the current state is updated based on each

new packet associated with the dialog; if an updated

current state cannot be determined, information about

prior packets associated with the dialog is consulted as

an aid in updating the state. The history of events may

be searched to identify the initiator of a dialog.

The full set of packets associated with a dialog

up to a point in time completely define a true state of

the dialog at that point in time, and the step of

updating the current state in response to the detected

contents of transmitted packets includes generating a

current state (e.g., “unknown") which may not conform to

the true state. The current state may be updated to the

true state based on information about prior-packets

transmitted in the dialog. '

Each communication may involve multiple dialogs

corresponding to a specific protocol. Each protocol

layer of the communication may be parsed and analyzed to

isolate each dialog and statistics may be kept for each

dialog. The protocols may include a connectionless-type

protocol in which the state of a dialog is implicit in

transmitted packets, and the step of deriving information

about the states of dialogs includes inferring the states

of the dialogs from the packets. Keeping statistics for

protocol layers may be temporarily suspended when parsing
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and statistics gathering is not rapid enough to match the

rate of packets to be parsed.

In general, in another aspect, the invention

features monitoring the operation of the network with

respect to specific items of performance during normal

operation, generating a model of the network based on the

monitoring, and setting acceptable threshold levels for

the specific items of performance based on the model. In

preferred embodiments, the operation of the network is

monitored with respect to the specific items of

performance during periods which may include abnormal

operation. '

In general, in another aspect, the invention

features the combination of a monitor connected to the

network medium for passively, and in real time,

monitoring transmitted packets and storing information

about dialogs associated with the packets, and a

workstation for receiving the information about dialogs

from the monitor and providing an interface to a user. In

preferred embodiments, the workstation includes means for

enabling a user to observe events of active dialogs.

In general, in another aspect, the invention

features apparatus for monitoring packet communications

in a network of nodes in which communications may be in

accordance with multiple protocols. The apparatus.
includes a monitor connected to a communication medium of

the network for passively, and in real time, monitoring

transmitted packets of different protocols and storing

information about communications associated with the

packets, the communications being in accordance with _

different protocols, and a workstation for receiving the
information about the communciations from the monitor and

providing an interface to a user. The monitor and the

workstation include means for relaying the information

35 about multiple protocols with respect to communication in
r
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the different protocols from the monitor to the

workstation in accordance with a single common network

management protocol.

In general, in another aspect, the invention

features diagnosing communication problems between two

nodes in a network of nodes interconnected by links. The

operation of the network is monitored with respect to

specific items of performance during normal operation. A

model of normal operation of the network is generated

based on the monitoring. Acceptable threshold levels are

set for the specific items of performance based on the

model. The operation of the network is monitored with

respect to the specific items of performance during

periods which may include abnormal operation. when

abnormal operation of the network with respect to

communication between the two nodes is detected, the

problem is diagnosed by separately analyzing the

performance of each of the nodes and each of the links

connecting the two nodes to isolate the abnormal

operation. ‘

In general, in another aspect, the invention

.features a method of timing the duration of a transaction

of interest occurring in the course of communication

between nodes of a network, the beginning of the

transaction being defined by the sending of a first

packet of a particular kind from one node to the other,

and the end of the transaction being defined by the

sending of another packet of a particular kind between

the nodes. In the method, packets transmitted in the

network are monitored passively and in real time. The

beginning time of the transaction is determined based on

the appearance of the first packet. A determination is

made of when the other packet has been transmitted. The

timing of the duration of the transaction is ended upon

the appearance of the other packet.
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In general, in another aspect, the invention

features, tracking node address to node name mappings in

of the kind in which each node has a

node name and a unique node address

a network of nodes

possibly nonunique‘

within the network

assigned and reassigned to node names dynamically using a

name binding protocol message incorporated within a

packet. In the method, packets transmitted in the

network are monitored, and a table linking node names to

node addresses is updated based on information contained

in the name binding protocol messages in the packets.

one advantage of the invention is that it enables

a network manager to passively monitor multi-protocol

networks at multiple layers of the communications. In

addition, it organizes and presents network performance

statistics in terms of dialogs which are occurring at any

desired level of the communication. This technique of

organizing and displaying network performance statistics

provides an effective and useful view of network

performance and facilitates a quick diagnosis of network

problems.‘

and in which node addresses can be

other advantages and features will become apparent

from the following description of the preferred

embodiment and from the claims.

' t e

1 is a block diagram of a network;

ts

Fig.

Fig. 2 shows the layered structure of a network

communication and a protocol tree within that layered

environment;

Fig. 3 illustrates the structure of an

ethernet/IP/TCP packet;

Fig. 4 illustrates the different layers of a

communication between two nodes;

Fig.

Monitor;

5 shows the software modules within the
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Fig. 6 shows the structure of the Monitor software

in terms of tasks and intertask communication mechanisms;.

Figs. 7a-c show the STATS data structures which

store performance statistics relating to the the data

link layer;

Fig. 8 is a event/state table describing the

operation of the state machine for a TCP connection;

Fig. 9a is a history data structure that is

identified by a pointer found in the appropriate dialog

statistics data within STATS;

Fig. 9b is a record from the history table;

Fig. 10 is a flow diagram of the

Look_for_Data_State routine;

Fig. 11 is a flow diagram of the

Look_for_Initiator routine that is called by the

Look_for_Data_State routine;

Fig. 12 is a flow diagram of the

Look_for_Retransmission routine which is called by the

Look_at_History routine; ~

Fig. 13 is a diagram of the major steps in

processing a frame through the Real Time Parser (RTP);

Fig. 14 is a diagram of the major steps in the

processing a statistics threshold event;

Fig. 15 is a diagram of the major steps in the

processing of a database update; a

Fig. 16 is a diagram of the major-steps in the

processing of a monitor control request;

Fig. 17 is a logical map of the network as

displayed by the Management Workstation;

Fig. 18 is a basic summary tool display screen;

Fig. 19 is a protocol selection menu that may be

invoked through the summary tool display screen;

Figs. 20a-g are examples of the statistical

variables which are displayed for different protocols;
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Fig. 21 is an example of information that is

displayed in the dialogs panel of the summary tool

display screen;

Fig. 22 is a basic data screen presenting a rate

values panel, a count values panel and a protocols seen

panel;

Fig. 23 is a traffic matrix screen;

Fig. 24 is a flow diagram of the algoiitnm for

adaptively establishing network thresholds based upon

actual network performance;

Fig. 25 is a simple multi-segment network;

Fig. 26 is a flow diagram of the operation of the

diagnostic analyzer algorithm;

Fig. 27 is a flow diagram of the source node

analyzer algorithm;

Fig. 28 is a flow diagram of the sink node

analyzer algorithm;

Fig. 29 is a flow diagram of the link analysis

logic;

Fig. 30 is a flow diagram of the DLL problem

checking routine;

Fig. 31 is a flow diagram of the IP problem

checking routine; 3

Fig. 32 is a flow diagram of the IP link component

problem checking routine;

Fig. 33 is a flow diagram of the DLL link

component problem checking routine;

Fig.

database;

34 shows the structure of the event timing

Fig. 35 is a flow diagram of the operation of the

event timing module (ETM) in the Network Monitor}

Fig. 36 is a network which includes an Appletalkw

segment;

Fig. 37 is a Name Table that is maintained by the

Address Tracking Module (ATM);
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Fig. 38 is a flow diagram of the operation of the

ATM; and

Fig. 39 is a flow diagram of the operation of the

ATM.

Also attached hereto before the claims are the

following appendices:

Appendix I identifies the SNMP MIB subset that is

supported by the Monitor and the Management Workstation

(2 P3933);

Appendix II defines the extension to the standard

MIB that are supported by the Monitor and the Management

Workstation (25 pages);

Appendix III is a summary of the protocol

variables for which the Monitor gathers statistics and a

brief description of the variables, where appropriate (17

P3988); '

Appendix IV is a list of the Summary Tool Values

Display Fields with brief descriptions (2 pages); and

Appendix V is a description of the actual screens

for the Values Tool (34 pages).

S d t'on '

Ih§_E§§!QIK=

A typical network, such as the one shown in Fig.

1, includes at least three major components, namely,

network nodes 2, network elements 4 and communication

lines 6. Network nodes 2 are the individual computers on

the network. They are the very reason the network

exists. They include but are not limited to workstations

(WS), personal computers (PC), file servers (FS), compute

servers (CS) and host computers (e.g., a VAX), to name

but a few. The term server is often used as though it

was different from a node, but it is, in fact, just a

node providing special services.

In general, network elements 4 are anything that

participate in the service of providing data movement in
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a network. i.e.,

They include,

providing the basic communications.

LAN's,

bridges, gateways, multiplexers, switches and connectors.

Bridges serve as connections between different network

They keep track of the nodes which are

connected to each of the segments to which they are
connected. I

addressed to a node on another of their segments,

but are not limited to, routers,

segments.

when they see a packet on one segment that is

they

grab the packet from the one segment and transfer it to

the proper segment. Gateways generally provide _

connections between different network segments that are

operating under different protocols and serve to convert

communications from one protocol to the other. Nodes

send packets to routers so that they may be directed over

the appropriate segments to the intended destination

node.

Finally, network or communication lines 6 are the

components of the network which connect nodes 2 and

elenents 4 together so that communicatons between nodes 2

They can be private lines, satellite

lines or Public carrier lines. They are expensive

resources and are usually managed as separate entities.

often networks are organized into segments 8 that are

connected by network elements 4. A segment 8 is a

section of a LAN connected at a physical level (this may

include repeaters).

may take place.

Within a segment, no protocols at

layers above the physical layer are needed to enable

signals from two stations on the same segment to reach

each other (i.e., there are no routers, bridges,

gateways...).

e o o ‘to and t e a a e t tat :

In the described embodiment, there are two basic

elements to the monitoring system which is to be

a Network Monitor 10 and a Managementdescribed, namely,
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Workstation 12. Both elements interact with each other

over the local area network (LAN).

Network Monitor 10 (referred to hereinafter simply

as Monitor 10) is the data collection module which is

attached to the LAN. It is a high performance real time

front end processor which collects packets on the network

and performs some degree of analysis to search for actual

or potential problems and to maintain statistical

information for use in later analysis. In general, it_

performs the following functions. It operates in a

promiscuous mode to capture and analyze all packets on

the segment and it extracts all items of interest from

the frames. It generates alarms to notify the Management

Workstation of the occurence of significant events. It

receives commands from the Management Workstation,

processes them appropriately and returns responses.

Management workstation 12 is the operator

interface. It collects and presents troubleshooting and

performance information to the user. It is based on the

SunNet Manager (SNM) product and provides a graphical

network-map~based interface and sophisticated data

presentation and analysis tools. It receives information

from Monitor 10, stores it and displays the information

It also instructs Monitor 10 to perform"

certain actions. Monitor 10, in turn, sends responses

and alarms to Management Workstation 12 over either the

primary LAN or a backup serial link 14 using SNMP with

the MIB extensions defined later.

These devices can be connected to each other over

in various ways.

various types of networks and are not limited to

connections over a local area network. As indicated in

Fig. 1, there can be multiple Workstations 12 as well as

multiple Monitors 10.

Before describing these components in greater

detail, background information will first be reviewed
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communications are conducted over the network and

regarding the structure of the packets.

The Protocol Tree: '

' As shown in Fig. 2, communication over the network

is organized as a series of layers or levels, each one

built upon the next lower one, and each one specified by

one or more protocols (represented by the boxes). Each

layer is responsible for handling a different phase of

the communication between nodes on the network. The

protocols for each layer are defined so that the services

offered by any layer are relatively independent of the

services offered by the neighbors above and below.

Although the identities and number of layers may differ

depending on the network (i.e., the protocol set defining

communication over the network), in general, most of them

share a similar structure and have features in common.

For purposes of the present description, the open

Systems Interconnection (OSI) model will be presented as

representative of structured protocol architectures. The

OSI model; developed by the International organization

for standardization, includes seven layers. As indicated

in Fig. 2, there is a physical layer, a data link layer

(DLL), a network layer, a transport layer, a session

layer, a presentation layer and an application layer, in

that order. As background for what is to follow, the

function of each of these layers will be briefly

described.

The physical layer provides the physical medium

for the data transmission. It specifies the electrical

and mechanical interfaces of the network and deals with
bit level detail. The data link layer is responsible for

ensuring an error-free physical link between the

communicating nodes. It is responsible for creating and

recognizing frame boundaries (i.e., the boundaries of the
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packets of data that are sent over the network.) The

network layer determines how packets are routed within

the network. The transport layer accepts data from the

layer above it (i.e., the session layer), breaks the

.packets up into smaller units, if-required, and passes

these to the network layer for transmission over the

network. It may insure that the smaller pieces all

arrive properly at the other end. The session layer is

the user's interface into the network. The user must

interface with the session layer in order to negotiate a

connection with a process in another machine. The

presentation layer provides code conversion and data

Finally, the

application layer selects the overall network service for

reformatting for the user's application.

the user's application.

Fig. 2 also shows the protocol tree which is

implemented by the described embodiment.

shows the protocols that apply to each layer and it

identifies by the tree structure which protocols at each

A protocol tree

layer can run "on top of" the protocols of the next lower

layer. Though standard abbreviations are used to

identify the protocols, for the convenience of the

reader, the meaning of the abbreviations are as follows:

ARP Address Resolution Protocol

ETHERNET Ethernet Data Link Control

FTP File Transfer Protocol

ICMP Internet control Message Protocol

IP Internet Protocol

LLC 802.2 Logical Link Control

MAC 802.3 CSMA/CD Media Access Control

NFS Network File System

NSP Name Server Protocol

RARP Reverse Address Resolution Protocol

SMTP Simple Mail Transfer Protocol

SNMP Simple Network Management Protocol
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TCP Transmission Control Protocol

TFTP Trivial File Transfer Protocol

UDP User Datagram Protocol

Two terms are commonly used to describe the protocol

tree, namely, a protocol stack and a protocol family (or

suite). A protocol stack generally refers to the

underlying protocols that are used when sending a message

over a network.. For example, FTP/TCP/IP/LLC is a

protocol stack. A protocol family is a loose association

of protocols which tend to be used on the same network

(or derive from a common source). Thus, for example, the

ITCP/IP family includes IP, TCP, map, map, TELNET and FTP.

The Decnet family includes the protocols from Digital

Equipment corporation. And the SNA family includes the

protocols from ism.

 = .

The relevant protocol stack defines the structure

of each packet that is sent over the network. Fig. 3,

which shows an TCP/IP packet, illustrates the typical

structure of a packet. In general, each level of the

protocol stack takes the data from the next higher level

and adds header information to form a protocol data unit

(PDU) which it passes to the next lower level. That is,

as the data from the application is passed down through

the protocol layers in preparation for transmission over

the network, each layer adds its own information to the

data passed down from above until the complete packet is

assembled.

that of an onion, with each PDU of a given layer wrapped

within the PDU of the adjacent lower level.

At the ethernet level, the PDU includes a

destination address (DEST MAC ADDR), a source address

(SRC MAC ADDR), a type (TYPE) identifying the protocol

which is running on top of this layer, and a DATA field

for the PDU from the IP layer.

Thus, the structure of a packet ressembles
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Like the ethernet packet, the PDU for the IP layer

includes an IP header plus a DATA field. The IP header

includes a type field (TYPE) for indicating the type of

service, a length field (LGTH) for specifying the total

length of the PDU, an identification field (ID), a

protocol field (PROT) for identifying the protocol which

is running on top of the IP layer (in this case, TCP), a

source address field (SRC ADDR) for specifying the IP

address of the sender, a destination address field (DEST

ADDR) for specifying the IP address of the destination

node, and a DATA field.

The PDU built by the TCP protocol also consists of

a header and the data passed down from the next higher

layer. In this case the header includes a source port

field (SRC PORT) for specifying the port number of the

sender, a destination port field (DEST PORT) for

specifying the port number of the destination, a sequence

number field (SEQ NO.) for specifying the sequence number

of the data that is being sent in this packet, and an

acknowledgment number field (ACK NO.) for specifying the

number of the acknowledgment being returned. It also

includes bits which identify the packet type, namely, an

acknowledgment bit (ACK), a reset connection bit (RST), a

synchronize bit (SYN), and a no more data from sender bit

(FIN). There is also a window size field (WINDOW) for

specifying the size of the window being used.

The Cgnggpg of Q Qialog:

The concept of a dialog is used throughout the

following description. As will become apparent, it is a

concept which provides a useful way of conceptualizing,

organizing and displaying information about the

performance of a network - for any protocol and for any

layer of the multi-level protocol stack.

As noted above, the basic unit of information in

communication is a packet. A packet conveys meaning
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between the sender and the receiver and is part of a

larger framework of packet exchanges. The larger

exchange is called a dialog within the context of this

document. That is, a dialog is a communication between a

sender and a receiver, which is composed of one or more

packets being transmitted between the two. There can be

multiple senders and receivers which can change roles.

In fact, most dialogs involve exchanges in both _
directions.

Stated another way, a dialog is the exchange of

messages and the associated meaning and state that is

inherent in any particular exchange at any layer. It

refers to the exchange between the peg; entities

(hardware or software) in any communication. In those

situations where there is a layering of protocols, any

particular message exchange could be viewed as belonging

to multiple dialogs. For example, in Fig. 4 Nodes A and

B are exchanging packets and are engaged in multiple

dialogs. Layer 1 in Node A has a dialog with Layer 1 in

Node 8. For this example, one could state that this is

the data link layer and the nature of the dialog deals

with the message length, number of messages, errors and

perhaps the guarantee of the delivery. simultaneously,

Layer n of Node A is having a dialog with Layer n of node

B. For the sake of the example, one could state that_

this is an application layer dialog which deals with

virtual terminal connections and response rates. one can

also assume that all of the other layers (2 through n-1)

are also having simultaneous dialogs.

In some protocols there are explicit primitives

that deal with the dialog and they are generally referred
to as connections or virtual circuits. However, dialogs

exist even in stateless and connectionless protocols.

Two more examples will be described to help clarify the

concept further, one dealing with a connection oriented
r
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protocol and the other dealing with a connectionless

protocol.

In a typical connection oriented protocol, Node A

sends a connection request (CR) message to Node B. The

CR is an explicit request to form a connection. This is

the start of a particular dialog, which is no different

Nodes A and 3 could

have other dialogs active simultaneously with this

particular dialog.

from the start of the connection.

Each dialog is seen as unique. A

connection is a particular type of dialog. _

In a typical connectionless protocol, Node A sends

Node 8 a message that is a datagram which has no

connection paradigm, in fact, neither do the protoco1(s)

at higher layers. The application protocol designates

Foriexample,

a file server protocol such as Sun Microsystems' Network

A dialog

comes into existence once the communication between Nodes

A and B has begun. It is possible to determine that

communication has occurred and to determine the actions

being requested. If in fact there exists more than one

communication thread between Nodes A and B, then these

would represent separate, different dialogs.

 =

Monitor 10 includes a MIPS R3000 general purpose

this as a request to initiate some action.

File system (NFS) could make a mount request.

microprocessor (from MIPS computer Systems, Inc.) running

at 25 MHz. '

power. Monitor 10 also includes a 64Kbyte instruction

cache and a 64Kbyte data cache, implemented by SRAM.

The major software modules of Monitor 10 are

It is capable of providing 20 mips processing

implemented as a mixture of tasks and subroutine

libraries as shown in Fig. 5. It is organized this way

so as to minimise the context switching overhead incurred

during critical processing sequences. There is NO

PREEMPTION'of any module in the monitor subsystem. Each
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module is cognizant of the fact that it should return

control to the kernel in order to let other tasks run.

Since the monitor subsystem is a closed environment, the

software is aware of real time constraints.

Among the major modules which make up Monitor 10

is a real time kernel 20, a boot/load module 22, a driver

24, a test module 26, an SNMP Agent 28, a Timer module

30, a real time parser (RTP) 32, a Message Transport

Module (MTM) 34, a statistics database (STATS) 36, an

Event Manager (BM) 38, an Event Timing Module (ETM) 40

and a control module 42. Each of these will now be

described in greater detail.

Real Time Kernel 20 takes care of the general

housekeeping activities in Monitor 10. It is responsible

for scheduling, handling intertask communications via

queues, managing a potentially large number of timers,

manipulating linked lists, and handling simple memory

management.

Boot/Load Module 22, which is FProm based, enables

Monitor 10 to start itself when the power is turned on in

the box. ‘It initializes functions such as diagnostics,

and environmental initialization and it initiates down

loading of the Network Monitor Software including program

and configuration files from the Management Workstation.

Boot/load module 22 is also responsible for reloading

program and/or configuration data following internal

error detection or on command from the Management

Workstation. To accomplish down loading, boot/load

module 22 uses the Trivial File Transfer Protocol (TFTP).

The protocol stack used for loading is

TFTP/UDP/IP/ethernet over the LAN and TFTP/UDP/If/SLIP
over the serial line.

Device Driver 24 manages the network controller

hardware so that Monitor 10 is able to read and write

packets from the network and it manages the serial
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interface. It does so both for the purposes of

monitoring traffic (promiscuous mode) and for the

purposes of communicating with the Management Workstation

and other devices on the network. The communication

occurs through the.network controller hardware of the

physical network (e.g. Ethernet). The drivers for the

LAN controller and serial line interface are used by the

boot load module and the MTM. They provide access to the

chips and isolate higher_layers from the hardware

specifics. _

Test module 26 performs and reports results of

physical layer tests (TDR, connectivity,...) under

control of the Management Workstation. It provides

traffic load information in response to user requests

identifying the particular traffic data of interest. The

load information is reported either as a percent of

available bandwidth or as frame size(s) plus rate.

SNHP Agent 28 translates requests and information

into the network management protocol being used to

communicate with the Management Workstation, e.g., the

Simple Network Management Protocol (SNMP).

Control Module 42 coordinates access to monitor

control variables and performs actions necessary when

these are altered. Among the monitor control variables

which it handles are the following:

set reset monitor - transfer control to reset

logic;

set time of day - modify monitor hardware clock

and generate response to Management Workstation;

get time of day - read monitor hardware clock and

generate response to Workstation;
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set trap permit - send trap control ITM to EM and

generate response to Workstation;

get trap permit - generate response to

Workstation;

control module 42 also updates parse control records

within STATS when invoked by the RTP (to be described) or

during overload conditions so that higher layers of

parsing are dropped until the overload situation is

resolved. when overload is over it restores full

parsing.

Timer 30 is invoked periodically to perform

general housekeeping functions. It pulses the watchdog

timer at appropriate intervals. It also takes care of

internal time stamping and kicking off routines like the

EM routine which periodically recalculates certain

numbers within the statistical database (i.e., STATS).

Real Time Parser (RT?) 32 sees all frames on the

network and it determines which protocols are being used

and interprets the frames.

parser and a state machine.

The RTP includes a protocol

The protocol parser parses a

received frame in the "classical" manner, layer-by-layer,

lowest layer first. The parsing is performed such that

the statistical objects in STATS (i.e., the network

parameters for which performance data is kept) are

maintained. which layers are to have statistics stored

for them is determined by a parse control record that is

stored in STATS (to be described later). As each layer

is parsed, the RTP invokes the appropriate functions in

the statistics module (STATS) to update those statistical

objects which must be changed. 2

The state machine within RTP 32 is responsible for.

tracking state as appropriate to protocols and

connections. It is responsible for maintaining and

updating the connection oriented statistical elements in
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STATS. in order to track connection states and events,

the RTP invokes a routine within the state machine. This

routine determines the state of a connection based on

past observed frames and keeps track of sequence numbers.

It is the routine that determines if a connection is in

data transfer state and if a retransmission has occurred.

The objectives of the state machine are to keep a brief

history of events, state transitions, and sequence

numbers per connection;.to detect data transfer state so

that sequence tracking can begin; and to count

inconsistencies but still maintain tracking while falling

into an appropriate state (e.g. unknown).

RT? 32 also performs overload control by

determining the number of frames awaiting processing and

invoking control module 42 to update the parse control

records so as to reduce the parsing depth when the number

becomes too large.

Statistics Module (STATS) 36 is where Monitor 10

keeps information about the statistical objects it is

charged with monitoring. A statistical object represents

a network parameter for which performance information is

gathered. This information is contained in an extended

MIB (Management Information Base), which is updated by

RTP 32 and EM 38.

STATS updates statistical objects in response to

RTP invocation. There are at least four statistical

object classes, namely, counters, timers, percentages

Each statistical object is implemented

as appropriate to the object class to which it belongs.

That is, each statistical object behaves such that when

invoked by RTP 32 it updates and then generates an alarm

if its value meets a preset threshold. (Meets means that

for a high threshold the value is equal to or greater

than the threshold and for a low threshold the value is

(%), and meters.
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equal to or less than the threshold. Note that a single

object may have both high and low thresholds.)

STATS 36 is responsible for the maintenance and

initial analysis of the database. This includes

coordinating access to the database variables, ensuring

appropriate interlocks are applied and generating alarms

only STATS 36 is aware of

the internal structure of the database, the rest of the

when thresholds are crossed.

system is not.

STATS 36 is also responsible for tracking events

of interest in the form of various statistical

reductions. Examples are counters, and rate

of change of rate meters.

rate meters,

It initiates events based on

particular statistics reaching configured limits, i.e.,

thresholds. The events are passed to the EM which sends

a trap (i.e., an alarm) to the Management workstation.

The statistics within STATS 36 are readable from the

Management Workstation on request.

STATS performs lockup on all addressing fields.

It assigns new data structures to address field values

not currently present. It performs any hashing for fast

access to the database. More details will be presented

later in this document. _

Event Manager (BM) 38 extracts statistics from

STATS and formats it in ways that allow the Workstation

to understand it. It also examines the various

statistics to see if their behavior warrants a

notification to the Management workstation. If so, it

uses the SNHP Agent software to initiate such

notifications.

If the Workstation asks for data, EM 38 gets the

data from STATS and sends it to the workstation.‘ It also

performs some level of analysis for statistical,

accounting and alarm filtering and decides on further

35 action (e.g. delivery to the Management Workstation).
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EM 38 is also responsible for controlling the delivery of

events to the Management Workstation, e.g., it performs

event filtering. The action to be taken on receipt of an

event (e.g. threshold exceeded in STATS) is specified by

the event action associated with the threshold. The

event is used as an index to select the defined action

(e.g. report to Workstation, run local routine xxxx,

ignore). The action can be modified by commands from the

Management Workstation (e.g., turn off an alarm) or by

the control module in an overload situation. An update

to the event action, however, does not affect events

previously processed even if they are still waiting for

transmission to the Management Workstation. .Discarded

events are counted as such by BM 38.

EN 38 also implements a throttle mechanism to

limit the rate of delivery of alarms to the console based

This pgevents the rapid generation

In essence, Monitor 10 is given a

on configured limits.

of multiple alarms.

maximum frequency at which alarms may be sent to the

workstation. Although alarms in excess of the maximum

frequency are discarded, a count is kept of the number of

alarms that were discarded. ~_

EM 38 invokes routines from the statistics module

(STATS) to perform periodic updates such as rate

calculations and threshold checks. It calculates time

averages, e.g., average traffic by source stations,

destination stations. BM 38 requests for access to

monitor control variables are passed to the control

module.

EH 38 checks whether asynchronous traps (i.e.,

alarms) to the Workstation are permitted before

generating any.

EM 38 receives database update requests from the

Management Workstation and invokes the statistics module

(STATS) to process these.
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Message Transport Module (MTM) 34, which is DRAM

based, has two distinct but closely related functions.

First, it is responsible for the conversion of

Workstation commands and responses from the internal

format used within Monitor 10 to the format used to

communicate over the network. It isolates the rest of

the system from the protocol used to communicate within

Management Workstation. It translates between the

internal representation of data and ASN.1 used for SNMP.

It performs initial decoding of Workstation requests and

directs the requests to appropriate modules for

It implements SNMP/UDP/IP/LLC or ETHERNET

protocols for LAN and SNMP/UDP/IP/SLIP protocols for

serial line. It receives network management commands

from the Management Workstation and delivers these to the

appropriate module for action. Alarms and responses
destined for the Workstation are also directed via this

module.

second, MTM 34 is responsible for the delivery and

reception of data to and from the Management Workstation

using the protocol appropriate to the network. Primary

and backup communication paths are provided transparently

processing.

‘ to the rest of the monitor modules (e.g. LAN and dial up

link). It is capable of full duplex delivery of messages

between the console and monitoring module. The messages

carry event, configuration, test and statistics data.

Event Timing Module (ETM) 40 keeps track of the

start time and end times of user specified transactions

In essence, this module monitors the

responsiveness of the network at any protocol or layer

specified by the user.‘ " '

Address Tracking Module 42 keeps track of the node

name to node address bindings on networks which implement

over the network.

dynamic node addressing protocols.
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Memory management for Monitor 10 is handled in

accordance with following guidelines. The available

memory is divided into four blocks during system

initialization. one block includes receive frame

They are used for receiving LAN traffic and for

These are organized as

A second block

buffers.

receiving secondary link traffic.

linked lists of fixed sized buffers.

includes system control message blocks.

for intertask messages within Monitor 10 and are

organized as a linked list of free blocks and multiple

linked lists of in process intertask messages. A third

block includes transmit buffers. They are used for

They are used

creation and transmission of workstation alarms and

responses and are organized as a linked list of fixed

sized buffers. A fourth block is the statistics. This

is allocated as a fixed size area at system.

initialization and managed by the statistics module

I

during system operation.

e o o ' o ;

The structure of the Monitor in terms of tasks and

intertask messages is shown in Fig. 6. The rectangular

blocks represent interrupt service routines, the ovals

represent tasks and the circles represent input queues.

Each task in the system has a single input queue

which it uses to receive all input. All inter-process '

communications take place via messages placed onto the

input queue of the destination task. Each task waits on

a (well known) input queue and processes events or inter-

task messages (i.e., ITM's) as they are received. Each

task returns to the kernel within an appropriate time

period defined for each task (e.g. after processing a

fixed number of events). '

Interrupt service routines (ISR's) run on receipt

of hardware generated interrupts. They invoke task level

Page260of561

aim



10

15

20

25

30

-27-

processing by sending an ITM to the input queue of the

appropriate task. I

The kernel scheduler acts as the base loop of the

system and calls any runnable tasks as subroutines. The

determination of whether a task is runnable is made from

the input queue, i.e., if this has an entry the task has

work to perform. The scheduler scans the input queues

for each task in a round robin fashion and invokes a task

with input pending. Each task processes items from its

input queue and returns to the scheduler within a defined

period. The scheduler then continues the scan cycle of

the input queues. This avoids any task locking out

others by processing a continuously busy input queue. A

task may be given an effectively higher priority by

providing it with multiple entries in the scan table.

Database\accesses are generally performed using

access routines. This hides the internal structure of

the database from other modules and also ensures that

appropriate interlocks are applied to shared data.

The EM processes a single event from the input

queue and then returns to the scheduler.

The MTM xmit task processes a single event from

its input queue and then returns control to the

scheduler. The MTH Recv task processes events from the

input queue until it is empty or a defined number (e.g.

10) events have been processed and then returns control

to the scheduler.

The timer task processes a single event from the

input queue and then returns control to the scheduler.

RTP continues to process frames until the input

queue is empty or it has processed a defined number (e.g.
10) frames. It then returns to the scheduler.

The following sections contain a more detailed

description of some of the above-identified software

35 modules .
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T S a ‘s ' s d e ‘STATS :
The functions of the statistics module are:

* to define statistics records;

to allocate and initialize statistics records;

to provide routines to lookup statistics records,

e.g. lookup_id_addr;

* to provide routines to manipulate the statistics

within the records, e.g. stats_age, stats_incr and

stats_rate;

* to provide routines to free statistics records,

e.g. stats_allocate and stats_dea1locate

It provides these services to the Real Time Parser

(RTP) module and to the Event Manager (EM) module.

STATS defines the database and it contains

subroutines for updating the statistics which“it'keeps.

STATS contains the type definitions for all

statistics records (e.g. DLL, IP, TCP statistics). It

provides an initialization routine whose major function

is to allocate statistics records at startup from

It provides lookup routines in order

Each type of statistics record

cacheable memory.

to get at the statistics.

has its own lookup routine (e.g. lookup_ip_address) which

returns a pointer to a statistics record of the

appropriate type or NULL.

As a received frame is being parsed,

within statistics records need to be manipulated (e.g.

incremented) to record relevant information about the

STATS provides the routines to manipulate those

For example, there is a routine to update

counters. After the counter is incremented/decremented

and if there is a non-zero threshold associated with the

counter, the internal routine compares its value to the

threshold. If the threshold has been exceeded, the Event

Manager is signaled in order to send a trap to the

Besides manipulating statistics, these

statistics

frame.

statistics.

Workstation.
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routines, if necessary, signal the Event Manager via an

Intertask Message (ITM) to send a trap to the Management

workstation.

The following is an ekample of some of the

5 statistics records that are kept in STATS.

o monitor statistics

mac statistics for segment

11c statisics for segment

statistics per-ethernet/lsap type for segment

10 ip statistics for segment

icmp statistics for segment

tcp statistics for segment

udp statistics for segment

nfs statistics for segment

ftp control statistics for segment

ftp data statistics for segment

telnet statistics for segment

smtp statistics for segment

arp statistics for segment

15 0000000000000
20 o statistics per mac address

o statistics per ethernet type/lasp per mac

address

statistics per ip address (includes icmp)

statistics per tcp socket

25' statistics per udp socket

statistics per nfs socket

statistics per ftp control socket

statistics per ftp data socket

statistics per telnet socket_

30 statistics per smtp socket
000000000

arp statistics per ip address

0
statistics per mac address pair

0 statistics per ip pair (includes icmp)
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statistics per tcp connection

statistics

statistics

per udp pair

nfs

ftp

ftp

per telnet connection

pair

control connection

per

statistics per

statistics data connection

statistics

statistics

per0000000
per smtp connection

o connection histories per udp and top socket

All statistics are organized similarly across protocol

The details of the data structures for the DLL

level are presented later.

there are four statistical

counts, rates,

types.

As noted earlier,

object classes (i.e., variables),

They are defined and

namely,

percentages (t), and meters.

implemented as follows.

A count is a continuously incrementing variable

It may be reset on

command from the user (or from softwaref. A threshold

may be applied to the count and will cause an alarm when

the threshold count is reached. The threshold count

fires each time the counter increments past the threshold

if the threshold is set to 5, alarms

10,-15,...

A rate is essentially a first derivative of a

which rolls around to 0 on overflow.

value. For example,

are generated when the count is 5,

count variable. The rate is calculated at a period

appropriate to the variable. For each rate variable, a

minimum, maximum and average value is maintained.

Thresholds may be set on high values of the rate. The

maximums and minimums may be reset on command. The

threshold event is triggered each time the rate

calculated is in the threshold region.

As commonly used, the % is calculated at a period

appropriate to the variable. For each % variable a

Page264of561

PCT/US92/02995



10

15

20

25

30

-31-

minimum, maximum and average value is maintained. A

threshold may be set on high values of the %. The

threshold event is triggered each time the % calculated

is in the threshold region.‘

Finally, a meter is a variable which may take any

discrete value within a defined range. The current value

A threshold

may be set on a maximum and/or minimum value for a meter.

The rate and % fields of network event variables

are updated differently than counter or meter fields in

that they are calculated at fixed intervals rather than

on receipt of data from the network.

Structures for statistics kept on a per address or

per address pair basis are allocated at initialization

time. There are several sizes for these structures.

Structures of the same size are linked together in a free

has no correlation to past or future values.

pool. As a new structure is needed, it is obtained from

a free queue, initialized, and linked into an active

list. Active lists are kept on a per statistics type

basis.

As an address or address pair (e.g. mac, ip,

top...) is seen, RTP code calls an appropriate luukup

routine. The lookup routine scans active statistics

structures to see if a structure has already been

allocated for the statistics. Hashing‘algorithms are

used in order to provide for efficient lookup. If no

been allocated, the lookup routine examines

the appropriate parse control records to determine

whether statistics should be kept, and, if so, it

allocates a structure of the appropriate size,

structure has

initializes it and links it into an active list.

Either the address of a structure or a NULL is

If NULL is returned, the RTP

but it will not be allowed to

returned by these routines.

does not stop parsing,
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store the statistics for which the structure was

requested.

The RTP updates statistics within the data base as

it runs: This is done via macros defined for the RTP.
The macros call on internal routines which know how to

If the pointer to the

statistics structure is NULL, the internal routine will

manipulate the relevant statistic.

not be invoked.

The Ex causes rates to be calculated. The STATS

module supplies routines (e.g. stats_rate) which must be

called by the EM in order to perform the rate

calculations. It also calls subroutines to reformat the

data in the database in order to present it to the

workstation (i.e.,

Workstation).

The calculation algorithms for the rate and %

fields of network event variables are as follows.

The following rates are calculated in units per

in response to a get from the

second, at the indicated (approximate) intervals:

1. 10 second intervals:

e.g. DLL frame, byte, ethernet, 802.3, broadcast,

multicast rates

2. 60 second intervals

e.g., all DLL error,

all IP rates.

TCP packets, bytes,

retransmitted bytes, acks,

UDP packet,

FTP file transfer, byte transfer, error rates
For these rates,

ethertype/dsap rates

errors, retransmitted packets,

rsts

error, byte rates

the new average replaces the

previous value directly. Maximum and minimum values are

retained until reset by the user.

The following rates are calculated in units per

hour at the indicated time intervals:

1. 15 minute interval.
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e.g., TCP - connection rate

Telnet connection rate

FTP session rate 4

The hourly rate is calculated from a sum of the

last twelve 5 minute readings, as obtained from the

buckets for the pertinent parameter. Each new reading.

replaces the oldest of the twelve values maintained.

Maximum and minimum values are retained until reset by

the user.

There are a number of other internal routines in

STATS. For example, all statistical data collected by

the Monitor is subject to age out. Thus, if no activity

is seen for an address (or address pair) in the time

period defined for age out, then the data is discarded

and the space reclaimed so that it may be recycled. In

this manner, the Monitor is able to use the memory for

active elements rather than stale data. The user can

select the age out times for the different components.

The EM periodically kicks off the aging mechanism to

perform this recycling of resources. STATS provides the

routines which the EM calls, e.g. stats_age.

There are also routines in STATS to allocate and

de—allocate Statistics, e.g., stats_allocate and

stats_de-allocate. The allocate routine is called when

stations and dialogs are picked up by the Network

Monitor. The de-allocate routine is called by the aging

routines when a structure is to be recycled. ‘

a u t es ST T

The general structure of the database within STATS

is illustrated by Figs. 7a-c, which shows information

that is maintained for ‘the Data Link Layer (DLL) _and its

organization. A set of data structures is kept for each

address associated with the layer. In this case there

are three relevant addresses, namely a segment address,

‘indicating which segment the node is on, a MAC address
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for the node on the segment, and an address which

identifies the dialog occurring over that layer. The

dialog address is the combination of the MAC addresses

for the two nodes which make up the dialog. Thus, the

overall data structure has three identifiable components:

a segment address data structure (see Fig. 7a), a MAC

address data structure (see Fig. 7b) and a dialog data

structure (see Fig. 7c). .

The segment address structure includes a doubly

linked list 102 of segment address records 104, each one

for a different segment address. Each segment address

record 104 contains a forward and backward link (field

106) for forward and backward pointers to neighboring

records and a hash link (field 108). In other words, the

segment address records are accessed by either walking

down the doubly linked list or by using a hashing

mechanism to generate a pointer into the doubly linked

list to the first record of a smaller hash linked list.

Each record also contains the address of the segment

(field 110) and a set of fields for other information.

Among these are a flags field 112, a type field 114, a

parse_control field 116, and an EM_control field 118.

Flags field 112 contains a bit which indicates whether

the identified address corresponds to the address of

another Network Monitor. This field only has meaning in

the MAC address record and not in the segment or dialog

Type field 114 identifies the MIB group

which applies to this address. Parse control field 116

is a bit mask which indicates what subgroups of

statistics from the identified MIB group are maintained,

if any. Flags field 112, type field 114 and parse

control field 116 make up what is referred to as the

parse control record for this MAC address. The Network

Monitor uses a default value for parse control field 116

address record.

upon initialization or whenever a new node is detected.
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The default value turns off all statistics gathering.

The statistics gathering for any particular address may

subsequently be turned on by the workstation through a

Network Monitor control command that sets the appropriate

bits of the parse control field to one.

EM_contro1 field 118 identifies the subgroups of

statistics within the MIB group that have changed since

the EM last serviced the database to update rates and

other variables. This field is used by the EM to

identify those parts of STATS which must be updated or

for which recalculations must be performed when the EM

next services STAT.

Each segment address record 104 also contains

three fields for time related information. There is a

start_time field 120 for the time that is used to perform

some of the rate calculations for the underlying

statistics; a first_seen field 122 for the time at which"
the Network Monitor first saw the communication; and a

last_seen field 124 for the time at which the last

communication was seen. The last_seen time is used to

age out the data structure if no activity is seen on the

segment after a preselected period of time elapses. The

first_seen time is a statistic which may be of interest

to the network manager and is thus retrievable by the

Management Workstation for display.

Finally, each segment address record includes a

stats_pointer field 126 for a pointer to a DLL segment
statistics data structure 130 which contains all of the

statistics that are maintained for the segment address.

If the bits in parse_control field 116 are all set to

off, indicating that no statistics are to be maintained.

for the address, then the pointer in stats_pointer field

126 is a null pointer.

The list of events shown in data structure 130 of

Fig. 7a illustrates the type of data that is collected
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for this address when the parse control field bits are

set to on. some of the entries in DLL segment statistics

data structure 130 are pointers to buckets for historical

data. In the case where buckets are maintained, there

are twelve buckets each of which represents a time period
of five minutes duration and each of which generally

contains two items of information, namely, a count for

the corresponding five minute time period and a MAX rate

for that time period. MAX rate records any spikes which

have occurred during the period and which the user may

not have observed because he was not viewing that

particular statistic at the time.

At the end of DLL segment statistics data

structure 130, there is a protoco1_Q pointer 132 to a

linked list 134 of protocol statistics records 136

identifying all of the protocols which have been detected

running on top of the DLL layer for the segment. Each
record 136 includes a link 138 to the next record in the

list, the identity of the protocol (field 140), a frames

count for the number of frames detected‘for the '

identified protocol (field 142); and a frame rate (field

144).

The MAC address data structure is organized in a

similar manner to that of the segment data structure (see

Fig. 7b). There is a doubly linked list 146 of MAC

address records 148, each of which contains the same type

of information as is stored in DLL segment address

records 104. A pointer 150 at the end of each MAC

address record 148 points to a DLL address statistics

data structure 152, which like the DLL segment address

data structure 130, contains fields for all of the

statitics that are gathered for that DLL MAC address.

Examples of the particular statistics are shown in Fig.

7b.
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At the end of DLL address statistics data

structure 152, there are two pointer fields 152 and 154,

one for a pointer to a record 158 in a dialog link queue

160, and the other for a pointer to a linked list 162 of

protocol statistics records 164. Each dialog link queue

entry 158 contains a pointer to the next entry (field

168) in the queue and it contains a dia1og_addr pointer

170 which points to an entry in the DLL dialog queue

which involves the MAC address. (see Fig. 7c). Protocol

statistics records 164 have the same structure and

contain the same categories of information as their

counterparts hanging off of DLL segment statistics data

structure 130.

The above-described design is repeated in the DLL

dialog data structures. That is, dialog record 172

includes the same categories of information as its

. counterpart in the DLL segment address data structure and

The address field 174

contains the addresses of both ends of the dialog

concatenated together to form a single address. The

first and second addresses within the single address are

arbitrarily designated nodes 1 and 2, respectively.

the stats_pointer field 176 there is a pointer to a

dialog statistics data structure 178 containing the

relevant statistics for the dialog. The entries in the

first two fields in this data structure (i.e., fields 180

and 182) are designated protocol entries and protocols.

the.HAC address data structure.

In

Protocol entries is the number of different protocols

which have been seen between the two MAC addresses.

protocols that have been seen are enumerated in the

protocols field 182. K _
DLL dialog statistics data structure 178,

illustrated by Fig.

fields of information which only appear in these

structures for dialogs for which state information can be

7c, includes several additional
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kept (e.g. TCP connection). The additional fields

identify the transport protocol (e.g., TCP) (field 184)

and the application which is running on top of that

protocol (field 186). They also include the identity of

the initiator of the connection (field 188), the state of

the connection (field 190) and the reason that the

connection was closed, when it is closed (field 192).

Finally, they also include a state_pointer (field 194)

which points to a history data structure that will be

described in greater detail later. Suffice it to say,

that the history data structure contains a short history

of events and states for each end of the dialog. The

state machine uses the information contained in the

history data structure to loosely determine what the

state of each of the end nodes is throughout the course

of the connection. The qualifier "loosely" is used

because the state machine does not closely shadow the

state of the connection and thus is capable of recovering

from loss of state due to lost packets or missed

communications. ‘

The above-described structures and organization

are used for all layers and all protocols within STATS.

ka 

The RTP runs as an application task. It is

scheduled by the Real Time Kernel scheduler when received

frames are detected. The RT? parses the frames and

causes statistics, state tracking, and tracing operations

to be performed.

The functions of the RT? are:

* obtain frames from the RTP Input Queue;

* parse the frames;

* maintain statistics using routines supplied by the

STATS module; I

* maintain protocol state information;
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* notify the MTM via an ITM if a frame has been
received with the Network Monitor's address as the

destination address; and _

' * notify the EM via an ITM if a frame has been

received with any Network Monitor's address as the

source address. V

The design of the RTP is straightforward. It is a

collection of routines which perform protocol parsing.

The RTP interfaces to the Real Time Kernel in order to

perform RTP initialization, to be scheduled in order to

parse frames, to free frames, to obtain and send an ITM

to another task; The RTP is

invoked by the scheduler when there is at least one frame

and to report fatal errors.

to parse. The appropriate parse routines are executed

per frame. Each parse routine invokes the next level

parse routine or.decides that parsing is done.

Termination of the parse occurs on an error or when the

frame has been completely parsed.

Each parse routine is a separately compilable

module. In general,

data. Each knows where to begin parsing in the frame and

the length of the data remaining in the frame.

The following is a list of the parse routines that

are available within RTP for parsing the different‘

protocols at the various layers.

Data Link Layer Parse - rtp_dll_parse:

This routine handles Ethernet, IEEE 802.3, IEEE

802.2, and SNAP. See RFC 1010, Assigned Numbers

for a description of SNAP (Subnetwork Access

Protocol).

Address Resolution Protocol Parse — rtp_arp_parse.

parse routines share very little

ARP is parsed as specified in RFC 826.

Internet Protocol Parse - rtp_ip_parse

IP Version 4 is parsed as specified in RFC 791 as

amended by RFC 950, RFC 919, and RFC 922.
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Internet Control Message Protocol Parse — rtp_icmp_parse

ICHP is parsed as specified in RFC 792.

Unit Data Protocol Parse - rtp_udp_parse

UDP is parsed as specified in RFC 768.

5 Transmission Control Protocol Parse - rtp_tcp_parse

TCP is parsed as specified in RFC 793.

Simple Hail Transfer Protocol Parse - rtp_smtp_parse

SMTP is parsed as specified in RFC 821.

File Transfer Protocol Parse - rtp_ftp_parse

10 FTP is parsed as specified in RFC 959.

Telnet Protocol Parse - rtp_telnet_parse‘

The Telnet protocol is parsed as specified in RFC

854.

Network File System Protocol Parse — rpt_nfs_parse

15 — » The NFS protocol is parsed as specified in RFC

1094.

The RTP calls routines supplied by STATS to look

up data structures. By calling these lockup routines,

global pointers to data structures are set up. Following

20 are examples of the pointers to statistics data

structures that are set up when parse routines call

Statistics module lookup routines.

mac_segnent, mac_dst_segnent, mac_this_segment,

mac_src, mac_dst, mac_dialog

25 ip_src_segnent, ip_dst_segment, ip_this_segment,

ip_src, ip_dst, ip_dialog

tcp_src_segment, tcp_dst_segment,

tcp_this_segment,

tcp_src, tcp_dst, tcp_src_socket, tcp_dst_socket,

30 tcp_oonnection

The mac_src and mao_dst routines return pointers

to the data structures within STATS for the source MAC

address and the destination MAC address, respectively.

The lookup_mac_dialog routine returns a pointer to the

35 data structure within STATS for the dialog between the
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‘and sends the ITM to the EM task.

two nodes on the MAC layer. The other STATS routines

supply similar pointers for data structures relevant to

other protocols. .

The RTP routines are aware of the names of the

statistics that must be manipulated within the data base

(e.g. frames,

of the data. when a statistic is to be manipulated,

RTP routine invokes a macro which manipulates the

bytes) but are not aware of the structure

the

appropriate statistics in data structures. The macros

use the global pointers which were_set up during the

lookup process described above.

After a frame has been parsed (whether the parse

was successful or not), the RTP routine examines the

destination mac and ip addresses. If either of the

addresses is that of the Network Monitor, RTP obtains a

low priority ITM, initializes it, and sends the ITM to

the MTH task. one of the fields of the ITH contains the

address of the buffer containing the frame.

The RT? must hand some received frames to the EM

in order to accomplish the autotopology function

(described later).

(whether the parse was successful or not),

After a frame has been parsed

the RTP

routine examines the source mac and ip addresses.

either of the addresses is that of another Network’

Monitor, RTP obtains a low priority ITM, initializes it

The address data

structure (in particular, the flags field of the parse

control record) within STATS for the MAC or the IP

address indicates whether the source address is that of

another Network Monitor. one of the fields of the ITM_

contains the address of the buffer containing the frame.
The RTP receives traffic frames from the network

RTP operation may be modified by sending

RTP first parses these

If

for analysis.

control messages to the Monitor.

messages, then detects that the messages are destined for
v
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the Monitor and passes them to the MTM task. Parameters

which affect RTP operation may be changed by such control

messages. .

The general operation of the RTP upon receipt of a

traffic frame is as follows:

Get next frame from input queue

get address records for these stations

For each level of active parsing

{

get pointer to start of protocol header

call layer parse routine

determine protocol at next level

set pointer to start of next layer protocol

}end of frame parsing

if this is a monitor command add to MTM input

queue

if this frame is from another monitor, pass

to EM

check for overload -if yes tell control

 :

In the described embodiment, the state machine

determines and keeps state for both addresses of all TCP

connections. TCP is a connection oriented transport

protocol, and TCP clearly defines the connection in terms

of states of the connection. There are other protocols

which do not explicitly define the communication in terms

of state, e.g.

Nevertheless,

connectionless protocols such as NFS.

even in the connectionless pfOtOCO1S there

is implicitly the concept of state because there is an

expected order to the events which will occur during the

That is, at the very least,

one can identify a beginning and an end of the

course of the communication.

and usually some sequence of events which

Thus,

communication,

will occur during the course of the communication.
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even though the described embodiment involves a

connection oriented protocol, the principles are

applicable to many connectionless protocols or for that

matter any protocol for which one can identify a

beginning and an end to the communication under that

protocol.

Whenever a TCP packet is detected, the RTP parses

the information for that layer to identify the event

associated with that packet. It then passes the

identified event along with the dialog identifier to the

state machine. For each address of the two parties to

the communication, the state machine determines what the

current state of the node is. The code within the state

machine determines the state of a connection based upon a

set of rules that are illustrated by the event/state

table shown in Fig. 8.

The interpretation of the event/state table is as

follows. The top row of the table identifies the six

possible states of a TCP connection. These states are

not the states defined in the TCP protocol specification.

The left most column identifies the eight events which

within the

each of which sits at the

intersection of a particular event/state combination.

Each box specifies the actions taken by the state machine

if the identified event occurs while the connection is in

the identified state.

it may perform three types of action. It may

change the recorded state for the node. The state to

which the node is changed is specified by the s="STAT£"

entry located at the top of the box.

decrement the appropriate counters to record the

may occur during the course of a connection.

table is an array of boxes,

When the state machine receives a

new event,

it may increment or

information relevant to that event's occurrence.

table,

++ and the -- symbols, respectively,

(In the

incrementing and decrementing are signified by the

located after the
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identity of the variable being updated.) Or the state

machine may take other actions such as those specified in

the table as start close timer, Look_for_Data_state, or

Look_at_History (to be described shortly). The

particular actions which the state machine takes are

specified in each box. An empty box indicates that no

action is taken for that particular event/state

Note, that the occurrence of an

event is also likely to have caused the update of

statistics within STATS, if not by the state machine,

then by some other part of the RTP. Also note that it

may be desirable to have the state machine record other

events, in which case the state table would be modified

to identify those other actions.

Two events appearing on the table deserve further

explanation, namely, close timer expires and inactivity

timer expires. The close timer, which is specified by

TCP, is started at the end of a connection and it

establishes a period during which any old packets for the

connection which are received are thrown away (i.e.,

ignored). The inactivity timer is not specified by TCP

but rather is part of the Network Monitor's resource

management functions. Since keeping statistics for

dialogs (especially old dialogs) consumes resources,

is desirable to recycle resources for a dialog if no

activity has been seen for some period of time. The

inactivity timer provides the mechanism for accomplishing

this. It is restarted each time an event for the

connection is received. If the inactivity timer expires

if no event is received before the timer period

however,

it

(ices '

ends), the connection is assumed to have gone inactive

and all of the resources associated with the dialog are

recycled. This involves freeing them up for use by other

dialogs.
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, information.

' The other states and events within the table

differ from but are consistent with the definitions

provided by TCP and should be self evident in view of

that protocol specification.

The event/state~table can be read as follows.

for example, that node 1 is in DATA state and the

RT? receives another packet from node 1 which it

determines to be a TCP FIN packet. According to the

entry in the table at the intersection of FIN/DATA (i.e.,

event/state), the state machine sets the state of the

connection for node 1 to CLOSING, it decrements the

active connections counter and it starts the close timer.

when the close timer expires, assuming no other events

over that connection have occurred, the state machine

sets node 1's state to CLOSED and it starts the

If the RTP sends another SYN packet to

reinitiate a new connection before the inactive timer

expires, the state machine sets node 1's state to

CONNECTING (see the SYN/CLOSED entry) and it increments

an after close counter.

when a connection is first seen, the Network

Monitor sets the state of both ends of the connection to

UNKNOWN_state. If some number of data and acknowledgment

frames are seen from both connection ends, the states of

the connection ends may be promoted to DATA state. The

connection history is searched to make this determination

as will be described shortly.

Referring to Figs. 9a-b, within STATS there is a

history data structure 200 which the state machine uses

to remember the current state of the connection, the

ASsums ,

state of each of the nodes participating in the,

connection and a short history of state related

History data structure 200 is identified by

a state_pointer found at the end of the associated dialog

statistics data structure in STATS (see Fig. 7c). within
r
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history data structure 200, the state machine records the

of node 1 (field 202), the current state of

206) and other data relating to the

node (fields 204 and 208)., The other data

example, the window size for the receive

the last detected sequence

and other

current state

node 2 (field

corresponding

for

and transmit communications,

numbers for the data and acknowledgment frames,

data transfer information.

History data structure 200 also includes a history

table (field 212) for storing a short history of events

which have occurred over the connection and it includes

an index to the next entry within the history table for

storing the information about the next received event

(field 210). The history table is implemented as a

circular buffer which includes sufficient memory to

store, for example, 16 records. Each record, shown in

Fig. 9b, stores the state of the node when the event was

detected (field 218), the event which was detected (i.e.,

received) (field 220), the data field length (field 222),

the sequence number (field 224), the acknowledgment

sequence number (field 226) and the identity of the

initiator of the event, i.e., either node 1 or node 2 or

0 if neither (field 228).

Though the Network Monitor operates in a

includes,

promiscuous mode, it may occasionally fail to detect or

due to overload, lose a packet within a

communication. If this occurs the state machine may not

be able to accurately determine the state of the

The problem

it may,

connection upon receipt of the next event.

is evidenced by the fact that the next event is not what

was expected. When this occurs, the state machine tries

to recover state by relying on state history information

stored in the history table in field 212 to deduce what

the state is. To deduce the current state from

historical information, the state machine uses one of the
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two previously mentioned routines,

Look_for_Data_State and Look_at_fiistory.

Referring to Fig. 10, Look_for_Data_State routine

230 searches back through the history one record at a
time until it finds evidence that the current state is

namely,

'DATA state or until it reaches the end of the circular

buffer (step 232). Routine 230 detects the existence of

DATA state by determining whether node 1 and node 2 each

have had at least two data events or two acknowledgment

combinations with no intervening connect, disconnect or

abort events (step 234).

found within the history, routine 230 enters both node 1

and node 2 into DATA state (step 236), it increments the

active connections counter (step 238) and then it calls a

Look_for_Initiator routine to look for the initiator of

the connection (step 240). If such a pattern of events

is not found within the history, routine 230 returns

without changing the state for the node (step 242).

As shown in Fig. 11, Look_for_Initiator routine

240 also searches back through the history to detect a

telltale event pattern which identifies the actual

initiator of the connection (step 244). More

specifically, routine 240 determines whether nodes 1 and

2 each sent connect-related packets. If they did,

routine 240 identifies the initiator as the first node to

If the search

is not successful, the identity of the connection

initiator remains unknown (step 248).

The Look_at_History routine is called to check

back through the history to determine whether data

transmissions have been repeated.

If such a sequence of events is

send a connect-related packet (step 246).

In the case of
retransmissions, the routine calls a

Look_for_Retransmission routine 250, the operation of

which is shown in Fig. 12. Routine 250 searches back

through the history (step 252) and checks whether the
r
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same initiator node has sent data twice (step 254). It

detects this by comparing the current sequence number of

the packet as provided by the RTP with the sequence

numbers of data packets that were previously sent as

reported in the history table. If a retransmission is

spotted, the retransmission counter in the dialog

statistics data structure of STATs_is incremented (step

256). If the sequence number is not found within the

history table, indicating that the received packet does

not represent a retransmission, the retransmission

counter is not incremented (step 258).

other statistics such as Window probes and keep

alives may also be detected by looking at the received

frame, data transfer variables, and, if necessary, the

history. ‘ '

Even if frames are missed by the Network Monitor,

because it is not directly "shadowing" the connection,

the Network Monitor still keeps useful statistics about

the connection. If inconsistencies are_detected the

Network Monitor counts them and, where appropriate, drops

back to UNKNOWN state. Then, the Network Monitor waits

for the connection to stabilize or deteriorate so that it

~can again determine the appropriate state based upon the,

history table.

The transactions which represent the major portion

of the processing load within the Monitor, include

monitoring, actions on threshold alarms, processing

database get/set requests from the Management

Workstation, and processing monitor control requests from

the Management Workstation. Each of these mechanisms

will now be briefly described.

Monitoring involves the message sequence shown in

Fig. 13. In that figure, as in the other figures

involving message sequences, the numbers under the
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identify the major steps in the sequence.

The following steps occur:

1.

2.

5.

ISR puts Received traffic frame ITM on RTP input

queue .

request address of pertinent data structure from

STATS (get parse control record for this station)

pass pointer to RTP

update statistical objects by call to statistical

update routine in STATS using pointer to pertinent

data structure

parse completed - release buffers

The major steps which follow a statistics

threshold event (i.e., an alarm event) are shown in Fig.

14D

7|

request (i.e.,

workstation are shown in Fig. 15.

The steps are as follows:

statistical object update causes threshold alarm

STATS generates threshold event ITM to event

manager (EM)

look up appropriate action for this event

perform local event processing

generate network alarm ITM to HTM xmit (if

required)

format network alarm trap for Workstation from

event manager data

send alarm to Workstation

The major steps in processing of a database update

a get/set request) from the Management

The steps are as

follows:

1.

2.

LAN ISR receives frame from network and passes it

to RTP for parsing 1

RTP parses frame as for any other traffic on

segment.

RTP detects frame is for monitor and sends

received Workstation message over LAN ITM to MTM

Recv.
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MTM Recv processes protocol stack.

MTH Recv sends database update request ITH to BK.

EM calls STATS to do database read or database

write with appropriate IMPB

STATS performs database access and returns

response to EN.

EN encodes response to Workstation and sends

database update response ITM to MTM xmit

MTM Xmit transmits.

The major steps in processing of a monitor control

request from the Management Workstation are shown in Fig.

16.

ll

2.

The steps are as follows:

Lan ISR receives frame from network and passes

received frame ITM to RTP for parsing.

RTP parses frame as for any other traffic on

segment.

RTP detects frame is for monitor and sends

received workstation message over LAN ITH to HTM

Recv. \

MTM Recv processes protocol stack and decodes

workstation command.

MTH Recv sends request ITM to En.

EM calls Control with monitor control IMPB.

Control performs requested operation and generates

response to EM.

EM sends database update response ITM to MTH Xmit.

MTM Xmit encodes response to Workstation and

transmits.

o ' te

The interface between the Monitor and the

C 3

Management Workstation is based on the SNHP definition

(RFC 1089 SNMP;

RFC means Request for Comments).

RFC 1066 SNMP HIE - Note:

All five SNHP PDU types

RFC 1065 SMI;

are supported:

get-request
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get-response

set-request

trap

The SNMP HIE extensions are designed such that where

possible a user request for data maps to a single complex

NIB object. In this manner, the get-request is simple

and concise to create, and the response should contain

all the data necessary to build the screen. Thus, if the

user requests the IP statistics for a segment this maps

to an IP segment Group.

The data in the Monitor is keyed by addresses

(MAC, IP) and port numbers (telnet, FTP). The user may

wish to relate his data to physical nodes entered into

the network map. The mapping of addresses to physical

nodes is controlled by the user (with support from the

Management Workstation system where possible) and the

workstation retains this information so that when a user

requests data for node ‘Joe’ the Workstation asks the

Monitor for the data for the appropriate address(es).

The node to address mapping need not be one to one.

Loading and dumping of monitors uses TFTP (Trivial

File Transfer Protocol). This operates over UDP as does

SNHP. The Monitor to workstation interface follows the

SNMP philosophy of operating primarily in a polled mode.

The Workstation acts as the master and polls the Monitor

slaves for data on a regular (configurable) basis.

The information communicated by the SNH is

represented according to that subset of ASN.1 (ISO 8824

Specification of ASN.1) defined in the Internet standard

Structure of Management Information (SMI - RFC 1065). I

The subset of the standard Management Information Base

(NIB) (RFC 1066 SNMP NIB) which is supported by the

Workstation is defined in Appendix III. The added value

provided by the Workstation is encoded as enterprise
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specific extensions to the MIB as defined in Appendix IV.

The format for these extensions follows the SMI

recomendations for object identifiers so that the

Workstation extensions fall in the subtree

1.3.6.1.4.1.x.1. where x is an enterprise specific node

identifier assigned by the IAB.

Appendix V is a summary of the network variables

for which data is collected by the Monitor for the

extended MIB and which can be retrieved by the

workstation. The summary includes short decriptions of

the meaning and significance of the variables, where

appropriate. '

 :

The Management Workstation is a SUN sparcstation

(also referred to as a Sun) available from Sun”

Microsystems, Inc. It is running the sun flavor of Unix

and uses the open Look Graphical User Interface (GUI) and

the SunNet Manager as the base system. The options

required are those to run SunNet Manager with some

additional disk storage requirement. ‘

The network is represented by a logical map

illustrating the network components and the relationships

between them, as shown in Fig. 17. A hierarchical

network map is supported with navigation through the

layers of the hierarchy, as provided by SNM. The

Management Workstation determines the topology of the

network and informs the user of the network objects and

their connectivity so that he can create a network map.

To assist with the map creation process, the Management

Workstation attempts to determine the stations connected

to each LAN segment to which a Monitor is attached.

Automatic determination of segment topology by detecting

stations is performed using the autotopology algorithms

as described in copending U.s. Patent Application S.N.

***,*** entitled "Automatic Topology Monitor for Multi-
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incorporated herein

In normal operation, each station in the network

is monitored by a single Monitor that is located on its

The initial determination of the Monitor

responsible for a station is based on the results of the

autotopology mechanism. The user may override this

initial default if required.

The user is informed of new stations appearing on

As

for other alarms, the user may select whether stations

appearing on and disappearing from the network segment

generate alarms and may modify the times used in the

aging algorithms. . the user

must add the new alarm to the map using the SNM tools.

In this manner, the SNM system becomes aware of the

local segment.

any segment in the network via the alarm mechanism.

when a new node alarm occurs,

nodes.

The sequence of events following the detection of

a new node is:

1. the location of the node is determined

automatically for the user.

2. the Monitor generates an alarm for the

user indicating the new node and providing

some or all of the following information:

mac address of node

ip address of node

segment that the node is believed to

be

located on

Monitor to be responsible for the
node

3.' the user must select the segment and add

the node manually using the SNM editor
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The update to the SNM database will be

detected and the file reread. The

workstation database is reconstructed and

the parse control records for the Monitors

updated if-required.

The Monitor responsible for the new node

has its parse control record updated via

SNMP set request(s).

An internal record of new nodes is required for

the autotopology. When a new node is reported by a

Network Monitor, the Management workstation needs to have

the previous location information in order to know which

Network Monitors to involve in autotopology. For

example, two nodes with the same IP address may exist in

separate segments of the network. The history makes

possible the correlation of the addresses and it makes

possible duplicate address detection.

‘ Before a new Monitor can communicate with the

Management workstation via SNMP it needs to be added to
the SNM system files. As the SNM files are cached in the

database, the file must be updated and the SNM system

forced to reread it.

Thus, on the detection of a new Monitor the

following events need to occur in order to add the

Monitor to the workstation:

1. The Monitor issues a trap to the

Management Workstation software and

requests code to be loaded from the Sun

Microsystems boot/load server.

The code load fails as the Monitor is not

known to the unix networking software at

this‘time.

The Workstation confirms that the new

Monitor does not exceed the configured

system limits (e.g. 5 Monitors per
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initialization sequence if limits are

exceeded. An alarm is issued to the user

indicating the presence of the new Monitor

and whether it can be supported.

The user adds the Monitor to the

SNMP.HOSTS file of the SNM system, to the

etc/hosts file of the Unix networking

system and to the sun map.

when the files have been updated the user

resets the Monitor using the set tool

(described later).

The Monitor again issues a trap to the

Management Workstation software and

requests code to be loaded from the Sun

boot/load server.

The code load takes place and the Monitor

issues a trap requesting data from the

Management workstation.

The Monitor data is issued using SNMP set

requests.

Note that on receiving the set request, the SNMP proxy

' rereads in the (updated) SNHP.HOSTs file which now

includes the new Monitor. Also note that the SNHP hosts

file need only contain the Monitors, not the entire list

of nodes in the system.

9. on completion of the set request(s) the Monitor

run command is issued by the workstation to bring

the Monitor on line.

The user is responsible for entering data into the

SNM database manually.‘ During operation, the Workstation
monitors the file write date for the SNM database. when

this is different from the last date read, the SNM

database is reread and the Workstation database

reconstructed. In this manner, user updates to the SNM
v
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database are incorporated into the Workstation database

as quickly as possible without need for the user to take

any action.

when the Workstation is loaded, the database is

created from the data in the SNH file system (which the

user has possibly updated). This data is checked for

consistency and for conformance to the limits imposed by

the Workstation at this time and a warning is generated

to the user if any problems are seen. If the data errors

are minor the system continues operation; if they are

fatal the user is asked to correct them and Workstation

operation terminates.

The monitoring functions of the Management

workstation are provided as an extension to the SNH

system. They consist of additional display tools (i.e.,

summary tool, values tool, and set tool) which the user

invokes to access the Monitor options and a Workstation

event log in which all alarms are recorded.

As a result of the monitoring process, the Monitor
makes a large number of statistics available to the

operator. These are available for examination via the

Workstation tools that are provided. In addition, the

Monitor statistics (or a selected subset thereof) can be

made visible to any SNHP manager by providing it with

knowledge of the extended MIB. A description of the

statistics maintained are described elswhere.

Network event statistics are maintained on a per

network, per segment and per node basis. Within a node,

statistics are maintained on a per address (as

appropriate to the protocol layer - IP address, port

number, Per network

statistics are always derived by the workstation from the

...) and per connection basis.

per segment variables maintained by the Monitors.

Subsets or the basic statistics are maintained on a node

to node and segment to segment basis.
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If the user requests displays of segment to

segment traffic, the Workstation calculates this data as

follows. The inter segment traffic is derived from the

node to node statistics for the intersecting set of

nodes. Thus, if segment A has nodes 1, 2,

segment 3 has nodes 20, 21, and 22, then summing the node

and 3 and

~ to node traffic for

l -> 20,21,22

2 -> 2o,21,22

3 -> 20,21,22

produces the required result. on—LAN/off-LAN traffic for

segments is calculated by a simply summing node to node

traffic for all stations on the LAN and then subtracting

this from total segment counts.

Alarms are reported to the user in the following

ways: ‘

1. Alarms received are logged in a Workstation log.

2. The node which the alarm relates to is highlighted

on the map.

3. The node status change is propagated up through

the (map) hierarchy to support the case where the

node is not visible on the screen. This is as

aprovided by SNM.

summary Tool

After the user has selected an object from the map

and invokes the display tools, the summary tool generates

the user's initial screen at the Management workstation.

It presents a set of statistical data selected to give an

overview of the operational status of the object (e.g., a

The Workstation polls the

Monitor for the data required by the Summary Tool display

screens. '

The Summary Tool displays a basic summary tool

screen such as is shown in Fig. 18.

screen has three panels,

The summary tool

namely, a control panel 602, a
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values panel 604, and a dialogs panel 606. The control

panel includes the indicated mouse activated bottons.

The functions of each of the buttons is as follows. The

file button invokes a traditional file menu. The view

button invokes a view menu which allows the user to

Themodify or tailor the visual protperties of the tool.

properties button invokes a properties menu containing

choices for viewing and sometimes modifying the

properties of objects. -The tools button invokes a tools

menu which provides access to the other Workstation

e.g. Values Tool.

The Update Interval field allows the user to

specify the frequency at which the displayed statistics

are updated by polling the Monitor. The Update once

button enables the user to retrieve a single screen

update. when the Update once button is invoked not only

is the screen updated but the update interval is

automatically set to "none".

The type field enables the user to specify the

type of network objects on which to operate, i.e.,

segment or node.

The name button invokes a pop up menu containing

an alphabetical list of all network objects of the type

selected and apply and reset buttons. The required name

can then be selected from the (scrolling) list and it

will be entered in the name field of the summary tool

when the apply button is invoked. Alternatively, the

user may enter the name directly in the summary tool name

field.

The protocol button invokes a pop up menu which

provides an exclusive set of protocol layers which the

user may select. selection of a layer copies the layer

name into the displayed field of the summary tool when

An example of a protocol

19. It displays the

tools,

the apply operation is invoked.

selection menu is shown in Fig.

Page292of561



10

15

20

25

30'

35

_ 59 -

available protocols in the form of a protocol tree with

multiple protocol familes. The protocol selection is two

dimensional. That is, the user first selects the

protocol family and then the particular layer within that

family.

As indicated by the protocol trees shown in Fig.

19, the capabilities of the Monitor can be readily

extended to handle other protocol families. The

particular ones which are implemented depend upon the

needs of the particular network environment in which the

Monitor will operate.

The user invokes the apply button to indicate that

the selection process is complete and the type, name,

protocol, etc. should be applied. This then updates the

screen using the new parameter set that the user

selected. The reset button is used to undo the _
selections and restore them to their values at the last

apply operation.

The set of statistics for the selected parameter

set is displayed in values panel 604. The members of the

sets differ depending upon, for example, what protocol

was selected. Pigs. 20a-g present examples of the types

of statistical variables which are displayed for the DLL,

IP, UDP, TOP, ICMP, NFS, and ARP/RARP protocols,

respectively. The meaning of the values display fields

are described in Appendix I, attached hereto.

Dialogs panel 606 contains a display of the

connection statistics for all protocols for a selected

node. Within the Management Workstation, connection

lists are maintained per node, per supported protocol.

when connections are displayed, they are sorted on "Last

Seen" with the most current displayed first. A single

list returned from the Monitor contains all current

connection. For TCP, however, each connection also

contains a state and TCP connections are displayed as
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Past and Present based upon the returned state of the

such as TCP and NFS

dialog,

(sink).

a DIR.

in

connection. For certain dialogs,

over UDP, there is an associated direction to the

i.e., from the initiator (source) to the receiver

For these dialogs, the direction is identified in

field. A sample of information that is displayed

dialogs panel 606 is presented in Fig. 21 for current

connections.

Values Tool

The values tool provides the user with the ability

to look at the statistical database for a network object

in detail. When the user invokes this tool, he may

select a basic data screen containing a rate values panel

620, a count values panel 622 and a protocols seen Panel

626, as shown in Fig. 22, or he may select a traffic

matrix screen 628, as illustrated in Fig. 23.

In rate values and count values panels 620 and

622, value tools presents the monitored rate and count

statistics, respectively, for a selected protocol. The

parameters which are displayed for the different

protocols (i.e., different groups) are listed in Appendix

II. In general, a data element that is being displayed

for a node shows up in three rows, namely, a total for

the data element, the number into the data element, and

the number out of the data element. Any exceptions to

this are identified in Appendix II. Data elements that

are displayed for segments, are presented as totals only,

with no distinction between Rx and Tx.

when invoked the Values Tool displays a primary

screen to the user. The primary screen contains what is

considered to be the most significant information for the

selected object. The user can view other information for

the object (i.e., the statistics for the other

parameters) by scrolling down.
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The displayed information for the count values and

rate values panels 620 and 622 includes the following.

An alarm field reports whether an alarm is currently

active for this item. It displays as "*“ if active alarm

A Current value/Rate field reports the

current rate or the value of the counter used to generate

threshold alarms for this item. This is reset following

each threshold trigger and thus gives an idea of how

close to an alarm threshold the variable is. A Typical

Value field reports what this item could be expected to

This field is

filled in for those items where this is predictable and

useful. It is maintained in the workstation database and

is modifiable by the user using the set tool. An

Accumulated count field reports the current accumulated

value of the item or the current rate. A Max Value field

reports the highest value recently seen for the item.

This value is reset at intervals defined by a user

adjustable parameter (default 30 minutes).‘ This is not a

rolling cycle but rather represents the highest value

since it was reset which may be from 1 to 30 minutes ago

(for a rest period of 30 minutes).

rates.

is present.

read in a "normal" operating situation.

It is used only for

A Min Value field reports the lowest value

recently seen for the item. This operates in the same

manner as Max Value field and is used only for rates.

A Percent (%) field reports only for the following

variables:

off seg counts:

lOO(in count / total off seg count)

loO(out count / total off seg count)

1oo(transit count / total off seg count)

loo(local count / total off seg count)

off seg rates

lOO(transit rate / total off seg rate),

protocols

etc.
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10o(frame rate this protocol / total frame

rate)

on the right half of the basic display, there the

following addtional fieldsi a High Threshold field and a"

Sample period for rates field.

Set Tool

The set tool provides the user with the ability to

modify the parameters controling the operation of the

Monitors and the Management workstation. These

parameters affect both user interface displays and the

actual operation of the Monitors. The parameters which

can be operated on by the set tool can be divided into

the following categories: alarm thresholds, monitoring

control, segment Monitor administration, and typical
values. “

The monitoring control variables specify the

actions of the segment Monitors and each Monitor can have

a distinct set of control variables (e.g., the parse

control records that are described elsewhere). The user

is able to define those nodes, segments, dialogs and

protocols in which he is interested so as to make the

best use of memory space available for data storage.

This mechanism allows for load sharing, where mulitple

Monitors on the same segment can divide up the total

number of network objects which are to be monitored so

that no duplication of effort between them takes place.

The monitor administration variables allow the

user to modify the operation of the segment Monitor in a

more direct manner than the monitoring control variables.

Using the set tool, the user can perform those operations

such as reset, time changes etc. which are normally the

prerogative of a system administrator.

Note that the above descriptions of the tools

available through the Management Workstation are not

meant to imply that other choices may not be made
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regarding the particular information which is displayed

and the manner in which it is displayed.

AQ§EE1291X_§QILinQ_E2£!2:K_MQni§Qn_In:§§hQlQ§=

The Workstation sets the thresholds in the Network

Monitor based upon the performance of the system as

observed over an extended period of time. That is,

workstation periodically samples the output of the

Network Monitors and assembles a model of a normally

functioning network. Then, the Workstation sets the

thresholds in the Network Monitors based upon that model.

If the observation period is chosen to be long enough and

since the model kepresents the "average" of the network

performance over the observation period, temporary

undesired deviations from normal behavior are smoothed

out over time and model tends to accurately reflect

normal network behavior.

_ Referring the Fig. 24, the details of the training

procedure for adaptively setting the Network Monitor

thresholds are as follows. To begin training, the

Workstation sends a start learning command to the Network

Monitors from which performance data is desired (step

302). The start learning command disables the thresholds

within the Network Monitor and causes the Network Monitor

to periodically send data for a predefined set of network

parameters to the Management Workstation. (Disabling the

thresholds, however, is not necessary. one could have

the learning mode operational in parallel with monitoring

using existing thresholds.) The set of parameters may be

any or all of the previously mentioned parameters for

the

which thresholds are or may be defined.

Throughout the learning period, the Network

Monitor sends "snapshots" of the network's performance to

the Workstation which,

performance history database 306 (step 304).

in turn, stores the data in a

The network

manager sets the length of the learning period.
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Typically, it should be long enough to include the full

range of load conditions that the network experiences so

that a representative performance history is generated.

It should also be long enough so that short periods of

overload or faulty behavior do not distort the resulting

averages.

After the learning period has expired, the network

sends a stop

learning command to the Monitor (step 308). The Monitor

ceases automatically sending further performance data

updates to the workstation and the Workstation processes

the data in its performance history database (step 310).

The processing may involve simply computing averages for

manager, through the Management Workstation,

the parameters of interest or it may involve more

sophisticated statistical analysis of the data; such as

computing means, standard deviations, maximum and minimum

values, or using curve fitting to compute rates and other

pertinent parameter values.

After the Workstation has statistically analyzed

the performance data, it computes a new set of thresholds

for the relevant performance parameters (step 312). To

do this, it uses formulas which are appropriate to the

particular parameter for which a threshold is being

That is, if the parameter is one for which one

would expect to see wide variations in its value during

network monitoring, then the threshold should be set high

enough so that the normal expected variations do not

trigger alarms. on the other hand, if the parameter is

of a type for which only small variations are expected

and larger variations indicate a problem, then the

threshold should be set to a value that is close to the

average observed value.

computed.

Examples of formulae which may

be used to compute thresholds are:

* Highest value seen during learning period;
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* Highest value seen during learning period +

10%;

* Highest value seen during learning period +

50%; A

* Highest value seen during learning period +

user-defined percent;

* Any value of the parameter other than zero;

* Average value seen during learning period +

50%; and

* Average value seen during learning period +

user-defined percent.

As should be evident from these examples, there is a

broad range of possibilities regarding how to compute a

particular threshold.‘ The choice, however, should

reflect the parameter's importance in signaling serious

network problems and its normal expected behavior (as may

be evidenced from the performance history acquired for

the parameter during the learning mode).

After the thresholds are computed, the workstation

loads them into the Monitor and instructs the Monitor to

revert to normal monitoring using the new thresholds

'(step 314).

This procedure provides a mechanism enabling the

network manager to adaptively reset thresholds in

response to changing conditions on the network, shifting

usage patterns and evolving network topology. As the

network changes over time, the network manager merely

invokes the adaptive threshold setting feature and

updates the thresholds to reflect those changes.

1ns.Diasn9stis_Analxzer_n2dnle= ,

The Management Workstation includes a diagnostic
analyzer module which automatically detects and diagnoses

the existence and cause of certain types of network

problems. The functions of the diagnostic module may

actually be distributed among the Workstation and the
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Network Monitors which are active on the network. In

principle, the diagnostic analyzer module includes the

following elements for performing its fault detection and

analysis functions. '

The Management Workstation-contains a reference

model of a normally operating network. The reference

model is generated by observing the performance of the

network over an extended period of time and computing

averages of the performance statistics that were observed

during the observation period. The reference model

provides a reference against which future network

performance can be compared so as to diagnose and analyze

potential problems. The Network Monitor (in particular,

the STATS module) includes alarm thresholds on a selected

set of the parameters which it monitors.’ Some of those

thresholds are set on parameters which tend to be

indicative of the onset or the presence of particular

network problems.

During monitoring, when a Monitor threshold is

exceeded, thereby indicating a potential problem (e.g.

a TCP connection), the Network Monitor alerts the

workstation by sending an alarm. The workstation

notifies the user and presents the user with the option

of either ignoring the alarm or invoking a diagnostic

algorithm to analyze the problem. If the user invokes

the diagnostic algorithm, the Workstation compares the

current performance statistics to its reference model to

(Of course,

in

analyze the problem and report its results.

this may also be handled automatically so as to not

require user intervention.) The Workstation obtains the

data on current performance of the network by retrieving

the relevant performance statistics from all of the

segment Network Monitors that may have information useful

to diagnosing the problem.
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The details of_a specific example involving poor

TCP connection performance will now be described. This

example refers to a typical network on which the

diagnostic analyzer resides, such as

illustrated in Fig. 25.

labelled S1, S2, and $3,

a router R2 connecting S2 to S3, and

node A on $1 which communicates with

the network

It includes three segments

a router R1 connecting S1 to S2,

at least two nodes,

node B on $3. on

Monitor 324 to

observe the performance of its segment in the manner V

described earlier. A Management Workstation 320 is also

located on $1 and it includes a diagnostic analyzer

module 322. For this example, the sympton of the network

problem is degraded peformance of a TCP connection
between Nodes A and B.

A TCP connection problem may manifest itself in a

number of ways, including, for example,

numbers for any of the following:

each segment there is also a Network

excessively high

errors

packets with bad sequence numbers

packets retransmitted

bytes retransmitted

out of order packets

out of order bytes

packets after window closed

bytes after window closed

average and maximum round trip times

or by an unusually low value for the current window size.

By setting the appropriate thresholds, the Monitor is

programmed to recognize any one or more of these

If any one of of the thresholds is exceeded,
The

Workstation is programmed to recognize the particular

symptons.

the Monitor sends an alarm to the Workstation.

alarm as related to an event which can be further

analyzed by its diagnostic analyzer module 322. Thus,
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the Workstation presents the user with the option of

invoking its diagnostic capabilities (or automatically

invokes the diagnostic capabilities).

In general terms, when the diagnostic analyzer is

invoked, it looks at the performance data that the

segment Monitors produce for the two nodes, for the

dialogs between them and for the links that interconnect

them and compares that data to the reference model for

the network. If a significant divergence from the

reference model is identified, the diagnostic analyzer

informs the Workstation (and the user) about the nature

of the divergence and the likely cause of the problem.

In conducting the comparison to "normal" network

performance, the network circuit involved in

communications between nodes A and B is decomposed into

its individual components and diagnostic analysis is

performed on each link individually in the effort to

isolate the problem further.

The overall structure of the diagnostic algorithm

400 is shown in Fig. 26. when invoked for analyzing a

possible TCP problem between nodes A and B, diagnostic

analyzer 322 checks for a TCP problem at node A when it

is acting as a source node (step 402). To perform this

check, diagnostic algorithm 400 invokes a source node

analyzer algorithm 450 shown in Fig. 27. If a problem is

identified, the Workstation reports that there is a high

probability that node A is causing a TCP problem when

operating as a source node and it reports the results of

the investigation performed by algorithm 450 (step 404).

If node A does not appear to be experiencing a TCP

problem when acting as a source node, diagnostic analyzer

322 checks for evidence of a TCP problem at node B when

it is acting as a sink node (step 406). To perform this

check, diagnostic algorithm 400 invokes a sink node

analyzer algorithm 470 shown in Fig. 28. If a problem is

Page302of561



10

15

20

25

30

35

- 69 -

identified, the Workstation reports that there is a high

probability that node B is causing a TCP problem when

operating as a sink node and it reports the results of

the investigation performed by algorithm 470 (step 408).

Note that source and sink nodes are concepts which

apply to those dialogs for which a direction of the

communication can be defined. For example, the source

node may be the one which initiated the dialog for the

purpose of sending data to the other node, the sink

node.

ices]

If_node B does not appear to be experiencing a TCP

problem when acting as a sink node, diagnostic analyzer

322 checks for evidence of a TCP problem on the link

between Node A and Node B (step 410). To perform this

check, diagnostic algorithm 400 invokes a link analysis

algorithm 550 shown in Fig. 29. If a problem is .

identified, the Workstation reports that there is a high

probability that a TCP problem exists on the link and it

reports the results of the investigation performed by

link analysis algorithm 550 (step 412).

If the link does not appear to be experiencing a

TCP problem, diagnostic analyzer 322 checks for evidence

of a TCP problem at node B when it is acting as a source

node (step 414). To perform this check, diagnostic

algorithm 400 invokes the previously mentioned source

algorithm 450 for Node B. If a problem is identified,

the workstation reports that there is a medium

probability that node B is causing a TCP problem when.

operating as a source node and it reports the results of

the investigation performed by algorithm 450 (step 416),

If node B does not appear to be experiencing a TCP
problem when acting as a source node, diagnostic analyzer

322 checks for a TCP problem at node A when it is acting

as a sink node (step 418).

diagnostic algorithm 400 invokes sink node analyzer

To perform this check,

.'
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algorithm 470 for Node A. If a problem is identified,

the Network Monitor reports that there is a medium

probability that node A is causing a TCP problem when

operating as a sink node and it reports the results of

the investigation performed by algorithm 470 (step 420).

Finally, if node A does not appear to be

experiencing a TCP problem when acting as a sink node,

diagnostic analyzer 322 reports that it was not able to

isolate the cause of a TCP problem (step 422).

The algorithms which are called from within the

above-described diagnostic algorithm will now be

described. Referring to Fig. 27, source node analyzer

algorithm 450 checks whether a particular node is causing

a TCP problem when operating as a source node. The

strategy is as follows. To determine whether a TCP

problem exists at this node which is the source node for

the TCP connection, look at other connections for which

this node is a source. If other TCP connections are

okay, then there is probably not a problem with this

node. This is an easy check with a high probability of

being correct. If no other good connections exist, then

look at the lower layers for possible reasons. Start at

DLL and work up as problems at lower layers are more

fundamental, i.e., they cause problems at higher layers

whereas the reverse is not true.

i In accordance with this approach, algorithm 450

first determines whether the node is acting as a source

if so, whether the

other connection is okay (step 452). If the node is

performing satisfactorily as a source node in another TCP

connection, algorithm 450 reports that there is no

problem at the source node and returns to diagnostic

algorithm 400 (step 454). If algorithm 450 cannot

identify any other TCP connections involving this node

it moves up through the protocol stack

node in any other TCP connection and,

that are okay,
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checking each level for a problem. In this case, it then

checks for DLL problems at the node when it is acting as

a source node by calling an DLL problem checking routine

510 (see Fig. 30) (step 455). If a DLL'problem is found,

that fact is reported (step 458). If no DLL problems are

found, algorithm 450 checks for an IP problem at the node

when it is acting as a source by calling an IP problem

checking routine 490 (see Fig. 31) (step 460). If an IP

problem is found, that fact is reported (step 462). If

no IP problems are found, algorithm 450 checks whether

any other TCP connection in which the node participates

as a source is not okay (step 464). If another TCP

connection involving the node exists find it is not okay,

algorithm 450 reports a TCP problem at the node (step

466). If no other TCP connections where the node is

acting as a source node can be found, algorithm 450

exits. ‘

Referring to Fig. 28, sink node analyzer algorithm

470 checks whether a particular node is causing a TCP

problem when operating as a sink node. It first

determines whether the node is acting as a sink node in

any other TCP connection and, if so, whether the other

connection is okay (step 472). If the node is performing

satisfactorily as a sink node in another TCP connection,

algorithm 470 reports that there is no problem at the

source node and returns to diagnostic algorithm 400 (step

474). If algorithm 470 cannot identify any other TCP

connections involving this node that are okay, it then

checks for DLL problems at the node when it is acting as

a sink node by calling DLL problem checking routine 510

(step 476). If a DLL problem is found, that fact is

reported (step 478).

algorithm 470 checks for an IP problem at the node when

it is acting as a sink by calling IP problem checking

routine 490 (step 480). If an IP problem is found, that

If no DLL problems are found,
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fact is reported (step 482). If no IP problems are

found, algorithm 470 checks whether any other TCP

connection in which the node participates as a sink is

not okay (step 484). If another TCP connection involving

the node as a sink.exists and it is not okay, algorithm

470 reports a TCP problem at the node (step 486). If no

other TCP connections where the node is acting as a sink

node can be found, algorithm 470 exits.

Referring to Pig..31, IP problem checking routine

490 checks for IP problems at a node. It does this by

comparing the IP performance statistics for the node to

the reference model (steps 492 and 494). If it detects

any significant deviations from the reference model, it

reports that there is an IP problem at the node (step

496). If no significant deviations are noted, it reports

that there is no IP problem at the node (step 498).

As revealed by examining Fig. 30, DLL problem

checking routine 510 operates in a similar manner to IP

problem checking routine 490, with the exception that it

examines a different set of parameters (i.e., DLL

parameters) for significant deviations.

Referring the Fig. 29, link analysis logic 550

first determines whether any other TCP connection for the

link is operating properly (step 552). If a properly

operating TCP connection exists on the link, indicating

that there is no link problem, link analysis logic 550

reports that the link is okay (step 554). If a properly

operating TCP connection cannot be found, the link is

decomposed into its constituent components and an IP link

component problem checking routine 570 (see Fig. 32) is

invoked for each of the link components (step 556). IP

link component problem routine 570 evaluates the link

component by checking the IP layer statistics for the

relevant link component.
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The decomposition of the link into its components

arranges them in order of their distance from the source

node and the analysis of the components proceeds in that

order. Thus, for example, the link components which make

up the link between nodes A and 3 include in order:

segment S1, router R1, segment S2, and segment

S3. The IP data for these various components are

analyzed in the following order:

IP data for segment S1

IP data address R1

IP data source node to R1

IP data 81 to S2

IP data S2

IP data address R2

IP data S3

IP data S2 to S3

IP data for S1 to 53

As shown in Fig. 32, IP link component problem

checking routine §7O compares IP statistics for the link

component to the reference model (step 572) to determine

whether network performance deviates significantly from

that specified by the model (step 574). If significant

deviations are detected, routine 570 reports that there

is an IP problem at the link component (step 576).

otherwise, it reports that it found no IP problem (step

578) .

router R2,

for

for

for

for

for

for

for

Referring back to Fig. 29, after completing the IP

problem analysis for all of the link components, logic

550 then invokes a DLL link component problem checking

routine 580 (see Fig. 33) for each link component to

check its DLL statistics (step 558). 1 _
DLL link problem routine 580 is similar to IP link

problem routine 570. 33, DLL link

problem checking routine 580 compares DLL statistics for

As shown in Fig.

the link to the reference model (step 582) to determine
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whether network performance at the DLL deviates

significantly from that specified by the model (step

584). If significant deviations are detected, routine

580 reports that there is a DLL problem at the link

otherwise, it reports that no DLL

problems were found (step 588).

Referring back to Fig. 29, after completing the

DLL problem analysis for all of the link components,

logic 550 checks whether there is any other TCP on the

link (step 560). If another TCP exists on the link

(which implies that the other TCP is also not operating

properly), logic 550 reports that there is a TCP problem

on the link (step 562). logic 550 reports

that there was not enough information from the existing

packet traffic to determine whether there was a link

problem (step 564)

If the analysis of the link components does not

component (step 586).

otherwise,

isolate the source of the problem and if there were

components for which sufficient information was not

available (due possibly to lack of traffic over through

that component), the user may send test messages to those

components to generate the information needed to evaluate

its performance.

The reference model against which comparisons

are made to detect and isolate malfunctions may be

generated by examining the behavior of the network over

an extended period of operation or over multiple periods

of operation. During those periods of operation, average

values and maximum excursions (or standard deviations)

for observed statistics are computed. These values

provide an initial estimate of a model of a properly

functioning system. As more experience with the network

is obtained and as more historical data on the various

statistics is accumulated the thresholds for detecting

actual malfunctions or imminent malfunctions and the
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reference model can be revised to reflect the new

experience.

What constitutes a significant deviation from the

reference model depends upon the particular parameter

5 involved. some parameters will not deviate from the

expected norm and thus any deviation would be considered

to be significant, for example, consider ICMP messages of

type "destination unreachable," IP errors, TCP errors.

other parameters will normally vary within a wide range

10 of acceptable values, and only if they move outside of

that range should the deviation be considered

significant. The acceptable ranges of variation can be

determined by watching network performance over a

' sustained period of operation.

15 The parameters which tend to provide useful

information for.identifying and isolating problems at the

node level for the different protocols and layers include

the following.

122

20 error rate

header byte rate

packets retransmitted

bytes retransmitted

packets after window closed

25 bytes after window closed

HEB

error rate

header byte rate

12

30 error rate

header byte rate

fragmentation rate

all ICMP messages of type destination
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For diagnosing network segment problems, the above-

identified parameters are also useful with the addition

of the alignment rate and the collision rate at the DLL.

All or some subset of these parameters may be included

among the set of parameters which are examined during the

diagnostic procedure to detect and isolate network

problems. '

The above-described technique can be applied to a

wide range of problems on the network, including among

others, the following:

TCP Connection fails to establish

UDP connection performs poorly

UDP not working at all

IP poor performance/high error rate

IP not working at all

DLL poor performance/high error rate

DLL not working at all

For each of these problems, the diagnostic approach would

be similar to that described above, using, of course,

different parameters to identify the potential problem

and isolate its cause.

 @g _

Referring again to Fig. 5, the RTP is programmed

to detect the occurrence of certain transactions for

which timing information is desired. The transactions

typically occur within a dialog at a particular layer of

the protocol stack and they involve a first event (i.e.,

an initiating event) and a subsequent partner event or

response. The events are protocol messages that arrive

Page310of561



10

15

20

25

30

35

- 77 _

at the Network Monitor, are parsed by the RTP and then

passed to Event Timing Module (ETM) for processing. A

transaction of interest might be, for example, a read of

b the initiating event

is the read request and the partner event is the read

a file on a server. In that case,

response. The time of interest is the time required to

receive a response to the read request (i.e., the

transaction time). The transaction time provides a

useful measure of network performance and if measured at

various times throughout the day under different load

conditions gives a measure of how different loads affect

network response times. The layer of the communicaton

protocol at which the relevant dialog takes place will of

course depend upon the nature of the event.

In general, when the RT? detects an event, it

transfers control to the ETH which records an arrival

time for the event. If the event is an initiating event,

the ETM stores the arrival time in an event timing

database 300 (see Fig. 34) for future use. If the event

is a partner event, the BTH computes a difference between

that arrival time and an earlier stored time for the

initiating event to determine the complete transaction

time.

Event timing database 300 is an array of records

302. Each record 302 includes a dialog field 304 for

identifying the dialog over which the transactions of

interest are occurring and it includes an entry type

field 306 for identifying the event type of interest.

Each record 302 also includes a start time field 308 for

storing the arrival time of the initiating event and an

average delay time field 310 for storing the computed

average delay for the transactions. A more detailed

description of the operation of the ETM follows.

Referring to Fig. 35, when the RTP detects the

arrival of a packet of the type for which timing
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information is being kept, it passes control to the ETM

along with relevant information from the packet, such as

the dialog identifier and the event type (step 320). The

ETH then determines whether it is to keep timing

information for that particular event by checking the

event timing database (step 322). since each event type

can have multiple occurrences (i.e., there can be

multiple dialogs at a given layer), the dialog identifier

is used to distinguish between events of the same type

for different dialogs and to identify those for which _

information has been requested. All of the dialog/events

of interest are identified in the event timing database.

If the current dialog and event appear in the event

timing database, indicating that the event should be

timed, the ETH determines whether the event is a starting

event or an ending event so that it may be processed

properly (step 324). For certain events, the absence of

a start time in the entry field of the appropriate record

302 in event timing database 300 is one‘indicator that

the event represents a start time; otherwise, it is an

end time event. For other events, the ETM determines if

the start time is to be set by the event type as

specified in the packet being parsed. For example, if

the event is a file read a start time is stored. If the

event is the read completion it represents an end time.

In general, each protocol event will have its own

intrinsic meaning for how to determine start and end

times.

Note that the arrival time is only an estimate of

the actual arrival time due to possible queuing and other

processing delays. Nevertheless, the delays are

generally so small in comparison to the transaction times

being measured that they are of little consequence.

In step 324, if the event represents a start time,

the ETH gets the current time from the kernel and stores
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it in start time fie1d_308 of the appropriate record in

event timing database 300 (step 326). If the event

represents an end time event, the ETM obtains the current

time from the kernel and computes a difference between

5 that time and the corresponding start time found in event

timing database 300 (step 328). This represents the

total time for the transaction of interest. It is

combined with the stored average transaction time to

compute a new running average transaction time for that

10 event (step 330).

Any one of many different methods can be used to

compute the running average transaction time. For

example, the following formula can be used:

New Avg. = [(5 * Stored Avg.) + Transaction

15 Time]/6.

After six transaction have been timed, the computed new

average becomes a running average for the transaction

times. The ETH stores this computed average in the

appropriate record of event timing database 300,

20 replacing the previous average transaction time stored in

, that record, and it clears start time entry field 308 for

that record in preparation for timing the next

transaction.

After processing the event in steps 322, 326, and

25 330, the ETM checks the age of all of the start time

entries in the event timing database 300 to determine if

any of them are too "old" (step 332). If the difference

between the current time and any of the start times

exceeds a preselected threshold, indicating that a

30 partner event has not occurred within a reasonable period

of time, the ETM deletes the old start time entry for

that dialog/event (step 334). This insures that a missed

packet for a partner event does not result in an

erroneously large transaction time which throws off the

35 running average for that event.
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If the average transaction time increases beyond a

preselected threshold set for timing events, an alarm is

sent to the Workstation.

Two examples will now be described to illustrate

the operation of the ETM for specific event types. In

the first example, Node A of Fig. 25 is communicating

with Node B using the NFS protocol. Node A is the client
while Node 3 is the server. The Network Monitor resides

on the same segment as node A, but this is not a

requirement. when Node A issues a read request to Node

B, the Network Monitor sees the request and the RIP

within the Network Monitor transfers control to the ETM.

Since it is a read, the ETM stores a start time in the

Event Timing Database. Thus, the start time is the time

at which the read was initiated. H

After some delay, caused by the transmission

delays of getting the read message to node B, node B

performs the read and sends a response back to node A.

After some further transmission delays in returning the

read response, the Network Monitor receives the second

packet for the event. At the time, the ETM recognizes

that the event is an end time event and updates the

average transaction time entry in the appropriate record

with a new computed running average. The ETM then

compares the average transaction time with the threshold

for this event and if it has been exceeded,

alarm to the workstation.

In the second example, node A is communicating

with Node 3 using the Telnet protocol.

virtual terminal protocol.

issues an

Telnet is a

The events of interest take

place long after the initial connection has been

established. Node A is typing at a standard ASCII (VT10O

class) terminal which is logically (through the network)

connected to Node B. Node 8 has an application which is

receiving the characters being typed on Node A and, at
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appropriate times, indicated by the logic of the

applications, sends characters back to the terminal

located on Node A. Thus, every time node A sends

characters to E, the Network Monitor sees the

transmission.

In this case, there are several transaction times

. which could provide useful network performance

information. They include, for example, the amount of

time it takes to echo characters typed at the keyboard

through the network and back to the display screen, the

‘delay between typing an end of line command and seeing

the completion of the application event come back or the

network delays incurred in sending a packet and receiving

acknowledgment for when it was received.

In this example, the particular time being

measured is the‘time it takes for the network to send a

packet and receive an acknowledgement that the packet has

arrived. since Telnet runs on top of TCP, which in turn

runs on top of IP, the Network Monitor monitors the TCP

acknowledge end-to-end time delays.

Note that this is a design choice of the

implementation and that all events visible to the Network

Monitor by virtue of the fact that information is in the

packet could be measured.

when Node A transmits a data packet to Node B, the

Network Monitor receives the packet. The RTP recognizes

the packet as being part of a timed transaction and

passes control to the ETM.

start time event,

The ETM recognizes it as a

stores the start time in the event

timing database and returns control to the RTP after

checking for aging. I .
When Node 8 receives the data packet from Node A,

it sends back an acknowledgment packet. when the Network

it delivers the event to the

The ETM

Monitor sees that packet,

ETM, which recognizes it as an end time event.
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calculates the delay time for the complete transaction

and uses that to update the average transaction time.

The ETH then compares the new average transaction time

with the threshold for this event. If it has been

exceeded, the ETM issues an alarm to the workstation.

Note that this example is measuring something very

different than the previous example. The first example

measures the time it takes to traverse the network,

perform an action and return that result to the

requesting node. It measures performance as seen by the

user and it includes delay times from the network as well

as delay times from the File server.

The second example is measuring network delays

without looking at the service delays. That is, the ETH

is measuring the amount of time it takes to send a packet

to a node and receive the acknowledgement of the receipt

of the message. In this example, the ETM is measuring

transmissions delays as well as processing delays

associated with network traffic, but not anything having

to do with non-network processing.

As can be seen from the above examples, the ETM

can measure a broad range of events. Each of these

events can be measured passively and without the

cooperation of the nodes that are actually participating

in the transmission.

 

Address tracker module (ATH) 43, one of the

software modules in the Network Monitor (see Fig. 5),

operates on networks on which the node addresses for

particular node to node connections are assigned

dynamically. An Appletalkv Network, developed by Apple

Computer Company, is an example of a network which uses

dynamic node addressing. In such networks, the dynamic

change in the address of a particular service causes

difficulty troubleshooting the network because the
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network manager may not know where the various nodes are

and what they are called. In addition,

addresses (e.g., the IP addresses used by that ncde for

communication over an IP network to which if is

foreign network

connected) can not be relied upon to point to a

particular node. ATM 43 solves this problem by passively

monitoring the network traffic and collecting a table

showing the node address to node name mappings.

In the following description, the network on which

the Monitor is located is assumed to be an Appletalkw

Network. Thus, as background for the following

discussion, the manner in which the dynamic node

addressing mechanism operates on that network will first

be described.

when a node is activated on the Appletalk0

Network, it establishes its own node address in

accordance with protocol referred to as the Local Link

Access Protocol (LLAP). That is, the node guesses its

own node address and then verifies that no other node on

the network is using that.address. The node verifies the

uniqueness of its guess by sending an LLAP Enquiry

control packet informing all other nodes on the network

that it is going to assign itself a particular address

unless another node responds that the address has already

been assigned. If no other node claims that address as

its own by sending an LLAP acknowledgment control packet,

the first node uses the address which it has selected.

If another node claims the address as its own, the first

node tries another address. the

node finds an unused address.

when the first node wants to communicate with a

This continues until,

"second node, it must determine the dynamically assigned

node address of the second node. It does this in

accordance with another protocol referred to as the Name

Binding Protocol (NBP). The Name Binding Protocol is
v
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used to map or bind human understandable node names with

machine understandable node addresses. The NBP allows

nodes to dynamically translate a string of characters

(i.e., a node name) into a node address. The node

needing to communicate with another node broadcasts an

NBP Lookup packet containing the name for which a node

address is being requested. The node having the name

being requested responds with its address and returns a

Lookup Reply packet containing its address to the

original requesting node. The first node then uses that

address its current communications with the second node.

Referring to Fig. 36, the network includes an

App1etalkO Network segment 702 and a TCP/IP segment 704,

each of which are connected to a larger network 706

through their respective gateways 708. A Monitor 710,

including a Real Time Parser (RT?) 712 and an Address

Tracking nodule (ATM) 714, is located on Appletalk

network segment 702 along with other nodes 711. A

Management Workstation 716 is located on segment 704. It

is assumed that Monitor 710 has the features and

capabilities previously described; therefore, those

features not specifically related to the dynamic node

addressing capability will not be repeated here but _
rather the reader is referred to the earlier discussion.

suffice it to say that Monitor 710 is, adapted

to operate on Appletalk Network segment 702, to parse and

analyze the packets which are transmitted over that

segment according to the Appletalk® family of protocols

and to communicate the information which it extracts from

the network to Management Workstation 716 located on

segment 704.

Within Monitor 710, ATM 714 maintains a name table

data structure 730 such as is shown in Fig. 37. Name

Table 720 includes records 722, each of which has a node

name field 724, a node address field 726, an IP address

of course,
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field 728, and a time field 729. ATM 714 uses Name Table

720 to keep track of the mappings of node names to node

address and to IP address. The relevance of each of the

fields of records 722 in Name Table 720 are explained in

the following description of how ATM 714 operates.

In general, Monitor 710 operates as previously

described. That is, it passively monitors all packet

traffic over segment 702 and sends all packets to RTP 712

for parsing. when RTP 712 recognizes an Appletalk

packet, it transfers control to ATM 714 which analyzes

the packet for the presence of address mapping

information.

The operation of ATM 714 is shown in greater

detail in the flow diagram of Fig. 38. when ATM 714

receives control from RT? 712, it takes the packet (step

'73o and strips off the lower layers of the protocol until

it determines whether there is a Name Binding Protocol

message inside the packet (step 732). If it is a NBP

message,‘ATH 714 then determines whether it is new name

Lookup message (step 734). If it is a new name Lookup

message, ATM 714 extracts the name from the message

(i.e., the name for which a node address is being

requested) and adds the name to the node name field 724

of a record 722 in Name Table 720 (step 736).

If the message is an NBP message but it is not a

Lookup message, ATM 714 determines whether it is a Lookup

Reply (step 738). If it is a Lookup Reply, signifying

that it contains a node name/node address binding, ATM

714 extracts the name and the assigned node address from

the message and adds this information to Name Table 720.

ATM 714 does this by searching the name fields of records

722 in Name Table 720 until it locates the name; Then,

it updates the node address field of the identified

record to contain the node address which was extracted

from the_received NBP packet. ATM 714 also updates time
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field 729 to record the time at which the message was

processed.

After ATM 714 has updated the address field of the

appropriate record, it determines whether any records 722

in Name Table 720 should be aged out (step 742). ATM 714

compares the current time to the times recorded in the

time fields. If the elapsed time is greater than a

preselected time period (e,g. 48 hours), ATM 714 clears

the record of all information (step 744). After that, it

awaits the next packet from RT? 712.

As ATM 714 is processing each a packet and it

determines either that it does not contain an NBP message

(step 732) or it does not contain a Lookup Reply message

(step 738), ATM 714 branches to step 742 to perform the

age out check before going on to the next packet from RT?
712.

The Appletalk to IP gateways provide services that

allow an Appletalk Node to dynamically connect to an IP

address for comunicating with IP nodes. This service

extends the dynamic node address mechanism to the IP

world for all Appletalk nodes. While the flexibility

provided is helpful to the users, the network manager is

faced with the problem of not knowing which Appletalk

Nodes are currently using a particular IP address and

thus, they can not easily track down problems created by

the particular node.

ATM 714 can use passive monitoring of the IP

address assignment mechanisms to provide the network

manager a Name-to-IP address mapping.

If ATM 714 is also keeping IP address information,

it implements the additional steps shown in Fig. 39 after

completing the node name to node address mapping steps,

ATM 714 again checks whether it is an NBP message (step

748). If it is an NBP message, ATM 714 checks whether it

is a response to an IP address request (step 750). IP
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address requests are typically implied by an NBP Lookup

request for an IP gateway. The gateway responds by

supplying the gateway address as well as_an IP address

' If the NBP

message is an IP address response, ATM 714 looks up the

requesting node in Name Table 720 (step 752) and stores

the IP address assignment in the IP address field of the

appropriate record 722 (step 754).

that is assigned to the requesting node.

After storing the-IP address assignment

information, ATM 714 locates all other records 722 in

Name Table 720 which contain that IP address. Since the

IP address has been assigned to a new node name, those

old entries are no longer valid and must be eliminated.

Therefore, ATM 714 purges the IP address fields of those

records (step 756). After doing this cleanup step, ATM

714 returns control to RTP 712.

other embodiments are within the following claims.

For example, the Network Monitor can be adapted to

identify node types by analyzing the type of packet

traffic to or from the node.

is receiving mount requests,

If the node being monitored

the Monitor would report

If

the Monitor would

report that the node is behaving like a router. In

either case, the network manager can check a table of

what nodes are permitted to provide what functions to

that the node is behaving like node a file server.

the node is issuing routing requests,

determine whether the_node is authorized to function as

either a file server or a router, can takeand if not,

appropriate action to correct the problem.
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APPENDIX I

SNMP MIB Subset supported

This is the sunset of the standard MIB which éan be
obtained by monitoring.

Refer to RFC 1066 Management Information Base for an
explanation on the items which follow.

System group:
none /

Interfaces group

ifType
ifPhysAddress

ifoperstatus
iflnoctets

ifInUcastPkts

ifInNUcastPkts

ifoutoctets
ifOutUcastPkts
ifOutNUcastPkts

Address Translation group
none

IP group _
ipforwarding U
ipDefau1tTTL

ipInReceives
ipInHdrErrors

ipInAddrErrors

ipForwDatagrams

ipReasmReqds
ipFragCreates

IP Address Table

iphddress

ipAdEntBcastAddr

IP Routing Table
none

ICMP group

icmpInMsgs

icmp1nErrors

icmpInDestUnreachs

icmpInTimeExcds

icmpInParmProbs

icmpInSrcQuenchs

icmpInRedirects

icmpInEchoes
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Filed: September 25,1995 : 37 CPR Section 1.48 (c)

Serial No. 08/533,115 '
For: Point to Point Internet Protocol

This is a decision on the petition filed on April 21, 1997 to add originally named inventors under

37 CFR Section 1_48(c). Applicants request that Shane D. Mattaway and Craig B. Strickland be

added to the above referenced application as they contributed to the inv ention subject matter

added by preliminary amendment which was filed on April 10,1996, afier the original filing of the

application.

The petition includes a verified statement of facts but does not include a. statement that the error

was made without deceptive intention, as required by 37 CFR Section l.48(a). Also the consent

by the assignee is not acceptable at this time because it is not accompanied by a proper

certification under 37 CFR Section 3.73(b). The consent must also include a statement specifying

that the evidentiary document (assignment paper) has been reviewed and that to the best of the

assignee’s knowledge and belief, title is in the assignee seeking to take action. The consent must
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Thergirgthe p-etition—is l;1dNIEl). pietiti-o-n-iitay be prS;Sé} for-rn for
reconsideration.

Al ssa H. Bowler

Supervisory Patent Examiner
Art Unit 2302

' A74’rZ fit/2Page 325 of 561 ( ¢/ /p )



T‘ . “j __ ,.I I ' .

ATTORNEY DOCKET NO. NO 03/7000 ‘

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE  /QZIZ
Glenn W. Hutton08/533,115 
September 25, 1995 r-.1‘ ” .1

. POINT-TO-POINT INTERNET PROTOCOL ‘; ._ '..-*2
Examiner: Richard J. Gregson, Esq. “i LI: -:5
Art Unit: 2302 ‘.13 ,,_, xi

' CERTIFICATE OF MAILING UNDER 37 C.F.R. §1,8(a)

The undersigned hereby certifies that this document is being placed in the United States mail with

first-class postage attached, addressed to Assistant Commissioner for Patents, Washington, DC 20231 on

. the 2nd day of December, 1997.

 _IU;Q
Anna.Maria Keel

Assistant Commissioner for Patents

Washington, D.C. 20231

PETITibN TO ADD TO ORIIGINIALLY NAllnED‘IIWENT'OlR(S) UNDER 37 CFR 1.48(c)

Sir/Madam:

Applicant respectfully requests that the above-identified application be amended

under 37 CFR 1.48(c) to add inventors for subject matter disclosed in the application but

previously unclaimed. This Petition to Add to Originally Named Inventor is being resubmitted

following denial of the originally submitted Petition as set forth in paper number 12. The

Applicant’s attorney has since discussed the subject matter and form of the Petition with

Special Petitions Examiner Ken Weider ofthe USPTO. Applicant’s attorney now believes

this Petition is in allowable condition. Examiner Gregson, as well as Supervising Patent

Examiner Bowler, are requested to contact Examiner Weider if any questions remain as to

the allowability of this petition.

9 023033 08533115‘
area: 3' “°‘“'*lal’?&°l=’»‘l
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Please add the following inventors:

Shane D. Mattaway

826 Periwinkle Street

Boca Raton, FL 33486

Craig B. Strickland
5713 NW 65th Terrace

Tamarac, FL 33321

Attached with this petition are the following:

A. A copy of the Statement of facts verified by the original-named inventor

establishing when the error occurred without deceptive intent and the diligence

with which this petition and amendment is being made with respect to these 3

facts, the original signed copy having been submitted to the USPTO on April 17,

1997;

B. A copy of the Declaration by each of the actual inventors as required under 37

CFR §1.63 as originally submitted on April 17, 1997; and S '

C. Written assent of the assignee in the form of a Certificate under 37 CFR 3.73(b).

Payment of the $130.00 fee for this petition, as required under 37 CFR §1.17(h),

was paid with the submission of the original petition on April 17, 1997. lfthe fee is

insufficient, the balance may be charged to the account of the undersigned, Deposit

Account No. 02-3038. A duplicate of this sheet is enclosed.

Respectfully submitted,

  
Bruce D. Jobse, E

Reg. No. 33,518

KLIDIRKA & JOBSE, LLP

One Beacon Street

Boston, MA 02108

(617) 367-4600
H:\BDJ\N0003\7000\PETCORR.WPD
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 Attorney Docket No. N0003/7000

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

APPLICANT G1ennAW. Hutton b __V ' ."

SERIAL NO.: 08/533,115 22.‘ 1-). :3’
FILED: September 25, 1995 5-,", I II

FOR: POINT-TO—POINT INTERNET PROTOCOL rv *3 "‘

EXAMINER: R. Gregson 3-3‘ ‘.3 3 3
ART UNIT: 2302 "' ”

CERTIFICATE OF MAILING

I hereby certify that this correspondence is being deposited with the United States Postal Service as first class mail in an

envelope addressed to: Assistant Commissioner for Patents, Washington, DC 2023 I, on December L, I997.

Qmlfl mega, Led 1. L6.
(Typed or printed name of person mailing correspondence) (Signature of person mailing correspondence)

Assistant Commissioner for Patents

Washington, D.C. 20231

CER1 IFICATE UNDER 37 C.F.R. 3.731bI

NetSpeak Corporation, a Florida corporation, certifies that it is the assignee of the entire

right, title and interest in the patent application identified above byvirtue of a chain .of title from . .

the inventor as evidenced by a first assignment dated November 27, 1995 from Glenn W. Hutton

to the Internet Telephone Company, Reel 7981, Frame 0020,.and a second assignment from the

Internet Telephone Company to NetSpeak Corporation dated May 14, 1996, Reel 7981, Frame

0053, copies of which are attached.

The undersigned has reviewed all the documents in the chain of title of the patent

application identified above and, to the best of undersigned’s knowledge and belief, title is in the

assignee identified above.

The undersigned is empowered to sign this certificate on behalf of the assignee and to

consent to the addition of Shane D.Mattaway and Craig B. Strickland as inventors to the

application.

I hereby declare that all statements made herein of my own knowledge are true, and that

all statements made on information and belief are believed to be true; and further, that these

statements are made with the knowledge that willful false statements, and the like so made, are
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punishable by fine or imprisomnent, or both, under Section 1001, Title 18 of the United States

Code, and that such willful false statements may jeopardize the validity of the application or any

1/.
tep n R. Cohen

Chief Executive Officer

NetSpeak Corporation

patent issuing thereon.

1/ [7.b[7’>
Date

H:\BDJ\N0OO3\7000\ASSENTAS.WPD
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SERIAL NO.: _ O8/533,115 F,-, ‘D
FILED: September 25, 1995 *('.’_,_ '5’, _'_J
FOR: POINT-TO-POINT INTERNET PROTOCOL L:

EXAMINER: Richard J. Gregson, Esq.
ART UNIT: 2302

CERTIFICATE OF MAILING UNDER 37 C.F.R. §1.8(a)

The undersigned hereby certifies that this document is being placed in the United States mail with

first-class postage attached. addressed to Assistant Commissioner for Patents, Washington, DC 20231 on

the 2nd day of December, 1997.

I % MA‘ EA
Anna MariaIKeel

Assistant Commissioner for Patents

Washington, D.C. 20231

‘Sir/Madam:

Transmitted herewith for filing are the following documents:

[X] Certificate under 37 C.F.R. 3.73(b)

[X] Corrected Petition to Add to Originally Named Inventor(s)

[X] Copy of Statement of Facts ‘ - I '

[X] Copy of Declaration

If the enclosed papers are considered incomplete, the Mail Room and/or the Assignment

Branch is respectfully requested to contact the undersigned collect at (617) 367-4600, Boston,
Massachusetts.

No fee is enclosed or believed due with this correspondence. Any fee may be charged to the

account of the undersigned, Deposit Account No. 02-3038. A duplicate of this sheet is
enclosed.

Respectfully submitted,

  
Bruce D. Jobse, Esq.

Reg. No.:33,518

KUDIRKA & JOBSE, LLP

One Beacon Street

Boston, Massachusetts 02108

Tel.: (617) 367-4600
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DOCKET NUMBER: N0003/7000

DECLARATION AND POWER OF ATTORNEY FOR

PATENT APPLICATION

As a below named inventor, I hereby declare that:

My residence, post office address and citizenship are stated below next to my name:

I believe I am an original, first and joint inventor the subject matter which is claimed and for which a patent

is sought on the invention entitled POINT—TO-POINT INTERNET PROTOCOL, the specification of

which was filed on September 25, I995 under Attomey’s Docket Number NOAOO3/7000, now U.S. Patent
Application Serial No. 08/533,] I5.

I hereby state that I have reviewed and understand the contents of the above identified patent application,

including the claims as amended by any amendment referred to above.

I acknowledge the duty to disclose information which is material to the patentability of this application in
accordance with 37 C.F.R. I56.

I hereby claim the benefit of foreign priority under 35 U.S.C. 1 19 of any foreign app|ication(s) for patent or

inventor’s certificate having a filing date before that ofthe application the priority ofwhich is claimed:

Prior Foreign Application(s): Priority Claimed

Yes No

(Number) (Country) ‘ (Filing Date)

I hereby claim the benefit of United States priority under 35 U.S.C. 120 of any United States application(s)

listed below and, insofar as the subject matter‘ of each of the claims of this application is not disclosed in a

listed prior United States application in the manner provided by the first paragraph of 35 U.S.C. 112, I

acknowledge the duty to disclose information material to the patentability of this application as defined in 37

C.F.R. I.56 which occurred between the filing date of the prior application and the national or PCT

intemational filing date of this application.

  

(Application Serial #) (Filing Date) (Status)

(Application Serial #) (Filing Date) (Status)

(Application Serial #) (Filing Date) _ (Status)

I hereby declare that all statements made herein of my own knowledge are true and that all statements made

on infonnation and belief are believed to be true; and further that these statements were made with the

knowledge that willful false statements and the like so made are punishable by fine or imprisonment, or both,

under 18 U.S.C. 1001 and that such willful false statements may jeopardize the validity of the application or

any patent issued thereon. -
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POWER OF ATTORNEY: As a named inventor, I hereby appoint the following attorneys and/or agents to _
prosecute this application and transact all business in the Patent and Trademark Office connected therewith. "I

Bruce D. Jobse Reg. No. 33,5 I 8 Paul E. Kudirka Reg. No. 26,931

Arthur Z. Bookstein Reg. No. 22,958 John F. Perullo Reg. No. 36,265

Philip L. Conrad Reg. No. 34,567 Steven G. Saunders Reg. No. 36,265

Paul J. Cook Reg. No. 20,280 A - " '

Send correspondence to Bruce D. Jobse, BOOKSTEIN & KUDIRKA, P.C., One Beacon Street, Boston,

Massachusetts, 02108.

FULL NAME OF INVENTOR: Glenn W. Hutton

lNVENTOR’S SIGNATURE: /\/i , -- 2 7 DATE: 7’ 2 ’ 7 7

RESIDENCE: 9725 Hammocks Boulevard, #206, Miami, FL 33l96
CITIZENSHIP: Canada

POST OFFICE ADDRESS: 9725 Hammocks Boulevard, #206, Miami, FL 33 I96

FULL NAME OF lNVENTOR: Shane D. Mattaway

lNVENTOR’S SIGNATURE: DATE:

RESIDENCE: 826 Periwinkle, Boca Raton, FL 33486
CITIZENSHIP: U.S.A.

POST OFFICE ADDRESS: 826 Periwinkle, Boca Raton, FL 33486

FULL NAME OF INVENTOR: Craig B. Strickland

lNVENTOR’S SIGNATURE: DATE:

RESlDENCE: 5713 NW 65th Terrace, Tamarac, FL 33321
ClTlZENSHlP: Canada

POST OFFICE ADDRESS: 5713 NW 65th Terrace, Tamarac, FL 33321

H:\BD.l\N0003\7000\DECL.WPD
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DOCKET NUMBEIK: N0003/70003;?‘ 0‘ 62?:

DEC  5N AND POWER OF ATTORNEY FOR
PATENT APPLICATION

As a below named inventor, I hereby declare that:

My residence, post offine address and citizenship are stated below next to my name:

I believe I am an original, first and joint inventor the subject matter which is claimed and for which a patent

is sought on the invention entitled POINT-TO-POINT INTERNET PROTOCOL, the specification of

which was filed on September 25, I995 under Attorney’s Docket Number N00O3/7000, now U.S. Patent

Application Serial No. 08/533,] 15.

I hereby state that I have reviewed and understand the contents ofthe above identified patent application,

including the claims as amended by any amendment referred to above.

I acknowledge the duty to disclose information which is material to the patentability ofthis application in
accordance with 37 C.F.R. l.56.

I hereby claim the benefit of foreign priority under 35 U.S.C. I I9 of any foreign application(s) for patent or

inventor’s certificate having a filing date before that ofthe application the priority of which is claimed:

Prior Foreign App|ication(s): Priority Claimed

Yes No

(Number) (Country) (Filing Date)

I hereby claim the benefit of United States priority under 35_ U.S.C. I20 of any United States application(s)

listed below and, insofar as the subject matter’ of each of the claims of this application is not disclosed in a
listed prior United States application in the manner provided by the first paragraph of 35 U.S.C. ll2, I

acknowledge the duty to disclose infonnation material to the patentability of this application as defined in 37

C.F.R. l.56 which occurred between the filing date of the prior application and the national or PCT

international filing date of this application.

 

(Application Serial #) (Filing Date) (Status)

(Application Serial #) (Filing Date) (Status)

(Application Serial #) (Filing Date) (Status)

I hereby declare that all statements made herein of my own knowledge are true and that all statements made

on information and belief are believed to be true; and further that these statements were made with the

knowledge that willful false statements and the like so made are punishable by fine or imprisonment, or both,

under I8 U.S.C. I001 and that such willful false statements may jeopardize the validity of the application or

any patent issued thereon.
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POWER OF ATTORNEY: As a named inventor, I hereby appoint the following attorneys and/or agents to

prosecute this application and transact all business in the Patent and Trademark Office connected therewith.

Bruce D. Jobse Reg. No. 33,518 Paul E. Kudirka Reg. No. 26,93I

Arthur Z. Bookstein Reg. No. 22,958 John F. Perullo Reg. No. 36,265

Philip L. Conrad Reg. No. 34,567 Steven G. Saunders Reg. No. 36,265
Paul J. Cook Reg. No. 20,280 '

Send correspondence to Bruce D. Jobse, BOOKSTEIN & KUDIRKA, P.C., One Beacon Street, Boston,

Massachusetts, 02108.

FULL NAME OF INVENTOR: Glenn W. Hutton

INVENTOR’S SIGNATURE: DATE:

RESIDENCE: 9725 Ham mocks Boulevard, #206, Miami, FL 33 I96
CITIZENSHIP: Canada

POST OFFICE ADDRESS: 9725 Hammocks Boulevard, #206, Miami, FL 33 I96

FULL NAME OF INVENTOR: Shane D. Mattawa

 lNVENTOR’S SIGNATURE: / 3 9

RESIDENCE: 826 Periwinkle, Boca Raton, FL 33486
CITIZENSHIP: U.S.A.

POST OFFICE ADDRESS: 826 Periwinkle, Boca Raton, FL 33486

FULL NAME OF INVENTOR: Craig B 
 
 

INVENTOR’S SIGNATURE:

RESIDENCE: 5713 NW 63th Terrace, Tamarac, FL 33321
CITIZENSHIP: Canada

POST OFFICE ADDRESS: 5713 NW 65th Terrace, Tamarac, FL 33321

H :\BDJ\N0003\7000\DECL.WPD
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ATTORNEY DOCKET NO. NO0O3/7000
LL.‘‘-K

UNITED STATES PATENT AND TRADEMARK OFFICETRAU

Applicant: Glenn W. Hutton

Serial No.: 08/533,115 j , ' -7+ I
Filed: September 25, 1995 3. -_ "-3
For: POINT-TO~PO|NT INTERNET PROTOCOL 5; I LI

Examiner: -- ‘ T;->3
Art Unit: 2302 «*2 I x _.;

CERTIFICATE OF MAILING UNDER 37 C.F.R. §1.8(a)

The undersigned hereby certifies that this document is being placed in the United States mail with

firs —class, postage attached, addressed to Assistant Commissioner for Patents, Washington, DC 20231 on

Q; E 3 C. 0-4 I

Ijjlcxtc; ' t '
Frances M. Cunningham

  

Assistant Commissioner for Patents

Washington, D.C. 20231

STATEMENT OF FACTS IN SUPPORT OF PETITION

TO ADD INVENTORS UNDER 37 CFR §1.48(C)

Statement of Eacts

1. On September 25,1995, patent application serial number 08/533,155,

entitled “Point-to-Point Internet Protocol" was filed on my behalf, as sole inventor, by

Anthony J. Natoli, Esq., Reg. No. 36,223, of the law firm of Dilworth & Barrese,

Uniondale, New York, NY.

2. On November 27, 1995 I assigned all right, title and interest in and to the

patent application to the Internet Telephone Company, a Florida corporation having a

place of business at One South Ocean Boulevard, Suite 305, Boca Raton, Florida

33432.

3. In March of 1996, NetSpeak Corporation, parent corporation of the

Internet Telephone Company, retained the services of Bruce D. Jobse, Esq., Reg. No.

33,518, of the law firm of Bookstein & Kudirka, Boston, Massachusetts, to prosecute
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Serial No.1 08/533,115

the above-identified application.

4. On April 5, 1996 a preliminary amendment to the patent application was

filed adding claims 21-53, some of which were directed to subject matter previously

disclosed but not yet claimed.

5.

during a telephone conversation with attorney Bruce D. Jobse sometime in late

November 1996.

6. On December 11, 1996 I received a copy of the above-mentioned

preliminary amendment filed April 5, 1996. I acknowledge that both Shane D.

I became aware of the preliminary amendment and the additional claims

Mattaway and Craig B. Strickland contributed to the subject matter of at least one

currently pending claim of the above-identified application. The necessity of naming

Shane D. Mattaway and Craig B. Strickland as inventors was discovered sometime

between my subsequent review of the copy of the preliminary amendment and the date

of this Statement of Facts. A diligent effort has been made to correct this error.

I hereby declare that all statements made herein of my own knowledge are true

and that statements made on information and belief are believed to be true and further

that the statements were made with the knowledge that willful false statements and the

like so made are punishable by fine or imprisonment, or both under Section 1001 of

Title 18 of United States Code, and that such willful, false statements may jeopardize

the validity of the application or any patents issued therefrom.

GI nn W. Hutton

5 

972$ /+’*"'nO<.ic) «.49 aave
Citizen: Canada /"' "M ', Ftw 33’ 7é
HI\BDJ\N0003\7000\$TMTFACT.WPD

in 2'97
Date
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PATENT: N0003l7000

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Glenn W. Hutton 3
O8/533,115

September 25, 1995 M}?
POINT-TO-POINT INTERNET PROTOCOL

Examiner: Richard J. Gregson, Esq.
Art Unit: 2302

 
KUDIRKA & JOBSE, LLP , Ff.
One Beacon Street E,‘ '_»-_Z
Boston, MA 02108 "3 -__-_ £2

CERTIFICATE OF MAILING ‘.1?-. _-;,'-

I hereby certify that the following Petition is being deposited with the United States Postal Service

as first class mail in an envelope addressed to the Assistant Commissioner for Patents, Washington, D.C.

20231 on December 2, 1997. ‘D
Bruce D. Jobse

Assistant Commissioner for Patents

Washington, D.C. 20231

Sir/Madam: ’ '

PETITION FOR EXTENSION OF TIME - ' ' ' F. I‘ r

Please extend the time for response to the Office Action dated'June 2, 1992 for

Three months to December 2, 1997. Enclosed is a check in the amount of $950.00 to

12/09/1997 IIIIIDWSI t5I>§oI?iI37’Io§?:I3§II“§ extension‘

01 Fm” The CommIg°s'I%)not§r is hereby authorized to charge any other fees under 37

C.F.R. §1.16 and 1.17 that may be required, or credit any overpayment, to our Deposit

Account No. 02-3038.

Resp ctfully submitted,

Bruce D. Jobse,

Reg. No. 33,518

KUDIRKA & JOBSE, LLP

One Beacon Street

Boston, MA 02108

(617) 367-4600

   
 

H:\BDJ\N0O03\7000\PEEXT.WPD
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ATTORNEY DOCKET NO. N0003/7000

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE ;
Glenn W. Hutton

08/533,115

Filed: September 25, 1995

For; POINT-TO-POINT INTERNET PROTOCOL
Examiner: Richard J. Gregson, Esq.
Art Unit: 2302

CERTIFICATE OF MAILING

I hereby certify that the following correspondence is being deposited with the United States Postal
Service as first class mail in an envelope addressed to the Assistant Commissioner for Patents,

Washington, D.C. 20231 on December2, 1997. flwfi‘Bruce D. Jobse

DECLARATION OF PRIOR INVENTION IN THE UNITED STATES TO OVERCOME

CITED PATENT UNDER 37 CFR 1.131

Assistant Commissioner for Patents

Washington, D.C. 20231

Sir/Madam:

This declaration is to establish completion of the invention in this application in

the United States at a date prior to May 23, 1995, the effective date of prior art patent

5,581,552, cited by the Examiner. The undersigned Declarant is the named Inventor in

the above-identified patent application. The Declarant’s statements set forth below

establishes conception of the invention prior to the effective date of the reference

coupled with due diligence from prior to the effective date to filing of the application.

Exhibits A and B are submitted herewith to support the Declarant’s statements. This

Declaration is submitted prior to final rejection of the application.

1. I am the named inventor in the United States Patent Application

oe/533,115, filed Septembe”r._25, 1995, entitled “POINT-TO-POINT INTERNET

PROTOCOL".
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2. In the early morning hours on a date prior to May of 1995, I conceived of

the subject matter disclosed in the above-identified patent application and memorialized

the concept in a word processing document entitled “webph.doc” on my computer

system, a copy of which is attached hereto as Exhibit A, including a printout ofthe file

properties, the dates of creation and last modification of which have been redacted.

3. The various aspects of the inventive subject matter are set forth in

sections 1-5 of Exhibit A, particularly sections 2-4.

4. I authored and edited the document into its final format on the same date

the document was created.

5. A number of weeks after the conception of the inventive subject matter,

and while refining the inventive concepts, I helped form, and became a principal in the

Internet Telephone Company, a Florida Corporation having a place of business at One

South Ocean Boulevard, suite 305, Boca Raton, Florida 33432.

6. Following formation of the Internet Telephone Company, a detailed design

specification entitled ''Internet Telephone Company Webphone Design", a copy of

which is attached hereto as Exhibit B, was generated to memorialize an

implementation of the inventive concepts and provided the basis from which coding and

testing of a working embodiment of the inventive concepts continued diligently until the

filing date of this patent application, September 25, 1995.

I hereby declare that all statements made herein of my own knowledge are true

and that all statements made on information and belief are believed to be true; and

further that these statements were made with the knowledge that willful false

statements and the like so made are punishable by fine or imprisonment, or both, under
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12/92/97 TUE 18:44 FAX8 4- - A

08/533,115 -3- NOOO3/7000

Section 1001 of Title 18 of the United States Code, and that such willful false

statements may jeopardize the validity of the application or any patent issued thereon.»

4-r _F> -4-!-"luff2-"" 12-2-97.:jj._: 

Glenn W. Hutton Date

Residence: 9725 Hammocks Boulevard, #206

Miami, Florida 33196

Citizenship: CANADA -

Post Office Address: 9725 Hammocks Boulevard, #206

Miami, Florida 33196

H:\BDJ\NO0O3\70OQ\DLPRlNV.WPD
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Super Phone mail
Global mail

Concept:

A multi purpose intemet mailer package, providing; E-mail, voice mail/answering machine, real-time phone
connections over the intemet and IRC real-time conversations. and picture mail and text to speach.

"‘ Also users that do not have a sound card might be able to hear sound files played through their PC speaker
using the speaker sound driver.“"‘CHECK on file size“

1. Basic E-mail package self explanatory.

2. Voice mail/Answering machine.

“hen the program is first installed on the users machine their are prompted to record a short out going
message. The message is store on the POP server with a standard name such as outmsgau. When another

Lser calls via the intemet phone t.he users is greeted with the msg and may then leave a voice message for
the person they are trying to reach.

If the user they are trying to reach is logged onto the network the users software would automatically log onto
t.he POP server and either ren the outmsg file or delete it from the server. This way when another user
tries to call him the msg would not be found and an e-mail would be sent to the receiver of the call. The

mail software would then send back to the calling pany the IP address of the called party and a
connection could be made.

3. Real - Time Phone connections

Just like in the real world sometimes you call and no one is home. The same concept applies here. The setup
is :1 follows;

Theparty to be called logs onto t.he network and loads software. Approximately every 30 seconds it polls the
POP server to see if anyone has sent ti msg (like a query with a small amount of data i.e. the callers IP

address). If the program finds such a msg it response with a msg back to the caller POP server with its IP
address. New both parties have each others IP addresses and a real-time connection can be made.

4. Real - Time Phone connections 2

Similar to above howeverinvolves a dedicated server or posible network of servers. The setup is as follows;

The party lo§ onto the network and loads the sofiware. Similar to the POP server oomcept thephone
software will send a message to the connection server providing the server with the users information, ie,
IP address, user name and other user information. A record is kept on the server set with a flag

identifying that the user is on line. Again, like the POP server concept the email address of the user is the
primary identification for other users to find if a L561’ is on or off line. This interface like the POP server

concept does not require the user to be permently connected to the server.

5. Text to speech for reading E—mail.

JLEI a simple plug in (Viewer) as most sound cards come with the software.

BHIBIT A - PAGE 1 OF 2
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Characters (wlth spaces):
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ATTORNEY DOCKET NO. N0003/7000 IN THE UNITED STATES PATENT AND TRADEMARK OFFICE X

Applicant: Glenn W. Hutton

Serial No.: 08/533,115

Filed: September 25, 1995

For: POINT-TO-POINT INTERNET PROTOCOL

Examiner: Richard J. Gregson, Esq.
Art Unit: 2302 I

 

CERTIFICATE OF MAILING

I hereby certify that the following correspondence is being deposited with the United States Postal

Service as first class mail in an envelope addressed to the Assistant Commissioner for Patents,

Washington, D.C. 20231 on December 2, 1997. E (D
Bruce D. Jobse

Assistant Commissioner for Patents

Washington, D.C. 20231 117 _ .1
I

Sir: Lg f_’ :2?

r\) "'
AMENDMENT m : vi

. O ‘ Q

In the Title

Please delete the title as filed and insert -- Method and Apparatus for

Establishing Point-to—Point Communications Over a Computer Network --.

In the Specification

3%’ Kwm“"g5 a?“ I . aIIfi5<3I“lrI1terfacing” insert --to--.
02 FC:203 165.00 CH

PageV1 8. change “by” to --to--.
P399 . |ine ead-Only” to --random access-—;

Ii ' , change “other" to —-another--.

Page fie 17, change “the connection server 26" to --a connection service
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provider--.

Page 13, I‘ 6, change “the connection server 26" to --a connection service

provider--.

In the Claims

Please amend the claims as follows:
 

22. (Amended) A computer program product for use with a comp ~- system,

the computer system having first rocessor oera ivel couled to a s ond rocessor

[and second processors] and a server [operatively coupled] ove - computer network,

the computer program product comprising:

\ a computer useable medium having program de means embodied in the
medium for establishing a point-to-poi commu'cations link between the first

processor and a second processorover .- c puter network, the medium further

comprising:

program code means for tr s itting .. E-mail signal comprising a network

protocol address [from]Lfthe st proc orto the second processor [server] overthe

computer network;

program code I eans for receiving a second network protocol address from the

second processo over the computer network; and

progr- code means, responsive to the second network protocol address, for

establish‘ g a point-to-point communication link between the first processor and the

seco . processor over a computer network.

 W 42. (Amended) The method of claim 41 wherein l ents generated insteps A and B are graphic eleme e step of establishing a [point-to-
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MW,
Please add the following claims:

54. A method of locating a user over a computer network comprisin

 steps of :

a. maintaining an Internet accessible list having a p raiity of entries,

each entry comprising an electronic mail address and a corresp ding Internet protocol

address for a process currently connected to the Internet; an

b.

 

 

in response to identification of one 0 he list entries by a requesting

process, providing one of the electronic mail address nd the corresponding Internet

protocol address of the identified entry to the requ sting process.

55.

addresses over a computer network, the ethod comprising the steps of:

A method for locating users h ing dynamically assigned network protocol

a. maintaining in a  

 
 
 

 
 

 
 
 

 

mputer memory, a network accessible

compilation of entries, each entry mprising a network protocol address and a

corresponding identifier for a us r connected to the computer network;

b.

process providing one oft

in respo e to identification of one of the entries by a requesting

identifier and the network protocol address to the

requesting process.

56. The thod of claim 55 further comprising the step of:

c. modifying the compilation of entries.

57. he method of claim 56 wherein step c further comprises:

c.1 adding an entry to the compilation upon the occurrence of a

predeter ined event.

58.

no ification by a user process of an assigned network protocol address.

The method of claim 57 wherein the predetermined event comprises

-3-
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59. The method of claim 56 wherein step c further c prises:

c.1 deleting an entry from the compilation pon the occurrence of a

predetermined event.

60. A computer program product for us with a server apparatus operatively

coupled over a computer network to one or m e computer processes, the computer

program product comprising a computer us Xe medium having program code
embodied in the medium the program co e comprising:

a. program code con 'gured to maintain, in a computer memory, a

network accessible compilation of en ries, each entry comprising a network protocol

address and a corresponding iden ' ier for a process connected to the computer

network; and  
b. program c de responsive to identification of one of the entries by a

requesting process and cont" ured to provide one of the identifier and the network

protocol address to the req esting process.

61. The comp ter program product of claim 60 further comprising:

c. pr gram code configured to modify the compilation of entries.

62. The omputer program product of claim 61 wherein program code

configured to mo ify comprises:

c. program code configured to add an entry to the compilation upon

the occurrenc of a predetermined event.

 The computer program product of claim 62 wherein the predetermined

event co prises notification by a process of an assigned network protocol address.

64. The computer program product of claim 60 wherein step c further

.4-
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comprises: E 
c.1 program code co ' r o delete an entry from the compilation

upon the occu

 

  o a predetermined event.

 

 

 

 
 

  
 

 

65. A computer program product for use with a se operatively coupled

over a computer network to a plurali of processes 
 

e computer program product

comprising a computer usable medium avin rogram code embodied thereon the

program code comprising:

a. program co ed to receive the current network protocol

address of one of the proc ses co pled t

b.

said one proces

 
 

e network;

gram code c igured to receive an identifier associated with

and

program code configured to receive queries for one of the network

protoco address and the associated identifier of said one process from other processes

ovle he computer network.

I/\ 66. A computer program product for use with a computer syst .mm(

computer system including a first process operatively cotJ;)|?dove4mputer network
to a second process and a server process , the comp program product comprising a 

 
 

 
 

 

computer usable medium having computer re le program code embodied therein,

the program code means comprising:

a. program c e configured to access a directory database, the

database having a netw protocol address for a plurality of processes having on-line

status with respect the computer network; and

program code responsive to one ofthe network protocol addresses

and con ured to establish a point-to-point communication link from the first process to

the econd process over the computer network.
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67. In a first computer process operatively coupled over a co (D -I 3 (DE9.X

to a second process and an address server, a method of es shing a point-to-point

communication between the first and second proce s comprising the steps of:

A. querying the address serve to whether the second process is

connected to the computer netwo

B. receiving a n ork protocol address of the second process from the

 
establish’ g a point-to-point communication link with the second process over the

co uter network.

  

 
 

 

 

 
 

 

 

68. In a first computer process operatively co ed over a computer network

to a second process and an E-mai sewer, a od of establishing a point-to-point

communication between the first an se d processes comprising the steps of:

A. transmitting an E-m ' s nal comprising a network protocol address of

the first process to the seco process ver the computer network;

  B. receivin second etwork rotocol address from the second process

over the compute etwork; and

responsive to the second network protocol address, establishing a

point-to- oint communication link between the first process and the second process

' computer network.

REMARKS

‘Applicant has considered carefully the Office Action dated June 2, 1997 and the

references cited therein. in response, the title, specification, and claims have been

amended. Applicant respectfully requests reexamination of the application.

The title of the application has now been changed to “METHOD AND

APPARATUS FOR ESTABLISHING POINT-TO-POINT COMMUNICATIONS OVER A
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COMPUTER NETWORK. Applicant asserts that the title as amended is indicative of

the invention to which the claims are directed.

Regarding the multiple information disclosures submitted prior to examination,

many of the submitted references were located during patentability searches not

performed by applicant's current counsel. Applicant's current counsel submitted such

references under the continuing duty of candor under 37 C.F.R. §§56, 1.97, 1.98. The

Applicant is relying on the Examiner's expertise to determine the relevance of the

references to the claimed subject matter.

As requested by the Examiner, the applicant has checked the specification for

minor errors and has, in response, amended the specification as set forth herein. No

new matter is believed to be added by these changes to the specification.

Claim 22 has been amended to conform the claim language with the

specification. Such amendments are not required to distinguish the claimed subject

matter over any of the cited references, whether considered singularly or in

combination.

Claim 42 has been amended to correct a grammatical error and any potential

problems under 37 C.F.R. §112, second paragraph. Such amendment is not required

to distinguish the claimed subject matter over any of the cited references, whether

considered singularly or in combination.

Applicant submits herewith a declaration of prior invention under 37 CFR 1.131

to overcome the rejection of all claims under 35 U.S.C. §103 as being unpatentable

over Civanlar et al. in view of Morgan et al. and/or further in view of December et al.

The declaration is submitted with a facsimile signature of the declarant inventor. The

original signed declaration will be submitted as soon as it becomes available. In light of

the declaration and acconpanying exhibits, all rejections based on the Civanlar et al.

reference are deemed moot.

In addition, Applicant has the following remarks. One ofthe major factors

-7-

Page 349 of 561



inhibiting dynamic communications over the Internet, and other computer networks, is

the inability to obtain the current dynamically assigned network protocal address of a ’

user process connected to the network. This problem is analogous to trying to call

someone whose telephone number changes after each call. Applicant’s invention

provides techniques for determining the current dynamically assigned network protocal

address of a user process connected to the network. The first technique utilizes a

dedicated server which acts as a network address/information directory from which

calling processes can obtain information. When a first process connects to the

network, the process logs-on to the server and provides the server with the network

protocal address under which the first process is currently operating. A second process

wishing to establish communications with the first process, connects to the server and

request the" network protocal address under which the first process is currently

operating. Upon receipt of the network protocal address of the first process, the

second process establishes communications with the first process directly, without any

intervenion from the address/ information server.

The Examiner has repeatedly indicated that Civanlar et al. in view of Morgan et

al. teach an address server and database utilized to initiate communications between

two nodes. Conversly, in the present invention, communications between two nodes,

e.g. processes, are initiated by soley by one of the processes. The address server may

have optionally supplied address information to one of the processes, but the address

server does not establish the point-to-point communication connection between the

nodes. Applicant has reviewed Civanlar et al. in view of Morgan et al. and has found

no disclosure or suggestion of this first claimed technique whether the references are

considered singularly or in combination.

Applicant’s invention provides a second techniques for determining the current

dynamically assigned network protocal address of a user process connected to the

network. In the second technique, a first process wishing to establish commuri\ications'
with a second process, sends, via E-mail, the network protocal addressun 
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the first process is currently operating to the second process. Upon receipt of the E-

mail message, the second process sends to the first process, via E-mail, the network

protocal address under which the second process is currently operating. Upon receipt

of the network protocal address of the second process, the first process establishes

communications with the second process directly, without any intervenion from the

address/ information server. This second technique may be used in addition to or in

place of the first technique. As with the first technique, communications between two

nodes, e.g. processes, are initiated by _so|ey by one of the processes. The address

‘server does not establish the point-to-point communication connection between the

nodes. Applicant has reviewed Civanlar et al. in view of Morgan et al. and further in

view of December et al. and has found no disclosure or suggestion of this second

claimed technique whether the references are considered singularly or in combination.

Applicant respectfully traverses the rejection of claims 32-42 and 43-53 under 35

U.S.C. §103 as being unpatentable over Civanlar et al. in view of Morgan et al. and

further in view of December et al. Claims 32-42 are directed to a method for

establishing a point-to-point communication link from a caller processor to a callee

processor over a computer network by associating graphic elements representing

communication line and a first callee processor. Claims 43-53 essentially comprise a

computer program product claim counterparts to claims 32-42. Applicant has reviewed

the cited references in detail and can find no suggestion or disclosure of generating

graphic elements representing a communication line or a callee processor or

establishment of a point-to-point communication link by associating the graphic

element.

Applicant submits herewith new claims 54-68 to more particularly point out and

distinctly claim the subject matter which the Applicant regards as the invention. All

claims are believed allowable over any of the references cited by the Applicant, whether

considered singularly or in combination. Accordingly, Applicant believes this application

is in condition for allowance and a notice to that effect is respectfully requested. lfthe
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