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Segment Local Area Network" filed on January 14, 1991

(Attorney Docket No. 13283-NE.APP), incorporated herein

by reference. A

In normal operation, each station in the network

5 is monitored by a single Monitor that is located on its

local segment. The initial determination of the Monitor

responsible for a station is based on the results of the

autotopology mechanism. The user may override this

initial default if required.

10 The user is informed of new stations appearing on

any segment in the network via the alarm mechanism. As

for other alarms, the user may select whether stations

appearing on and disappearing from the network segment

generate alarms and may modify the times used in the

15 aging algorithms. When a new node alarm occurs, the user

must add the new alarm to the map using the SNM tools.

In this manner, the SNM system becomes aware of the

nodes.

The sequence of events following the detection of

20 a new node is:

1. the location of the node is determined

automatically for the user.

2. the Monitor generates an alarm for the

user indicating the new node and providing‘

25 some or all of the following information:

mac address of node

ip address of node

segment that the node is believed to

be

— 30 located on

Monitor to be responsible for the

- node

3. the user must select the segment and add

the node manually using the SNM editor
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4. The update to the SNM database will be

detected and the file reread. The

Workstation database is reconstructed and

the parse control records for the Monitors

updated if required.

5. The Monitor responsible for the new node

has its parse control record updated via

SNMP set request(s).

An internal record of new nodes is required for

10 the autotopology. when a new node is reported by a

15

20

25

30

35

Network Monitor, the Management workstation needs to have

the previous location information in order to know which

Network monitors to involve in autotopology. For

example. two nodes with the same IP address may exist in

separate segments of the network. The history makes

possible the correlation of the addresses and it makes

possible duplicate address detection.

Before a new Honitor can communicate with the

Management workstation Via SNHP it needs to be added to

the SNH system files. As the SNH files are cached in the

database, the file must be updated and the Sun system

forced to reread it.

Thus, on the detection of a new Honitor the

following events need to occur in order to add the

Monitor to the workstation:

1. The Monitor issues a trap to the

Hanagement Workstation software and

requests code to be loaded from the Sun

Hicrosystems boot/load server.

2. The code load fails as the Monitor is not

known to the unix networking software at

this time.

3. The workstation confirms that the new

Monitor does not exceed the configured

system limits (e.g. 5 Monitors per
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Workstation) and terminates the

initialization sequence if limits are

' exceeded. An alarm is issued to the user

indicating the presence of the new Monitor

5 and whether it can be supported.

10

15

20

25

35

4. The user adds the Monitor to the

SNHP.HOSTS file of the SN! system, to the

etc/hosts file of the Unix networking

system and to the SN! map.

when the files have been updated the user

resets the Monitor using the set tool

(described later).

6. The Monitor again issues a trap to the

Management Workstation software and

requests code to be loaded from the sun

boot/load server.

7. The code load takes place and the Monitor

issues a trap requesting data from the

Management Workstation.

8. The Monitor data is issued using SNH set

I requests.

Note that on receiving the set request, the SNMP proxy

rereads in the (updated) SNH.HOSTS file which now

includes the new Monitor. Also note that the SNHP'hosts

file need only contain the Monitors, not the entire list

of nodes in the systen.

9. on completion of the set request(s) the Monitor

run command is issued by the workstation to bring

the Monitor on line.

The user is responsible for entering data into the

SNM database manually. During operation, the workstation

monitors the file write date for the SNH database. when

this is different from the last date read, the SNH

database is reread and the Workstation database

reconstructed. In this manner, user updates to the SNM
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database are incorporated into the Workstation database

as quickly as possible without need for the user to take

any action. _

When the Workstation is loaded, the database is

created from the data in the SHE file system (which the

user has possibly updated). This data is checked for

consistency and for conformance to the limits imposed by

the Workstation at this time and a warning is generated

to the user if any problems are Been. If the data errors

are minor the system continues operation; if they are

fatal the user is asked to correct them and Workstation

operation terminates.

The monitoring functions of the Management

Workstation are provided as an extension to the SNH

system. They consist of additional display tools (i.e.,

sumsry tool, values tool, and set tool) which the user

invokes to access the Monitor options and a Workstation

event log in which all alarms are recorded.

As a result of the monitoring process, the Monitor

makes a large number of statistics available to the

operator. These are available for examination via the

workstation tools that are provided. In addition, the

Monitor statistics (or a selected subset thereof) can be

made visible to any SNH manager by providing it with

knowledge of the extended HIB. A description of the

statistics maintained are described elswhere.

Network event statistics are maintained on a per

network, per segment and per node basis. Within a node,

statistics are maintained on a per address (as

appropriate to the protocol layer - IP address, port

number, Per network

statistics are always derived by the workstation from the

...) and per connection basis.

per segment variables maintained by the Monitors.

Subsets of the basic statistics are maintained on a node

to node and segment to segment basis.
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If the user requests displays of segment to_

segment traffic, the workstation calculates this data as

follows. The inter segment traffic is derived from the

node to node statistics for the intersecting set of

nodes. Thus, if segment A has nodes 1, 2, and 3 and

segment B has nodes 20, 21, and 22, then summing the node

to node traffic for H

1 -> 20,2l,22

2 —> 2o,21,22

3 -> 20}21,22

produces the required result. on-LAN/off-LAN traffic for

segments is calculated by a simply summing node to node

traffic for all stations on the LAN and then subtracting

this from total segment counts.

Alarms are reported to the user in the following

ways:

1. Alarms received are logged in a Workstation log.

2. The node which the alarm relates to is highlighted

on the map.

3. The node status change is propagated up through

the (map) hierarchy to support the case where the

node is not visible on the screen. This is as

provided by Sun.

Summary Tool

After the user has selected an object from the map

and invokes the display tools, the sumary tool generates

the user's initial screen at the Management Workstation.

It presents a set of statistical data selected to give an

overview of the operational status of the object (e.g., a

The workstation polls the

Monitor for the data required by the summary Tool display

selected node or segment).

screens.

The Summary Tool displays a basic summary tool

18.

screen has three panels, namely, a control panel 602, a

screen such as is shown in Fig. The summary tool
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values panel 604, and_a dialogs panel 606. The control

panel includes the indicated mouse activated bottons.

The functions of each of the buttons is_as follows. The

file button invokes a traditional file menu. The view

5 button invokes a View menu which allows the user to

modify or tailor the visual protperties of the tool. The

properties button invokes a properties menu containing

choices for viewing and sometimes modifying the

properties of objects. -The tools button invokes a tools

10 menu which provides access to the other Workstation

tools, e.g. Values Tool.

The Update Interval field allows the user to

spciry the frequency at which the displayed statistics

are updated by polling the Monitor. The Update Once

15 button enables the user to retrieve a single screen

update. When the Update Once button is invoked not only

is the screen updated but the update interval is

automatically set to "none".

The type field enables the user to specify the

20 type of network objects on which to operate, i.e.,

segment or node.

The name button invokes a pop up menu containing

an alphabetical list of all network objects of the type

selected and apply and reset buttons. The required name

25 can then be selected from the (scrolling) list and it

will be entered in the name field of the sumary tool

when the apply button is invoked. Alternatively, the

user may enter the name directly in the summary tool name

field. '

30 The protocol button invokes a pop up menu which

provides an exclusive set of protocol layers which the

user may select. Selection of a layer copies the layer

name into the displayed field of the summary tool when

the apply operation is invoked. An example of a protocol

35 selection menu is shown in Fig. 19. It displays the
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available protocols in the form of a protocol tree with

multiple protocol familes. The protocol selection is two

dimensional. That is, the user first selects the

protocol family and then the particular layer within that

family.

As indicated by the protocol trees shown in Fig.

19, the capabilities of the Monitor can be readily

extended to handle other protocol families. The

particular ones which are implenented depend upon the

needs of the particular network environent in which the

Honitor will operate.

The user invokes the apply button to indicate that

the selection process is complete and the type, name,

protocol, etc. should be applied. This then updates the

screen using the new parameter set that the user

selected. The reset button is used to undo the _
selections and restore them to their values at the last

apply operation.

The set of statistics for the selected parameter

set is displayed in values panel 604. The members of the

sets differ depending upon, for example, what protocol

was selected. Pigs. 20a-g present examples of the types

of statistical variables which are displayed for the DLL,

IP, UDP, TCP, ICM, NPS, and ARP/RARP protocols,

respectively. The meaning of the values display fields

are described in Appendix I, attached hereto.

Dialogs panel 606 contains a display of the

connection statistics for all protocols for a selected

node. within the Management workstation, connection

lists are maintained per node, per supported protocol.

when connections are displayed, they are sorted on “Last

Seen" with the most current displayed first. A single

list returned from the Monitor contains all current

connection. For TCP, however, each connection also

contains a state and TCP connections are displayed as
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Past and Present based upon the returned state of the

connection. For certain dialogs, such as TCP and NPS

over UDP, there is an associated direction to the dialog,

i.e., from the initiator (source) to the receiver (sink).

For these dialogs, the direction is identified in a DIR.

field. A sample of information that is displayed in

dialogs panel 606 is presented in Fig. 21 for current

connections.

Values Tool

The values tool provides the user with the ability

to look at the statistical database for a network object

in detail. when the user invokes this tool, he may

select a basic data screen containing a rate values panel

620, a count values panel 622 and a protocols seen panel

626, as shown in Fig. 22, or he may select a traffic

matrix screen 628, as illustrated in Fig. 23.

In rate values and count values panels 620 and

622, value tools presents the monitored rate and count

statistics, respectively, for a selected protocol. The

parameters which are displayed for the different

protocols (i.e., different groups) are listed in Appendix

II. In general, a data element that is being displayed

for a node shows up in three rows, namely, a total for

the data element, the number into the data element, and

the number out of the data element. Any exceptions to

this are identified in Appendix II. Data elements that

are displayed for segments, are presented as totals only,

with no distinction between Rx and Tx.

When invoked the Values Tool displays a primary

screen to the user. The primary screen contains what is

considered to be the most significant information for the

selected object. The user can View other information for

the object (i.e., the statistics for the other

parameters) by scrolling down.
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The displayed information for the count values and

rate values panels 620 and 622 includes the following.

An alarm field reports whether an alarm is currently

active for this item. It displays as "*“ if active alarm

A current value/Rate field reports the

current rate or the value of the counter

threshold alarms for this item. This is

each threshold trigger and thus gives on

close to an alarm threshold the variable

value field reports what this item could be expected to

read in a "normal" operating situation. This field is

filled in for those itsns where this is predictable and

It is maintained in the workstation database and

is modifiable by the user using the set tool. An

Accumulated Count field reports the current accumulated

A Hax value field

reports the highest value recently seen for the item.

This value is reset at intervals defined by a user

This is not a

rolling cycle but rather represents the highest value

is present.

used to generate

reset following

idea of how

is. A Typical

useful.

value of the item or the current rate.

adjustable parameter (default 30 minutes).

since it was reset which may be from 1 to 30 minutes ago

(for a rest period of 30 minutes). It is used only for

rates. A Min Value field reports the lowest value

recently seen for the item. This operates in the same

manner as Max Value field and is used only for rates.

A Percent (%) field reports only for the following

variables:

off seg counts:

10o(in count / total off seg count)

l00(out count / total off seg count)

100(transit count / total off seg count)

l00(local count / total off seg count)

off seq rates

1oo(transit rate / total off seg rate), etc.

protocols
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1OD(frame_rate this protocol / total frame

rate)

on the right half of the basic display, there the

following addtional fieldsi a High Threshold field and a

5 Sample period for rates field.

Set Tool

The set tool provides the user with the ability to

modify the parameters controling the operation of the

Monitors and the Hanagaent Workstation. These

10 parameters affect both user interface displays and the

actual operation of the Monitors. The parameters which

can be operated on by the set tool can be divided into

the following categories: alarm thresholds, monitoring

control, segment Monitor administration, and typical

15 values.

The monitoring control variables specify the

actions of the segment Hoitors and each Monitor can have

a distinct set of control variables (e.g., the parse

control records that are described elsewhere). The user

20 is able to define those nodes, segments, dialogs and

protocols in which he is interested so as to make the

best use of memory space available for data storage.

This mechanism allows for load sharing, where.mulitple

Honitors on the same segment can divide up the total

25 number of network objects which are to be monitored so

that no duplication of effort between them takes place.

The monitor administration variables allow the

user to modify the operation of the segment Monitor in a

more direct manner than the monitoring control variables.

30 Using the set tool, the user can perform those operations

such as reset, time changes etc. which are normally the

prerogative of a system administrator.

Note that the above descriptions of the tools

available through the Hanagement Workstation are not

35 meant to imply that other choices may not be made
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regarding the particular information which is displayed

and the manner in which it is displayed.

 =

The Workstation sets the thresholds in the Network

Monitor based upon the performance of the system as

That is, the

Workstation periodically samples the output of the

Network Monitors and assembles a model of a normally

functioning network. Then, the workstation sets the

thresholds in the Network Monitors based upon that model.

If the observation period is chosen to be long enough and

since the model represents the "average" of the network

performance over the observation period, temporary

undesired deviations from normal behavior are smoothed

out over time and model tends to accurately reflect

normal network behavior.

I Referring the Fig. 24, the details of the training

procedure for adaptively setting the Network Monitor

thresholds are as follows. To begin training, the

workstation sends a start learning command to the Network

Monitors from which performance data is desired (step

302). The start learning command disables the thresholds

within the Network Monitor and causes the Network Monitor

observed over an extended period of time.

to periodically send data for a predefined set of network

parameters to the Hanagement_workstation. (Disabling the
thresholds, however, is not necessary. one could have

the learning mode operational in parallel with monitoring

using existing thresholds.) The set of parameters may be

any or all of the previously mentioned parameters for

which thresholds are or may be defined.

Throughout the learning period, the Network

Monitor sends "snapshots" of the network's performance to

the Workstation which,

performance history database 306 (step 304).

in turn, stores the data in a

The network

manager sets the length of the learning period.
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Typically, it should be_1ong enough to include the full

range of load conditions that the network experiences so

that a representative performance history is generated.

It should also be long enough so that short periods of

overload or faulty behavior do not distort the resulting

averages.

After the learning period has expired, the network

manager, through the Hanagement workstation, sends a stop

learning comand to the Monitor (step 308). The Monitor

ceases automatically sending further performance data

updates to the workstation and the workstation processes

the data in its performance history database (step 310).

The processing may involve simply computing averages for

the parameters of interest or it may involve more

sophisticated statistical analysis of the data, such as

computing means, standard deviations, maximum and minimum

values, or using curve fitting to compute rates and other“

pertinent parameter values.

After the workstation has statistically analyzed

the performance data, it computes a new set of thresholds

for the relevant performance parameters (step 312). To

do this, it uses formulas which are appropriate to the

particular parameter for which a threshold is being

computed. That is, if the parameter is one for which one

would expect to see wide variations in its value during

network monitoring, then the threshold should be set high

enough so that the normal expected variations do not

trigger alarms. on the other hand, if the parameter is

of a type for which only small variations are expected

and larger variations indicate a problem, then the

threshold should be set to a value that is close to the

average observed value. Examples of formulae which may

he used to compute thresholds are:

* Highest value seen during learning period;
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* Highest value seen during learning period +

105:

* Highest value seen during learning period +

5 0% ,- ’

‘ 5 * Highest value seen during learning period +
user-defined percent;

* Any value of the parameter other than zero;

* Average value seen during learning period +

50%; and

10 * Average value seen during learning period +

15

20

25

35

user-defined percent.

As should be evident from these examples, there is a

broad range of possibilities regarding how to compute a

particular threshold.

reflect the paraneter's importance in signaling serious

The choice, however, should

network problems and its normal expected behavior (as may

be evidenced from the performance history acquired for

the parameter during the learning mode).

After the thresholds are computed, the Workstation

loads them into the Honitor and instructs the Monitor to

revert to normal monitoring using the new thresholds

(step 314).

This procedure provides a mechanism enabling the

network manager to adaptively reset thresholds in

response to changing conditions on the network, shifting

usage patterns and evolving network topology. As the

network changes over time, the network manager merely

invokes the adaptive threshold setting feature and

updates the thresholds to reflect those changes.

 :

The Hanagement workstation includes a diagnostic

analyzer module which automatically detects and diagnoses

the existence and cause of certain types of network

problems. The functions of the diagnostic module may

actually be distributed among the Workstation and the
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Network Monitors which_are active on the network. In

principle, the diagnostic analyzer module includes the

following ¢lements for performing its fault detection and

analysis functions. H

The Management workstation contains a reference

model of a normally operating network. The reference

model is generated by observing the performance of the

network over an extended period of time and computing

averages of the performance statistics that were observed

during the observation period. The reference model

provides a reference against which future network

performance can be compared so as to diagnose and analyze

potential problems. The Network Homitor (in particular,

the STATS module) includes alarm thresholds on a selected

set of the parameters which it monitors. some of those

thresholds are set on parameters which tend to be

indicative of the onset or the presence of particular

network problems.

During monitoring, when a Monitor threshold is

exceeded, thereby indicating a potential problem (e.g. in

a TCP connection), the Network Monitor alerts the

Workstation by sending an alarm. The workstation

notifies the user and Ptesents the user with the option

of either ignoring the alarm or invoking a diagnostic

algorithm to analyze the problem. If the user invokes

the diagnostic algorithm, the Workstation compares the

current performance statistics to its reference model to

analyze the problem and report its results. (of course,

this may also be handled automatically so as to not

require user intervention.) The Workstation obtains the

data on current performance of the network by retrieving

the relevant performance statistics from all of the

segment Network Monitors that may have information useful

to diagnosing the problem.

Page 514 of 1000



“K)EU]flB4

10

15

20

25

35

FKHVUSBLMZEE

_ 57 _

The details of a specific example involving poor

TCP connection performance will now be described. This

example refers to a typical network on which the

diagnostic analyzer resides, such as the network

illustrated in Fig. 25. It includes

labelled S1, S2, and 83, a router R1

a router R2 connecting S2 to S3, and

three segments

connecting S1 to S2,

at least two nodes,

node B on 53. on

Monitor 324 to

observe the performance of its segment in the manner

node A on 51 which communicates with

each segment there is also a Network

described earlier. A Management Workstation 320 is also

located on 51 and it includes a diagnostic analyzer

module 322. For this example, the sympton of the network

problem is degraded peformance of a TCP connection

between Nodes A and B.

A TCP connection problem may manifest itself in a

number of ways, for example, excessively high

numbers for any of the following:
€I'I'OI'S

including,

packets with bad sequence numbers

packets retransmitted

bytes retransmitted

out of order packets

out of order bytes

packets after window closed

bytes after window closed

average and maximum round trip times

or by an unusually low value for the current window size.

By setting the appropriate thresholds, the Monitor is

programmed to recognize any one or more of these

symptons. If any one of of the thresholds is exceeded,

The

workstation is programmed to recognize the particular

the Monitor sends an alarm to the Workstation.

alarm as related to an event which can be further

analyzed by its diagnostic analyzer module 322. Thus,
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the workstation presents the user with the option of

invoking its diagnostic capabilities (or automatically

invokes the diagnostic capabilities).

In general terms, when the diagnostic analyzer is

5 invoked, it looks at the performance data that the

segment Honitors produce for the two nodes, for the

dialogs between them and for the links that interconnect

them and.compares that data to the reference model for

the network. If a significant divergence from the

10 reference model is identified, the diagnostic analyzer

informs the Workstation (and the user) about the nature

of the divergence and the likely cause of the problem.

In conducting the comparison to "normal" network

performance, the network circuit involved in

15 comunications between nodes A and B is decomposed into

its individual components and diagnostic analysis is

performed on each link individually in the effort to

isolate the problem further.

The overall structure of the diagnostic algorithm

20 400 is shown in Fig. 26. When invoked for analyzing a

possible TCP problem between nodes A and B, diagnostic

analyzer 322 checks for a TCP problem at node A when it

is acting as a source node (step 402). To perform this

check, diagnostic algorithm 400 invokes a source node

25 analyzer algorithm 450 shown in Fig. 27. If a problem is

identified, the Workstation reports that there is a high

probability that node A is causing a TCP problem when

operating as a source node and it reports the results of

the investigation performed by algorithm 450 (step 404).

30 If node A does not appear to be experiencing a TCP

problem when acting as a source node, diagnostic analyzer

322 checks for evidence of a TCP problem at node B when

it is acting as a sink node (step 406). To perform this

check, diagnostic algorithm 400 invokes a sink node

35 analyzer algorithm.470 shown in Fig. 23. If a problem is
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identified, the Workstation reports that there is a high

probability that node B is causing a TCP problem when

operating as a sink node and it reports the results of

the investigation performed by algorithm 470 (step 408).

Note that source and sink nodes are concepts which

apply to those dialogs for which a direction of the

communication can be defined. For example, the source

node may be the one which initiated the dialog for the

purpose of sending data to the other node, i.e., the sink

node.

If node B does not appear to be experiencing a TCP

problem when acting as a sink node, diagnostic analyzer

322 checks for evidence of a TCP problem on the link

between Node A and Node B (step 410). To perform this

check, diagnostic algorithm 400 invokes a link analysis

algorithm 550 shown in Fig. 29. If a problem is

identified, the Workstation reports that there is a high

probability that a TC? problem exists on the link and it

reports the results of the investigation performed by

link analysis algorithm 550_(step 412).

If the link does not appear to be experiencing a

TCP problem, diagnostic analyzer 322 checks for evidence

of a TCP problem at node B when it is acting as a source

node (step 414). To perform this check, diagnostic

algorithm 400 invokes the previously mentioned source

algorithm 450 for Node 8. If a problem is identified,

the workstation reports that there is a medium

probability that node B is causing a TCP problem when

operating as a source node and it reports the results of

the investigation performed by algorithm 450 (step 416).

If node B does not appear to be experiencing a TCP

problem when acting as a source node, diagnostic analyzer

322 checks for a TCP problem at node A when it is acting

as a sink node (step 418). To perform this check,

diagnostic algorithm 400 invokes sink node analyzer
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algorithm 470 for Node A. If a problem is identified,

the Network Honitor reports that there is a medium

probability that node A is causing a Tc? problem when

operating as a sink node and it reports the results of

the investigation performed by algorithm 470 (step 420).

Finally, if node A does not appear to be

experiencing a TCP problem when acting as a sink node,

diagnostic analyzer 322 reports that it was not able to

isolate the cause of a TCP problem (step 422).

The algorithms which are called from within the

above-described diagnostic algorithm will now be

described. Referring to Fig. 27, source node analyzer

algorithm 450 checks whether a particular node is causing

a TCP problem when operating as a source node. The

strategy is as follows. To determine whether a TCP

problem exists at this node which is the source node for

the TCP connection, look at other connections for which

this node is a source. If other TC? connections are

okay. then there is probably not a problem with this

node. This is an easy check with a high probability of

being correct. If no other good connections exist, then

look at the lower layers for possible reasons. Start at

DLL and work up as problems at lower layers are more

fundamental, i.e., they cause problems at higher layers

whereas the reverse is not true.

- In accordance with this approach, algorithm 450

first determines whether the node is acting as a source

if so, whether the

other connection is okay (step 452). If the node is

performing satisfactorily as a source node in another TCP

connection, algorithm 450 reports that there is no

problem at the source node and returns to diagnostic

algorithm.400 (step 454). If algorithm 450 cannot

identify any other TCP connections involving this node

that are okay, it moves up through the protocol stack

node in any other TCP connection and,
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checking each level for a problem. In this case, it then

checks for DLL problems at the node when it is acting as

a source node by calling an DLL problem checking routine

510 (see Fig. 30) (step 455). If a DLL‘ problem is found,

that fact is reported (step 458). If no DLL problems are

found, algorithm 450 checks for an IP problem at the node

when it is acting as a source by calling an IP problem

checking routine 490 (see Fig. 31) (step 460). If an IP

problem is found, that {act is reported (step 462). If

no IP problems are found, algorithm 450 checks whether

any other TCP connection in which the node participates

If another TCP

connection involving the node exists and it is not okay,

algorithm 450 reports a TCP problem at the node (step

466).

acting as a source node can be found, algorithm 450

exits.

as a source is not okay (step 464).

If no other TCP connections where the node is

Referring to Fig. 28, sink node analyzer algorithm

470 checks whether a particular node is causing a TCP

problem when operating as a sink node. It first

determines whether the node is acting as a sink node in

any other TCP connection and, if so, whether the other

If the node is performing

satisfactorily as a sink node in another TCP connection,

connection is okay (step 472).

algorithm 470 reports that there is no problem at the

source node and returns to diagnostic algorithm 400 (step

474). If algorithm 470 cannot identify any other TCP

connections involving this node that are okay, it then

checks for DLL problems at the node when it is acting as

a sink node by calling DLL problem checking routine 510.

(step 476). If a DLL problem is found, that fact is

reported (step 478). If no DLL problems are found,

algorithm 470 checks for an IP problem at the node when

it is acting as a sink by calling IP problem checking

routine 490 (step 480). If an IP problem is found, that

Page519of1000



VWD92H9091

10

15

20

25

30

P(7F/[H592/02995

-72.-

fact is reported (step 482). If no IP problems are

found, algorithm 470 checks whether any other TCP

connection in which the node participates as a sink is

not okay (step 484). If another TCP connection involving

the node as a sink exists and it is not okay, algorithm

470 reports a TCP problem at the node (step 486). If no

other TCP connections where the node is acting as a sink

node can be found, algorithm 470 exits.

Referring to Fig. 31, IP problem checking routine

490 checks for IP problems at a node. It does this by

comparing the IP performance statistics for the node to

the reference model (steps 492 and 494). If it detects

any significant deviations from the reference model, it

reports that there is an IP problem at the node (step

496). If no significant deviations are noted, it reports

that there is no I? problem at the node (step 498).

As revealed by examining Fig. 30, DLL problem

checking routine S10 operates in a similar manner to IP

problem checking routine 490, with the exception that it

examines a different set of parameters (i.e., DLL_

parameters) for significant deviations. -

Referring the Fig. 29, link analysis logic 550

first determines whether any other TCP connection for the

link is operating properly (step 552). If a properly

operating TCP connection exists on the link, indicating

that there is no link problem, link analysis logic 550

reports that the link is okay (step 554). If a properly

operating TCP connection cannot be found, the link is

decomposed into its constituent components and an IP link

component problem checking routine 570 (see Fig. 32) is

invoked for each of the link components (step 556). IP

link component problem routine 570 evaluates the link

component by checking the IP layer statistics for the

relevant link component.
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The decomposition of the link into its components

arranges them in order of their distance from the source

node and the analysis of the components proceeds in that

order. Thus, for example, the link components which make

up the link between nodes A and B include in order:

segment S1, router R1, segment 52, router R2, and segment

83. The IP data for these various components are

analyzed in the following order: '

IP data segment 51

IP data address R1

IP data source node to R1

IP data S1 to 52

IP data S2

IP data address R2

IP data S3

IP data 82 to S3

_ IP data for S1 to 53

As shown in Fig. 32, IP link component problem

checking routine 570 compares IP statistics for the link

component to the reference model (step 572) to determine

whether network performance deviates significantly from

that specified by the model (step S74). If significant

deviations are detected, routine 570 reports that there

for

for

for

for

for

for

for

for

is an IP problem at the link component (step 576).

Otherwise, it reports that it found no IP problem (step

573) .

Referring back to Fig. 29, after completing the IP

problem analysis for all of the link components, logic

550 then invokes a DLL link component problem checking

routine 580 (see Fig. 33) for each link component to

check its DLL statistics (step 558).

DLL link problem routine 580 is similar to IP link

33, DLL link

problem checking routine 580 compares DLL statistics for

problem routine 570. As shown in Fig.

the link to the reference model (step 582) to determine
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whether network performance at the DLL deviates

significantly from that specified by the model (step

584). If significant deviations are detected, routine

sao reports that there is ai DLL problem at the link

it reports that no DLLcomponent (step 586). otherwise,

problems were found (step 583).

Referring back to Fig. 29, after completing the

DLL problem analysis for all of the link components,

logic 550 checks whether-there is any other TCP on the

link (step 560). If another TCP exists on the link

(which implies that the other TCP is also not operating

properly), logic 550 reports that there is a TCP problem

on the link (step 562). otherwise, logic 550 reports

that there was not enough information from the existing

packet traffic to determine whether there was a link

problem (step 564)

It the analysis of the link components does not

isolate the source of the problem and if there were

components for which sufficient information was not

available (due possibly to lack of traffic over through

that component), the user may send test messages to those

components to generate the information needed to evaluate

its performance.

The reference model against which comparisons

are made to detect and isolate malfunctions may be

generated by examining the behavior of the network over

an extended period of operation or over multiple periods

of operation. During those periods of operation, average

values and maximum excursions (or standard deviations)

for observed statistics are computed. These values

provide an initial estimate of a model of a properly

functioning system. As more experience with the network

is obtained and as more historical data on the various

statistics is accumulated the thresholds for detecting

actual malfunctions or imminent malfunctions and the
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reference model can be revised to reflect the new

experience. I

what constitutes a significant deviation from the

reference model depends upon the particular parameter

involved. some parameters will not deviate from the

expected norm and thus any deviation would be considered

to be significant, for example, consider ICHP messages of

type "destination unreachable," IP errors. TCP errors.

other paramters will normally vary within a wide range

of acceptable values, and only if they move outside of

that range should the deviation be considered

significant. The acceptable ranges of variation can be

determined by watching network performance over a

sustained period of operation.

The parameters which tend to provide useful

information for identifying and isolating problems at the

node level for the different protocols and layers include

the following.

IE2

error rate

header byte rate

packets retransmitted

bytes retransmitted

packets after window closed

bytes after window closed

QDE

error rate

header byte rate

3

error rate

header byte rate

fragmentation rate

all ICMP messages of type destination
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unreachable, parameter problem,

redirection

ELL

error rate

5 runts

For diagnosing network segment problems, the above-

identified parameters are also useful with the addition

of the alignment rate and the collision rate at the DLL.

All or some subset of these parameters may be included

10 among the set of parameters which are examined during the

diagnostic procedure to detect and isolate network

problems.

The above-described technique can be applied to a

wide range of problems on the network, including among

15 others, the following:

TCP Connection fails to establish

UDP Connection performs poorly

UDP not working at all

IP poor performance/high error rate

20 IP not working at all

DLL poor performance/high error rate

DLL not working at all

For each of these problems, the diagnostic approach would

be similar to that described above, using, of course,

25 different parameters to identify the potential problem

and isolate its cause.

 

Referring again to Fig. 5, the RTP is programmed

to detect the occurrence of certain transactions for

30 which timing information is desired. The transactions

typically occur within a dialog at a particular layer of

the protocol stack and they involve a first event (i.e.,

an initiating event) and a subsequent partner event or

response. The events are protocol messages that arrive
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at the Network Monitor. are parsed by the RTP and then

passed to Event Timing Module (ETH) for processing. A

transaction of interest might be, for example, a read of

a file on a server. In that case, the initiating event

is the read request and the partner event is the read

response. The time of interest is the time required to

receive a response to the read request (i.e., the

transaction time). The transaction time provides a

useful measure of network performance and if measured at

various times throughout the day under different load

conditions gives a measure of how different loads affect

network response times. The layer of the communicaton

protocol at which the relevant dialog takes place will of

course depend upon the nature of the event.

In general, when the RTP detects an event, it

transfers control to the ETH which records an arrival

time for the event. If the event is an initiating event,

the ETH stores the arrival time in an event timing

database 300 (see Fig. 34) for future use. If the event

is a partner event, the ETH computes a difference between

that arrival time and an earlier stored time for the _

initiating event to determine the complete transaction

time.

Event timing database 300 is an array of records

302. Each record 302 includes a dialog field 304 for

identifying the dialog over which the transactions of

interest are occurring and it includes an entry type

field 306 for identifying the event type of interest.

Each record 302 also includes a start time field 308 for

storing the arrival time of the initiating event and an

average delay time field 310 for storing the computed

average delay for the transactions. A more detailed

description of the operation of the ETH follows.

Referring to Fig. 35, when the RTP detects the

arrival of a packet of the type for which timing
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information is being kept, it passes control to the ET!

along with relevant information from the packet, such as

the dialog identifier and the event type (step 320). The

ETH then determines whether it is to keep timing

information for that particular event by checking the

event timing database (step 322). Since each event type

can have multiple occurrences (i.e., there can be

multiple dialogs at a given layer), the dialog identifier

is used to distinguish between events of the same type

for different dialogs and to identify those for which

information has been requested. All of the dialog/events

of interest are identified in the event timing database.

If the current dialog and event appear in the event

timing database, indicating that the event should be

timed. the ETH determines whether the event is a starting

event or an ending event so that it may be processed

properly (step 324). For certain events, the absence of

a start time in the entry field of the appropriate record

302 in event timing database 300 is one indicator that

the event represents a start time; otherwise, it is an

end time event. For other events, the ETH determines if

the start time is to be set by the event type as

specified in the packet being parsed. For example, if

the event is a file read a start time is stored. If the

event is the read completion it represents an end time.

In general, each protocol event will have its own

intrinsic meaning for how to determine start and end

times.

Note that the arrival time is only an estimate of

the actual arrival time due to possible queuing and other

processing delays. Nevertheless, the delays are

generally so small in comparison to the transaction times

being measured that they are of little consequence.

In step 324, if the event represents a start time,

the ETH gets the current time from the kernel and stores
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it in start time field 308 of the appropriate record in

event timing database 300 (step 326). If the event

represents an end time event, the ETH obtains the current

time from the kernel and computes a difference between

that time and the corresponding start time found in event

timing database 300 (step 328). This represents the

total time for the transaction of interest. It is

combined with the stored average transaction time to

capute a new running average transaction time for that

event (step 330).

Any one of many different methods can be used to

compute the running average transaction time. For

example, the following formula can be used:

New Avg. = [(5 * Stored Avg.) + Transaction

Time]/6.

After six transaction have been timed, the computed new

average becomes a running average for the transaction

times. The ETK stores this computed average in the

appropriate record of event timing database 300,

replacing the previous average transaction time stored in

that record, and it clears start time entry field 308 for

that record in preparation for timing the next

transaction.

After processing the event in steps 322, 326, and

330, the ETH checks the age of all of the start time

entries in the event timing database 300 to determine if

(step 332). If the difference

between the current time and any of the start times

any of them are too "old"

exceeds a preselected threshold, indicating that a

partner event has not occurred within a reasonable period

of time, the ETM deletes the old start time entry for

that dialog/event (step 334).

packet for a partner event does not result in an

This insures that a missed

erroneously large transaction time which throws off the

running average for that event.
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If the average transaction time increases beyond a

preselected threshold set for timing events, an alarm is

sent to the Workstation. _

Two examples will now be described to illustrate

the operation of the ETH for specific event types. In

the first example, Node A of Fig. 25 is communicating

with Node B using the NFS protocol. Node A is the client

while Node B is the server. The Network Monitor resides

on the same segment as node A, but this is not a

requirement. When Node A issues a read request to Node

B, the Network Monitor sees the request and the RT?

within the Network Honitor transfers control to the ETH.

in the

the time

since it is a read, the ETH stores a start time

Event Timing Database. Thus, the start time is

at which the read was initiated.

After some delay, caused by the transmission

delays of getting the read message to node B, node B

performs the read and sends a response hack to node A.

After some further transmission delays in returning the

read response, the Network Monitor receives the second

packet for the event. At the time, the ET! recognizes

that the event is an end time event and updates the

average transaction time entry in the appropriate record

with a new computed running average. The BTH then"

compares the average transaction time with the threshold

for this event and if it has been exceeded, issues an

alarm to the Workstation.

In the second example, node A is communicating

with Node B using the Telnet protocol. Telnet is a

virtual terminal protocol. The events of interest take

place long after the initial connection has been

established. Node A is typing at a standard ASCII (VT100

class) terminal which is logically (through the network)

connected to Node B. Node 3 has an application which is

receiving the characters being typed on Node A and, at

Page 528 of 1000



W0 92/19054

10

15

20

25

30

35

PC17US9D@2M

-81-

appropriate times, indicated by the logic of the

applications, sends characters back to the terminal

located on Node A. Thus, every time node A sends

characters to B, the Network Monitor sees the

transmission.

In this case, there are several transaction times

which could provide useful network performance

information. They include, for example, the amount of

time it takes to echo characters typed at the keyboard

through the network and back to the display screen, the

delay between typing an end of line comand and seeing

the completion of the application event come back or the

network delays incurred in sending a packet and receiving

acknowledgment for when it was received.

In this example, the particular time being

measured is the time it takes for the network to send a

packet and receive an acknowledgeent that the packet has

arrived. Since Telnet runs on top of TCP, which in turn

runs on top of IF, the Network Monitor monitors the TCP

acknowledge end-to-end time delays. I

Note that this is a design choice of the

implementation and that all events visible to the Network
Monitor by virtue of the fact that information is in the

packet could be measured.

when Node A transmits a data packet to Node B, the

Network Monitor receives the packet. The RTP recognizes

the packet as being part of a timed transaction and

passes control to the ETH. The ETK recognizes it as a

start time event, stores the start time in the event

timing database and returns control to the RT? after

checking for aging.

when Node B receives the data packet from Node A,

when the Network

Honitor sees that packet, it delivers the event to the
The BTH

it sends back an acknowledgment packet.

ETM, which recognizes it as an end time event.
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calculates the delay time for the complete transaction

and uses that to update the average transaction time.

The ETH then compares the new average transaction time

with the threshold for this event. If it has been

5 exceeded, the ETH issues an alarm to the Workstation.

Note that this example is measuring something very

different than the previous example. The first example

measures the time it takes to traverse the network,

perform an action and return that result to the

10 requesting node. It measures performance as seen by the

user and it includes delay times from the network as well

as delay times from the File Server.

The second example is measuring network delays

without looking at the service delays. That is, the ET}!

15 is measuring the amount of time it takes to send a packet

to a node and receive the acknowledgement of the receipt

of the message. In this example, the ETH is measuring

transmissions delays as well as processing delays

associated with network traffic, but not anything having

20 to do with non-network processing.

As can be seen from the above examples, the ETH

can measure a broad range of events. Each of these

events can be measured passively and without the

cooperation of the nodes that are actually participating

25 in the transmission.

 

Address tracker module (ATM) 43, one of the

software modules in the Network Monitor (see Fig. 5),

operates on networks on which the node addresses for

30 particular node to node connections are assigned

dynamically. An Appleta1kD Network, developed by Apple

Computer Company, is an example of a network which uses

dynamic node addressing. In such networks, the dynamic

change in the address of a particular service causes

35 difficulty troubleshooting the network because the
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network manager may not know where the various nodes are

and what they are called. In addition, foreign network

addresses (e.g., the IP addresses used by that node for-

conmunication over an IP network to which if is

connected) can not be relied upon to point to a

particular node. ATM 43 solves this problem by passively

monitoring the network traffic and collecting a table

showing the node address to node name mappings.

In the following description, the network on which

the Monitor is located is assumed to be an App1etalk0

Network. Thus, as background for the following

discussion, the manner in which the dynamic node

addressing mechanism operates on that network will first

be described.

when a node is activated on the Appletalko

Network, it establishes its own node address in

accordance with protocol referred to as the Local Link

Access Protocol (LLAP). That is, the node guesses its

own node address and then verifies that no other node on

the network is using that address. The node verifies the

uniqueness of its guess by sending an LLAP Enquiry

control packet informing all other nodes on the network

that it is going to assign itself a particular address

unless another node responds that the address has already

If no other node claims that address as

its own by sending an LLAP acknowledgment control packet,

the first node uses the address which it has selected.

If another node claims the address as its own, the first

node tries another address. This continues until, the

node finds an unused address.

been assigned.

when the first node wants to communicate with a

second node, it must determine the dynamically assigned

It does this in

accordance with another protocol referred to as the Name

Binding Protocol (NBP).

node address of the second node.

The Name Binding Protocol is
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used to map or bind human understandable node names with

machine understandable node addresses. The NBP allows

nodes to dynamically translate a string_of characters

(i.e., a node name) into a node address. The node

needing to communicate with another node broadcasts an

NBP Lookup packet containing the name for which a node

address is being requested. The node having the name

being requested responds with its address and returns a

Lookup Reply packet containing its address to the

original requesting node. The first node then uses that

address its current communications with the second node.

Referring to Fig. 36, the network includes an

App1eta1k0 Network segment 702 and a TCP/IP segment 704,

each of which are connected to a larger network 706

through their respective gateways 708. A Monitor 710,

including a Real Time Parser (RT?) 712 and an Address

Tracking Module (ATM) 714, is located on Appletalk

network segment 702 along with other nodes 711. A

Management Workstation 716 is located on segment 704. It

is assumed that Monitor 710 has the features and

capabilities previously described; therefore, those

features not specifically related to the dynamic node

addressing capability will not be repeated here but

rather the reader is referred to the earlier discussion.

Suffice it to say that Moitor 710 is, of course, adapted

to operate on Appletalk Network segment 702, to parse and

analyze the packets which are transmitted over that

segment according to the hppletalkfi family of protocols

and to communicate the information which it extracts from

the network to Management Workstation 716 located on

segment 704.

Within Monitor 710, ATM 714 maintains a name table

data structure 730 such as is shown in Fig. 37. Name

Table 720 includes records 722, each of which has a node

name field 724, a node address field 726. an IP address
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field 728, and a time field 729. ATM 714 uses Name Table

720 to keep track of the mappings of node names to node

address and to IP address.

fields of records 722 in flame Table 720 are explained in

the following description of how ATM 71¢ operates.

In general, Monitor 710 operates as previously

described. That is, it passively monitors all packet

traffic over segment 702 and sends all packets to RT? 712

The relevance of each of the

for parsing. when RTP 712 recognizes an Appletalk

packet, it transters control to ATM 714 which analyzes

the packet for the presence of address mapping

information.

The operation of ATM 714 is shown in greater

detail in the flow diagram of Fig. 38. when ATM 714

receives control from RTP 712, it takes the packet (step

730 and strips off the lower layers of the protocol until

it determines whether there is a Name Binding Protocol

If it is a NBP

nessage,'ATH 714 then determines whether it is new name

Looxup message (step 734). If it is a new name Lookup

message, ATM 714 ertracts the name from the message

(i.e., the name for which a node addres is being

requested) and adds the name to the node name field 724

of a record 722 in Name Table 720 (step 736).

message inside the packet (step 732).

If the message is an NBP message but it is not a

Lookup message, ATM 714 determines whether it is a Lookup

Reply (step 733). If it is a Lookup Reply, signifying

that it contains a node name/node address binding, ATM

714 extracts the name and the assigned node address from

the message and adds this information to Name Table 720.

ATM 714 does this by searching the name fields of records

722 in Name Table 720 until it locates the name. Then,

it updates the node address field of the identified

record to contain the node address which was extracted

from the received NBP packet. ATH 714 also updates time
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field 729 ta record the time at which the message was

processed.

After ATH 714 has updated the address field of the

appropriate record, it determines whether any records 722

in Name Table 720 should be aged out (step 742). ATH 714

compares the current time to the times recorded in the

time fields. If the elapsed time is greater than a

preselected time period (e.g. 48 hours), ATM 714 clears

the record of all information (step 744). After that, it

awaits the next packet from RT? 712.

As ATH 714 is processing each a packet and it

determines either that it does not contain an NBP message

(step 732) or it does not contain a Lookup Reply message

(step 738), ATM 714 branches to step 742 to perform the

age out check before going on to the next packet from RTP

712.

The Appletalk to IP gateways provide services that

allow an Appletalk Node to dynamically connect to an IP

address for communicating with IP nodes. This service

extends the dynamic node address mechanism to the IP

world for all Appletalk nodes. While the flexibility

provided is helpful to the users, the network manager is

faced with the problem of not knowing which Appletalk

Nodes are currently using a particular IP address and

thus, they can not easily track down problems created by

the particular node.

ATH 714 can use passive monitoring of the IP

address assignment mechanisms to provide the network

manager a Name-to—IP address mapping.

If ATM 714 is also keeping IP address information,

it implements the additional steps shown in Fig. 39 after

completing the node name to node address mapping steps.

ATM 714 again checks whether it is an NB? message (step

748). If it is an NBP message, ATM 714 checks whether it

is a response to an IP address request (step 750). IP
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address requests are typically implied by an NBP Lookup

request for an IP gateway. The gateway responds by

supplying the gateway address as well as an IP address

‘ If the NBP

message is an IP address response, ATM 714 looks up the

requesting node in Name Table 720 (step 752) and stores

the IP address assignment in the IP address field of the

appropriate record 722 (step 754){

After storing the IP address assignment

information, ATM 714 locates all other records 722 in

Name Table 720 which contain that IP address. Since the

IP address has been assigned to a new node name, those

old entries are no longer valid and must be eliminated.

Therefore, ATM 714 purges the IP address fields of those

records (step 756).

that is assigned to the requesting node.

After doing this cleanup step, ATM

714 returns control to RTP 712.

other embodiments are within the following claims.

For example, the Network Monitor can be adapted to

identify node types by analyzing the type of packet

traffic to or from the node. If the node being monitored

is receiving mount requests, the Monitor would report

that the node is behaving like node a file server. If

the node is issuing routing requests, the Monitor would

report that the node is behaving like a router. In

either case, the network manager can check a table of

what nodes are permitted to provide what functions to

determine whether the node is authorized to function as

either a file server or a router, and if not, can take

appropriate action to correct the problem.
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APPENDIX I

SNMP MIB Subset Supported

This is the subset of the standard MIB which can be
obtained by monitoring.

Refer to RFC 1066 Management Information Base for an

explanation on the items which follow.

system group:
none

Interfaces group

if'I‘ype
ifPhysAddress
ifoperstatus
iflnoctets

i£InUcastPkts

ifInNUcastPkts
ifoutoctets

ifoutUcastPkts
ifoutNUcastPkts

Address Translation group
110112

IP group

ipPorwarding
ipDefau1tTTL

iplnkeceives
iplnfldrfirrors
ipInAddrErrors
ipforwbatagrams

ipkeasmkeqds
ipFragCreates

IP Address Table

iphddress
ipAdEntBca5tAddr

IP Routing Table
110718

ICMP group

icmpInMsgs
icmp1nErrors

icmpInDestUnreachs

icmpInTimeExcd5
icmpInParmProbs
icmpInSrcQuenchs
icmpInRedirects

icmpInBchoes

App. I — 1

Page 536 of 1000



-89-

icmpInEchaReps

icmpInTimestamps
icmpInTimestampReps

icmpInAddrMasks
icmplnhddrmaskneps

_ - icmpoutflsgs
‘ imcpoutbestrunreachs ~

icmpoutrimefixcds -
icmpOutParmProbs

> icmpoutsrcquenchs

icmpoutkedirects
icmpoutachoes
icmpOutEchoReps
icmpoutTimestamps

icnpOutTimeatampReps
icmpOutAddrHasks'
icmpOutAddrmaskReps

TCP group
tcpkctiveopens

tcpPassiveOpens

tcpAttempPai1s
tcpzstabnesets
tcpcurrBstab
tcplnsegs
tcpoutsegs

tcpRetransSegs

tcpconnTab1e

UDP group
udpInDatagrams
udpInErrors

ddpoutbatagrams
udpoutkrrors

EGP group

egplnnsgs

egplnfirrors
egpoutnsgs
egpoutfirrors

App. I — 2
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APPENDIX II

HID Dotinifiionn tor network Konicor

1. connon H13 Definitions

Dotinitionn

MI3_aucxETs_pER_RAmB 12
nIa_pnoTocoLs_psg_nIALoc 1o
Hibaucketapernate 12

HibProtoco1sPerDialog 10

HIB_HAX_PROTOCOL . 1o
nIa_yLx_uosT_AcmIvB 5
uIB_nAx_DIALoG 3

structures Used

typedef struct {
Byte year
Byte month

Byte date
Byte day
Byte hour

Byte minute
Byte second
Byte unused

} KibT1neOfDay

typedef atruct mib_count32_type {
Uint32 accum ( Long term accum. count)

UintJ2 current ( Present running count)
Uint32 highTh1d
} Kibcountaz

typedef struct mib_oount64_type {
Uint64 accum ( Long term accum. count)

Uint64 current ( Present running count)
Uint64 highThld
} HibCOunt64

typedef struct mih_peter_type {
Uint32 current

Uint32 high
Uint32 low

Uintaz highTh1d
} Hibneter

typedef struct mib_average_meter_type {
Uint32 current

App. II — 1
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Uint32 high
Uint32 low

Uint32 A highThld
} HibAverageHeter

typedef struct mib_percent;type {
Uint32 current

Uintaz high
’ U1nt32 low

Uintaz highTh1d
} HibPercent

typedef struct m1b_ro111ng_rate_type {
Uint32 current

Uint32 high
U1nt32 low

Uint32 highTh1d
} Hibnollingkate

typedef Hibnollingnate MibRatePers
typedef H1bRo11ingRate HibRatePerH

typedef Uint32 xibshortnaterers

typedef Uint32 MibShortRatePerH

typedef struct mib_sbort_count32_type {
Uint32 current ( Present running count)
Uint32 accum ( Long term accum. count)
} Hibshortcountaz

typedef struct mib_bucket_rate_type {
Uint32 current ( Present rate) .

Uintaz rates[HIB_BUCKETS_PBR~RATB]( 12 5 minute
count buckets )

Uint32 maxkates[HIB_BUcKETs_PER_RATE]( 12 5—min.
max

rate buckets )

} Hibaucketkate

Host Active Table Definitions

typedef struct mib_most_active_entry_type {
HibAddress address

App. II - 2
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Mibcountaz packetcount
HibRatePers packetnate

} HibHostActiveEntry

typedef struct mib_post_activa_tab1e_fiype {
Uint32 numEntries

Uintzz nextfintry

I-Li.bHoat.ActiveEntry mostAc:tiveEntry [HIB_HhX_MOST_AC'1‘IVE]
1- Hibflosthctiverable

Protocol Tabla Dofinitionl

typedef atruct mib_protoco1_entry_fiype {
Uintaz protocol

Hibcountaz packetcount
\ Hibaatevers pncketkate

} H:lbProtoco1Entry

typedef struct m1b_protoco1_tab1e_type {
Uint32 nunfintries

Uintaz nextfintry

HibProtoco1Entry protoco1Entry{HIB_HAX_PRO'I'Oc0L]
} H1bProtoco1Tab1e

Dialog fable Definitions

typedef struct mib_transport_type {
U1nt32 transportProtoco1

Uint32 app1icationProtoco1
Uint32 initiator

Uint32 connectionnatries

Uint32 addr1_yindou
Uint32 addr2_yindou
Uint32 state
Uint32 c1oseReason

} HibTransportType

typedef struct mib_dia1og_entry_type {
Hibhddress addresses

Uint32 protoco1Entries
Uint32

protocols[HIB_PROTOCOLS_PER_DIALOG]
MibTimeofDay gmt
Uint32 startT1me

Uint32 lastTime
Uint32 alarmssent

Hibcountzz packets

MibRatePerS packetkate

App. II - 3
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Mibcountaz bytes
HibRatePerS bytenate
HibCount32 errors
H1bRatePers - errarnate

HibCount32 fragments
HibRatePerS fragmentnate

- Hibcountflz rexmits
Hibkatarers rexmitnate
Hibcountaa flouctrla

, HibRatePerS £1oUCtr1Rate

HibTransportType transport
} nibnialogzntry

values to: tho in1t1ntox_£1o1u

Connactionlnitiatorunknown 0

connectionlnitiatorhddrl 1
connectionlnitiatorhddrz 2

vuluon for tho aonnootionclounnoaaon field

connectionclosennknown 0
connactionclosafin 1
connectionclosanst 2

Vnluoo for the oonnoottonntato tiold

connectionstataunknoun 0

connectionstateconnecting 1
Connectionstatebata 2

Connectionstateclosing 3
Connectionstateclosed 4

typedaf atruct mib_dia1og_tab1e_type {
Uint32 numfintrias

Uintaz nextEntry

Hibbialoqflntry dialogfintry[HIB_HAX_DIALOG]

} HihDialogTab1e

2. Data link layer nib definitions for network xonito:
lib.

2.1 d11 Bognent -summary Tool

typedef struct {
MibShortCount32 frames
HibBucketRate frameRate

App. II — 4
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Hibshortcountsz
HibBucketRate
HibShortcount32
HibBucketRate
Uint32
Uint32
U1nt32

HibShortcount32

HibBucketRate
Mibshortcountaz

Hibfiucketfiate
Hibshortcountsz
Hibfiucketkate

Hibshortcountaz
Hibfluckatnate

Hibshortcountaz
Hibbucketkate

Hibshortcountaz
HibShortRAtePers
H1hShortCount32
HihShortRatePerS

} Hibbllsegsunstats

-94..

bytes
bytekate

errors

errorRate

protocolcount
mostActiveCount

paircount

rcvoffsegs

rcv0ffsegRate
xntoffseqs

xmtoffsegnata
transits

transitkate
beasts

-bcaatnate
ncasts

mcastnate

collisions
co1lisionRate

a1ignmtErrors
alignmtflrrornate

2.2 d11 Boglont -vnluoa Tool

typedef Btruct {
Kibcount32

HibRatePerS
Hibcountaz

HibRataPerS
H1bCount32

H1bRatePers
Hibcount32
H1bRatePerS
HibCount32
HibRatePers
Hibcauntsz

HibRatePerS
uibcountaz
HibRatePerS

Hibcountaz
Hibnatepers

MibCount32
MibRatePerS

HibCount32
HibRatePerS
HibCount32
HibRatePerS
HibCount32

MibRatePerS
HibCount32
HibRatePers

Page542of1000

frames
franenate

bytes
bytenate
errors

errorRate

rcvoffsags
rcvOffSegRate
xmtoffsegs
xntoffsegflate
transits
transitnate
beasts

bcastRate
mcasts
mcastRate

collisions
collisionRate

alignntfirrors
a1ignmtErrorRate
enetframes

enatFrameRate
llcrrames

llcPrameRate
runtFrames
runtFrameRate

PCT/US92/02995
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} MibD11SegValStats

_ 95 _

2.3 all Address - Bunnéry Tool

typedef struct {
Mibshortcountaz
HibBucketRate
Kibshortcountaz
Mibaucketkate

KibShortCount32
HibBucketRate

Uint32
Uint32

Uintaz
Hibshortcountsz

HibBucketRate
Hibshcrtccuntaz

Hibfiucketnate
Hibshortcauntsz

MibBucketRnte

HibShortCount32
Hibaucketaate

} HibD1 mddrsunstats

frames
frameRate

bytes
bytekate

errors

errorRate

protocolcount
mosthctivecount

paircount
rcvoffsegs

rcvoftseqkate
xntoffsegs

xmtoffsegnate
xntflcasts

xmtncaataate
xntflcasts

xmtHcastRate

2.4 411 hndruun- values Tool

typedef struct {
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MibCount32
HibRatePerS
Hibcountaz

HibRatePerS
H1bCount32

HibRatePerS
HibCount32

HibRatePer5
nibcountaz

M1bRatePers
H1bCount32

HibRatePerS
nibcountsz

MibRatePerS
MibCount32

MibRatePerS
Hibcountaz

HibRatePerS
HibCount32

MibRatePerS
Hibcountaz
HibRatePers
MibCount32
MibRatePerS

rcvPramea
rcvrrameflate

rcvBytes

rcvaytekate
rcvzrrora

rcvfirrorkate
xntframes

xntErrorRate
xmtflcasts

xmtBcnstRate
xmtflcasts

xntlcaatkate

rcvoffsegs

rcvOffSegRate
xmtoffsegs
xmtOffSegRate
enetFrames

enetFrameRate
11cFrames

11cFrameRate
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nibcountaz
HibRatePerS

} HibD11AddrVa1stats

-95-

runtframes
runtrramenate

PCT/US92/02995

3. IP layer nib definition: to: network Honitor nib.

3.: ip aognont - snnnnry Tool

typedet struct {
HibshortCount32
Hibbucketnate
Hibshortcountaz
Hihnucketnate
Hibshortcountaz

Hibfiucketnate
Uint32

Uint32

Uint32

HibShortCount32
Hihnucketnnte

Hibshortcountaz
H1bBucketRnte

HibShortCount32
HibBucketRAte
HibShortcount32

Hibaucketkate
Hibshortcountzz
Hibsucketkate
Hibshortcountaz

HibBucketRate
Hihshortcountaz
Hibsucketnate

} Miblpsegsunstats

pkts
pktkate

bytes
bytefinte

errors

'errorRate
protocolcount
mostActivecount

paircount
rcvoftsegs

rcvottsegaate

xntoffsega
xmtoffsegkate

transits

transitkate
flouctrls

f1ouctr1Rata
beasts

bcastaate
mcaats

mcastRate

frgnts

frgntnate

3.2 1p Bognont - Values Tool

typedef struct {
Hibcountaz
HibRatePers

Hibcount32
HibRatePer5

HibCount32
H1bRatePerS
Hibcountaz
HibRatePerS
Hibcountsz

MibRatePers
Hibcount32

HibRatePerS
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pkts
pktkate

bytes
byteRate
errors

errorRate

rcvoffsegs
rcvOffSegRate
xmtoffsegs

xmto£fSegRate
transits

transitRate
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Mibcount32
H1bRntePetS

Mibcount32
H1bRatePerS

xibcountsz
Hibnatepers
Hibcountzz
MibRatePerS

) Miblpsegvalstats

_97-

boasts
bcastnate
mcasts
mcaatnate

hdraytes

hdrflyteflate
frgmts
frgmtnate

3.3 ip hddroll - Bulnry Tool

typedat struct {
Kibshortcountaz
Hibbucketnate

Hibshortcountaz
uibnuckatnate
K1bShortCount32
Hibaucketnate
Uint32

Uint32
Uint32
H1b5hOrtCount32

MibBucketRnte
HibShortCount32

Hibnucketnate
Hibshortcountaz
Hibnucketnate
Hibshortcountaz
H1bBucketRate

H1bShortcount32
Hibflucketnate

HibShortCount32
H1bBuckatRate

} Hiblpaddrsunstats
3.4 tp Andrus: - Vllnnl rool

typedef atruct {
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Mibcountaz
Hibaaterers

Hibcountaz
MibRatePerS

HibCOunt32
Hibkatepers

Hibcountlz

MibRatePerS
H1bCount32
MibRatePerS
HibCount32

MibRatePerS
Hibcountzz

HibRatePetS

errorRata

protocolcount
mostnctivecount

paircount
rcvotfsegs

rcvoffsogflate
xmtottsegs

xmtoffsegkate
flovctrls

flavctrlnnte

frgnts
frgntnata

xntbcasts
xmtbcastnate

xmtncasts
xmtxcastkate

rcvPkts
rcvPktRate

rcvBytes
rcvbytenate
rcvfirrors
rcvfirrorkate
xmtPkts

xmtPktRate

xmtsytes
xmtByteRate
xmtfirrors

xmtErrorRate

rcvfldrsytes
rcvHdrByteRate

PCH7US9DW2995
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Hibcountzz
HihRatePers

Hibcountzz
HihRataPers
Hibcountaz

KibRatePers
Kibcountaz

Hibfiatepers
HibCount32

nibRatePers
Hibcount32

HibRateParS
Hibcountaz
H1bRatePerS

} Hiblpnddrvalstats

- 93 _

xmtHdrBytes

xntHdrByteRate
rcvfrgmts

rcvFrqmtRate
xntPrgmts

xmtrrgmtkate
xntacasts
xmtacastkate
xntflcasts

xmtucastnate

rcvoffsegs

rcvoffsegnate
xmtoffsega
xmtoffsegnate

IHVUSEUOES

4. Ian? layoz nib dotinitionn to: Network Konitor nib.

4.1 1:39 soqnont - summary Tool

typedef struct {
H1bShortCount32

Hibfiucketkate

H1bShortCount32

Hibaucketnate

Kibshortcountzz

Hihflucketkate

Uint32 '
Uint32

HibShortCount32

H1bBucketRate
HibShortCount32

H1bBucketRate
Hibshortcountaz
HibBucketRate

MibShortCount32
HibShortCount32

Hibshortcauntaz
Mibshortcountaz
Mibshortcountaz

HibShortCount32
Mibshortcountaz

Hibshortcountaz
HibShortCount32
HibShortCount32

MibShortcount32

} MibIcmpsegSumStats
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pkts
pktRate

bytes
bytenate

BFIOFS

errornate

mostactivecount

paircount

rcvoffsegs

rcvoffSegRate
xmtoffsegs

xmtoffsagkate
transits

transitnate

echoReq
echoRep1y
destunr

srcouench
redir
timefixceeded

paramProblem
timestampReq

timestampRep1y
addrHaskReq

addruaskaeply

App. II — 9
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4.2 lamp augment - Values Tool

typedef struct {

\Page547of1000

Hibcountaz
HibRatePers

MibCount32

H1bRatePers

HibCount32

HibRatePers

Hibcountzz

H1hRatePerS

HibCount32
HihRntePers
HibCount32

MibRntePerS

HibCount32

H1hRatePerS
H1bCount32

MibRntePers

HibCount32
HibRataPerS
HibCount32
HibRatePerS

HibCOunt32
MibRatePers
Hibcount32
HihRatePerS
Mibcountaz

HibRatePerS
HibCount32

Hibnatepers
HibCount32
HibRataPerS
Mibcountaz

HibRatePerS
Mibcountsz

HibRatePers

Hibcountaz

HibRatePerS
HibCount32
HibRatePerS

Hibcountaz
HibRatePerS
HibCount32

pkts
pktRate

bytes

bytenate

errors

errorRate

rcvotrsegs
rcvoffsegnate
xmtotfsega

xmtoffsegflate
transits

transitnate

echokéq
echoneqnate
echokeply

echoneplynate

deatunrxet
dastnnrfletkate

destonrflost
deatunrfiostnate

deBtUnrProtoco1

destUnrProtoco1Rate
destUnrPort

destUnrPortRate

deatunrrrgnt

do3tUnrFrgntRate
deatunrsrcnoute

destUnrsrcRouteRate
deatunrnetunknoun

destunrnetvnknownkate
deatUnrHo5tUnknawn

destUnrRostUnknoHnRate
destvnrsrcflostlsolated

destunrsrcfloatlsolatednate
destUnrNetProhibited

destUnrNetPrnhibitedRate
destUnrHostProhibited
destUnrRostProhibitedRate
destUnrNetTos

destUnrNetTosRate
destUnrHostTos
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.} Hiblcmpsegvalstats

HibRatePers

HibCOunt32
Hibnatepers

HibCount32

HibRatePerS

Hibcountaz
K1bRatePers
HibCOunt32
H1bRatePerS

Hibcountaz
HibRatePers

HihCount32
HibRntePer5
Hibcountaz

HibRatePerS

Mihcountaz
HibRataPers
HibCount32
H1bRatePerS

Hibcountzz
HibRatePerS
Hibcount32
H1bRatePers

HibCount32
HibRatePerS
Hibcountaz
HibRatePerS

- 100 -

PC!‘IU592/02995

destUnrHostTosRnte

srcouencb
srcQuenchRate

redirflet I
rediruetnate

redirfiost

redirfiostkate
redirNetTos
redirNetTosRate

redirHostToa
redirHoatTosRnte

t1neExceededInTrnnsit
tineExcaedeInTrnnsitRnte

timeflxceededlnneass
timefixoeededlnkeassnate

paramrroblen

paramProb1elRate
paranProblenoption
paramPtob1enoptionRate

timestampneq
tinestampkeqflnte
tinstampnaply
timestanpRep1yRate

addrnnskkeq

addruaskkeqnnte
addrnaskneply
addrHaskRep1yRate

4.3 iaup Andros: - sunnry wool

typedef atruct {
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HihShortcount32
HibBucketRate

Hibshortcountsz
HibBucketRate

Hibshortcountsz
Hibaucketkate

Uint32

Uint32

HibShortCount32
MibBucketRate

errors

errorRate

mostActivecount

paircount

rcvoffsegs
rcv0ffSegRate
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} niblcnphddrsunstats

xibshortémmts 2
HibBucketRate

Hibshortcountaz

Hibshortcountaz
Hibshortcountaz
HibShortCOunt32
Hibshortcountaz

Hibshortcountaz
Hibshortcountsz

Hibshortcountaz

HibShortcount32
Hibshortcountaz

Hib5hortcaunt32

PCT/U592/02995
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xmtoffsegs

xmtoffsegnate

echoneq

echoRep1y
destvnr

srcauench’
redir

paramProb1em
timekxceeded

timestampReq

timestampkeply
addrflaskneq
addruaskneply

4.4 ianp Addrons- values Tool

typedef struct {

ll
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Hibcountaz

HibRatePers
Hibcountaz
HibRatePers

nibcountaz

H;bRatePerS

HibCount32
HibRnteParS
Hibcountsz

H1bRatePers
Hibcoutaz

HibRatePerS

HibCount32
M1bRateParS

Hibcountsz

HibRatePers

KibCount32
HibRatePers

Hibcountaz
HihRatePerS
HibCount32

H1bRatePerS
HibCount32

HibRatePerS
Hibcountaz
HibRatePerS

Hibcountaz
HibRatePerS

Hibcountaz

rcvPkta

rcvpktnate

rcvflytes
rcvnytanate
rcvfirrors

rcvfirrorkate

xmtPkts
xmtPktRAte

xmtfirrorkate

rcvoffsegs
rcvoffsegnate

xmtoffsegs
xmtoffsegkate

rcvDestUnrNet
rcVDestUnrNetRate

rcvbestunrflost
rcvDestUnrHostRate
rcvDestUnrProtocol

rcvDestUnrProtoco1Rate
rcvDestUnrPort

rcvDestUnrPortRate

rcvDestUnrFrgmt
rcvDestUnrFrgmtRate
rcvbestunrsrckoute
rcvDestUnr5rcRouteRate

rcvnestunruetunknown
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HibRatePers
HibCount32

MibRatePers
Hibcount32

Hihnatepers

HibCount32
H1bRntePerS

Hibcountaz
HibRatePerS

Hibcountaz
HibRatePers
Hibcount32
HibRatePer5

Hibcountsz
MibRatePerS

H1bcount32
H1bRatePerS

HibCount32
MibRntePerS
HibCount32

HibRntePerS

Hibcountzz
HibRAtePers

HibCount32

HibRntaPers
H1bCount32

HibRatePers
Hibconnt32
HibRatePers
H1bCount32
HibRatePerS

Hibcountsz
KibRatePerS
HibCount32
HibRatePerS

MibCount32
MibRatePerS
MibCount32
MibRatePers

Hibcountaz
HibRatePers
HibCount32
HibRatePerS

PCHVUSBNQZNE
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rcvestunruetunknounnate

rcvnestflnrfiostflnknoun
rcvnestflnrflostvnknownnate

rcvDastUnrsrcHostIsolated

rcvoestunrsrcflostlsolatednate

rcvDestUnrNetProhibited
rcvnestUnrNetProhib1tedRate

rcvDestUnrHostProhibited
rcvDeBtUnrHostProhibitedRate
rcvbestunrfletroa
rovDestUnrNetTasRate
rcvDestUnrHostTos
rcvDeatUnrHostTosRate

'rcvT1naExcaededInTrans1t
rcvT1neBxceededInTransitnate

rcvrimefixceededlnneass
rcvTineExceededInReassRate

rcvParanProb1em
rcvPa:anProb1emRate

rcvParanProb1emOption
rcvParamProb1emoptionnate

rcvsrcouench
rcvSrcQuenchRate

rcvRedirNet
rcvkedirfletnate
rcvkedizflost

rcvRedirHostRate
rcvkedirfletmos

rcvRedirNetTo3Rate
rcvRedirHoatTos

rcvRedirHostTosRate

rcvfichoneq

rcvncboneqnate
rcvfichokeply

rcvfichoneplynate

rcvT1mestampReq
rcvTimestampReqRate
rcvTimestampRep1y

rcvTimestampRep1yRate

rcvAddrHaskReq
rcvAddrHaskReqRate

rcvAddrHaskRep1y
rcvAddrMaskRep1yRate
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Mibcountaz
H1bRatePerS

Hibcountaz
HihRatePerS
Hibcountaz

H1bRatoPerS
HibCount32
HibRatePerS

KibCount32
H1bRatePerS
HibCount32

H1bRnteParS
HibCOunt32
HibRatePerS
Hibcountaz

H1bRatePerS

H1bcount32

HibRntePerS
Hibcount32

HibRateParS
HibCount32

HibRatePers
HibCOunt32

H1bRatePers
Hibcountaz

HibRntePerS

nibcountaz
HibRatePerS

Hibcountsz
H1bRatePerS

Hibcountaz

H1bRAteParS
H1bCount32

H1bRatePerS

H1bCount32

H1bRatePers

Hibcount32
HibRatePerS
Hibcountaz
KibRatePers

HibCount32
HibRutePers

Hibcountaz
MibRatePers

HibCount32

HibRatePerS

xibconnt32
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xmtbestuhrflet

xmtDastUnrNetRate
xmtbestunrflost

xntbestunrfloatnate
xmtDestUhrProtoco1
xntDostUnrProtoco1Rate

xmtDestUnrPort
xmtDaatUnrPortRate

xmtDestUnrFrgnt

xntDestUnrFrgmtRate
xntbestvnrsrcnoute
xntDastUnrSrcRoutaRAte
xntnestuhrfletunknovn

PCHVUSEUOZME

xmtbeatnnrfletvnknavnkate

-xntnastunrunatunknovn

xntnestunrflostunknownnate
xntbest0nrsrcHostIso1ated

xmtbestuhrSrcflostlsolatedkata

xntDestUnrNetProhihited

xntbestnnrfletrrohibitednate
xmtnastunrnostprohibited

xmtDestUhrHostProhibitednate
xmtDeatUnrNetToa

xmtDestUhrRatToaRate
xntnestunrflostroa

xmtDestUnrHostTosRnte

xmtT1neExcaodedInTransit
xmtTinaExcaededInTrans1tRate

xmtT1neBxcaededInReasa
xmtT1naExceededInReassRate

x:mtParamProb1em
xmtParamProb1enRate

xmtParanProb1emoption

xmtParanProb1emoptionkate

xmtsrcquench
xmtstcquenchkate

xmtkedirflet
xmtkedirfletnate
xmtnedirflost

xmtkedirflontnate
xmtRedirNatTos
xmtRedirNatTosRate
xmtRedirHostTos
xmtRedirHostTosRate

xmtEchoReq
xntEchoReqRate

xmtfichokeply
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HibRatePerS xmtEchoRep1yRate

Hibcountaz _ xmtTimestampReq
HihRAtePers xntTinestampRaqRate

Hibcountaa xmtrinaatanpneply

MibRatePerS xntTimestampRep;yRate

HibCount32 xnthddrnaskkeq
HihRatePerS xnthddrflaakneqkate
Hibcountaz xnthddrfiaskneply
HihRatePerS xnthddrnaskkeplykate

5. rev lsycr lib dctinitionn tor xctvork Konitor nib.

5.1 tap soqnont - Buunry tool

typadef struct {

Hibshortcountaz pkts

Mibflucketknte pktRate

HibShortcount32 bytes
Hibflucketnnte bytekate

Hibshortcountaz errors

Mibnucketnate errorRate

uintzz protocolcount
Uint32 mostactivecount

Uintaz _ paircount

Hibshortcountzz rcvotfseqs
Hibfiucketnate rcvoffsegfiate

Kibshortcountsz xmtoffseqs
HibBncketRate xmtof£segRate
HihShortcount32 transits
HihBucketRnte transitkate

Hibshortcountzz flowctrls
MibBucketRate flowctrlnate

Hibshortcountaz frgmts
Hibnucketkate frgmtRate

MibShortCount32 rexmts

HibBucketRate rexmtRate

} MibTcpSegSumStats

5.2 tcp segment - Values Tool

App. II — 15
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typedef struct {_
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Hibcountsz

HibRatePerS

Hibcountzz

HibRatePerS

Hibcountaz
HibRatePers

HibCount32
H1hRatePer5

Hibcountzz
HibRatePerS

HibCount32
HibRatePerS

Hibcountaz
HihRatePerS

Hibcount32
HibRatePerS

HibCount32
HibRatePer5

Hibcountzz

H1bRatePer5

Hibcountzz

HibRatePer5

HibCount32
HibRatePerS

HibCount32

HibRataParS

HibCount32
HibRatePers

Hibcountaz
HibRatePerS

HibCount32
HibRatePerS

HibCount32
MibRatePers

MibCount32
HibRatePerS
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pkts
pktkate

bytes

byteRate

errors

errornate

rcvoffsegs
rcvotfsegnate
xntoffsegs

xntOt£SegRate
transits

transitnate

hdraytes
hdraytanate

frgmts
frgmtfiate

flowctrls
f1owCtr1Rate

rexnta
rexmtkate

rexmthytes

rexntflytenate

keephlives
keephlivenate

UindowProbes
windouProbeRate

outoforder
outofordernate

afterwindow
afterwindownate

afterclose
afterclosekate

urgs
urgRate

rsts
rstRate

PCI‘/US92/02995
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HibCount32
Hibfiateperfi

Mibcountsz
HibRatePetH
Hibcountaz
Hihaatererfl
Hibcountzz

} HibTcpSegVa1Stats

-106-

successfulconnections
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success£u1connectionRate
connectionketries

connectionRetryRate
failedconnections
failedconnectionkate
activaconnectidns

5.3 tap Andros: - salary Tool

typedef struct {

HibShortcount32
xibaucketkate

Mibshortcountsz
Hibfiucketkate

Hibshortcountzz
HibBucketRate

Uint32
Uint32
Uint32

Hibshortcountsz
Hibhucketkate

Hibshottcountsz
HibBucketRnte

Hibshortcountaz
Hibnucketkate

Hibshortcountaz
Hibnucketkate

Hihshortcountaz

H1bBucketRate

} HibTcpAddrSumStats

A pktRate
pkts

bytes
byteRate

EIIOITS

errorRate

protocolcount
mostactivecount

paircount

rcvoffsegs
rcvoffsegkate

xntoftsege
xmtorrsegaace

flovctrls
f1owctr1Rate

frgmts
frgmtnate

raxmts

rexmthnte

5.4 tap 1dd:uan- Values Tool

typedef struct {

Page 554 of 1000

MibCount32
HibRatePerS
HibCount32

HibRatePerS

rcvPkt5

rcvPktRate

xmtPkts

xmtPktRate
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Hibcountaz

HibRatePerS
Hibcountaz

HibRatePers

Hibcountzz
Hibnaterers
Hibcountaz
MibRatePers

xibcountaz
HibRntePerS

KihCount32
H1bRateParS

Hibcountsz

HibRateParS
Mibcountaz
HibRatePers

Hibcountaz

HihRatePers
Hibcountaz
HibRntoPerS

Hibcountaz
HibRAtaPerS

Hibcountlz

Hihnatepers

H1bCount32

HibRatePerS
Hibcountsz
HibRntaPers

H1bCount32
H1bRntePerS
H1bCount32
H1bRatePers

HibCount32
HibRatePers
Hibcountaz
HibRatePerS

HihCount32
HibRatePers
MibCount32
nibRatePer5

Hibcountsz
MibRatePerS
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rcvflytes
rcvfiytekate

xfitnytes
xmtByteRate

rcvErrors'
rcvErrorRate

xmtflrrors
xmtErrorRate

rcvoffsegs

rcvOf£5egRate
xntoffsegs
unto: tsagnate

rcvHdrBytes

rcvfldrsytekate
xntfldrflytes
xntHdrByteRate

rcvPrgmta

rcvPrgmtRate

xmtfrgmts
xmtFrgntRata

rcvfiexmts
rcvflexmtnnte
xntkexmts

xmtfiexmtnate

rcvRexmtBytes

rcvRaxmtByteRate
xntkexntaytes
xmtRexmtByteRate

rcvkeepA1ives

rcvkaepklivekate
xmtxeephlives

xmtxeephlivenate

rcvwindowprobes

PIHYUSEUOZS

rcvWindoUProbeRnte
xmtwindoHProbes
xmtWindowProbeRate

rcvoutoforder
rcv0utofOrderRate
xmtoutoforder
xmtOutOfOrderRate

rcvhfterwindov

rcvAfterwindovRate
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Hibcountaz

KibRatePers

Hibcountaz
HibRatePerS
Hibcountaz

HibRatePers

xibcountaz
HibRatePerS
H1bCount32
HibRatePerS

Hibcountaz
HihRatePers
Hibcountaz

HihRatePerS

Hibcountaz

HihRatePerH
Hibcount32
HibRataPerH
Mibcountaz
H1hRatePerH
Hihcountsz

-108-

xmtAfterw1ndow

PCT/US92/D2995

xmtAfterWindouRate

I‘CVAftBrC1OBe

rcvafterclosenate

xmthfterclose

xmtA£terc1bseRate

rcvvrgs
rcvUrgRate

xmtvrgs
xmturgnate

rcvfistn
rcvflstnate
xmtksts

xntfistkate

successfulconnections
succesafu1connectionRate
connectionnetries

connectionnatrynate
failedconnections
failedconnectionnate
activeconnections

6. DD? lnyar nib dotinitiona to: Hotvork xonitor nib.

6.1 udp Bognnnt -Bulnnry Tool

typedef struct {
Hibsbortcountzz
HibBucketRate
H1h5hortCount32
Hibauckatnate
Hibshortcountaz

HibBucketRate
H1bShortCount32
Hibshortcountaz
Mibshortcountaz

HibShortCount32
Mibaucketkate

Hib5hortCount32

HibBucketRate
MibShortCount32
HibBucketRate

Hibshortcountaz
MibBucketRate

} MibUdpSegSum5tats
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pkts
pktnate

bytes
byteRata

errors

errorRnte

protocolcount
moBtActiveCount

paircount
rcvoffsegs

rcvoffsegnate

xmtoffsegs
xntoffsegkate

transits
transitRate

flowctrls

f1owCtr1Rate
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6.2 udp aognont — values Tool

typedef struct {
HibCount32
HibRatePers

Mibcountaz
HibRatePerS

nibcountsz
HibRatePerS
Hibshortcountaz

Hibshortcountaz
Hibshortcountnz

xibcountaz
H1bRAteParS
Mibcountaz

H1bRntePerS

Hibcountaz
HibRatePerS
Hibcountsz

H1bRatePerS
H1bcount32

H1bRataPers

} HibUdpSegVa1Stats

errorRate

protocolcount
nostkctivecount

paircount

rcvoffsegs

rcvoftsegnata
xmtoftsegs

xmtoftsegnate
transits
trnnsitnate
flouctrls
flowctrlnate

hdrBytes

hdrByteRate

6.3 udp Address - sulnnry Tool

typodef struct {
HibshortCount32
Hibbucketkate
Hibshortcountzz

HibBucketRate
Hibshortcountaz

Hibaucketkate
HibShortCount32
Hibshortcountaz

HibShortCount32
Hibshortcountaz
Hibnuckatkate
H1bshortcount32
Hibnucketnate
Hibshortcountaz

Hibnucketnate

} HibUdpAddrsumStats

errors

errornate

protocolcount
mosthctivecount

paircount

rcvoffsegs
rcvoffsegknte

xmtoffsegs
xmtoffsegRate

flowctrls

flovctrlkate

6.4 udp Address- Values Tool

' ‘ typedet struct {
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MibCount32
HibRatePerS

MibCount32

rcvPkt5
rcvPktRate

rcvByte3
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MibRatePerS rcvayteaate
HibCount32 rcvErrors
HibRa1:ePars rcvfirz-ornate
HibCount32 xntP)cts

HibRatePers xntPktRate

Hibcountaz xntfiytes
HibRatePers )antByteRate
Hibcount32 xmtfirrors

HibRatePers xmtErrorRate

Hibcountaz rcvHdrBytes

HibRatePers rcvHdrByteRate
Hibcountaz xmtfldraytes

7. lonitor nib definition: for Iotvork Honito: lib.

typader struct {
int length

char no[8o]
} MihPhoneNmnbe):

typedaf struct {
Hachddress 1anMacAddr

Iphddress 1anIpAddr

Uint32 1anTftpTimeout
U1nt32 lanrftpketrynimit
Dint32 lansnnprineout
U1nt32 1anSnpRetryLinit
H1bPhoneNumber seria1PhoneNo

IpAddress seriallphddr
Uint32 seria1TttpTineout
Uint32 seria1TftpRatryLimit
Uintsz serialsnnpmimeout

Uint32 serialsnmpfietryninit
} HibwsParameta1:s

typedef strnct {
HihAddresB address

Uint32 flags

HibDeviceType type
Uint32 parsecontrol

} MibPar3econtro1

typedef Btruct {
Uint32 numfintries

Uint32 nextfintry

MibParseContro1 mibParseControl[MIB_flAx_PCR]
} HibParseContro1opaque

typedef struct {
Macmidress mackddr

Byte data[256]

App. II — 21
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Uint32
derived

} HibAutoTopo1ogy

o 7.1 Monitor control Group

typedef struct {

1.2 lonitor Btntintian Group

Uint32

Mibrimeofnay
U1nt32
Uint32
Uint32

Uintsz
U1nt32
Uint32

Uint32
HibHsParaneters

H1bWsParaneters
Uint32
Uint32

U1nt32

H1bAutoTopo1ogy
} Hibflonitorcontrol

typedet struct {
Mibcountaz

H1bRntePers
Hibcountaz

H1bRatePerS
Mibcountaz

HibRatePerS

Hibcountaz
HibRatePerS
Hibcountaz

HibRatePerS
Hibcountaz

HibRatePerS
HibCount32
MibRatePerS

Hibcountaz
Mibshortcountaz
Hibshortcountaz

B. nlnri lib Definitions

Page 559 of 1000
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monkesat
MODTOD

trapPerm1t
dupAddrTrapPermit

newNodaTrapPermit
shakaTime
wsHonLink

minTrapInterva1
runflonitor

primarywaParams

secondarywsParams

debngbevel
parsectrl

monitorsegnant

autoTopo1oqy

dllbropped
dllbroppedkate
ipbropped
ipDroppedRate

icmpbropped
icmpnroppednate

tcpDropped
tcpbtoppedkate
udpbropped

udpDroppedRate
arpbropped

arpDroppedRate
nfsbropped

nfsDroppedRate
dbProb1em

cpuutilization
memoryUti1ization
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8.: counter alarm atructura

typedef struct {
U1nt32 a1arn_c1ass
Hibmimeofbay gmt

Uint32 tima_ticks
Hihhddreas mon_addres5
Hihhddress address

Uint32 type
Uint32 number
Hibcountsz value

Uint32 u3er_data_1ength

OPTIONAL

Byte user_data[HAX_ALARH_DATA]

OPTIONAL

} Hibhlnrmcounter

8.2 Rate slur: Itruotnra

typedef strnct {

Uintsz a1arm_c1a3s
HibTineofDay gmt

Uint32 tine_ticks
Mihhddress mon_addreBs
Hihhddress address

Uintaz type
Uintzz number

Hibnollingfinte value

Uint32 rate_type
Uint32 user_data_1ength

OPTIONAL

Byte user_data[nAx_ALARn_DATA1

OPTIONAL

} Hibhlarmnate

0.3 Povar—up slur: utruaturo

typedef struct {

Uint32 a1arm_class
Hibrimeofbay gmt

Uint32 time_ticks
Mibaddress mon_address
Uint32 a1arm_reason
Uint32 1oad_type
Uint32 cpu_hw;rev
Uint32 mon_1ink_hw_rev

App. II — 23
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Uint32 mgnt_link_hu_rev
H'1bPhoneNumber mon__phone__no
Uint32 error_type
Uintaz error_code
Uintsz error_patam_1
Uint32 errorJ:aram_2

« U1nt32 error_param_3
} Hibmarmpowerup

3.4 Link-up 111:: structure

typedef struct {

Uint32 a1arm_c1aas
HibT1meotDay gut

Uin1:32 t:L1ne__ticks
Hibhddress mon_address
Uint32 a1arm_;eason
Uint32 1oad_type
U1nt32 cpu_hw_rev
Uint32 mon_link_hw;rev
Uint32 mgmt_11nk_hw_rev
HibPhoneNumber mon_pnone_no
Uintaz error_type
Uint32 error_code
Uint32 error_paran_1
Uint32 arror_param_2
U1nt32 error_param_3

) HibAlarnLinkUp

0.5 Now nods alarm ntzuatnru

typedef struct {

Uint32 a1arm_c1ass
Hib!‘ imeofbay gmt

Uint32 time_ticks
HibAddreas mon_address
Himddress node_address

} Mibalamnewnode

App. II — 24
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APPENDIX III

PROTOCOL VARIABLES

The following is a list of some of the network

variables for which data is gathered by the Monitor and a
brief explanation of the variable, where appropriate.

D V 5

Frames

A frame is a series of bytes with predefined bit

sequences that mark the frame's beginning and ending
points. A DLL (data link layer) entity sends a message

by putting it in a frame and transmitting it on the
physical network. It's called a frame because the

beginning and ending bit sequences "frame" the message.

Enclosed within the frame are the messages built by
higher level protocols, such as IP and UDP. For
example, an IP datagram must be placed in a frame
before it can be transmitted.

Ethernet frames range from 64 to 1518 bytes in length.

Bytes

Monitor maintains a count and rate for bytes
transmitted and received by all monitored objects. For
example, for any node, you can monitor the number of
bytes in or out to measure the traffic load with
respect to that node. For a segment, you can monitor

the number of bytes in and out of all nodes on the
segment.

Error Frames

A DLL Error Frame is logged in the following cases:
* If the frame is Ethernet, none are logged.
* If the frame is IEEE 802.3:

- Value of length parameter in header less than
3.

Alignment Errors

The number of frames observed for the selected segment

with alignment errors. An alignment error is a frame
with a length that is not an exact multiple of 8 bits.
The following variables are available only for
segments.

App. III - 1
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Collisions

The number of collisions observed on the selected

segment. A collision occurs when two stations attempt
to transmit simultaneously. A certain number of

collisions are normal. The following variables are

~ available only for segments.

A higher than typical value can mean that the physical
. interface for a single station has malfunctioned and in

not following the protocol.

Broadcast frame

A broadcast frame is a special frame that is received
by all stations on the network. Common uses for

broadcast frames include ARP (Address Resolution

Protocol) and network testing.

Multicast Frame

A multicast frame is a special frame that is received
by a predetermined set of stations. Multicasting is

used to send a message to a set of stations using a

single frame, thus reducing network loading.

off-segment

Off-segment frames are frames that the Monitor observes

on the local segment, but are destined for or
originated by nodes not on the local segment. All off-
segment frames then are either routed to, from, or

across the local segment.

off-segment variables

Off-segment variables are a measure of the amount of

routing or bridging that is occurring. Excessive off-
segment traffic may mean that certain nodes on one

segment are communicating primarily with nodes on other
segments. If you identify these nodes and move them to
the segments where their primary communications

partners are, you may lessen the overall loading on
your network.

off-segment Transit Frames

The number of frames observed on the selected segment
not into or out of a node on the selected segment. For

' these frames, the selected segment is an intermediate

hop in a route between the originating and destination

App. III — 2
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segments. (This variable applies only to segments, not
to nodes.)

;P Vggiables

IP Packets

An IP packet or datagram is a string of bytes that is
transferred as a unit across the IP network. It has

two parts: the IP header, which contains control
information such as the source and destination IP

addresses; and the data to be transferred to the
destination user.

Bytes

The Monitor maintains a count and rate for bytes into
and out of all monitored objects. For example, you can
monitor the number of bytes into or out of a chosen
node to measure the traffic load with respect to that

node. You can monitor the number of bytes into and out
of all nodes on the segment.

I? Error Packets

An IP error packet is logged when the monitor observes

a packet with an error in its IP header. Possible
errors are as follows:

* IP header length is less than 20 bytes,
* IP header length is greater than the length of the

IP packet

* Packet length is less than the IP header length.
* If offset is set for fragmentation, but the frame

should not be fragmented.

IP Fragments

If an IP datagram is too large to pass through a
subnetwork or router, the IP router that is
transmitting the original datagram divides it into
fragment datagrams. The destination station

reassembles the original datagram once it has received
all the fragments.

Fragmentation usually occurs because packets are being
routed through a network segment that has physical
technology or configuration that restricts the IP

datagram size to one smaller that the IP datagram size
used on the originating segment.

App. III — 3
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For example, the maximum frame size in an IEBE 802.5
physical network is 16000 octets, whereas the maximum

frame size on an Ethernet physical network is about

1500 octets. In this case, a large frame originating
on the IEEE 802.5 network would have to be divided into

many fragments before it could be transmitted onto the
‘ Ethernet network.

Note that a fragment is a complete and correct IP

' datagram. Do not confuse IP fragments with the
Ethernet fragment errors .

Higher than typical values for these parameters may
mean that one or more commonly-used communications
routes are forcing fragmentation to occur.

Example: new nodes have been added that access a server

across a fragmenting route. The number of additional
packets causes delays on the server's segment. The
solution is to reconnect the new nodes to a different

segment that has a non-fragmenting route to the server.

IP Header Bytes

The header is the portion of the IP packet that
contains control information used by the protocol, such
as source and destination IP addresses.

Broadcast and Multicast packets

A broadcast packet is special packet that is received
by all stations on the network.

A multicast packet is a packet that is received by a
predefined set of stations. Multicasting is used to

send a message to a set of stations using a single
packet.

IP Off—segment Packets

off-segment packets are packets that the Monitor
observes on the local segment, but are destined for, or
originated by, stations not on the local segment. All
off-segment packets, then, are either routed to, from,

or across the local segment.

Off-segment values are a measure of the amount of

routing or bridging that is occurring. Excessive off—
segment traffic may mean that certain stations on one

segment are communicating primarily with stations on

other segments. If you identify these stations and
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move then to the segments where their primary

communications partners are, you may lessen the overall
loading on your network.

Off—segment Transit Packets

This parameter applies only to segment, not to nodes.
The number of IP packets observed on the selected

segment not destined for or originated by an object on
the selected segment. For these packets, the selected
segment is an intermediate hop in a route between the

originating and destination segments.

off-segment Transit Packets Rate

This parameter applies only to segments, not to nodes.

The number of off-segment IP packets observed per
second on the selected segment, not into or out of an

object on the selected segment. For these packets, the
selected segment is an intermediate hop in a route
between the originating and destination segments.

Iggg Variables

ICHP Packets

ICMP (Internet Control Message Protocol) packets are
used to control, test, and report problems with, the
network. Reading through the ICE? variable

descriptions should give you a good idea of how ICE? is
used. A high number or ICM packets from any source
wastes traffic capacity that could otherwise be used
for data packets. '

Bytes

The Monitor maintains a count and rate for the number

of ICE? bytes in and out of all monitored objects. A
high number of ICE? bytes from any source wastes
traffic capacity that could otherwise be used for data.

ICMP Errors

An ICHP error is logged when the Monitor observes an

ICMP packet with an error in its ICMP header. For

example, a packet may have a length field with an
illegal value in it. A node that generates ICHP errors
may be having software problems.

App. III - 5
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Off-segment

off-segment packets are packets that the Monitor
observes on the local segment that are destined for or

sent by nodes not on the local segment. All off-
segment packets are either routed to, from, or across

~ the local segment.

A high number of ICMP packets from any source wastes

. traffic capacity that could otherwise be used for data
packets. If there are a high number of in or transit

off-segment ICMP packets, the source is on a different
segment.

Destination Unreacbable Packets

If for some reason a gateway cannot deliver an IP

packet, it sends and ICHP Destination Unreachable
packet to the sender. This packet informs the sender

that the packet could not be delivered. and gives a
reason. The Monitor keeps count of ICMP Destination

Unreachable packets into and out of all objects, by
reason. These are listed below.

Net unreachable

The network is having routing problems. Possible
routing problems include: a non-operational link a node
or router has an incorrect routing table

Host unreachable

See net unreachable.

Protocol unreachable

Port unreachable

Frag needed / DF set

This means fragmentation is needed but Don't Fragment

flag was set. This message is sent when a router
cannot forward a packet because it is too large for the
next subnetvork in the route. Find out why

fragmentation is being disallowed by the sending node -
it may not be necessary. If it is necessary, then you

‘ must find or create an alternate route.

source route failed

App. III — 6
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Destination net unknown

The destination network is not in the router's current

routing table. This may be because the source node

entered the address incorrectly (a software problem) or
because the router's routing table is corrupt or
incomplete.

Destination host unknown

See destination net unknown

Source host isolated

Destination net prohibited (comunication with
destination network administratively prohibited)

Net unreachable / T05

This means network is unreachable for this Type of
service. This message is sent when a router cannot
forward a packet because the specified Type of Service

is not available for this route. Find out why this
Type of service is being specified. It may be
unnecessary.

Host unreachable / TOS

This means host is unreachable for this Type of
Service.

Time to Live Exceeded Packets

An IP packet is allowed to remain in transit for a
fixed time. This time is called "time to live" and is

specified in the IP packet by the sender. If this time
expires before the packet is delivered, the packet is

discarded. This mechanism prevents packets that get
"stuck" in circular routes from congesting the network
forever.

This mechanism is enforced by the gateways that route
the packet through the network. Each gateway reduces

the packet's timer value by an appropriate amount, and
then checks to make sure that it has not reached zero.

If the timer has reached zero, the gateway discards the
packet and transmits an ICMP Time to Live Count
Exceeded packet back to the sender.
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Packets may get stuck in loops (circular routes)
because a gateway or router has incorrect information

in its routing table (example).

Reassembly Time Exceeded Packets

s In routing an IP packet across a network, it is

sometimes necessary to fragment it into smaller

packets. This must be done to get it across a segment
. that cannot handle the packet at its original size.

once a packet has been fragmented, it is not
reassembled until the fragments reach the final

destination. since it is possible that one or more

fragments will be lost before reaching the destination,

the destination node waits only a fixed period of time
to receive all the fragments. This is the reassembly
time.

If the destination node has not received all of the

fragments when the reassembly time expires, it sends an
ICM Fragment Reassembly Time Exceeded packet to the
sender.

This problem typically occurs because one or more of
the fragments has been lost.

Parameter Problem Packets

Part of each IP packet (the header) contains control
information. A parameter is a unit of control

information. For example, one parameter specifies the
length of the packet, and another specifies whether or

not fragmentation of this packet is allowed.

If a gateway detects a serious problem with a
parameter, and it is not reportable through one of the
other ICM messages (such as Destination Unreachable),
it sends an ICMP Parameter Problem packet back to the
sender.

There is currently one specific reason tracked for the
ICMP Parameter Problem packet:

Param option missing (missing option parameter)

' Source Quench Packets

Gateways use the source quench mechanism to slow the
' rate of incoming packets. If a gateway is receiving

packets too fast for it to keep up with, it will send

App. III - B
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an ICH Source Quench Packet to one or more nodes to
tell them to slow down.

Redirect Packets

The redirect mechanism allows gateways to send
information about routes to hosts. This works as
follows:

Each node maintains a table that contains, for each of

the nodes with which it communicates, the physical

address of a gateway. This gateway is the first step
in the route to the destination node. when a node

sends a datagram to a node that is not on its segment,

it send it to the gateway indicating in its routing
table for the destination node.

Gateways maintain more or less complete routing

information. They check all datagrams to be routed off
a segment to make sure that the optimum route is being
used. For example, if there are two gateways available
to Node a, and Node A attempts to send a datagram to
Node 3 across Gateway 1 when Gateway 2 would be better,

Gateway 1 will detect the problem.

when this occurs, the detecting gateway issues an'ICHP
Redirect packet to the sending node. This packet tells
the node how it should change its routing table.

Nodes use this mechanism to learn routes from gateways.

All a node really needs on startup is to know the
address of a gateway. It attempts to route all of its

off-segment messages through this gateway, and builds
its routing table from the ICHP Redirect packets it
receives back.

An ICHP Redirect packet contains a diagnostic code that
specifies additional information. The Monitor counts
the occurrences of each of these:

Redirect for net

This packet means that datagrams to nodes on this
network should be routed differently.

Redirect for host

This packet means that a datagram to this host should
be routed differently.
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Redirect to TOS net

This is a redirect for the network and type of service.
This packet means that datagrams to hosts on this

network should be routed differently in order to obtain
this type of service.

Redirect Tos host

This is a redirect for the host and type of service.

This packet means that a datagram to this host should
be routed differently in order to obtain this type of
service.

Echo Packets

The echo mechanism is used to verify that a destination
is currently reachable, or to test the delay time

between nodes. Echo is often referred to as "ping."
The echo mechanism involves two ICMP packets: Echo
Request and Echo Reply. The Monitor maintains counts
‘for both of these.

Note that some diagnostic tools issue a series of ICMP

Echo Request packets and then monitor and analyze the
ICU? Echo Response packets.

A high number of these packets wastes traffic capacity.

Echo Request

This is a request that the addressed node send back an
Echo Response packet.

Echo Response

This is a response packet sent by a node when it has
received an Echo Request packet.

Timestamp Packets

The timestamp mechanism is used by nodes to synchronize
their clocks. Node A sends an ICMP Timestamp Request
packet to Node B, requesting that Node B return the
current time of its system clock. Node B sends an ICMP

Timestamp Response packet with the requested time to
. Node A. Node A can roughly synchronize its clock with

Node B based on the response timestamp.
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Timestamp Request

This is a request that the addressed node send back a
Timestamp Response packet.

Timestamp Response

This is a response packet sent by a node when it has

received a Timestamp Request packet.

Address Mask Packets

The IP protocol's addressing scheme allows sites to

group multiple physical networks (segments) into a
single addressable subnet. The subnet addressing
scheme allows a site to determine, to an extent, which

IP address bits identify the network (including subnet)
and which identify nodes in the local subnet. For

example, a site may determine that the first three
octets in the IP address specify the network, and the
last octet specifies the node in the network.

The division of address bits between network and node

is represented by an address mask. The address mask is

a string of 32 bits, where each bit used to specify

network is set to 1, and bits that identify node are
set to O.

A node learns the address mask for its local subnet by

requesting the information from a gateway. To do so it
sends an ICMP Address Mask Request message to the
gateway. If it does not know the address of the

gateway, it may broadcast the request. The gateway
replies with an ICM Address Mask Response.

Address Mask Request

' This is a request that the addressed node send back an

Address Mask Response packet.

Address Mask Response

This is a response packet sent by a node when it has
received an Address Mask Request packet.

Tc Va ables

TCP Packets

A TCP packet (sometimes referred to as a segment) is a

string of bytes that is transferred as a unit across
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the IP network. It has two parts: the TCP header,
which contains control information such as the source

and destination TCP ports; and the data to be
transferred to the destination user.

Bytes

The Monitor maintains a count and rate for bytes into

and out of all monitored objects. For example, you can

, monitor the number of bytes into or out of a chosen
node to measure the traffic load with respect to that
node. You can monitor the number of bytes into and out
of all nodes on the segment. The byte count includes
header and data bytes.

Header Bytes

The header is the portion of the TCP packet_that

contains control information used by the protocol, such
as source and destination TCP ports. Comparing the

number of TCP header bytes to the total number of TCP
bytes gives an idea of the amount of TCP overhead on a
connection.

Error Packets

A TCP error is logged for each packet observed with one
of the following problems:
* length of TCP packet is less than 20 bytes
* TCP Header length is less than 20 bytes

* TCP header length is greater than the length of
the TCP packet

* TCP header length is greater than 20 bytes but the
length of the TCP packet is less than the TCP
header length.

Retransmissions

A Retransmission is a TCP packet that contains some
data that has already been sent at least once. A
Retransmission may or may not be an exact duplicate of
the packet already transmitted.

Note that if the underlying packet delivery system
(DLL) creates a duplicate, it is counted as a
retransmission.

When a TCP entity sends a data packet to its remote
partner, it waits a predetermined period of time

- (tracked by a retransmission timer) for an
acknowledgement (ACK) from the remote partner. If this
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time expires without the ACK being received, it
retransmits the data contained in the presumably lost
packet. It may retransmit a packet identical to the
one lost, or it may combine data from multiple lost

packets into a new packet, or it may combine lost data
with new data into a new packet.

Excessive retransmissions can mean that a gateway is
overloaded or down, that a system is overloaded, or
that network parameters are misconfigured. In general,
small dedicated networks should see few

retransmissions. Larger, more diverse networks with

routers, bridges and gateways with different
capabilities and capacities are likely to have more
retransmissions.

Bytes Retransmitted

Byte Retransmitted are TCP data bytes that have already
been sent at least once.

see Retransmissions.

out of order Packets

out of order Packets are packets containing bytes with
lower sequence numbers than bytes in previously seen
packets.

Packets do not necessarily arrive in the order they
were sent in. The receiving node puts the data in the
correct order once it has received all packets. A high

value may mean that some packets are being sent by way
of a slower route, or that there is an overloaded or

down bridge or router.

out of order Bytes

out of order Bytes are bytes with lower sequence

numbers than bytes seen in previous packets.

Data out of Window Packets

Data out of Window Packets are packets that contains
data that is not within the boundaries of the receiving
partner's currently advertised window. The data is

either acknowledged data or data that the partner is
not ready to receive.
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Bytes out of Window

Bytes out of Window are bytes that are not within the
boundaries of the receiving partner's currently
advertised window. The data is either acknowledged

data or data that the partner is not ready to receive.

Packets after Close

. Packets after Close are packets observed after a

connection has been closed. These may be packets that
had been "lost" on the network, or it may indicate a
malfunction in the sending station.

RST Packets

A packet in which the RST (reset) bit is set.

SYN Control Packets

A packet in which the SYN bit is set.

FIN Control Packets

A packet in which the PIN bit is set.

URG Control Packets

An ORG control Packet is a packet in which the Urgent
pointer is set.

The packet contains data that the receiving application
should process as soon as possible. For example, the

control-key sequences used by some applications are
often sent as Urgent data.

Keepalives

A Keepalive is a TCP packet that a user sends to check
to see if a connection is still active. The Keepalive

packet contains either not data or one garbage byte of

data that is outside the remote partner's last
advertised window. The remote partner responds with
either an ACK, confirming that the connection is alive,
or a RST, indicating that the connection had been

dropped.

Although widely implemented, the keepalive mechanism is
not part of the TCP protocol, so you will not

~ necessarily see keepalive activity.
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Keepalives mean that a connection has been up for a
long time without and activity. Resources may be
unnecessarily tied up.

Window Probes

A Window Probe is a TCP packet that is sent to check
the size of the remote partner's window when the last
advertised window size was zero. The window Probe

packet contains one byte of data. The remote partner
responds with an ACK packet, which contains the size of

the remote partner's current window size.

Non-data packets, which may include window update
information, may be lost and are not be retransmitted.
It may therefore become necessary to check the remote

partner's window size if that information has not been
received for some period of time. This can mean that a

node is runnind a faulty TCP implementation, that
timers are misconfigured, or packets are being lost.

Window Update only Packets

A Window Update only packet is a packet that contains
no data, but in which the advertised window size has

been updated.
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Byte Rate

Errors

Broadcast Pkt Rate

Multicast Pkt Rate

Source Quenches

Fragments

Flow Controls

UDP

TCP

NFS

Reuansm issions

Off Segment Packets

in

OLII

Transit

Local

Most Active Protocols
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APPENDIX Iv

Summary Tool - Values Display Fields

total packets per second at this protocol layer received and U'.lJ'|S111illcd at
segment or node

total bytes per second at this protocol layer received and u-ansmittezl at
segment or node

total error: at this protocol layer received and tnnsmitted at segment or node

total number packets per second at this protocol layer addressed to broadcast
addrcu A

totzu number packets per second at this protocol layer addressed to mullicast
address

total number of ICMIP source quench packets received and tmnsmiued from
this segment or node.

total number of D’ fragmented packets received and tnrtsrnitted from this
segment or node.

total number of lC.\1P source quench packets received and transrnitted on
this UDP port.

total n-timber tat‘ ICMCP source quench packets received and lmnstnitted on
this TCP port.

total number of ICMP source quench pockets received and Lrztnsrnitted on
this NI-‘S port.

total number 0! TC? packers ret;r:msl11illed on this TCP porL

%u-attic at this protocol layer received by nodes on this segment
originating from other segments

in = ldxpacket me I packet rate rcv (rum or! seg)

‘Zn triflic at this protocol layer transmitted by nodes on this segment to nodes
on other segments

out = l0O(pneket rate I packet rate rimt to on’ seg)

fl: tralfie at this protocol layer origimling from other segments which an:
mdressed to node: not on this segment

transit: l00(pactter rate I packet me tnnsit)

‘it Tnlfic at this protocol layer which originates and ten-rtinates on this
segment

local = 100 -(in + out + u-.u-tsit)

The Eve most active protocols running above this Layer (ie the users of th'n
|ayer).11ie protocols are displayed as -7e and ranked in decreasing order.

protocol 9» = Iootprotocol packet ml:/packet rate)

/r99 l\.’ ‘- L
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Most Acuve Nodes ‘nae five most active nodg: ot this protasol bye: . The node: an: displayed as
7. and nnkad in decrustng order.

node ‘I: 1: l(I)(ncde packet mt:/packet tale)

ICMPT Seen ‘the total numba of these spccific ICMP k ‘[34 md
. W“ rucnivedon I.hisscgmtnta‘nodc. P“ H M” uwwn"

Total Scgment Bandwidth The 5 of the IVHII-Jllblfl bandwidth used by this protocol. 1! the screat is I
scgnt::ttt1_15v18Y|!tS‘5 usadby all nodesonthcscgmcnt. ifitisanode
display tt ts the ‘b uscd by that node.

-1.=1oo(3'ft-.tmct-at:/ICDQIXXJ)

Total Active Dialogs ‘Ute rtttmbc: of dialogs dctctted (or the node or segment at this protocol
layu.

 

M5040 — 9..
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5. Acmalscreens {ac \Iu\ur.s Too‘ APPENDIX v

5.1 Data Link Group

5.._I..I_Defi.mmn

I This screen summanzcs Lhc data llnk parameters.

 §

1 This is a “complete values" screen. It shows an of the values for [he Du,

protocol layer.

2 The user comes (mm a context ofa specmc segment or node and Lhls
SCYCCD THUS! DFCSCTVB U13! context.
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immmm 
 

Standard Column Headings 

Frames

Xmt.
Total

l’-‘rm rate

Bytes
Raw
Xmt

Total

Bylc rate
Flcv

Xxm
Total

Errors
Rzv
Xmt

Total
Error rate

Rev
Xmt
Total

802.3 frames
Rcv

Xmt

Total

cthcmct. fumes
REV

Xmt
Total

802.3 frame rate
RN .
Xrm

Total

cthcrnet frame rate
Rw

Xxm
Total

Boast Xmt
Boast rate

Mcast Xmt
‘Mons: rate

on sag
Rev
Xmt

flransltl
APPENDIX V - 2
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llocall
Total

OIT scg rate
Rev

Xrm

[’l‘ran3ltI
' [local]

Total

Runts Xmt

a |A}.llgn.mcm]
[Collisions]

Protocol Pl-d. Count Pl-(1 Rate 96

 

Protocol 1

Prowcol 2

Protocol n

 mm
 

Extended Column Headings

rows as for prtmary saeen

5.2 [P Group

§~_2...l_D.£flni(IQn

This screen provides mforrnauon for the IP network layer running on the segment or
nbdc.

§._’—’.2_QE!.'m.zLl§

1 This L5 a ‘complete values‘ screen. it shows an ofthe values for me 1?
protocol type

2 The user ‘names from a context of a specific segment or node and Um
screen must preserve mat context

APPENDIX V - 3
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i 

Standard Column Headings 

Pl-as
Pkt rate

Bytes

Byte rate
Errors

Error rate

Frags

Frag rate
Header bytes
Header rate

Beast xmt
Beast rate
Mcasr. Xmt
Mcast rate

Off seg

Off seg rate

Protocol Plct Count Pkt Rate %

Protocol 1

Protocol 2

Protocol n

i 

Extended Column Headmgs

mus as for primary screen

5.3 ICE‘? Group

5.3.L2:flmtim

This screen provides information for the ICMP protocol 5/!» mnntng on the segment or
node. ~

fi..’1.2..Q£IanLL~z

1 This is a "complete Values" screen. It shows all of the values for the ICMP

protocol type

The user come from a comma of a specific segment or node and this
screen must preserve that context.

I»)
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Standard Column Headings 

P1-cts
Pkt rate

Byte

Byte rat:
Errol:
Error rate

of!‘ seg
Off scg nte
D.U. net
D.U. host
D.U. Prof.

D.U. part

D.U. frag
D.U. Sn: mute

D.U. Net Unk
D.U. Host Unk.

D.U. Src Host 1501.
D.U. Dnct Ad Prob

D.U. Dhoat Ad Prob
D.U. Net Um.
D.U. Time Xd ‘Trans
D.U. Time Xd Rcass

Param prob
Parana opt miss.

sn: quench
redtr nct
recur host

redlr ms net

rcdlr 105 best.

Echo rcq
Echo Resp
Ts rcq
Ts rcsp

Add: mask rcq
Add: mask reap

Page 583 of 1000

APPENDIX V _ D



W0 92/19054 _ PCT/U592/02995

-135-

 
 

Extended Column Headings 

rows as for pnmaxy screen

5.4 U1)? Group

.‘i.5...L12eflm£1‘c2z1

This screen prm.-Ides 1n.fo1-mauon for the UDP protocol 5/w runrung on Lhe segnem or
node.

§ 

1 This is a ‘complete values‘ screen. It shows all of the values for the UDP

protocol type I

2 The user comes from a context of a specific segment or node and this
screen must. present: that context.

§..4..3_£r:lma:u.&cLeen.Laumn
 

Standard Column Headings

Pia:

Pkt rate

Bytes
Byte rate
EITDIS
Error rate

Header bytes
Header rate

on" seg

off seg rate
Protocol Pkt Count PI-ct. Rate “.6

Protocol 1
Protocol 2

Protocol 21

 

Extended Column Headings _
rows as for pnmauy screen

 

APPENDIX v — 9

Page 584 of 1000



W0 92/1 9054 PC!’IU592/02995

- 137 —

5.5 TC? Grail?

.‘Z.i.L.Qeflnmm

This screen prov-ides tnforrnatlon for the TCP protocol s/w running on the segment or
‘ node.

.‘L..‘i.2.QeIa.u1!£I‘

I This Ls a "cornplctc \a.lues" scrccn. It shows all of the values for U1: ‘mp

protocol type

The user comes from a context or a spcctflc segment or node and this

screen must prcscnrc that contact

I.)
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fi 

 _____

Standard Column Headmgs

number connections
Pkts

 

plus urz only
window update only

control pkts
dup only pins
pan dup pkm
dup byte:
out order plus

our order bytes

data pl-IL-. after window

bytes alter window
plus afler close
dup ack.-.
ack pkts ‘
off seg

oil’ seg mu:

Protocol Pk! Count. Plct Rate ‘)6

Protocol 1
Protocol 2

P1:o(ocoln

 1

Extended Column Headings

rows as for primary screens
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5.6N?sGroup

i 

These screens provide informauan for the N1-‘S protocol s/w running on the segment or
node. The scrcers show the breakdown of acuvity by servers and euents for
fllesystems. directories and mm.

.‘i.§.2_l2e[aul!:_:L:ienLL2:n.Lr

1 This is a "complete values" screen. It shows all of the values for the NI-‘S

protocol type

2 Tue user comes from a context of c|Lher a segment or a node and this
screen must. preserve that context.
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Standard Column Headings

ma nfs ops

nfs ops rate
read opss
read 1-ale

write ops

bytes read
bte read nu:

bytes written
bytes written rate
write rate

write cache
create file
remove me
rename me
create dir

remove dlr

null ops

get {De attr
set me attr

look ups
read link
create link

create sym Ink
get fsys an:
mount.
unmounz

readmount
unmounlall

readggort

File Systems on Server

 

me system 1
me system 2

me system In

i£ 

Extended Column Headings

YOWS .35 i0!’ SCICBDS

5.6.5 Navigauon

APPENDIX V — 23
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Double cudnng on a me system lnvokcs the (11: system screen for the selected me
system.

mQm 

I This Is a ‘complete values‘ screen. It shows all of the values for the NI-‘S
protocol type for this file system.

‘ 2 The user comes from a context of either an nls chem or server and this

screen must. preserve that context.

APPENDIX v - 11

Page 589 of 1000



W0 92/1905‘ Pcr/us92/02995

-142-

 

Standard Column Headtngs

 

total nfs ops

nfs ops ram
read ops
read up rate

w11te ops
write op rate

bytes read
bte read rate

bytes wrttten

bytes written rate
write cache

create file
remove file

rename file
create d.tr

remove dlr

null ops

get me act:
set me am

look ups
read um»:

create ltnk

create sym Ink

get fsys atu‘
mount

unmount

Directories tn File System

dtrectoly 1
dlxectoxy 2

dtrcctory n

i 

Extended Column Headtngs

rows as for primary screens

5.6.9 Navtgauon

Double eltektng on a directory invokes the dtrectory screen for the selected dtreetory.

£ 
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I T1133 15 a ‘complete values‘ screen. It shows all of the values for the N1-‘S

protocol type for (has dxreetory.

2 The user comes from a context or an nfs me system and this screen must

preserve that comcxl.
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Standani Column Hmdlngs

total 35 ops
nfs ops rate
rcad ops
read ops rate
w-me ops

wntc ops ran:

bytes read
bte read 121:

bytes wfittcn
bytes written rate
write cache
create me

rtmov: me
rename me

null ops

get me an:
set me am‘

look ups
read link
crcate link

crcale sym ink
create svm Ink

 

 

Attributes 

ryp:
mod:
nllnls

Laid

gld
size
bbdslzc
rdev

blocls
mud
aumc
mum:
cum: 

Files in Directory

‘file 1
me 2

me n

APPE5-'DIT‘C - 2.‘.

Page 592 of 1000



W0 92/19054 PCT/US92/0299’

-155-

Extended Column Headings _

rows as 101- primary sqjecns

5.6.13 Nawgauon

Double cltckzlng on a me invokes the file screen for Ln: sclcctcd 1114:.

' §.6..l£_D:[a.uLt.L-file

1 This Is a ‘complete values‘ screen. It shows all of the values for the NFS
protocol type for this file.

2 The user comes Erom a context of an n1's Illc duectory and Lhls scrccn must

preserve that contact.
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m 

Standard Column Headlngs

total nrs ops

nfs ops rate
read ops
read ops rate
write ops

w-rite ops rate

bytes read
me read rate

bytes written
bytes u.-rlttcn rate
write cache

null ops
get me attr
set 111: attr

look ups
read link
create link

create 1 Ink
Attributes

 

WP‘?
mode
nllnks
uid

egdsxzc

blocksize
ndev
blocks

meld
aume
mnme

cttme

 mm

Extended Column Headings

rows as for primary screens

5.7 ARP Group
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5..Z.JJ2£fl.r1[£!QE1

This screen providcs tnfonnauon for the AR? protocol s/w running on the segment or
node.

. 5 

1 This Is at ‘complete values‘ screen. It shows all of the values for the AR?

, protocol type

2 111: user comes £rom a context ofelthcr a segment or a node and this
screen must preserve that context.

N
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Standard Column Headings

TED

 

Extended Column Headings

rows as for primary screens

 

5.3 RARP Group

EJLLLEEHKED

This screen prov-ides mformauon for the RAE? protocol s/w running on the segment or
node.

Edzlkflndfi

1 ‘nus is a "complete values“ screen. It shows all ofthe values for the RARP
protocol type

2 The user comes from a context of either a segment or a node and this
screen must preserve that contact.
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§.§.1BUmnn.L§cLezzLLau.au£
 

Standard Column Headings

‘IBD

'  

Extended Column Headings

rows as tor primary screens _

5.9 Telnet Group

§ 

Thb screen provides tnformauon for the Telnet protocol s/w running on the segment or
node.

§ 

1 Th'Ls IS a ‘complete values” screen. It shows all of the values for the Telnet

protocol type

2 The user comes from a context of either a scgnent on‘ a node and ms
screen must preserve that context.

§ 

Standard Column Headmgs

TED

 

Extended Column Headings

r—ow5 as for primary screens

5.10 FT? Group

This screen provides tnformauon for the FTP protocol 3/w running on the segment or
node.

APPENDIX V — 19
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1 This is a ‘complete values’ screen. it shows all oi’ the values for the l-‘I?

protocol type

 

 

2 The user comes from a context oi‘ either a segment or a node and this
screen must preserve that context-

 

Standard Column Headings

TBD

me&m 

Extended Column Headings 

rows as for primary screens

5.11 Dialogue Data Group

This screen displays all of the Data available for a particular dialogue. This screen is
shown when the user clicks on an enoy in the Summary Tool dialogue information.

Each dialog screen represents a single dialog. Thus at the UDP or TCP level two nodes

may have multiple dialogs (each with a unique port pair) and each oi‘ these will be
represented as a sepelate entity.

Because the user cannot uniquely identify the dialog he requtrs from the menus (he

does not lcnow the port numbers involved) the only meehartisox to invoke these screens

is by selection oi‘ a dialog from the approriate summary screen. This problem also

prevents the user from 'cl.icl-ting’ through all the dialogs on ports between a node pair
(may be addressed i.n later phase).

 u

l

Page 598 of 1000

This is a "complete values‘ screen. it shows all of the values available for
the selected connection.

There are several dilTerent contexts for this screen. The user may select
this option from the summary tools for all protocols. This screen must
reilcet the node. layer and specific connection context from which the user
entered
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The content of this screen is essentially the same as the corrcspondlng row

entry from the‘na1Ilc matrix screen for the DLL and IP layers. Then’
inclusion is to pruv1dc the user with a consistent navigation pamcligm
accrosa the layers (and to provide this functionality in release 1 which
does ot include the Trafllc matrix support).

The data set displayed in this screen will be appropriate to the protocols .
used between the nodes. The variables shown are those selected for

TCP/IP protocols. Where nodes converse using multiple protocols this win
‘ be expanded to select data from each protocl set

APFENDIX v - 21
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fi 

node name node name
mac address mac addrcss

lp addrss ip address
Network Protocols:

start time last seen um:

Standard Coiumn I-lwdmgs

 

 

frames

bytes
errors

Dow ctl

lp flags
tap retransmlsslons

 

Extended Column Headings

rows em for primary SCl'C1:I'L5

.'.i..l.L§J1rr‘a1nn:_Sa::n_-{E

node name - node name
mac address mac addrcss

ip address tp address
Transpofi Protocols:
start Lime last scan time

Standard Column Hudmgs

 

 

 

ms
bytes
header bytes
errors

tragmcnts
TCP retra.nsrmss1or1s

ICMP

 

Extended Column He-admgs

TO\-VS 35 E01’ SCTCCYLS

APPENDIX V — 22
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nodc name
mac address

PCTI U592/02995

12 address 19 address

Standard Column Headings

P1-as

Bytes
En-o_rs

orr seg
D.U. net
D.U. host

D.U. Prat

D.U. port
D.U. [mg
D.U. Src mute

Net Unlc
Host Unk.

Src Host isol.
Duct Ad Prob

Dhosl. Ad Prob
. . Net Unr.

D.U. Time Xd ‘bans
D.U. Time Xd Rcass

Panun prob
Pa:-am opt miss.

srt quench
rcdlr net
rcdlr host

rcdlr tus net
recur tos host

Echo rcq
Echo Resp
Tsrcq

UPFJPPP C.C!'1‘-F‘-F-‘-F

‘Ts rcsp

Azldr mask rcq
Addr mask rcsp '

m 

Extended Colurrm Hcadmgs 

rows as for pmnary screxns

Page 601 of 1000

APPENDIX v — 23



W0 92/19054 PCTlUS92/02995

-154’-

5fl£mm 

node name node name

mac address mac address

1;: addrss Ip address

port number port number

Application Protocol:
start time last seen time

Standard Column Headings 

Exicndcd Column Headings

rows as for p11ma.ry screeru

APPENDIX V - 2!.

Page 602 of 1000



wo 92/19654 PCT/U592/02995

- 155 -

fluLmm 

node name - node name
mac address mac add;-:55

— IP address lp address

POI! hi-lmbcf port number
Appucauon Protocol:

, Connecuon Status: Iacuve. closed-ok. closed reset. unknown}
51311 U-me last seen ume
 

Standard Column Headings 

Plds

bytes
header bytes
errors

pkts bad seq N
bytes not acked
persists

keep allves

pkts rexmit
bytes rexmit
aek only pk!

Window probes
pkts urg only

window update only
conuol pins

dup only pkis
pan. dup pkxs
dup bytes

out order pkts
out order bytes

data pkts after window
byies after Window
pkts aflzr close
dup ads
acks unsent data

ack pkts '
bytes asked by aclu
current window

APPENDIX v - 25
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Extended Column Headmgs

rows as for primary screens _

i 

nodg name node name
mac address mac address

ip address _ 1}: address
port number 1301'! number
sun Lime last seen Lime

Standard Column Headings

variables as for NFS Group

iu 
 

Extended Column Headings

rows as 301- primary screens

5.11.15 Navigation

95 for NFS group a hteamrchy of screens is avaflablc:
1 client to server

2 client to file system

3 client to directory

4 client to file

5.12 -mm: MM:-L: Group (‘Not in release 1)

§J_2J_D:0.u1'.ti¢2n

This screen shows tram: dlstnbuuon between a selected node (or segment) and other

nodc-5 (or segments) in the network. «

For the DLL and IP layers !t is essenually a repeat of the dialogue screens. For the UDP

and TCP layers however it represents a su rnmauon over multiple connecuons between
the two nodes.

i 

APPENDIX v - 25
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1 ‘me user comes from a context of a specific segment or node plus a

protocol level and this screen rnust preserve this context.

2 II t.l1e selection propagated from the Summary Tool is a segment then the
distribution is segment to segment. if the selection is a node then the
distribution 5 node to node.

3 Values are shown in order of heaviest t.ra.0'le to lightest

) 4 “me initial screen has the heaviest pairs of nodes or segments. scrolled
screens contain progresstvely lighter t.rai'l'ie loads.

5 The user can select the column by which the nods are to be ordered and

request reordering. This allows the user to use this screen look at new
control for ezarnple.

6 Double clicking on a node or segment in the display area allows the user
to move to this object as the focus of the trame matrix ie tithe user is

looking at a matrix for node A and selects node B (which is one of the
nodes In the matrix) they will get the traffic matrix for B.

7 Double clicking on the node which Ls the focus of the matrix leg A in the
above example) selects the next segment or node. consistent with the

current view. Node views dick to other nodes on the segment. Segment
views click to other seguents. The segnent tor) node selection will be

ordered alphabetically.

8 The data maintained between two nodes (or segments) will be aged out if‘
no cornrnunieauon between them occurs for a defined penod (scttable by
the user -eventually).

APPENDIX v — 3-
I
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 mML

Nodctscgmcnt) Name
 

{rm {rm byte byte err cn' flow flow tflc
rat: rat: rate :11 cut '36
 

nodctscgmcnt) 1

nodc(scgmcnt)2

nodc[sc‘gmcnt)n

This scrolls down to accomodate all nodes [or segments) required.

iu 

{rag [rag lcp tcp
rate rcxxnlt nncmn.

rows as prtmaxy screen

ilZ5 

Nodclscgmcm) Name

pkt pk: err :11’ {rag {rag Icmp Ow flw me
rate rate mt: cu ctrt %

nodc(segmcnt)1
nodc(scgmcnt)2

noddségmenfin

This scrolls dawzi to accommodate all nodes (or segments] rcquircd.

APPENDIX v _ 33
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.5.L2.§_£z1ma.n.L§m::z11CM1?

This is Invoked by stlcctlon of the ICMP entry for a node (segment) pair. The user is
vcctored to the EP traffic matrix screen In this case.

 EE

‘ Nodetsegmentj Name

pm. pm err err act nunt ncmt flw flw Life 8
ran: rate conn mtc cu ct n 96 corms

node(segment)1

node(scgmcnt]2

nod cluérncmm

This scrofls down to accomodatc all nodcs [or scgm:-_nts)rcqu1n:d.

APPENDIX v — 29
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i& 

Nodc(Scgmenl) Nam:

pkt plcz err err actv [law now L11’:
rate rate Conn :11 curt 96

nodctscgmcntll -
nodctscgmcnniz

‘ I

node(ség1n¢nUn

This scrolls down to accomodatc all nodes (or segments) required.

APPENDIX v — 30
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 JL2nfl

Nodc(Scgmcn1) Name

pl-ct pk: err err actv flow flow t.fl'c
mt: rat: conn ct! cttrt 96

nadetsegrnentl I

nodetscgmcnm

noddggglenL)n
File systems on Lhis node

111: system 1
111: system 2

file syst'cm n

This scrolls down as required.

5. 12.9. 1.1 Navigation

Double clicking on :1 Bl: system invokes the me system screen for the selected me
system.

APPENDIX U - 31

Page 609 of 1000



W0 92"°°5“ PCT/U592/D299‘:

-162-

ifl 

Nodetscgmcntl Name
File System name
 

pkt pkt. en‘ err actv flow flow tflc
rate fate conn ctl ct.ln%

nodclscgmcntl 1
noddscgmcmj 2

noddsgglmcnfln
Directories on this file system

directory 1
directory 2

dtrcctox-‘y n

This scrolls down as required-

5.12.9.2.1 Navigauon

Double dtcldng on a directory invokes the ducctory screen for the st-Jcctcd directory.

5 3 align‘ in Etgmal

Nodctsegmcntl Name
File System name

d.i.n:ctory name

pk! pk: err on actv flow flow LII:
rate rate conn ell ctlrt%

nodctscgmcnu 1
nodc{scgm¢m12

nodc(sogmenfln
fllcs in this directory

1'11: 1

file 2

(114: n

APPENDIX v - 3;
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This scrolls down as rcquu-ed.

5.l2.9.3.1 Nawdgauon

Double clicking on a 111: invokes the me screen for the sclccted me.

APPENDIX v — 33

Page 611 of 1000



PCTIUS92/02995W0 92119054

-164-

 &m:
Nodefsegnientl Name
File System name
directory name

 

 

111: name

pk: - pkt err err actv flow flow ul‘e
Fate rate - corm ct] cl.l rt 96

nodetsegmenfll

node(segment)2

nodelsegmeuun

This scrolls down as required.

5.13 Summary Screen for ‘traffic Matrix

Segl Sega Seg3 ...... .. Segn

Segl frame frame [1-am;
W12 by“ byte
MTG!‘ BYTOI effur

Scgz frarm: frame [ramp
W1‘ 5!“ byte
CYTDT CTTOT cffgr

Seg3 frame frame {mm
by‘-5 by‘-'5 byte
CITOT CITDT gn-or

Slegrx fréme frame framc ,,,,,, ,,
DY“ bY1|‘— byte ........
en'or error en-or

APPENDIX '.‘
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Claims

1. A method for monitoring communications which

occur in a network of nodes, each communication being

effected by a transmission of one or more packets among

two or more communicating nodes, each communication

complying with a predefined comunication protocol

selected from among protocols available in said network,

said method comprising

detecting passively and in real time the contents

of packets, and

deriving, from said detected contents of said

packets, communication information associated with

multiple said protocols.

2.

deriving comunication information includes deriving

The method of claim 1 wherein said step of

communication information from associated with multiple

layers of at least one of said protocols.

3.

which occur in a network of nodes, each dialog being

A method for onitoring communication dialogs

effected by a transmission of one or more packets among

two or more communicating nodes, each dialog complying

with a predefined communication protocol selected from

among protocols available in said network, said method

comprising

detecting the contents of packets, and

deriving from said detected contents of said

packets, information about the states of dialogs

occurring in said network and which comply with different

selected protocols available in said network.

4. The method of claim 3 wherein said step of

deriving information about the states of dialogs

comprises
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4 maintaining a current state for each dialog, and

updating the current state in response to the

6 detected contents of transmitted packets.

5. The method of claim 3 wherein said step of
1

2 deriving information about the states of dialogs

3 comprises

4 maintaining. for each dialog, a history of events

5 based on information derived from the contents of

6 packets, and

7 analyzing the history of events to derive

8 information about the dialog.

1 6. The method of claim 5 wherein said step of

analyzing the history includes counting events.

1 7. The method of claim 5 wherein said step of

2 analyzing the history includes gathering statistics about

3 events.

1 B. The method of claim 5 further comprising

2 monitoring the history of events for dialogs which

3 are inactive, and

4 purging from the history of events dialogs which

5 have been inactive for a predetermined period of time.

1 9. The method of claim 4 wherein said step of

2 deriving information about the states of dialogs

3 comprises

4 updating said current state in response to

5 observing the transmission of at least two data related

6 packets between nodes.

10. The method of claim 5 wherein said step of

analyzing the history of events comprises

Page 614 of 1000
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analyzing sequence numbers of data related packets

stored in said history of events, and

detecting retransmissions based on said sequence

numbers.

11. The method of claim 4 further

updating the current state based on each new

and

comprising

packet associated with said dialog,

if an updated current state cannot be determined,

consulting information about prior packets associated

with said dialog as an aid in updating said state.

12.

searching said history of events to identify the

The method of claim 5 further comprising

initiator of a dialog.

13.

searching the history of events for packets which

The method of claim 5 further comprising

have been retransmitted.

148

the full set of packets associated with a dialog

The method of claim 4 wherein

up to a point in time completely define a true state of

the dialog at that point in time,

said step of updating the current state in

response to the detected contents of transmitted packets

comprises generating a current state which may not

conform to the true state.

15.

updating the current state comprises updating the current

The method of claim 5 wherein the step of

state to "unknown".

16.

updating the current state to the true state based on

The method of claim 14 further comprising
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3 information about prior packets transmitted in the

4 dialog.

1 17. The method of claim 15 further comprising

2 updating the current state to the true state based on

3 information about prior packets transmitted in the

4 dialog.

1 18. The method of claim 3 wherein said step of

2 deriving information about the states of dialogs

3 occurring in said network comprises parsing said packets

4 in accordance with more than one but fewer than all

5 layers of a protocol.

1 19. The method of claim 3 wherein each said

communication protocol includes multiple layers, and each

3 dialog complies with one of said layers.

1 20. The method of claim 3 wherein said protocols

2 include a connectionless-type protocol in which the state

3 of a dialog is implicit in transmitted packets, and said

4 step of deriving information about the states of dialogs

5 includes inferring the states of said dialogs from said

6 packets.

l 21. The method of claim 4 further comprising

2 parsing said packets in accordance a protocol and

3 temporarily suspending parsing of some layers of

4 said protocol when parsing is not rapid enough to match

.5 the rate of packets to be parsed.

1

2 22. A method of analyzing the performance of a

3 network of nodes which communicate via dialogs, each

4 dialog being effected by a transmission of one or more

5 packets among two or more communicating nodes, each
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dialog complying with a predefined communication protocol

selected from among protocols available in said network,

said method comprising

monitoring the operation of the network with

respect to specific items of performance during normal

operation,

generating a model of said network based on said

monitoring, and

setting acceptable threshold levels for said

specific items of performance based on said model.

23.

monitoring the operation of the network with

The method of claim 22 further comprising

respect to the specific items of performance during

periods which may include abnormal operation.

24. Apparatus for monitoring communication

each dialog

being effected by a transmission of one or more packets

dialogs which occur in a network of nodes.

among two or more communicating nodes, each dialog

complying with a predefined communication protocol

selected from among protocols available in said network,

said apparatus comprising

a monitor connected to the network medium for

passively, and in real time, monitoring transmitted

packets and storing information about dialogs associated

with said packets, and

a workstation for receiving said information about

dialogs from said monitor and providing an interface to a
user.

25. The apparatus of claim 24 wherein said

workstation further comprises

means for enabling a user to observe events of

acitve dialogs.

Page 617 of '1 000
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26. Apparatus for monitoring packet

communications in a network of nodes in which

communications may be in accordance with multiple

protocols, said apparatus comprising

a monitor connected to a communication medium of

the network for passively, and in real time, monitoring

transmitted packets of different protocols and storing

information about communications associated with said

packtes, said comunications being in accordance with

different protocols, and

a workstation for receiving said information about

said communciations from said monitor and providing an

I-'

0upw~4mu1o(AB)H
F-' 9-‘

5" M

interface to a user,

said monitor and said workstation including means

for relaying said information about multiple protocols

with respect to comunication in said different protocols

from said monitor to said workstation in accordance with

a single common network management protocol.

I-' w

I-‘J‘-

I-‘ U'I

H II’!

I-' \|

P0

27. A_method of diagnosing communication problems

between two nodes in a network of nodes interconnected by

links, comprising

monitoring the operation of the network with

respect to specific items of performance during normal

operation,

generating a model of normal operation of said

network based on said monitoring, and

setting acceptable threshold levels for said

«Dm~4mLnauxroH
specific items of performance based on said model.PO

28. The method of claim 27 further comprising the

steps of

monitoring the operation of the network with

respect to the specific items of performance during

periods which may include abnormal operation, and

U1-fl-LJh)I—|
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when abnormal operation of the network with

respect to comunication between the two nodes is

detected, diagnosing the problem by separately analyzing

the performance of each of the nodes and each of the

links connecting the two nodes to isolate the abnormal
H

OKOQQON
F‘ I-| operation.

29. A method of timing the duration of a

transaction of interest occurring in the course of

communication between nodes of a network, the beginning

of said transaction being defined by the sending of a

first packet of a particular kind from one node to the

other, and the end of said transaction being defined by

the sending of another packet of a particular kind

between the nodes, comprising

t.DtD\IO\U'lIRLJl\7|J
passively and in real time monitoring packets

transmitted in the network,
P O

I-’ I-‘ beginning to time said transaction upon the

I-‘ N appearance of said first packet,

determining when the other packet has been

transmitted, and

H W

F-' §

D-| U'I ending the timing of the duration of the

I-‘ O\ transaction upon the appearance of the other packet.

30. A method for tracking node address to node

name mappings in a network of nodes of the kind in which

each node has a possibly nonunique node name and a unique

node address within the network and in which node

addresses can be assigned and reassigned to node names

dynamically using a name binding protocol message

incorporated within a packet, said method comprising

monitoring packets transmitted in said network,

\D@\lO\U1bI.Jl'U|-‘
and
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10 updating a table linking node names to node

11 addresses based on information contained in said name

12 binding protocol messages in said packets.
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DLL SEG STATS

 
  

 

 
 

frames;

frarnefiate;

frameBuckets;

 byles;

byteflatez
bytaBucke1s‘,

 
  

 

 

errors;

errorRate:

errorBuckets;

  
 

 

rcvOflSegs;
rcvOflSegRate;

rcvOf!SegBuckets;

 

  
 

 

xmtoflsegs;

xmtOf1S9gRate;
xrntoflsegaucketsz

 
  

 
 

transits:

transitRate:

transitBuckats;

  
 

 

 
 
 
 

 

boasts:

bcastfiate;

bcastfluckets;

mcasts:

mcasmate;

mcastBucket5;

coliisions:

collisonfiate;

alignment Errors;

alignment ErrorRate;

enetFrames;

enetFrameRate:

IIcFrames;

l!cFrameHate:

runtFrames;

runtFrameRate;

‘/r-130

DLL PROTOCOL STATS 1
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DLL PROTOCOL STATS 2
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FHAMERATE
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LINK

HASH LINK

ADDRESS

FLAGS

TYPE

PARSE-CONTROL

EM-CONTROL

START-TIME

FIRST-SEEN

LAST-SEEN

143
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LINK
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DLL ADDR1 STATS 

frames:

framefiate;
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Culrent 5Min. 15 Min. 10Min. Max 60 Min. Max Aocumval.

Frame R3191 nn.nnn /s nn,nnn /5 nn.nnn Is nn.nnn /s nn.nnn /s n.nnn.nnn

By1eRate: nn.nnn Is nn.nnn /5 nn.nnn /s nn.nnn /5 nn.nnn /s n.nnn.nnn

Errors: nnn.nnn nnn.nnn nnn,nnn - - n:Inn.nnn

Broadcast FfI1'LR&fBi nn.nnn Is nn.nnn /5 nn,nnn /s nn.nnn /5 nn.nnn /5 n,nnn_nnn

= Mumcast Frm. Rate: nn.nnn /s nn,nnn /5 nn,nnn Is nn,nnn /5 nn,nnn Is n,nnn.nnn

Off Segment Frames
In: nnn “I. nnn % nnn “I. nnn % nnn °/o n,nnn.nnn

Out nnn °/. nnn % r1nn % nnn % nnn % n,nnn.nnn

"Transit nnn °/o nnn ‘/9 nnn ‘Y. nnn % nnn °/a n,nnn.nnn

Mos! Active Protocols (Fun. Flare) Most Active Nodes (Frm. Rats)

1234557390123455 M“ 7o 1234-587890123456 nnn %

<protoco|> nnn % 410$) nnn 9/.

<PfO$0COl> nnn °/a mod” nnn %

<ptotocob nnn % (now) nnn %

<pmnocol> nnn % (node, nnn °/.

Total Segmentflandwidth: nnn % Totamczive Dialogs: nn. nnn

FIG 20A

Current 5 Min. 15 Min. 10 Min. Max 50 Min. Max Aocum.vaJ.

Packs! R3191 nn,nnn ls nn,nnn Is nn,nnn /5 nn.nnn /s nn.nnn Is n‘nnn.nnn

Byte Rate: nn,nnn ls nn.nnn Is nn,mn Is nn,nnn Is nn,nnn /5 n,nnn,nnn

Efl0f5i nnn,nm nnn.nnn nnn.nnn - - n,nnn.nnn

Broadcast Pkt Rate? nn,nnn Is nn,nnn ls m.nnn Is nn.nnn /s nn.nnn /5 n.nnn.nnn

MU15C3S1PH-Rfitei nn.nnn /s nn.nnn /5 nn.nnn Is nn.nnn /5 nn,nnn Is n,nnn.nnn

IF’

Flow Controls: nnn,nnn nnmnnn nnn,nnn - - n,nnn.nnn

Flagrnentsz nnn,nnn nnn,nnn nnn.nnn - - n,nnn.nnn

Ofi Segment Packets
In: nnn % ' nnn °/. nnn “I. nnn °/. nnn °/0 n,nnn.nnn

Out: nnn % nnn °/. nnn % nnn % nnn °/. n,nnn.nnn

"Tfa.nS".I nnn ‘/5 nnn °/o nnn 7. nnn ‘/9 nnn °/a n.nnn,nnn

, I . MostAcfive Protocols.(PkL Rate) Most Active Nodes (Pkt Rate}

1234567890123456 nnn-°/o 1234557a9o123455 mm *7.

<PT°t°°°|> "0" 7° <node> nnn %

<Pf°10C0|> nnn ‘/0 <node> nnn %

<prDlDCD|> nnn % (node) mm ‘/0

<prOK£O!) fl|'N'I 0/o <nodg) nnn ‘V,

Total Segment Bandwidth: nnn % Totai Active Dia|o953 “'1 W1"

FIG 20B
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Currem 5 Min. 15 Min. 10 Min. Max 60 Min, Max Accum.Va!.

Packet Hale: nn.nnn /5 nn.nnn /s nn.nnn /s nn.nnn /5 nn.nnn/s n.nnn.nnn

Bytafiatez nn.nnn /3 nn,nnn ls nn.nnn ls nn.nnn /s nn.nnn/s n.nnn.nnn

UDP

EHUVSI nnn.nnn DFH'I.N'lfl nnn.nnn - - n,nnn.nnn

' Fiowcontrols: nnn.nnn nnn.nnn nnn.nnn - - n,nnn.nnn

" or: Segment Packets
In; nnn ‘I. nnn % nnn °/. nnn % nnn % n,nnn,nnn

out nnn “/9 nnn °/o nnn % nnn % nnn % n,nnn.nnn

-1,3,5“; nnn % nnn % nnn % nnn % nnn ‘/0 n.nnn,nnn

Most Active Protocols (Pkt Rate) Most Active Nodes (Pkt. Rate)

1234567890123456 nnn °/o 1234567890123456 nnn %

<pmtocoI> nnn % <node> nnn °/.

<protocol> nnn °/u <nade> nnn ‘X:

<protoco|> nnn % <noda> nnn °/o

<protocol> nnn % <node> nnn °/.

Total Segment Bandwidth: nnn % Total Active Dialogs: nn,nnn

FIG 20C

TCF’

Current 5 Min. 15 Min. 10 Min. Max 60 Min. Max Aocum.VaI.

Packet M31 nn.nnn/s nn.nnn /s nn.nnn/s nn.nnn/s nn.nnn/s n.nnn.nnn

3Y19R8f9i m,nnn ls nn.nnn Is nn.nnn /s nn‘nnn ls nn,nnnIs n,nnn,nnn

EITOIS‘. nnn.nnn nnn.nnn nnn.nnn - - n.nnn.nnn

HOW C0f|tT0|Si nnn.nnn nnn.nnn nnn.nnn - - n.nnn,nnn

R9U'anSfl'|iSS5Df1SI nnn.nnn nnn.nnn nnn.nnn - - n,nnn.nnn

Of! Segment Packets
In: nnn %- nnn % nnn % nnn % nnn % n,nnn.nnn

Out nnn % nnn % nn.n °/. nnn ‘/0 nnn % n.nnn.nnn

“Transit: nnn °/. nnn °/, nnn °/. nnn % nnn °/. n.nnn.nnn

Most Active Protocols (Pkt Rate) Most Active Nodes (Pkt. Rate)

1234567890123456 nnn °/. 1234567690123456 nnn "Io

<pm1oco|> nnn % <node> nnn %

' <protooo!> nnn % <node> nnn ‘/o

<pro1ocaI> nnn °/.. <node> nnn °/o

<protocoI> nnn % <node> nnn "la

T013; segmem gandwjmhg nnn 0/, Total Active Connections: nn. nnn

FIG 20D-
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ICMP . . _ _
Current 5 Mm. 15 Min. 10 Mm. Max 60 Mm. Max Accum.Val.

Packetfiate: nn,nnn Is nn,nnn/s nn.nnn/5 nn.nnn/s nn,nnn/s n.nnn,nnn

Byte Hale: nn.nnn /5 nn.nnn/s nn,nnn Is nn,nnnIs nn.nnn /s n.nnn.nnn

‘ Errors: nnn.nnn nnn.nnn nnn.nnn - - n.nnn,nnn

0:‘! Segment Packsm

5 1”; nnn % m ‘I. nnn % nnn % nnn % n.nnn.nnn
' om; nnn % nnn ‘V. nm % nnn °/o nnn °/. n.nnn,nnn

"Tfansjt nnn % nnn “I. nnn % nnn % nnn °/.. n,nnn.nnn

ICMP Types Seen (Count) Most Active Nodes (Pkt Rate)

Address Maslc nnn.nnn Redirect nnn.nnn 12345S7890123458 nnn %

DSL Unreachable: nnn.nnn Source Quench: nnn.nnn (now, nnn %

Echo: nnn.nnn 'Fme Exceeded: nnn.nnn (node, mm :7,

Param. Problem: nnn.nnn 'fime Stamp: nnn.nnn (mm, mm o/,
<nfi> nnn ‘yo

Totatsegmem Bandwidth: mm “/0

FIG 20E

NFS

Current 5 Min. 15 Min. 10 Min. Max 60 Min. Max Accurn.Val.

Facketfiate: nn.nnn /5 nn,nnn is nn,nnn is nn.nnn /5 nn.nnn /s n,nnn.nnn

Byte R316: nn.nnn /'5 nn,nnn /5 nn,nnn /s nn.nnn /5 nn,nnn /s n,nnn,‘nnn

Errors: nnn.nnn nnn.nnn nnn.nnn - - n,nnn.nnn

Flow Controls: nnn.nnn nnn.nnn nnn.nnn - - n,nnn.nnn

Ofl Segment Packets
In: nnn °/o nnn % nnn % nnn % nnn °/o n.nnn.nnn

Out nnn % nnn % nnn ‘Yo nnn °/o nnn % n,nnn,nnn

“Transit: nnn % nnn °/. nnn °/. nnn % nnn % r_1.nnn,nnn

Most Acrive Nodes (PkL Rate)

1234567390123456 nnn %

<node> nnn %

«. ' <node> nnn °/o

<node> nnn %

<node> nnn %

Total Segment Bandwidth: nnn °/. T°fa'AdiVe Dialogs: nn. mm

FIG 20F
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Arp/Rarp Current 5 Min. 15 Min. 10 Min. Max 60 Min. Max Aocum.VaJ.
Pack9tRate: nn.nnn ls nn.nnn ls nn.nnn /5 nn,nnn ls nn.nnn ls n,nnn.nnn

Bylefiatez nn.nnn/s nn.nnn Is nn.nnn/s nn.nnn is nn.nnn ls n,nnn.nnn
Errors: nnn,nnn nnn.nnn nnn.nnn - - n,nnn.nnn

5 Off Segment Packets
ln; nnn % nnn % nnn °/. nnn % nnn °/0 n,nnn.nnn

out nnn % nnn % nnn % nnn % nnn % n.nnn.nnn

"Transit nnn % nnn % nnn % nnn ‘/a nnn % n,nnn.nnn

Most Active Nodes (Pkt. Rate)

1.234567890123456 nnn %

<node> nnn %

<nude> nnn ‘la

mode) nnn %

<nodo> nnn “I.

Total Segment Bandwidth: nnn %

FIG 20G

Packets

S3311 L38! Summary

Time Seen Dir. Partner Node Protocols Rate 7. Count Errors
hhrnrmss hh:nm:ss1234 1234567B901234561234567fl9O123456nn.nnn/5 nnn% n.nnn.mn rmnnn

1o23:04 15:31:47 To robin xNS,xEROX-PUP 325/5 6% 2,641 0

0721138 $32551 From hawk DOD-|P.X25 87/5 3% 127 1

mu!-SIMNET '_
10/31/90 082230 ? hawk AFPLETALK 13/5 1% 24.192 4

FIG 21
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@ Data Too!

. “W3” ‘*a*°=“°"e

TvPeismmw___j

5 N;

 

Rate Values HG” 33111P["'|D

urrem T’! Hhest Lmves1 Threshold Ram __
F Rate

name In US) 0 117 0 O 0 a
Out 0 117 O 0 0 U

T013] 0 117 O 0 0
Of! Sag. Frame Rate (Is)

In 0 0 0 0 0

Out 0 0 0 0 D

LDcJmFIBa‘.rn Ram ) 0 D 0 0 09 (Is
In 0 0 o o o 5“

Oui 0 D 0 0 0

8 Tpga D 0 0 0 0to

we In Us) 0 146,045 0 0 0 D

count Vajues Typical Highest LOWDS1 High Threshold
|.:.m him: ham lmr. u. lm=.~*.:.-.- o .n. u: '—.

622

3-“

oC00C60OO§ '—'
[III]!
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302
SEND LEARNING COMMAND

TO MONITOR

PERIODICALLY SAMPLE 8 STORE

SNAPSHOTS OF RELEVANT

PERFORMANCE PARAMETERS

 

  
 

PERFORMANCE

HISTORY

DATABASE 

AFTER LEARNING PERIOD HAS 308

I

I

EXPIRED. SEND srop LEARNING
COMMAND TO MONITOR ;I

I

 

COMPUTE STATISTICS FOR

RELEVANT PERFORMANCE

PARAMETERS

ESTABLISH NEW SET OF

THRESHOLDS FOR RELEVANT

PARAMETERS

 
SEND NEW SET OF 3”

THRESHOLDS TO MONITOR

FIG 24
EXIT
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SEGMENT S1

SEGMENT S2

SEGMENT S3
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402

IS THERE TCP PROBLEM AT NODE A (SOURCE)?

YES 404

TELL USER THERE IS A HIGH

  
  

 

 

 

, NO PFIOBABILFIY PROBLEM AT Em
NODE A (SOURCE) AND REPORT

DETAILS OF INVESTIGATION

40a
IS THERE TCP PROBLEM AT NODE B (SINK)?

YES 408

TELL usER THERE IS A HIGH

No PROBABILITY PROBLEM AT Exyr
NODE B (SINK) AND REPORT
DETAILS OF INVESTIGATION

IS THERE TCP PROBLEM ON LINK? 410

YES

412
TELL USEFI THERE IS A HIGH

NO PROBABILITY OF PROBLEM ON Em
LINK AND REPORT DETAILS OF

INVESTIGATION

414

IS THERE TCP PROBLEM AT NODE B (SOURCE)?

‘'55 416

TELL USER THERE IS A

NO MEDIUM PROBABILITY OF PROBLEM Exh-
ON NODE B (SOURCE) AND REPORT

DETAILS OF INVESTIGATION

' 413

IS THERE TCP PROBLEM AT NODE A (SINK)?

YES 420

TELL USER THERE IS A

MEDIUM PROBABILITY OF PROBLEM Ex”
NOT ABLE TO ON NODE A (SINK) AND REPORT

DETAILS OF INVESTIGATIONISOLATE

LOCATION OF

PROBLEM  
FIG 26
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[M50
452

\ IS ANY OTHER TCP FOR THIS YES

SOURCE NODE OK?

V 454

NO REPLY NO NODE PROBLEM

456 Ex“-

IS THERE A DLL PROBLEM YES

FOR THIS SOURCE NODE
453

No REPLY DLL PROBLEM FOR NODE

EXIT460

IS THERE AN IP PROBLEM YES

_ FOR THIS SOURCE NODE 462

NO REPLY IP PROBLEM FOR NODE

454 EXIT

ARE ANY OTHER TCP'S ON

THIS SOURCE NODE NOT OK? 466

REPLY TCP PROBLEM ON NODE

   
  

 
Em FIG 27
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J.\ 470
472

‘ IS ANY OTHER TCP FOR THIS YES

SINK NODE OK? 474

No REPLY NO NODE PROBLEM

476

IS THERE A DLL PROBLEM YES

FOR THIS SINK NODE?
478

I REPLY DLL PROBLEM FOFI NODE
NO WHEN ACTING AS SINK

480

IS THERE AN IP PROBLEM YES
FOR THIS NODE WHEN 432

ACTING AS A SINK

"0 WHEN ACTING AS SINK

484

ANY OTHER TCF"S ON THIS

SINK NODE OK?
438

REPLY TCP PROBLEM ON NODE

WHEN ACTING AS SINK

em FIG 28
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LINK ANALYSlS

LOGIC J,\ 55°
‘ 552

_ as ANY omen TCP ON YES

“ ms LINK om 554
NO 54

REPLY no LINK pnoausm

DECOMPOSE LINK

555

as LINK COMPONENT YES

PROBLEM AT up? 557

NO REPLY up PROBLEM ON LINK

553

13 THERE A LINK YES
COMPONENT PROBLEM 559

AT DLL?

NO REPLY DLL PROBLEM ON LINK

560

IS THERE ANOTHER TCP YES

ON THIS LINK?
562

NO REPLY TCP PROBLEM ON LINK

564

REPLY THAT THERE IS

NOT ENOUGH INFO TO

DETERMINE IF THERE

IS A LINK PROBLEM 
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p490

  

   
CHECK IP STATISTICS AGAINST

MODEL

 
494

ARE THERE ANY SIGNIFICANT

DEVIATIONS FROM IP MODEL?

YES 496

REPLY IP PROBLEM AT NODE  

   

498

REPLY NO IP

PROBLEM AT NODE

FIG 31 Em

518
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SUBSTBTUTE SHEET

Page 651 of 1000



W0 92/1905-I

Page 652 of 1000

CHECK DLL STATISTICS FOR L

COMPONENT AGAINST MODE

PCT/U592/02995

32/38

570

 

 

P 572
CHECK IP STATISTICS FOR LINK

COMPONENT AGAINST MODE

5

L

74

 

 

 ARE THERE ANY SIGNIFICANT

DEVIATIONS FROM IP LINK

COMPONENT MODEL’?

YES 576

REPLY IP PROBLEM AT LINK

COMPONENT

EXIT

FIG 32

578

REPLY NO IP

PROBLEM AT LINK

COMPONENT

EXIT

 F580
582

N
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IK

54
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EXIT

FIG 33
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300

ENTRY START AVERAGE TRANSACTION 3
DW-OG TYPE TIME TIME

4-’ Z

302
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FIG 34

SUBSTETUTE SHEET

Page 653 of 1000



W0 92/1905-1 PCT/U592/02995

34/38

0

’ 320
GET NEXT PACKET

322

326

No TIME THIS EVENT?

YES
243

- YES ADD TIME TO EVENT
mm DATABASE

NO

323

COMPUTE TRANSACTION

TIME

COMPUTE AVERAGE 330

TRANSACTION TIME _

NO 332
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DELETE OLD

ENTRIES

334
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711 711 711

msgmn
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703 1 711 MONITOR 710

714 712

706

708

UNIX GATEWAY 704
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The present invention relates to a distributed computer system and relates particularly. but not
exclusively. to a multimedia distributed object-based conference system.

The object-based approach to system development is becoming well-established. The basic idea is to

program the system in terms ol soltware objects. each having its own data and methods for operating on
the data. Objects intercommunicate by means cil messages. An advantage in encapsulating data and

methods in this way is that the resulting system is relatively easy to maintain and develop. An example is
Nowwave Mail (produced and sold by Hewlett-Packard) which is an object-based electronic mail applica-

tions program in which messages and message components. such as text. distribution lists. etc. are treated
as objects.

An object can be regarded as a discrete entity which can individually be moved. copid. destroyed. etc.
An object is initially some data stored on disc or other medium, ll object management soltware wishes to

pass a message to it, one or more processes will be initiated which read the data as part ot initialization. it
an object is lutty delined by its data and has no processes associated with it, it is said to be "inactive". ll an
object has one or more processes associated with it and is defined by the slate ol that process or
processes and data then it IS said to be "active"

A distributed object based system IS one in which several workstations are interconnected over a

network and messages between objects ol the system can be sent over the network. Objects themselves
may also be transmissible over the network A network may comprise several interconnected intelligent
workstations or a central computer connected to several terminals (workstations) or several interconnected
server machines with intelligent workstations connected to each server. or a mixture of these possibilities.
The term "workstation" is intended to be applicable to all ol these possibilities.

In a distributed object based system there are benelits in splitting sharable semantic and presentation
parts so as to enable more than one user to access the semantic bait ol a shared object. For example. in

the context ol a distributed conlerencing system a whiteboard object would have a semantic part delining
the state ol the object and a presentation part lor delining the appearance ol the object to be displayed to a

user and tor enabling the user to make input. Several users may have access to a presentation part lor
viewing the whiteboard object so that they can each make contributions in a manner similar to a group ol
people clustered around a real whiteboard.

The workstations may be arranged in a client-server arrangement with semantic object parts stored on
server machines and presentation object parts stored on client machines. Alternatively. semantic object

parts may be distributed around user machines on a network ol intelligent workstations.
According to the present invention we provide an ob_-ect based distributed computer system comprising

a network ol workstations and means tor transmitting objects between workstations characterized by objects

including a lirsl object type lor storing data and a second object type loi presenting data to a user. wherein
objects ol the second type relerence an associated object ol the lirsl type to enable a plurality 0! users ol

workstations to access data ol the object ot the Iirst type. comprising means (or transmitting an 0b)0Cl ol
the second type between workstations thereby to create a relevance to the associated object ol the lirsl
type for each workstation receiving an object oi the second type.

The present invention provides an ellactive way of enabling lurther users to have access to a semantic
object pan. either tor the purpose ol autonomous working or lor the purpose of participating in a joint
activity.

in the embodiment to be described. the system comprises means tor copying an object ol the second
type between workstations In that embodiment transmitted objects ol the second type include an identilier
tor the associated object ot the lirst type.

The system according to the present invention may be in the lorm ol a conlerencing system comprising
means enabling users ol the workstations to participate in a meeting over the network wherein objects ot

the lirst type store meeting data and objects ol the second type are tor presenting meeting data. The
invention also provides a method ol convening 2 meeting using such a system comprising transmitting an
object ol the second type between workstations thereby to create a relerence to the associated object ol
the lirsl type tor each workstation receiving an object of the second type.

It is believed that poor communications are a major cause ol the poor perlormance of distributed teams

ol people working on a given project. The present invention advantageously provides an improved
conterence system tor lacititating distributed meetings

A particular embodiment ol the present invention will now be described. by way ot example, with
reference to the accompanying drawings in which-

Figure I is a diagram ot a distributed system according to the present invention:

Figure 2 shows the major components of a server and workstation ol the system:
Figure 3 shows a voice and data network structure.
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Figure 4 shows video facilities for a client workstation:
Figure 5 shows a video network structure;

Figure 6 illustrates the main objects in the system:
Figure 7 illustrates the lunclionally split nature of the obiecls in the system:

Figure B shows the major components of the system infrastructure;
Figure 9 shows a typical Venue:
Figure 10 shows a Colvledian directory:
Figures ft - l4 illustrate message sequences for system operations:
Figures 15 — 27 show screens during a typical user session.
The main components of a multi-media distributed object-based conferencing system according to the

invention will first be described.

Referring to Figure l. a multimedia distributed Ol3i6‘Cl*baSE!d conference system according to the
present invention is indicated at to. The system 10 comprises servers S connected over a network I2, The
network 12 may be a wide area network (WAN) or a local area network (LAN) or a metropolitan area
network (MAN) Client workstations C are connected to each of the servers 5. Each site requires a server 8,

Servers 8 communicate with each other by opening virtual circuits between pairs of servers. Although in
principle. client workstations C could communicate directly with each other. this creates practical problems
and therefore each client workstation C has only one virtual channel open to its local server '5 to enable
client workstations to communicate with each other via servers 8.

Referring to Figure 2. each server 5 comprises:
hardware l4, such as an HPQOOO 300 HP—U>< computer (HP IS a trade mark of Hewlett Packard

Company);

operating system software 16. such as HP-UX sortwaro;
Remote Object Access Manager (ROAM) software I8 for managing communications with client

workstations C connected to the server 5 and other servers on the network;

COM software 20 providing object management lacilities.
server obiects 2t which are obiects to be shared between users and which correspond to the semantic

object parts mentioned in the introduction.
Each client workstation C comprises:

hardware 22, such as an IBM-AT compatible PC.

operating system software 24, such as 003 software.
windowing software 26. such as MS Vtfindows applications software:

an obiecl management lacilily (OMF) .28. such as a Standard Newwave OMF. (Newwave is a trade
mark of Hewlett-Packard Company used for a family of applications software):

otziiects software 30. such as Newwave otiects and specialized client obtecls 32 and a ROAM object 34

for handling communication with obiects on other computers. The client obiects 32 correspond to the
presentation object parts mentioned in the introduction.

The user of a client workstation C therefore has a windowed user interface within which to manloulate

obiecls of the system and can cause OOJECIS to be transmitted over the network I2 via the associated
server 8.

The system to provides multimedia facilities to users. For example. each client workstation C may have
voice and-or video communication facilities as well as data communication facilities.

A possible voice and data network structure 40 is shown in Figure 3. In each of two sites designated A
and 8. a networked PC server 42 is connected to the focal PABX. The PC server 42 contains one or more

multi~port telephone interface cards (such as the VBX-300 card made by Natural Microsystems Inc.) The
PABX is controlled by the PC server 42 and users can use their existing standard desk telephones 44 which
are connected to the local PABX and conveniently located near their client workstations C.

Each of the sites A and B comprises a LAN and a LAN.-‘WAN bridge interconnecting the LAN with a
WAN

in use. the PC server 42 receives commands from servers 8 to set up. maintain and close down
telephone conference calls. To the PABX. the PC server 42 appears as a normal telephone user and can

therefore dial other users adding them in to conference calls using DTMF.

In order to conduct conferences over a wider area. PC servers 42a and 42b on respective sites A and B
connect to each other over the public switched telephone network (PSTN) and add in their own local users
to the conference.

Referring to Figure 4. each client workstat-on C with video facilities has a video camera 46. two or more
VHF TV receivers 48. a microphone 50. a preamplifier st and a VHF modulator 62.

Furthermore, the client workstations C may be fitted with video cards to enable a user to view video in
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windows.

A possible video network is shown in Figure 5. The video network is based on a central video switch 54

connected using a star topology to client workstations 0. Video signals are modulated on to VHF carriers
and transmitted over standard analogue cabling 56. The video switch 54 is a conventional cable television
switch. Several such switches can be cascaded n a bar arrangement for large systems.

For long distance video communications. a device 58 for compressing and decompressing video
signals (a "codec") may be used and the signals are transmitted using ISDN telephone lines.

The architecture of the object—based system 10 will now be described.

With relerence to Figure 6. the structure of one user's portion of the system is represented. The
lunctions or the objects are as lollowsz

a venue object (V) is an electronic meeting place allowing control over media channels and providing a
location lor storing shared objects. A user may have several Venue objects:

a Phone Booth object (PB) controls the creation ol Venue objects and oversees the setting up.

maintenance and closing down ol conlerences. The PB comprises a processor for handling incoming and
outgoing calls:

a Connection Manager object (CM) controls driver components (D1
connections lor the system to.

a Directory object (Dj which provides a list ol potential meeting participants.

Object X represents another system object tor perlorming a specilic meeting-related luriction. eg. a
whiteboard function.

Figure 6 is a conceptual representation at the system IO and the arrows represent inter-object
communication. In the embodiment being des:ribed. the system comprises client workstations C and

Servers 5 and most or the objects jejei-red to in Figure 6 are lunctionally-split into a server component and
one or more client components as indicated in Figure 7.

The server objects handle the centralized and distribution - oriented aspects whereas the client objects
handle the presentation aspects Hence shared applications can be written with one server object connected
to a plurality ol client objects on dillerent client workstations.

In Figure 7. P8-s means a Phone Booth server object and PB—c means a Phone Booth client object.
and so on.

in this embodiment. the client objects are implemented as Newwave objects ie. several new classes ol

Newwave objects have been added: Venue objects. ROAM objects. Whiteboard objects. Phone Booth
objects. Thus the semantic part or these lunctic-natty split objects runs on an HP-UX server and the user
interlace runs on MS—DOS Newwave client workstations. . _

The client workstations are each running an objechbased system ol the type described in European
Patent Application No.33922OA, the description at which is Incorporated herein as Appendix A. Appendices

A-D mentioned in attached Appendix A are not attached as part of this apptication but are incorporated

herein by relerence. Appendix A describes how objects are linked together by parent-child links and how
objects can be copied. During a copy operation. the container ot the object to be copied sends a message

to the OMF28 asking the OMF28 to copy the relevant object and identilying the container object which is to
receive the copy object.

The OMF28 perlorms the copy tunction and then sends a message to the target container object
instructing it to insert the copy object as one or its child objects

Mailing an object involves gierialising the object. transmitting it to its destination and deserialising it
Seriatising an object involves convening it to lies, say DOS lites. containing the data ol the object and
information about its properties and its child objects.

Server objects are not linked by parent-child links in the manner in which client objects are so linked.

All client objects contain a relerence to their associated server object. Figure 8 shows the lorm ol data item
60 used to name objects The data item 60 is an eight-byte array tollowing the convention used lor Internet
Protocol (IF) addresses. The iirst 64 bits is a machine identilier M I-D comprising a 32 bit server IP address
and a 32 bit machine IP address. For a server object the server IP address and the machine IP address will

be the same whereas tor a client object these will be cirlererit. ll there is only one domain per machine, the

domain identilier D l/D is zero. The object identilier 0 ID comprises a 32 bit generation count and a t6 bit

tag. The l6 bit tag uniquely identities the object Nllhln the relevant storage domain. Since tags are reusable
when an object is deleted a generation count IS used to ensure that each object is uniquely-named in time.

The generation count is simply the time in seconds
when a client object is closed (inactive) it aapears as an icon on a user's screen. The user opens the

object by clicking on the icon. Opening a client cbject causes it to send a message to its associated server
object inlorming the server object that the client object is new active i e a Here Am l message. Until then.

D,.) which handle media
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the server object is unaware ol the existence of the client object. in other words. links between client and
server objects are non-persistent and ‘weak’ i.e the existence ol a server object does not guarantee the

existence ol a corresponding client object and vice-versa. Server objects only store the identities ol
corresponding client objects which are currently active. Opening a client object means that a user can view
the state ol the object and can make input to it. The client object regularly updates. and is updated by. the
server object.

Figure 9 depicts the components involved in a typical active server object which is associated with
client objects on two ditlerent client workstations C- and C2. Each object is given a unique object identifier

comprising components identilying the relevant clientserver machine. the relevant storage domain and a
number tor the particular object On the client side. the system has an object management lacitity (OMF) 60
tor keeping a record ol what objects are presently on the particular client workstation and which is involved
in object creation and deletion. object naming. object activation and deactivation and inter-object message
routing This is a standard Newwave OMF. There is a client object manager library (COMLIB-C) 61

statically linked to each client object CO providing access to the lunctionality ol a ROAM client object 62. In
other words. the COML|BvC 61 has been added to standard Newwave objects to lorm the client objects lor

lunctionalty split objects. Communication through the COMLIB-C St is network transparent, to. objects only
need to know the object identiliers of other objects. not their locations.

On the server side there is a primitive object management lacility (COM-S) 63 providing lite manage-
ment and object naming and message sending lacilities in conjunction with the operating system soltware
64 A server object manager library (COMUB-St 65 is statically linlied to each server object 50 enabling
access to the tunctionality ol the object management lacility 63 and a ROAM serve: object 68.

when client object CO: wishes to send a message to the corresponding server object 80. the ROAM
client object 52 passes the message to the ROAM server object 66 which passes the message on to the

server object 30, Messages lrom the server object S0 to client objects are sent in the reverse manner. It a
message is to be sent between objects on the same server the COMLIB-S 65 sends it directly without
involving the ROAM server object 66. Messages are also sent between servers via the FIOAM server object
66 and, in this way. communication between client workstations connected to dillerent server machines is
possible.

The lunctionality at certain obiects in the system will now be described. The term “click” will be used in

this specilication to denote a selection made by the user ot a workstation using an input device. such as a

mouse The term "drag" will denote moving the input device whilst such a selection is made so as to
"drag" an item across the screen.

The Venue provides an electronic meeting room, inside ol which person-to-person calls. group
meetings and presentations to large groups can be held.

Venues provide a binding between the oeople involved in a meeting. the data which they are sharing.
and the media channels connecting them. They are scalable lrom iust two people uo to many people. the

exact number is subject to technical constraints. This allows a meeting to start oil as a simple phone call
between two people. build up as experts are brought in. to become a full group discussion without having to
decide to move to a clillerent object because the nature ol the meeting has changed.

The Venue is a shared object and therefore exists on a server machine. The client workstations have

Venue client objects which provide an interlace to the Venue server objects running on the corresponding
server. There may be many Venue client objects on dilterent client workstations lor a particular Venue
server object

Figure to shows the appearance ol a Venue to a user. The Venue is being viewed in a window 70
having a title bar 72 and a menu bar 74. At the top is a participants’ area 76 where the people in the Venue
can be seen and where their media channels can be controlled. Beneath that is a shared area 73 where

objects lor use in the meeting are stored.

The panicipants in a Venue are displayed side by side. with each participant being represented by a
still bitmap 90. a name 32 accompanied by an indication of whether that user is present in the meeting or

absent and status banner 84 indicating that an absent user has been invited to the meeting. and a row ol
media control buttons B6 The bitmap 30 may be replaced by a motion video window when video in
windows is available and the video channel is in use.

Beneath the participants’ area are three media buttons 86 lor telephone. video and data and each one
can be in one of four states. The states are‘
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MeaningButton Appearance

No button

White. unhighlighteci

This person does not have this media channel available.
The media channel is available. but not chosen ior use.

The media channel has been selected. but is inactive because the person
is not present in the Venue or the connection has not been completed yet.
The media channel is being used.

Black

Fied
 

The lower portion oi the Venue is taken up by the shared object area 78. This acts as a shared iolder.

storing objects on the Server and making them accessible to all users of the Venue. Inactive objects are

represented by an icon such as icon 88 in Figcre IO. Objects in the shared object area 78 may be client
objects e.g. Whiteboard client objects. or may be standard Newwave objects. It is possible to move objects
into and out oi the shared object area 78 oi the Venue-client object. Moving a Iunctionally-split object such
as a Whiteboard object into the shared object area 78 does not entail moving the whiteboard-server obiect

but just the whiteboard-client obiect. The OMF2i-It instructs the Venue client object to insert the Whiteboard-
ctiont object as one oi its children. The whiteboard-client object is then serialised by the Venue-client

object and sent to the Venue—servar object. The Venue—servar object updates its other active Venue-client
object with the news that a new whiteboard object is available in the Venue and these Venue-client objects
display the Whiteboard-client object icon in their shared object areas 78 accordingly. The Whiteboard-

sewer object remains on whatever server it was initially stored. Subsequent opening oi the Whiteboard
object by any oi the users oi the Venue cause a copy oi the Whiteboardgctient object to be serialised by
the Venue-server and sent to the relevant client-workstation where it is deseriatised providing access to the
contents oi the whiteboard object lor that user. when that user subsequently closes (deactivates) the

whiteboard object. the copy oi the Whiteboard-client object remains on that machine lor subsequent use.
In contrast, it a Newwave object icon is moved into the shared object area 78 oi a Venue-client object.

this causes the Newwave object to be seriatised and sent irom the client -ort<station to the server machine
which stores the relevant Venue-server object. The Venue-server object then instructs its other active

Venue-client objects to display the relevant Ne-Wave object icon Subsequent opening oi the Newwave
object by a user oi such an active Venue-client object causes a copy oi the Newwave object to be made
and sent to the relevant client workstation. Each such user thus obtains a separate copy oi the Newwave

obiect and changes which a user makes are not reilected in the copies held on the other users’ machines.
This is a consequence oi the non-lunctionally split nature oi Newwave objects and is an irnptementational

ieature rather than one which is important to the present invention.
There is one Phone Booth sewer object on every server machine and one Phone Booth client object on

every client workstation The Phone Booth ctier-t object arranges tor the creation and activation oi Venue
client objects on client workstations and the Phone Booth server object manages the creation oi Venue

server objects and the convening oi Venues. On opening a Phone Booth client object the user is presented

with a directory 90 pi possible meeting participants as shown in Figure I I, The directory 90 comprises a list
92 oi potential participants. an area 94 for displaying a picture oi a participant. at media selection area 96
and an options area 98 displaying three options: Convene. Select and Cancel. Unavailable media options
are greyed out in the area 96.

When a name is selected by choosing the Select option and then selecting a name lrorn the directory

90. a picture oi that participant appears in the area 94 as shown. The media connections are selectable by
checking the relevant boxes in the media selection area 95. Checking the box beside the name oi the
Derson in the area 94 adds that person to the list oi Venue participants. In addition, the initials oi the media

options chosen (Phone, Video. Data) appear against the participant's name in the list 92. A previously
selected participant can be de-selected by de-checking the box beside the name of that person in the area
94. Taking the Cancel option means that none oi the changes made since the window tor the directory 90
was brought up will be implemented. The Convene option will be described later

There is also a Connection Manager object on each server machine providing the iaciiity to interconnect
users using diiierent media. The Connection Manager object handles the generic operations involved in

establishing non—data interconnections. Drivers lor eacn medium available. eg. video. telephone. handle the
speciiic operations involved i-i carrying out switching requests during use. The Connection Manager object

periorms the iotlowing services:
maintains a list of media resources available in the system:

- detects when resources tail

monitors resource-channel availability (ie. monitors. microphones. speakers, cameras).

sets up connections between people using d-tlerent media:

6
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- point-lo-point

- rnutti—point: all that are available
maintains list of established connections and ensures synchronization with other networks, ie. maintains

a model at the state ol other networks:

optimizes switching to prevent unnecessary disconnect -connect transactions:
provides an iriterlace tor monitoring and auditing:
provides interlace to media drivers.

Another lunctionally split ooiect which is provided in this system is the Whiteboard. A Whiteboard object
provides users with a shared computer whiteboard lacility so that a user can draw. write and type on hisiher

whiteboard or acquire an image lrorn another source and the input will be visible to other users viewing the
same Whiteboard on dillerent client workstations. Thus the Whiteboard obiect is an inlorr-nation sharing
medium which allows users to look at a picture ol what they are discussing.

Figure I2 shows an example or the appearance ol a Whiteboard client obtect. The Whiteboard is being
viewed in a window 100 having a title bar W2 and a menu bar 104, A drawing area I06 ol the window I00

is devoted to displaying the contents ol the Whiteboard. in this (259 a map showing the location ol a
Hewlett-Packard office. At the bottom of the window too is an area I08 indicating the range ol tools which
are available to the user of the Whiteboard These tools comprise:

a scroller

a pointer
a selection ol ditlerent coloured pens
an eraser

a text selector 
Apart lrorn the pointer 112. the tools are personal to a user ie each ol the users viewing the same

Whiteboard could be using the same tool eg. a red pen. without having to wait until another ol the users had
linished using that tool.

The scroller tl0 can be used to scroll the entire window 100 around the Whiteboard. Selecting this tool

lums the cursor into a compass enabling the view ol the whiteboard to be click-dragged around by the
USGL

Only one user can move the pointer tl2 at a time. A user takes control ol the pointer by clicking on the
pointer logo; this turns the cursor into a pointer. At this time. the other users viewing the Whiteboard
cannot see the pointer 112. To show the pointer tl2. the user needs to click it down at a chosen point in

the drawing area I05. The pointer H2 then becomes visible to all or the whiteboard users at that chosen
position. The cursor ol the user who has just moved the pointer 112 reverts to the detautt arrow.

Likewise the seven cotoured pens are selectable and deselectable by clicking on the appropriate pen
logo. enabling dillerent users to make input in :litlerent colours,

Tho eraser tl6 is selectable to remove marks on the whiteboard. Also, direct typing ol text onto the
whiteboard can be done by selecting the text selector 1 I8.

tn the area I08 there is also room tor a status message I20 As users open or close the Whiteboard
other users are notilied by a status message.

Modes or operation of a system according to the present invention will now be described. concentrating
lirst on utilization ol the Venue.

Once a user selects participants and media as described with relerence to Figure 11 and selects the
Convene option a process pl events is initiated to create a new Venue obtect. Figure I3 shows the objects

and the numbered sequence ol messages Figure I3 depicts a server machine 5 and two client
workstations A and B connected to the Server machine S On each client workstation there is initially a
Phone Booth client obtect PB-c. On the server machine 8 there is initially a Phone Booth server object PB-s

and a Connection Manager object CM

On selecting the Convene option using client workstation A. which causes an input (dotted line
relerenced 1) to the Phone Booth client obiecl PB-c, a message trelerencecl 2) is sent from the Phone
Booth client obtect PB-c to the Phone Booth server object PB-s on the server machine 5 causing the Phone

Booth server object to create a new Venue server object V-s using a Venue Start message trelerenced 3).
The Phone Booth server obtect PB-s then sends a Ring message (relerenced 4) to the Phone Booth client
obtect PB-c on client workstation B causing a dialogue box to appear on the screen of client workstation B
inviting the user to take part in the proposed meeting. That user accepts or declines the invitation causing a

corresponding message (relerenced 5) to be sent lrom the Phone Booth client object PB-c’ on client
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workstation B to the Phone Booth sorver obiect PB-5. It the invitation is accepted it Create Venue message
(ielerenced 6) is sent lrom the Phone Booth server object PB-s to the Phone Booth client object PC-c‘

which causes it to create a new Venue client object V-c‘ on client workstation 8 involving sending a Here Is
Parent message (referenced 7) to the new Venue ~ client object V-c‘ to notify it ol the identity of the Venue
server ooiect V-s. The new Venue client object V-c‘ then sends a message (referenced 8) to the Venue
server object V-s requesting inlormation about the contents of the Venue. The reply lrorn the Venue server
object V-s is relerenced 9 in Figure I3.

Messages corresponding to those reterenced 6-9 are sent between the server 5 and ctient workstation

A so as also to create a new Venue-client object V-c on that workstation and these messages are
relerenced 10-13 in Figure 13.

Finally. the Venue server obiect V-s sends a request (relerenced I4) to the Connection Manager obiect
CM to set up the chosen media connections and the Connection Manager obiect instructs the relevant
media drivers accordingly (dotted line relerencad I5).

The users or client workstations A and B can then communicate using the newly created Venue.
It is also possible to convene an existing Vfnue by selecting the Convene option within the Venue.

This initiates a sequence oi events which will be described with relerence to Figure 14. Again. a sewer
machine 8 and two client workstations A and 8 are represented

The user selection ol the Convene option is relerericed t in Figure 14. This causes the Venue client
object V-c to send a Convene Request message (referenced 2t to the Venue server ob)ect V-s which
notilies the Phone Booth server object PEI-s ot the convene request in a message relerenced 3 which

identities the intended meeting participants. The Phone Booth server object PB-s sends a Fling message
(releranced 4) to the Phone Booth client objects P8-c on the workstations ol the intended meeting

participants causing a dialogue box to be displaved on these workstations inviting the users to partake in a
meeting. when these users accept or decline the invitation this causes a reply message (reterenced 5) to
be sent lrom each Phone booth client object PB—c' to the Phone Booth server obiect P8-s.

The next step is lor the Phone Booth server object PB-s to instruct (message relerenced 6) the Phone
Booth client objects PB-c‘ to create new Venue client objects V-c’ on machines where a Venue client obiect

linked to the Venue server obiect V-s is not already stored. Such new Venue client objects V-c‘ then send a

message (relerenced 8) to the Venue server object V-s requesting rnlormation about the contents ol the
Venue so that the appropriate icons can be displayed in the shared area 78 of Figure 10 on the respective

client workstations, The reply message containing inlormation about the contents ol the Venue lrorn the
Venue server obiect V-s is relerenced 9 in Figure lit.

The Venue server obtect V-s then sends a request (relerericed 10) to the Connection Manager object
CM to set up the chosen media connections and the Connection Manager object instructs the relevant
media drivers (not shown) accordingly (dotted line relerenced iii. The distributed meeting can then
proceed.

A user can also set up a new Venue by selecting a Create a New menu option in Newwave Ollice

(Figures I4-t7 ol Appendix A). On opening the new Venue-client object a Venue-server obiect also needs to

be created. Figure I5 depicts the process. A server machine is indicated by S and a client workstation by
C.

The act ol opening the new Venue—client object V-c causes it to send a message (relerenced 1) to the

Phone Booth client object PB-c which triggers a message (relerenced 2) to be sent lrorn the Phone Booth
client object PB-c to the Phone Booth server obiect PB-s requesting creation ol a new Venue server object

V-S. The Phone Booth server obiect PB-s creates a new Venue server object V-s using a venue Stan
message (relerenced 3'). Next the new Venue-server object V-s sends a Here ls Parent message
trelerenoed 4) to the Venue-client obiect V-c containing the ID of the Venue-server obiect. The new Venue

client object V-c then sends a massage (referenced 5) to the Venue server obiect V-s requesting
inlorrnation about the contents of the Venue and there is a corresponding reply (referenced 6) lrorn the
Venue server obiect.

It is possible to add new meeting participants to an active Venue by selecting an Add New Member
menu option. This causes a directory ol potential participants to be displayed as shown in Figure it to
enable the selection ol one or more Iurther participants and associated media connections. tnlormatiori on
these choices is conveyed lrorn the Venue client object to the Venue server object which updates the

control panels at the relevant venue client objects Chosen new meeting participants are not aware ol any

change until someone convenes a meeting
when a user elects to close a Venue by selecting a CLOSE option this causes a message to be sent

trom the relevant Venue-client object to its Vsniie~server object inlorming the Venue-server object that the

Venue-client object is deactivating. The Venuenservor object then messages the Connection Manager object
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to disconnect the media connections for the Venue-client object which is deactivating. The Venue-server
object sends messages to all oi its other Venue-client objects inlori-ning them ol the deactivation oi the

particular Venue-client object so that these other Venue-client objects alter their appearance to indicate that
the relevant meeting member is now absent.

Another way of setting up a distributed meeting is tor a user to copy an existing Venue-client object to
the desired meeting participants. A Venue-client object is a reference to a Venue-server obiect. Copying a
Venue—client object to other workstations creates a reference to the relevant Venue—server object on those
other workstations because in the copying process the Venue-client object's reference to its Venue-server
object is preserved.

There are different ways in which a Venue-client object can be copied to other workstations‘ One way is
to include the Venue-client object in an electronic mail message. For this option, an electronic mail

message is created in the normal manner is 9. using Hewlett-Pacl<ard's Newwave Mail and a Venue-client
object is included in the message using a standard copy operation. when the or each addressee receives
the message, they place the Venue-client in their collection oi objects in preparation lor the lorthcorning
meeting. At the relevant time. the meeting participants open their Venue—client objects to commence the

meeting. On opening the Venue-client objects. their 32 bit machine IP address is automatically updated and
the Venue-client obiects send a Hero Am I message to the associated Venue-server obiect.

Another option is for the user wishing to set up a distributed meeting to copy the relevant Venue-client
object and to serialise the copy of the Venue-client object to a tile on lloppy disc (or other shared medium

such as a network drive). This file may then be transported to the workstations of the intended meeting
participants and deserialised thereby providing each of these participants with a copy of the Venue-client
object and thereby means tor accessing the associated Venue-server objects in order to take part in the
distributed meeting.

A new whiteboard—cIienl object can also be created using the ‘Create A New" option in Newwave

Office. On opening the Whiteboard—cIient object a new whiteboard server object needs to be created. The
process is analogous to that described with reference to Figure 15 replacing references to Venue objects
with releiences to Whiteboard objects.

A new whiteboard object can also be created inside a Venue by selecting the ‘Create a New‘ option

inside the Venue. In this case. the Venue~client object automatically activates the new Whiteboard-client
obiect in order to initiate creation oi a new whiteboard server obiect (again using a process analogous to

that shown in Figure 15].
in the same manner as a Venue~cliant object can be copied and transmitted in an electronic mail

message or via lloppy disc. a Whiteboard-client object can be so utilised. Again the advantagool creating a
reference to the relevant whiteboard server object for the recipients of the copied Whiteboard-client objects
is obtained since each copy of the Whiteboaid—clienI obiect contains a relerence to the Whiteboard server

object (as described with reference to Figure 3).
Also as previously described. a whiteboa'd-client object can be moved into the shared items area of a

Venue object by a user causing copies of the Whiteboard-client object to be made available to the other

users of the Venue object thereby giving access to the associated Whiteboard server object to those users.

An exemplary user session will now be described with reference to Figures t6 to 33 involving
hypothetical users Marlin. Richi and E04

Figure 16 shows a screen oi a client workstation iMartir.‘s) running Hewlett Packard Newwave Software.
A window I25 has:

a title bar I28 carrying the title "Ncwwave Office":
a menu bar 130 oilering the lollowing options:

Action, Edit. Objects. View, Settings. Task and Help:
a system menu box I32:
size boxes I34 and 135:

a vertical scroll bar 133 with scroll arrows I40 and H2 and a scroll box M4;
a horizontal scroll bar 146 with scroll arrows I48 and iso and a scroll box 152:

The window I26 displays icons tor some standard tools at the top: Waste Basket I54. Agent 156.
Printer 160. In Tray I62. Out Tray 164, File Drawer I66. The icons 163. I70 and 172 respectively on the left
hand side represent work-related items:

"Project Meeting‘ a Venue-client obiect representing a relerence to a Venue server object on the
local sewer machine:

a Whiteboard-client object representing a relerence lo a Whiteboard server
object on the local server machine:

a Newwave document obiect tully contained on the client workstation.

"Design Notes"

"Design Prirtcipios"
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To 'open" an object, the user double clicks on the relevant icon Relernng to Figure 17, Martin has
opened the Project Meeting Venue which is shown in a window I74. The window I74 has a menu bar 176
which has similar options to the menu bar 130 ot the window I26 except a Meeting option instead ol the

Setting option. The window 174 displays a participants area l78. showing only Martin. and a shared items
area 180 which is empty. Underneath a bit map I82 of Martin is 3 name bar 184 which includes a

notification ol presence and three media control buttons t85~7 lor Phone. Video and Data respectively. Only
the Data button :37 is highlighted in this example. ie. blacked out in Figure 17.

On selecting the Meeting Oplt0l'l from the menu bar 176 ol the window 174, a Cotvtedian directory
window 190 appears, Figure 18. The reterence numerals lor the CoMedian directory which were used in
Figure it will be retained here. Martin selects the name Richard Jennings lrorn the list 92 ol potential

participants causing a picture ol Richard to appear in the area 94 together with crosses in the video and
data boxes in the area 96 to indicate Richard's media selections. This means that Richard will be contacted

through the system for data sharing with both video and audio travelling over video connections. Marlin then
clicks on the Convene button in the options area 93 to add Richard to the Venue which causes Richard's

image to ioin Martin's image in the Venue as shown at 192 in Figure I9. Richard is marked as absent at
194 and a banner l96 IS displayed indicating that he has been invited. Martin has selected both video and
data connections lor himsell in order to match what was selected lor Richard. This causes the video and

data buttons 135 and 187 to be highlighted in a lirst colour to show that they are currently in use albeit only
locally to Martin's own workstation Richards video and data media buttons 1863 and 1672 are highlighted
in a second colour to indicate that they have been requested but are not yet in use.

While waiting tor Richard to join the Venue. Martin is moving the Design Notes and Design Principles
obiects t70 and in into the shared items area I80 oi the Venue by clicking on each OUJSC1 and dragging it
to the area 180.

Moving now to Richard's workstation. shown in Figure 20. the invitation to join the Venue has reached
his machine and has caused a belt 200 to appear at the bottom ol his screen. The belt 200 is flashing and

making a ringing sound to attract his attention. Richard clicks on the belt 200 and the result is shown in
Figure 2|. An invitation message box 202 is brought up telling Richard that he has been invited to a
meeting and giving the name ol the meeting and the name ot the person who convened the meeting. The

invitation message box 202 cornpnses two options: Accept and Decline. Richard clicks on the Accept option
to accept the invitation to join the meeting.

Relerring to Figure 22 accepting the invitation causes a Venue client object automatically to be created
and a window 204 to be opened for Richard. The chosen media connections have been set up so that
Richard can now see and hear Martin and the objects that Martin has placed into the shared items area 180

are available to him. Figure 23 shows that Martin can see the same Venue having the same contents on his

workstation. Relerring to Figure 24, during the meeting, Martin has opened a window 205 on the Design
Notes whiteboard object. Martin inlorms Richard ol this so that Richard can also view the whiteboard obiect
and then both Martin and Richard can scribble on the wliiteboard and view each others input. When their

meeting is linished both Martin and Richard close and save the Venue
Figure 25 shows the Venue object I63 saved in Richard's Newwave ottice. In Figure 26. Richard has

just opened his Newwave ollice and is viewing the Venue I66 in a window 208. Martin is not present

(although he would be it. coincidently. he had his Venue open at the same time as Richard. in that situation,
the relevant media connections would automatically be set up). Relerring to Figure 27. Richard has selected

the Meeting menu item using the cursor 210 so as to bring up the CoMed'ran directory 2t2 and he has
selected Ed Davies in the manner previously described. Ed Davies does not have video capability. instead

he is selected by telephone. Clicking on the Select button will cause Ed to be added to the Venue without

beginning a Convene operation.
Referring to Figure 26. Richard is about to initiate a Convene operation by selecting the Action item

lrorn the menu bar 214 ol the window 208. and selecting the Convene option tram the corresponding menu
2I6. Since Ed does not have video capabilities. the audio lrorh his telephone would be mixed into the video

teed into Martin and Richard and their audio signals would be sent to Ed's telephone during their distributed
meeting.

Turning now to Figure 29. a new session is beginning on Richard Jennings workstation. A window 220
contains Richatcl‘s Newwave Ollice. Richard has created an outgoing message represented by the icon 222

called "Meeting Request‘ (using the "Create at New" option iron the Action Menu - see Figures 14 to 17 ol
Appendix A). In Figure 30. on opening the outgoing message 222 it is displayed in a window 224. Richard
has completed the distribution list 226 and written a cover note 228.

Referring to Figure 31. a new Venue-client obiect represented by the icon 230 is created (again using
the "Create a New" option). The Venue~client object 230 is copied and dragged into the window 224

10
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displaying the message. This is achieved by clicking on the icon 230 and pressing the control key whilst
dragging the icon into the message. (This is an alternative method from the user perspective to the copy
procedure described with relerence to Figures I8-20 ol Appendix A) The bar 232 labelled "Part 3" in

Figure 32 shows that the message now contains a copy ol the Venue-client object The message window
224 is then closed (Figure 33). To send the message 222 it can be dragged onto the Out Tray icon 234.
This causes a copy ot the message. including the Venue-client object which it contains, to be sent to the
people on the distribution list. The Out Tray obiect 234 initiates the serialisation of the message
components to enable these to be transmitted over the network. On receipt at the respective destinations,
the In Tray object represented by icon 236 deserialises the message components so that these can be
viewed and manipulated by the recipients. The fBClpt9l'|lS can drag the Veni.re—clienl object out of the

message and into their main Newwave Ortice window (220). At the appointed time. the three participants
open their Venue-client obiects to begin a distributed meeting. During the meeting, the users can open
shared objects e.g. a whiteboard object. and modity these interactively as well as interacting through their
telephone and video interconnections. For example, input made by each user to a Whiteboard-client object

is relayed to the Whiteboard server-object which updates all (it the other corresponding active Whiteboard-
ctient objects ol the changes.

Although only Venue shared objects and Whiteboard shared obiects are available to a user in this
embodiment. it is envisaged that lurther possibilities lor shared obiects are a tax object. a discourse
structurer object and tools to control the external media such as a virtual monitor manager and a video
cassette recorder controller

It is envisaged that a system according to the present invention may not entail the use of dedicated
server machines but that server obgects could run on user workstations given a suitable inter-obiect

messaging inlrastructure.

I1

Page 670 of 1000



on

IS

20

25

30

35

m

-15

50

55

EPO497022AI

APPENDIX A

Brief Description of the Drawing:

Figure I is a block diagram of a computer in accordance

with the preferred embodiment of the present 1nvent1on.

Figures 2 and 2A show block diagram: which illustrate

the relationship between objects. applications and data

files in accordance with the preferred embodiment of the

present invention.

Figure i show: a plurality of object: linked 1n

3 preferred embodiment of the presentaccordance with

invention.

12
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Figure H shows a series of objects serving as folders,

as parents of objects containing data, in accordance with a

preferred embodiment of the present invention.

Figure 5 illustrates the screen display which results

from linking of various objects in accordance with a

preferred embodiment or the present invention-

Figure 6 shows the linking of objects in order to

create the screen display shown in Figure 5.

Figure 7 shows how three objects may be linked together

in accordance with a preferred embodiment of the present

invention.

Figure 8 and Figure 9 illustrate how an object may be

copied in accordance with a preferred embodiment of the

present invention.

Figure 10 and Figure 11 illustrate the copying of a

public object in accordance to a preferred embodiment of the

present invention.

Figures 12 through Figure 71 show the appearance on a

screen of a session in which a user manipulates objects in

accordance with a preferred embodiment of the present

invention. Also shown are block diagrams,of how objects

appearing to the user are linked in accordance to the

preferred embodiment of the present invention.

Figure 72 is a block diagram or an Object Management

Facility (OHF) in accordance with the preferred embodiment

of the present invention.

0
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Figure 73 shows a block diagram of the organization of

HPOMF.CAT. a system file included in the OHF shown in Figure

72.

Figure 7“ shows the relation between a global parent

and global objects in accordance with the preferred

embodiment of the present invention.

Figure 75 is a block diagram which shows how system

files within the OH? shown in Figure 72 accesses data files

and applications from a memory shown in Figure I.

Figure 76 is a block diagram of the organization or the

memory show: in Figure 75.

Figure 77 and Figure 78 show objects and links in

accordance with the preferred embodiment of the present

invention.

Figure 79 is a block diagram of the organization of

HPOHF.XRF, a system file included in the OHF shown in Figure

72.

Figure 80 shows a view specification record in

accordance with the preferred embodiment of the present

invention.

Figure 81 shows the use of a snapshot in accordance

with a preferred embodiment of the present invention.

Figure 82 shows the data path or a View when there is

no snapshot, in accordance with a preferred embodiment of

the present invention.

14

Page 673 of 1000



20

25

30

35

AD

45

50

55

EP 0 497 022 A1

Figure 33 shows the data path of a View when there is a

snapshot, in accordance with a preferred embodiment of the

present invention.

Description of the Preferred Embodiment

Figure 1 shows a computer 18 having a monitor 1U, a

keyboard 19 and a mouse 20. A portion or computer main

memory 17 is shown by an arrow 9 to be within computer 18.

Hithin computer memory main 17 is shown an object management

facility (OH?-W100, an application 101. an application 102,

an application 103. an application ION, an application 105

and an application 106.

Each of applications 101 to 106 store data using

objects. For instance. in Figure 2, application 101 is

shown to have stored data using an object 202, an object

203, an object 20R and an object 205. Similarly,

application 106 is shown to have stored data in an object

207, an object 208, an object 209 and an object 210. OHF

100 stores information indicating which objects 30 with

which application. objects which are associated with a

single application are considered to be opjects of the same

type, or the same class. For instance, object 202, 203. 20H

and 205 are of the same class because each is associated

with application 101. Similarly objects 207, 208. 209 and

210 are of the same class because each is associated with

application 106. All objects or the same class use the same

application. when an appiication is being run by computer

15
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I8, OHF 100 informs the application which object the

application should access for data. That object is then

considered to be active. An object is inactive Vhen the

application the object is associated with is not being run

by computer 18, or when the application the object is

associated with is being run, but is not being run with the

data of that object.

Active objects can communicate with each other using

messages. For example if two instances of application $01

are being run by computer 13, one with the data of object

202 and the other with the data of object 203, object 202

and object 203 are both active. fherefore object 202 may

send a message 211 to object 203‘ Similarly. if computer 18

with the data of object 202, andis running application 10!

is running application 106 with the data or object 20?.

object 202 and object 207 are both active. Therefore.

object 202 may send a message 212 to object 207.

Messages, such as message 211 and 212 may be formatted

to be sent and receiued by all types of objects. This

allows for free communication between all active objects.

This also allows new object types to be defined and added to

the system without requiring that the existing object types

be updated to use the new type- ItI

Each object has associated with a set of data files.

For instance, object 210 is shown to have associated with it

a data file 221, a data file 222 and a data file 223. Data
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in data files 221, 222 and 223 are in a format which can be

interpreted by application 106.

Each object has associated with it a list of

properties. Each property has a name and a value which may

be accessed by specifying the name. In addition, each class

of objects has associated with it a list or properties that

are common to all objects of that class. For instance, in

Figure 2A. object 205 and application I01 are shown. Object

205 has associated with it a property 231, a property 232,

and a property 233. Application 101 has associated with it

a property 131, a property I32 and a property 133.

Property lists can contain any number of properties.

Each property value can be from zero to 3.2762 bytes in

length. Properties are used to store descriptive

information about objects and classes, such as names.

comments and so on.

TheseObjects may have references to other objects.

references are called links. Links are directional: one

object is called the parent, the other the child. Each link

has a reference name which is a number that is assigned by

the parent object to identify each of its children. All of

an object‘: children, its children’: children, and so on are

collectively called that object's descendants. Similarly.

an object's parents. its parents‘ parents, and so on, are

collectively called that object's ancestors. In the

preferred embodiment of the present invention, an object

which may be manipulated by a user, can have zero or more

I7
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children and one or more parents. An object is not

allowed to become its own descendent.

In Figure 3 is shown an object 301, an object 302, an

object 303. an object 30”. an object 305, an object 306, an

object 307, an object 308 and an object 309. Objects 301-

309 have links with reference names which are numbers shown

in parenthesis by each Link. Object 301 has a link 310,

with reference name "1", to object 302. Object 301 has a

link 311, with reference name "2", to object 303. Object

302 has a link 312, with reference name "7", to object 303.

Object 302 has a link 313, with reference name "8", so

object 305. Object 303 has a link 31“. Hich reference name

"I", to object 306. Object 303 has a link 315, with

reference name "U", Object 30” has a linkto object 307.

316, with reference name "1", to object 303. Object 305 has

a link 31?, Uith reference name "7", to object 308. object

306 has a link 318. with reference name "8". to object 309.

Object 30? has a link 319, with reference name "9", to

object 306. Object 30? has a link 320, with reference name

"13", to object 309. Object 308 has a link 321, with

reference name "1", to object 309. Objec; 303 has a link

322. with reference name "3". to object 303.

Object 301 is a parent of 302 and 303. Object 303 is a

child of object 301 and of abject 308. Each of objects 302-

309 are descendenta of object 301. Descendants of object

303 are objects 306, 30? and 309. Object 309 has for

18
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ancestors all of objects 301-308. Object 303 has for

ancestors objects 301, 302, 30H, 305 and 308. And so on.

Active objects can dynamically make and delete links to

other objects. when a link to an object is deleted, OHF 100

checks if the object has any other parents. If not, OHF 100

destroys the object by deleting the data files of the object

and reclaiming other storage space associated with the

object.

Object links may be used for various purposes. For

example, folders may be in the Form of objects. The

children of objects used as folders may be objects

containing data for use with various applications, or the

objects may be other folders. Figure H shows an example

of the use of objects as folders. An object H01 (also

called folder not). an object U02 (also called folder M02).

an object H03 (also called folder N03) and an object NOD

(also called folder RON) are used as folders. Folder Q01

contains an object "05, used to contain data. an object H06,

used to contain data. an object B07. used to contain data,

and folder U02. Folder #02 contains an object H08, used to

contain data, folder N03 and folder HON. _Folder #03

contains an object "09, used to contain data, and an object

D10, used to contain data. Folder uou contains an object

H11, used to contain data, an object H12, used to contain

data and an object 313, used to contain data.

A more sophisticated use of links is to construct

Compound objects. For instance in Figure 3. a document 510

I9
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contains lines of text 51‘. lines of text 512, a graphics

figure 513, a graphics figure 51“ and spreadsheet data 515.

As shoun in Figure 6, text and formatting data is stored in

an object 611. graphics data for graphics figure S13 is

stored in an object 6\2, graphics data for graphics figure

51“ is stored in an object 6|3 and spreadsheet data 515 is

stored in object 6111. Links that are used to build compound

objects aluays have some kind or data transfer associated

with the link and hence are called data links. In Figure 6

is shown a data link 615, a data link 616 and a data link

61] and617. In document 510, data from object 612, object

object 61" are merely displayed. therefore data link 61H,

data link 635 and data link 616 are Visual data links. In a

visual data link, the parent will send requests to its child

to display data uithin the parent's window.

In Figure 7, an object 701, which contains data for a

first spreadsheet, is linked through data link 70H to an

object 702, which contains data for a second spreadsheet,

and is linked through data link 705 to an object 703, which

contains data for a third spreadsheet. The first

spreadsheet uses data from the second spreadsheet and from

the third spreadsheet. Since the first spreadsheet does

more than merely display data from the second and the third

spreadsheets, data link 70" and data link T05 are called

data-passing data links.

OH? 100 does the "bookkeeping" when objects are copied

or mailed- when an object is copied, OHF 100 makes copies

20
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of data files associated with the object. If the object

being copied has children, OH? 100 also makes copies of the

object's descendenta, and builds links between the new

objects to give the new compound object the same structure

as the original.

For instance, Figure 8 shows object 308, from Figure 3.

and the descendents of object 308. When OHF makes a copy of

object 308, OHF copies each of object 308's descendents and

the links Show: in Figure 8. F;gure 9 shows a copy of

object 308. Object 308a is a copy of object 308. object

3033 is a copy or object 303. Object 3063 is a copy of

object 306. Object 307a is a copy of object 307. Object

309a is a copy of object 309. Link 323a is a copy or link

321. Link 322a is a copy of link 322. Link 31ka is a copy

of link 31H. Link 315a is a copy of link 315. Link 3183 is

Link 3193 is a copy of link 3‘9. Link

320a is a copy of link 320.

In the preferred embodiment, the default behavior

results in the copy of a parent’: children uhen the parent

is copied. However, when a child is designated as “public”

it is not copied. Rather, a copy of the parent includes a

link to the child. For instance, in Figure 10, a parent

object 161 is to be copied. Parent object 161 is linked to

a child object 162 through a link 163. Child object 162 1:

a public object. As shown in Figure I1, copying of parent

object 161 results in new object 1613 being linked to object

a
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162 through a new link 163a. Object 161a is a copy or

object I61. Link 163a is a copy of link 163.

In Figure 12 through Figure 7‘. it is shown how objects

are displayed to a user on monitor 1H. In Figure 12 a

"Neuwave Office" desktop is shown to include icons labelled

as "File Drawer", "Haste Basket". “Diagnostic”, "Printers",

"Star" and "My Folder". A user (not shown) has manipulated

a cursor 781. using keyboard 19 or mouse 20. to select "Hy

Folder".

Figure 13 shows how the objects displayed on monitor 1N

are linked. Newwave Office (shown as an object 700) is the

parent of "File Drawer" (shown as an object 701) through a

link 711, of "Waste Basket“ (shown as an object 702) through

a link 712, of "Diagnostic" (shown as an object 703) through

a link 713, of "Printers" (shown as an object 70%) through a

link 7\u, of "Hy Folder" (shown as an object 705) through a

link 715 and of "Star" (shown as an object 706) through a

link 716.

In Figure 1n, the user, using cursor 781, has selected

"Create a New..." in a pull down menu 782. As a result or

this selection a dialog box 779 appears as shown in Figure

15. Using cursor 781, the user has highlighted the icon

"Layout" and using keyboard \9 has typed in the name "Paste

Up" as a name for a new object to be created. Cursor 731

now points to a region labelled "OK". Once this region is

selected, a new object titled "Paste Up” is created, as is

shown in Figure 16-

22
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In Figure 17, "Paste Up" is shown as an object 707

linked as a child of Newflave Office through a link 717.

The basic clipboard operations are Cut, Copy, and

Paste. The user must select the data that is to be moved or

copied. and then give either the Cut command or the Copy

command. Cut moves the selected data to the clipboard

(deleting it from its original location). Copy makes a copy

of the selected data on the clipboard. The user must then

select the location where he wants the data to be moved or

copied to, and give the Paste command. This command copies

the contents of the clipboard to the selected location.

In Figure 18 a user is shown to have selected "Paste

Up". The selection is represented by the icon for "Paste

Up" being displayed using inverse video. with cursor 781,

the user selects "Copy" from a pull down menu 783. In

Figure 18A a Clipboard object 720 is shown to be a parent or

an object 708 through a link 72!. Object 708. is a copy or

object 707 ("Paste Up").

As shown in Figure 19. next the user selects "Paste"
%

from pull down menL783. The result, shown in Figure 20, is

the addition of an object 708, painted to by cursor 781,

which is a copy of the original "Paste Up" object 707.

In Figure 21, the neu object is shown as object 708

linked as a child of Neuwave Office through a link 718.

In Figure 22. “My Folder". has been opened by double

clicking the icon for "Hy Folder" using cursor 781. The

result is a new window 785 representing "Hy Folder".

23
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In Figure 23, using cursor 781, "Paste Up" (object 708)

is shown being dragged to window 785. In Figure 2“, the

process is complete and "Paste Up" (object 708) is now in

window "My Folder". In Figure 25, "Paste Up", shown as

object 708, is now a child or "My Folder" through link 728.

The user sets up multiple links by using the Share

command. This command is an extension of the clipboard

metaphor common in software packages today for moving and

copying data around the system. The clipboard is a special

buffer that the system uses to hold data that is in transit.

In one way, the Share commend operates similarly to the

Cut or Copy command described above. That is. using Share,

Cut, or Copy, the user selects some data first and then

gives the Share command, which results in something being

put on the clipboard. In the case of the Share command,

however, what is put on the clipboard is neither the actual

data nor a copy of the actual data. Instead, it is a link

to the selected data. When this link is pasted, a permanent

connection is made between the or131na1 data and the

location or the Paste. Through use of OHF 100, this link is

used by the involved applications to provide easy access to

the original data (in its full application) and automatic

updating when the original data is modified.

In Figure 26. the Neuwave Office Hindou has been

(object 707} has been selected, asactivated. “Paste Up"

evidenced by "Paste Up" (object 707) being in inverse video.

"Share" from menu 783 is selected. InUsing cursor 731,

24
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Figure gééfi Clipboard object 720 is shown to be a parent of
"Paste Up" object 707 through a link 722.

In Figure 2?, window 785 has been activated. From a

menu 78?. "Paste" is selected. The result, shown in Figure

28, is an icon 707a appearing in window 785, which indicate:

that "Paste Up“ (object 707) is shared by window 785 and the

Neuwave office window. In Figure 28A. as a result of the

paste, "Paste Up" is now shown to be both a child of

Clipboard 720 through link 722 and a child of “My Folder"

705 through a link 72?. In Figure 29, showing just the

interconnection of objects visible to the user, “Paste Up"

(object 707) is shown to be a child of "My Folder" 705

through link 72?. Since "Paste Up" (object 707) is shared.

not copied, "Paste Up" (object 70?) remains a child of

NeuHave Office through link 71?.

One key feature of data links is automated data

transfer. Hhen a child object is open and the user changes

a part of it which is "shared out", then it makes a call to

OHF 100. OMF 100 checks if any of the object's parents

"care" about this particular change. If they care and if

they are also open. OHF 100 sends to the parents a message

informing them that new data is available. The parent can

then send messages to the child to produce or display the

data. This feature allows the user to establish compound

objects with complex data dependencies, and then have

changes made to any sub—part be automatically reflected in

other parts. For example, changing a number in a

25
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spreadsheet could cause a graph to be re—draun, and updated

as a figure in a document. And since an object can have

many parents, a single object can be used as "boiler plate"

for any number of other objects. A change in the boiler

plate will be reflected in all the objects which have links

to it. Automated daca transfer is illustrated in the

following discussion.

In Figure 30, window 785 for "My Folder" has been

closed. In Figure 31, cursor 781 is used to select “Create

a New..." from pull down menu 782. As a result or this

selection dialog box 779 appears as shown in Figure 32.

Using cursor 781. the icon HPText has been highlighted and

using keyboard 19 the name "Sample Text" has been typed in

as the name for a new object to be created. Cursor 78} non

points to a region labelled "OK". Once this region is

selected. a new object titled "Saeple Text" is created, as

is shown in Figure 33.

In Figure 3“, "Sample Text" (object 709) is shown to be

a child or neuwave Office through a link 719. In Figure 3",

since "My Folder" has been closed, "Paste Up" (object 708),

link 728 and link 727 are not shoun. However. these still

exist, but are not currently visible to a user.

In Figure 35, placing cursor 781 on the icon "Sample

Text" and double clicking a button on mouse 20 results in

“Sample Text" being opened. In Figure 35. an open window

789 for "Sample Text" is shown.

26
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In Figure 37 a window 791 for "Paste Up" (object 707)

has been opened by double clicking on the icon for "Paste

Up". In Figure 38, using Cursor 781, controlled by mouse

20, a portion 790 of the text of "Sample Text" has been

selected. The portion in inverse video stating "New Have

Office environment" is portion 790.

In Figure 39. cursor 781 is used to select the

selection "Share" in a pull down menu 792. In Figure H0,

an area 793 in window 791 is selected using cursor 781. In

Figure U1, a selection "Paste" is selected from a pull down

menu 79" using cursor 781. In Figure U2, "Sample Text" is

linked to "Paste Up“ (object 707) and displayed text 790 is

displayed in "Paste Up" window 791. In Figure '43 "sample

Text” (object 709) is shown to be a child of "Paste Up"

(object 707) through a link 729. In Figure N2, displayed

text 790 is shown in gray because "Star" window 789 is open.

In Figure H“, "Star" window 739 is closed so displayed text

790 is clearly displayed.

In Figure "5. a region 795 of window 791 is selected

using cursor 781. Figure H6 shows cursor 781 dragging the

icon "Star" into region 795 of window 791:

In Figure H7, data from "star" (object 706) is now

displayed in region 795 of window 791. As may be seen in

Figure "8, "Star" (object 706) is now a child of "Paste Up"

(object 707) through a link 725.

In Figure H9, 3 user has placed cursor 731 over region

795 of window 791 and double clicked a button on mouse 20.

27
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is the opening and display of
523

Figure hp shows the use of cursor 781 to

The result "Star" (object 706}

in a window 796.

select selection "Ellipse" in a menu window 797 which

results in the data within "Star" (object 706) being changed

from a star to an ellipse. As shown in Figure 51. the

result is a change both in data displayed in window 796 and

data displayed in region 795 of window 791.

In Figure S2. cursor 78} is used to define a region 797

in window 793. In Figure S3, cursor 781 is used to select a

selection "Create a New..." in pull down menu 793. As a

result of this selection dialog box 799 appears in Figure

S“-- Dialog box 799 contains icons for the two classes of

objects available which are able to display data in region

797 of window 791. Using cursor 781, the icon "HP Shape"

has been highlighted. Using keyboard 19 the name "New

Shape” has been typed in as the name for a new object to be

created. Cursor 781 now points to a regions labelled "OK".

Once this region is selected. a new object titled "New

Shape“ is created. Data for "New Shape" is displayed in

region 797 of window 791 as is shown in Figure 55. In

Figure 56, "New Shape", (object 750) is shown to be a child

or "Paste Up" (object 707) through a link 760.

In Figure 57 a window 800 for “New Shape“ was opened by

placing cursor 781 over region 797 of window 791 and

In Figure 58,clicking twice on a button on mouse 20.

cursor 781 is used to select the selection "Triangle" from a

pull down menu 801. The result. as shown in Figure 59, is

28
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that a triangle is now displayed both in window 800 and in

region 797 of window 791.

In Figure 60, window 800 has been closed. In Figure

61, "New Shape" is selected by placing cursor 781 over

region 797 of window 796, and clicking a button on mouse 20.

In Figure 62, cursor 781 is used to select selection "Shore"

from pull down menu 79%. In Figure 63, cursor 781 is used

to select a region 802 of window 791. In Figure 6H, cursor

781 is used to select selection “Paste” from pull down menu

79“. The result. as shown in Figure 65. is the sharing of

"New Shape" with data from "New Shape" being displayed in

region 797 and in region 802 of window 791. In Figure 66,

"New Shape” (object 750) is shown to have an additional link

770, from its parent "Paste Up" (object 707).

In Figure 67, region 797 has been selected using cursor

781. Cursor 781 is then used to select selection "Cut" from

pull down menu 7911. The result, as seen in Figure 63, is

that region 781 has been removed from window 791. In Figure

69. cursor 761 is used to select selection "Paste" from pull

down menu 783. The result, shown in Figure 70, is an icon

for "New Shape", pointed to by cursor 781: In Figure 71.

"New Shape (object 750) is shown to now be a child of

Newwave Office (object '00), through a link 780.

In Figure 72, OHF 100 is shown to contain seven system

files: system file 601. system file 602. system file 603.

system file 60H, system file 605, system file 606 and system

file 607. OHF interface 599 serves as interface of OH? to

29

Page 688 of 1000



I0

20

25

30

35

40

45

50

55

EP 0397 022A‘!

other programs running on computer 18. System files 601-607

serve as a data base that provides various information.

They provide information about object properties such as

what class each object is what is the name of each object.

System files 601-507 provide information about classes of

objects such as what application is associated with each

what icon represents objects of aclass of objects.

particular class and lists of what messages (such as those

shown in Figure 2) can be processed by objects of a

particular class. System files 601-60? also contain

information about links between parent and child objects

including a list of parents and reference names of each link

from a parent for each object; a list of children and

reference names of each link to a child for each object; and

additional information to manage data exchange across data

links. Additionally, system files 601-607 contain general

information such as what files are installed in the

operating system for each class that is installed, and what

objects have requested automatic restart when the OH? 100 is

restarted.

In the preferred embodiment of the present invention

is referred to as HPOMF.CAT,system file 601 system file 602

is referred to as HPOHF.CLS, system file 603 is referred to

as HPOHF.XRF. system file 60“ is referred to as HPONF.PRP,

system file 605 is referred to as H?OHF.INS, system file 606

is referred to as HPOHF.SDF and system file 607 is referred

30
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to as HPOHFICO.NH£. A description of each system file is

now given.

System file 601, HPOHF-CAT, is also referred to as

SYSCAT. HPOHF.CAT is a catalog of all the existing objects

in the system. In Figure 73. HPCMF.CAT is shown to be

record oriented. HPOHF.CAT has a plurality of file records.

In Figure 73. file record 0 through file record 8 are shown,

although HPOHF.CAT may contain many more rile records than

are shown in Figure 73. File record 0 is a header which

contains various signatures and is used to manage a list of

free file records. A signature is some known value which if

present indicates that the file is not corrupted. File

record 1 through file record 8 and additional rile records

(not shown) either define an existing object, or are free.

In the preferred embodiment HPOHF.CAT can grow dynamically,

as more file records are needed. but cannot shrink.

File record 1 defines a special object called the

global parent. The global parent has a form different than

every other object, and may be regarded as a "pseudo"

object. Figure 7” shows the global parent to be the parent

of global object 250 through link 260, global object 251

through link 261, global object 252 through link 262. global

object 253 through link 263, global object 25" through link

26M and global object 255 through link 265, as shown.

Global objects 250-255 are also within HPOHF.CAT. Each

global object 250-25$ may be a parent of one or more objects

in HPoHF.cAT. Each object in HPOHF.CAT which is not a

M
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global object, is a descendent of global object. Although

Figure 7a shows only six global objects. the number of

global objects operating on a system is a matter of system

configuration. Any object in the system can refer to a

global object by\§x\using the reference name of the link to

that global object from the global parent.

file records inAs may be seen from Figure 73.

HPOHF.CAT are numbered consecutively. These numbers serve

as tags, which identify each object.

In the preferred embodiment of the present invention,

each record is 128 bytes in length. The fields for file

record 0 are listed in Table 1 below:

Table 1

Contains the record number of

the first free record in

HPOM?.CAT, or "0" if there are
no free records.

l?irstFreeEntry

Flleld Contains the null terminated

string "HPOHF.CAT". This serves

as a signature.

Version Contains the file format version

number, which also serves as a

signature.

Contains the number of the

highest recorq ever allocated
from within HPOHF.CAT (this
highest record may or may not be
free).

lHaxRecordNumber

Table 2, contains the fields for file records inbelow,

HPOHF.CAT for file records other than file record 0:
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Tabie 2

1FirstFreeEntry Is "-1" if this record defines

an object, otherwise this record
is free and this field is the
record number of the next free

record. or "0" it there are no
more free records. If the

record is free, none of the
other fields in the record is

meaningful.

Specifies the class of this

object. This is the number of
the record in HPOHF.CLS that
indicates to which class the

object belongs (see discussion
of class above).

Typelnclass

SysCatF1ags Specifies if the object is
global if the bit masked by the
number 20 (hexadecimal) is set

in this byte. In the preferred
embodiment all other bit

positions must contain "0" and
are not used.

Specifies the number of
properties, the length of the
property names and the location

in HPOHF.PR? of the object's"
properties. See the description
of HPOHF.PRP below for further
definition of the structure of
this field.

properties

Certain object properties, such
as name. are so heavily accessed

that they are stored directly in
this field, rather than

indirectly in‘the properties
file. rroperties stored in this

-field are called "fast

properties.“

fastprops

system file 602, HPOHF.CLS is also referred to as

SYSCLASS. This system file is a list of all installed

classes in the system. It is record oriented. The first

record, numbered 0, is a header which contains various

33
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signatures (see above) and is used to manage a list of Free

records. All other records either define an installed c1a53

or are free. In the preferred embodiment HPOHF.CLS can grow

dynamically. but cannot shrink.

Each file record in HPOHF.CLS Ls thirty-two bytes in

length. HPOHF.CLS file record 0 (the header) contains the

following fields listed in Table 3:

Table 3

Contains the record number of
the first free record in

H?OHF.CLS. or "0" if there are
no free records.

1FirstFrecEntry

Fileld Contains the null terminated

string "HPOMF.CLS"

Version Contains the file format version
number.

Contains the number or the

highest record ever allocated
from within HPOHF.CLS (this

highest record may or may not be
free).

1HaxRecordNumber

Table N. below, contains the fields for rue records in

HPOHF.CLS for file records other than file record 0:

34

Page 693 of 1000



I0

)5

35

-10

45

50

55

EP 0 497 022 A1

Table N

1FirstFreeEntry Is "—I" if this record defines
an installed class, otherwise
this record is free and this

field is the record number of

the next free record, or "0" if
there are no more free records.

If the record is free, none of
the other fields in the record

is meaningful.

HoduleFileName Specifies the name of the
application associated with

objects of this class as a null-
terminated string.

Specifies the number of
properties, the length of the
property names and the location

in HPOMF.PRP of the object's
properties. See the description
of HPOHF.PRP below for further

definition of the structure of
this field.

properties

In Figure 75. the relationship of HPOHF.CAT and

HPOMF.CL5 is shown. Within each object entry within

HPOHF.CAT. the record number. which is an object‘: tag.

serves as an identifier 650 of data files in a mass storage

memory 170 associated Hith the object. The field

'TypeInC1ass" serves as an identifier 651 of the class entry

in HPOHF.CLS, which identifies the class of each object.

Within each class entry in HPOHF.CLS, the'fie1d

"HoduleFi1eName" serves as an identifier 652 of the

application file in mass storage memory 170 which is

associated with the class.

In Figure 76, the organization of a portion of mass

A root directory 660 containsstorage memory 170 is shoun.

pointers to an HPNHDATA directory 661 and HPNHPROG directory
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668. HPNHPROG directory 668 is the location of storage for

applications files. represented by arrows 669. HPNHDATA

contains a plurality of HPOHFddd directories, represented by

directories 662, 663. 56", 665 and 666. In the HPOHFddd

directories are stored data files associated with objects.

The "ddd" in HPOHFddd stands for a three digit. leading

zeros, hexadecimal number. Each HPOHFddd directory has a

different "add" hexadecimal number. The "ddd" number

indicates uhich HPOHFddd directory stores data files for a

particular object. Data files for a particular object are

stored in the HPOHFddd directory which has a 'ddd" number

equal to the tag for the object divided by an integer

number, e.g., fifty four. Hithin each HPOHFddd directory.

files are stored by tag numbers, e.g. data file names have

the format xxxxxxxx.1ll, uhere “xxxxxxxx" is an eight digit

leading zeros hexadecimal tag. and "111" are a reference

chosen by the application.

System file 603, HPOHF.XRF is also referred to as

SYSXREF. This file is a list of all the links existing in

the system. but does not have aIt is record oriented.

header record. Each record file is either free, or defines

an existing link, or is used as an overflow record from the

previous record to specify additional View specification

information. Records that contain view specifications are

called View specification file records. View specification

file records can be identified only by a previous record

uhich defines an existing data link; view specification file
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records cannot be identified by the content within a view

specification file record. HPOHF.XRF is increased in size

16K bytes at a time. A newly allocated portion of HPOHF.XRF

is filled with zeros. File records within HPOHF.XRF which

are free or which define a link have the following fields

listed in Table 5:

Table 5

Contains the tag (HPOHF.CAT
record number) or the parent
object of this link. If this
field is 0, then this record
does not define a link and is
free.

ParentTag

chiidTag Contains the tag of the child
object of this link. If
ParentTag in this record is 0.
and this field is also 0. then

no record beyond this record in
HPOHF.XRF defines a link.

Contains the reference name that

the parent has assigned to the
link. This field is meaningless
if ParentTag or Chi1dTag is
zero. Otherwise. if the top
three bits of this value are

110, the next record in the file
is a view specification.

RetName

File records within HPOHF.XRF which are View

specification file records have the foiloying fields listed

in Table 5A:
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Table 5A

5 Datatd Contains the value that the
child has assigned to identify

the part of itself that is being
viewed through the link.

,0 Snapshot Contains the tag (HPOHF.CAT
record number) of the object
which is the view's snapshot, or
if zero, the View has no

snapshot. For further

5 discussion of snapshots, see
below.

Misc Composed of several bit fields
described below:

w

VS NEHDATASET Set if child has told OHF

_ that new data is available,
but has not been announced

to the parent. The

3 hexadecimal number 8000
0000 is a mask which
indicates which bits are

used for this bit field.

M VS_NEHDATAANNOUNCED Set if child has told OHF
to announce new data to

parent, but parent was
inactive and was not

notified. The hexadecimal

,5 number 0000 0000 is a mask
which indicates which bits

are used (or this bit
field.

.9 VS_SNAPSHOTOLD Set if child has told OHF
that the view‘: snapshot is
out—of-date. The
hexadecimal number 2000

0000 is a mask uhich

Q indicates which bits are
used for this bit field.

VS_HANTHESSACES Set if child has told OHF
that it wants to process

M view messages when snapshot
is out—of—date. The
hexadecimal number 1000
0000 is a mask which

indicates which bits are

“ used for this bit field.
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vs TEXTDISRLOC File Position in HPOMF.PRP

~ where a view's 32 character
textual data ID is located.
This contains zero if no

textual data ID has been
defined by the child. The
low order five bits of the

file position are always
zero and are thus not
stored in the Rise field.

The hexadecimal Number OFFF
FFBO is a mask which
indicates which bits are
used for this bit field.

VS_INIT1ALIZED Set if the view
specification has been

9° initialized. If‘ clear, all
information in the view

specification is zero. The
hexadecimal number 0000

0010 is a mask which

25 indicates which bits are
used for this bit field.

VS RESERVED Reserved for future

_ expansion. The hexadecimal
W number 0000 0008 is a mask

which indicates which bits
are used for this bit
field.

3 VS VIEHCLASS Specifies the view class

_ the child assigned to the
view. The view class
defines what view methods

are available to the _
w parent. The hexadecimal

number 0000 0007 is a mask
which indicates which bits
are used for this bit

field. ,
6

For example, in Figure 77. Object 671 is a folder and

has a tag of "6". Object 671 is a parent of an object 672

50 through a link 67D and a parent of an object 673 through a

link 675. Object 672 has a tag of "12". Link 67“ as a

55 reference name "1". Object 673 has a tag of "19". Link
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675 has a reference name "7". Reference names are picked by

the parent object and need to be unique for the particular

parent object; however, other parents may have a link with

the same reference name provided each reference name is

unique for each parent.

Figure 79 shows a block diagram of HPOHFJRF 603._

HPOHF.XRF contains an entry for each lint between parents

and children. In HPOMF.XRF 603 column 731 contains the tag

of the parent for each link. Column 732 contains the tag of

the child for each link. Column 733 contains the reference

name for each link. The first three bit positions of column

733. shown in Figure 79 as sub-column 73“, indicate whether

a view specification file record is present ("110") whether

no View specification file record follows ("O00") or whether

the link is between is a link from the global parent to a

global object (~1oo").

As may be seen. entry 735 is an entry which describes

link 67h shown in Figure 77. That is, in column 731 of

entry 735 there is the parent tag '6". In column 732 there

is the child tag "12" and in column 733 there is the

"1". Since object 671 is areference name folder, there is

no view, therefore the three hits within subcolumn 73h would

be "O00".

Similarly, entry 736 is an entry which describes link

675 shown in Figure 77. That is, in column 731 of entry 736

there is the parent tag "6". In column 732 there is the

child tag "19" and in column 733 there is the reference name

40
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'7". Since object 671 13 a folder, there is no view,

therefore the three bits within subcoiumn 73" would be

“O00”.

In Figure 73, Object 676 is a document and has a tag of

"17". Object 676 is a parent of an object 677 through a

iink 679 and a parent of an object 678 through A link 680.

Object 677 has a tag of "8". Link 679 as a reference name

"1". Object 673 has a tag of "21". Link 680 has a

reference name "3".

In Figure 79. an entry 737 describes link 679 shown in

Figure 78. That is, in column 131 of entry 737 there is the

parent tag "I7". In column 732 there is the child tag "3"

and in column 733 there is the reference name "1". Object

676 is a document, and assuming there is a View associated

with link 679, the three hits within subcolumn 733 contain

the three bits "110“ and entry 738 is a View specification

record.

Similarly, an entry 739 describes link 680 shown in

Figure 78. That is, in column 731 Of ehtfy 739 there 13 the

parent tag '17“. In column 732 there is the child tag '21"

and in column 733 there is the reference name '3". Assuming

there 15 a View associated with link 630,,l'.he three bits

within aubcaiumn 73” contain the three bits "110" and entry

7&0 is a view specification record.

In Figure 80, View specification record 7110 13 shown to

include a r1e1a 7H3 which contains a data identification for

the view, a field 7“? which indicates whether there is a

41
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snapshot used in the view, and a {L915 7H3 which contains

miscellaneous information about the view. The data

identification number is used by the child object of the

link, to determine what data is sent through the link.

Figures 37 — "3 Show the establishment of a link with

a view. As has been discussed before, in Figure 37 window

791 for "Paste Up" (object 707) has been opened by double

clicking on the icon for "Paste Up”. In Figure 38. using

cursor 731, controlled by mouse 20, portion 790 of the text

of "Sample Text" has been selected. The portion in inverse

video stating “New Have Office environment“ is portion 790.

In Figure 39, cursor 781 is used to select the

selection “Share” in a pull down menu 792. Once "Share" is

selected, child object 709 ("Sample Text“) creates a data

identification number which identifies portion 790 or the

text to child object 709. Child object 709 also causes OH?

100 to put a link to child object 709 on clipboard 720--

Child object 709 communicate: to OMF 100 through command set

attached hereto--.Forth in Appendix 8, Child object 709

also informs OHF 100 what data identification number is

associated with the new link between the child 709 and

clipboard 720. If there is a snapshot associated with the

link, child 709 will also inform OHF 100 if there is a

snapshot associated with the link. Snapshots are discussed

As a result OHF 100 will make an entry inmore fully below.

HPOHF.XRF 603 for a link between clipboard 720 and child

object 709. The View specification record for the link will

M
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include the data identification number given to OHF 100 by

child 709.

In Figure "0, area 793 in window 791 is selected using

cursor 781. In Figure H1, a selection "Paste" is selected

from a pull down menu 79H using cursor 781. At this point

parent object 707 ("Paste Up") requests OHF 100 for a link

making him the parent of what is on clipboard 720. The View

specification record for thewgetween clipboard 720 and child
709 is copied for link 729 between parent 707 and child 709.

In Figure U3 "Sample Text" (object 709) is shown to be a

child of "Paste Up" (object 707) through link 729.

In Figure '42. “displayed text 790 is displayed in

“Paste Up" uindou 791. In accomplishing this, parent object

707 makes a call to OH? 100 asking that a message be sent to

the object identified by the reference name for link 729.

This message requests the child object 709 to display data

from this link into a location specified by parent object

707. OHF 100 takes the message from parent 707, adds the

data identification number from the view specification

record for link 729, and delivers the message to child 709..

Child 709 displays the data in the specified location, in

this case area 793. The name or the message sent from

parent 707 to OHF 100 to child 709 is 'DISPLAY_VIEH",

further described in Appendix 8, attached hereto.

Another message “PRINT_SLAVE', also described in

Appendix B. may be used when it is desired to print data on

a printer rather than display data on a terminal screen.
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In addition, Parent 707 may send a "GET_SI2E" message

to child object 709. In a "GET_SlZE" message, parent object

707 identifies a reference name for link 729 and indicates

coordinates for a display. OH? 100 takes the GET_SIZE

message from parent 707. adds the data identification number

from the View specification record for link 729, and

delivers the message to child 109. Child 109 return: to

parent 707 the size of the portion of the specified area

that child 709 would use to display the data. This allows

parent 707 to modify the region reserved for displaying data

from child 709 when child 709 is not able to scale the data

to fit in the region specified by parent 707.

Hhen\\\daLa from a child object is being displayed by a
parent object, and the child object changes the displayed

data, the child objects nosifies OHF 300 that there has been

a change in the data object. For example, as described

above, in Figure D7. data from "Star" (object 706) now

displayed in region 795 of window 791. And, as may be seen

in Figure 1&8, "Star" (object 706) is a Child of "Paste Up”

(object 707) through a link 725. Since data is being passed

from child object 706 to parent object 707, link 726 is a

data link which includes a View specification.

In Figure U9, the method for changing data in child

object 706 is shown. A user places cursor 781 over region

795 of window 791 and double clicks a button on mouse 20.

The result is the opening and display of "Star" (object 706)

in a window 796. Using cursor 781 to select selection

44
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"Ellipse" in a menu window 797 results in the data within

"Star" (object 706) being changed from a star to an ellipse.

As shoun in Figure 51, the result is a change both in data

displayed in window 796 and data displayed in region 795 of

window 79!.

Child otject 706 accomplishes this change by making a

call to OH? 100 stating that data associated with the data

identification number associated with link 726 is changed.

OHF I00 looks up all or the links that use the data

identification number. If the parent object or any or the

links is not active, OH? 100 sets the bit

VS_NEHDATAANNOUNCED for that link in HPOHF.XRF. When the

parent object is activated, the parent object can then

request the new data.

If the parent object is active, OHF :00 will send a

message to the parent object saying that new data is

available. OHF 100 will identity to the parent object the

reference name of the link for which there is additional

data. The parent object sends a message to the child object

if it wants the new data displayed. In the present case

parent object 707 is active , and has requested the new data

to be displayed in region 795 of window 791. A further

description or the View Specifications are Found in

Appendixes B, C and D.

The advantage of the present invention is that parent

object 707 is able to communicate with child object 706

through OMF I00, without parent object 707 or child object
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706 knowing the identity or any other details about each

other. The parent object identifies the link using only the

reference name of the link. The child object identifies the

link using Just the data identification number of the link.

OHF 100 does all the translation and identification of which

links and uhieh objects are involved.

System file 60", HPOHF.PRP. is also referred to as

SYSPROP. HPOHF.PRP contains all the object and class

properties except for the fast object properties which are

contained in HPOHF.CAT. Each record in system file 601

(HPOHF.CAT) and system file 602 (HPOHF.CLS) has a properties

field, as described above. Each properties field contains

the fields described in Table 6 below:

Table 6

Contains the position (byte
offset) uithin HPOHF.PRP of the

property list directory.

DirDiskLoc

nProps Contains the number of
properties in the property list.
This is the number of entries in

the directory entry array
described below.

Poolsize Contains the combined length of
all the names of the properties
in the property list, including
a null-terminating byte for each
name. This is the size of the

directory name pool described
below.

‘For each object and for each class, at the DirD1skLoc

position in the HPOHLPR? file is the property directory for

that object or that class. The directory has two major
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portions: the entry array, followed by the name pool. The

entry array has one entry for each property in the property

list. Each entry has fields set out in Table 7 below:

Table 7

Valueten Specifies the length in bytes of
the associated property. This
can be zero.

Valuebisktoc Contains the position within
HPOHF.PRP of the value of the

associated property. If
ValueLen is zero, this is also
zero. and there is no value

stored anywhere.

Cacheoffset This field is only used at run
time and is not meaningful in
the file.

Immediately following the entry array is the name pool.

This portion of HPOHI-‘.PRP contains the null-terminated names

of properties in the property list, in the same order as the

entry array. Properties may include such things as titles.

user comments, date and time of creation, the user who

created the object, etc. For more information on

properties, see Appendix D.

HPOHF.PRP grows dynamically as need. At the beginning

of HPOHF.?RP there is a 128 byte bitmap which controls the

allocation of the first 102M pages of HPOflF.PRP. Each page

is 32 bytes in length. These pages immediately follow the

bit map. The bitmap is an array of words with the most

significant bit of each word used first. Thus, bits 15

through C of the first word of the bitmap control the

allocation of pages 0 through 15 of the file, respectively.
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When storage in the first 102k pages is insufficient, a

second bitmap is added to the file following page 1023.

This bitmap controls the allocation of pages 102k through

20147, which immediately follow the second bitmap.

Additional bitmaps and pages are added in the same way, as

needed.

Each directory and property value is stored as a single

block in the file. i.e., as a contiguous run or pages that

are all allocated in the same bitmap. This causes the

restriction that no directory or value can exceed 32K bytes

(102h times 32) in length.

System file 605» HPOHF.INS. is also referred to as

SYSINSTL. HPOHF.INS contains a list of the files that were

copied to the system when each class uas installed. This

information is used so that these files can be deleted when

the class is de-installed.

The very beginning of HPOHF.INS is a double word value

which serves as a Validity/version identifier. In the

preferred embodiment the value or this double word must be

0\01ABCD hex to be valid. In Table 8, this number is stored

as shown because of the protocols for storage in the

particular processor used by the preferred embodiment, i.e.

an B0286 microprocessor made by Intel Corporation.

Following the double word comes a series of variable

length records. There is one record for each installed

class. The first word or each record is the length of the

rest of the record, in bytes. This is followed by the null-
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terminated class name of the installed class. Then follows

the file names or the files copied to the UHF directories,

each terminated by a null byte. and Preceded by a byte which

gives the length or the file name. including the length byte

and the null terminator. It the file name begins with the

special character "5". the file is assumed to be located in

the HPNHPBOG directory. If the file name begins with the

special character “o” the file ls assumed to be located in

the HPNUDATA directory.

For example, assume two classes are installed: class

"AB" and class ”CDE”. Class "A8" caused two files to be

installed: “Z” to HPNHPROC directory 663 and 'YY' to the

HPNHDATA directory. Class "CD5" caused 1 file to be

installed: "XXX" to HPNUPROG directory 663. Given this

case Table 8 below shows the contents of HPOMF.INS for this

example:

Table 3

offset content comments

0 CD AB 01 0\ File header/version check

U 0C 00 Length of AB record ($2
decimal)

5 "1 Q2 00 "AB" * Null

9 0“ Length of length byte "'2" 4
Null

A 2A 5A 00 "'2" 9 Null ,

D 05 Length of length byte + '+YY' +
Null

E 28 59 59 O0 "+YY" + Null

12 0A 00 Length of CDE record (10
decimal)

IN ‘ H3 HQ H5 00 "CD5" + Null
\8 06 Length of length byte + "XXX“

+ Null

19 2A 53 53 53 00 "'XXX" 4 Null
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System File 606, HPOHF.SDF is also referred to as the

"shutdown file“. HPOHF.SDF exists only when the system has

been cleanly shut down. It is deleted as the system starts,

and created as it shuts down. On startup, if this file is

missing, OH? assumes that the last session ended abnormally,

and so it goes through its crash recovery procedures to

validate and repair the system files as best it can. The

system files can be in an invalid but predictable state on 3

crash. These errors are corrected without user

intervention. Certain other kinds of file consistency

errors are detected, but are not really possible from an

"ordinary" system crash. These errors are in general not

correctable and the OHF will not allow the system to come up

in this case.

If HPO&F.5DF is present. it contains a list of objects.

Hhen the system is being shut down normally. each object

which is active at the time can request that the OHF restart

them when the system is restarted. The list of objects,

then is the list of tags of objects which have requested

that they be restarted when the system is restarted.

The first word in HPOHF.SDF is a flag word. If this

word is non-zero. OHP will execute its crash recovery code

even vhough HPOHF.SDF exists. Normal shutdown will set this

flag when producing the file if some serious error occurred

in the session being ended.

After the first word, the rest of the file is a

sequence of three byte records. The first two bytes of each

50
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record contain the tag or the object to be restored. The

least significant byte is first. The third byte is not used

in the preferred embodiment. and is zero.

For example. if the system is shut down cleanly in the

last session and two objects. having tags of 2 and 7,

respectively, have requested restart, the contents or

HPOHF.sDF will be as set out in Table 9 below.

Table 9

offset content comments

0 O0 O0 Indicates no crash recovery
needed

2 02 00 Tag of first object to restart
H 00 Unused and reserved

5 07 00 Tag of second object to restart
7 00 Unused and reserved

System file 7. HPOHFICO.NUE. is a Microsoft Hindows

dynamic library executatle file which contains a dummy entry

point and no data. Hicrosoft Hindous is a program sold by

Microsoft Corporation. having a business address at \6011 NE

36th Hay, Redmond, HA 98073-97x7. i-WOMPICO-NHE also

contains as “resources” the icons of each installed class.

OHF modifies BPOHFICO.NHE directly during run time, and

loads and unloads it to get the icon resources from it. The

format of HPOHFICO.NVE is defined in Hicrosoft Windows

documentation distributed by Hicrosoft Corporation.

Normally working with a view (see discussion on views

Hhereabove) causes a child's application to be invoked.

large applications are involved, this can cause a lot of

M
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unnecessary overhead. The use of snapshots allow this

overhead to be eliminated.

A snapshot is an object that uses executable code from

a separate library referred to as a dynamic access library

(or DAL) rather than using the full application executable

code. The only data file associated with a snapshot

contains data which is to be sent from a child object to a

parent object. The code which encapsulates the data file

although referred to as a dynamic library, is still stored

in directory HPOHFPROG (directory 668).

For example. Figure 81 shows a parent object 501 linked

to a child object 502 through a link 50¢. Associated with

link 50" is a snapshot 503. Once child object has designated

snapshot 503 in a view specification record for link SON,

snapshot 503 is able to provide data from child object 502

to parent 501 without the necessity of invoking an

application associated with child object 502.

As shown in Figure 82. when there is no snapshot, child

object 502 must be active in order to send View data 522 to

parent object 501, in order for parent object 501 to display

view data 522 in a window display 521. In Figure 83,

however, snapshot S03 is shown to provide_view data 522 to

parent object 501 without the necessity of child 502 being

active. Further implementation details or snapshots are

given is Appendix B. Appendix C and Appendix D.

Appendix A is a list of major data structures within

OH? ‘00.
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Appendix B is a description of functions which OHF

interface 599 recognizes in the preferred embodiment of the

5 present invention.

Appendix C (HP Neuwave Environment: Program Design

Examples) Gives examples of how the preferred embodiment of
m

the present invention may be inp1emented.inc1udin3 detail as

to hou OHF 100 allows data to be viewed between windows

5 displayed on monitor IR.

Appendix D (Chapter 2 or Programmer's Guide) gives a

further overview of the preferred embodiment of the present
M

invention. further detail as to the operation of the

preferred embodiment of the present invention.
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Claims

1. An object based distributed computer system comprising a network of workstations and means for
transmitting objects between workstations characterised by objects including a Iirst object type tor

so storing data and a second object type for presenting data to a user. wherein objects oi the second type
(V-c) roierence an associated object oi the lirst type (V-5) to enable a plurality of users of workstations

to access data oi the object 0! the tirsl type. comprising means tor transmitting an object 0! the second
type (V-c) between workstations thereby to create a reterence to the associated obyect ol the lirst type
(V-5) ior each workstation receiving an obiect ot the second type.

55

2. A system accoroing to claim I comprising means [or copying an object of the second type (V-c)
between workstations. -
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A system according to claim t or claim 2 wherein transmitted obiects ol the second type (V-c)include
an identifier (60) tor the associated obiact oi the tits! It/D9 (V-8)-

A system according to any preceding claim in the form of a conierencing system comprising means
enabling users oi the workstations to participate in a meeting over the network wherein objects at the

first type (V-5) store meeting data ano objects oi the second type (V—c) are for presenting meeting data.

A method oi convening a meeting using a system as claimed in claim 4 comprising transmitting an
object oi the second type (V-c) between workstations thereby to create a reierence to the associated
object of the lirst type (V-5) [or each workstation receiving an object ol the second type.
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@ A method for establishing an Interactive communication between users at dtflerent woritstations In anetwork.

@ A method for estauismng an interactive mm-rrrunication between at least first and second

workstations in a oornputer network system
having a comrnunication protocol for despatch-
ing messages between different workstations
and being further adapted to exchange batch
messages by means of an electronic rnai prog-
ram stored in each at the workstations‘ The

batch memages are categorized sudt that a
batch message of a predetermined category
informs a receiving wodtstalion that a sanding
wonzstafian wishes to establish an interactive

communication between a specified first iogicat
port in the sending workstation and a specified
second logical port in the receiving station A
batdw masage of the predetermined category
having therein a reference to the tits! logical
port is sent from the first workstation In the
second workstation so a to be received thereby
and is stored in a storage device containing a
list 01 batch messages. Upon noting the pre-
sence in the storage device ot a batch message
of the predetermined category. the communi-
cation protocol is utilized to send an initiation
signal from the second logical port in the sec-
ond workstation to the firs! togbal port in the
first workstation. Upon receipt of the initiation
signai. an interactive two-way communication is
estabiished between the first iogica port of the
first workstation and the second Iogimi port oi
the second workstation.
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FIELD OF THE INVENTION

The invention relates to the use of ‘electronic mail‘ for affording message exchange between computer
users. In particular, the invention perrnils communication to be established between users at diflorent terminals
connected to a mini-computer or a main frame operating under a multi-tasking operating system. or between
users at workstations or network stations (X-terminals) connected by a communication network. it should be

noted that throughout the specification and claims. the term "worl<station" is used generally to denote any de-
vice for communicating interactively with a computer and including a display monitor and an input device such
as a keyboard. mouse and so on.

BACKGROUND OF THE INVENTION

In recent years. there has been a constant growth of computer network installations. This, coupled with
the spread ofminicomputera and main frames connected to a plurality ol terminals. have encouraged the use
of network orientated applications. A typical such applimlion ‘er “electronic mail‘. which enables at least two
users to exchange messages.

Several standards. such as "X.400' for OSI or ‘Multipurpose Internet Mail Extension‘ (MIME) [or ‘Internet’
have been defined to permit message exchange of multiple data types The messages may consist of different
authorized types. such as computer-executable files. computer programprocessabla fies (such as spread-
sheets). audio and video sequences. or a cornbinazion lheneof. as in the case of mulli-media.

The electronic mail methods used nowadays are of off-line or batched character. whereby a message, e.g.
a text file. is eent from User Ato User B and stored in User 8'3 data storage device, usually referred to as a
firrailboxt User8, athis earliest convenience which may. of course. be some considerable time later. accesses
his mailbox to read any pending messages, and so finds User A's text file. He may then respond by sending
an eclinowledgernenl message to User A. This simplified protocol demonstrates the ofMine character of the
connection.

It is possible to reconfigure the computer prompt appearing on the screen of User 8'5 computer at the
moment the message arrives. whereby User B is provided with irnrnediate feedback that a message is waiting
for him. This, in turn. permits User B to generate an immediate response to User A. Nevertheless. the batched
character of the communication is retained, since UserB's response resides in User As rraibox, and in order

in retrieve it, User A must invoke a series of instructions, induding entering the mailbox and selecting therefrom
the message whose contents are to be displayed. If he wishes to answer it irnrnediately. he must prepare a
message of a type supported by the electronic mail program, and send the message through the network to
User 8.

It would dearly be preferable to invoke an interactive session in which a message sent by User A is im-
mediately displayed on User 3'5 screen ior direct response by User B. Consider, for example. a firm in which
each employee uses a PC all of which are interconnected by a standard network. Suppose an employee (User
A) sends a draitol an important letterlo his boss (User B). The boss. at ter reviewing the received draft, wishes
to establish an Interactive communication with User A, and optionally to involve In the discussion the depart-
ment manager (User C). Obviously. a copy of User A's draft is sent to User C, so as to permit a discussion to
be conducted between the three participants.

Alternatively, UserAmay be replaced by a ‘groupware applimtlon“ running on a server. Such a groupware
application is shared by several users as in the case of a document edited simultaneously by two or more au-
thors. Conventional groupware applications permit each of the authors to eflect simultaneous editing of the
document whilst being logged into different workstations. However. suppose that during the course of editing,
it is required to involve an additional author who B a specialist in a certain topic dismissed in the groupware
document in such case, it is required to establish an interactive session between the groupware application

(running on one computer) and the specialist user who is generally logged into a dillerent workstation.
it is clear that the above requirements cannot be realized in currently available electronic mailing systems

which. as explained above. are not interactive.
in contrast to batch-type electronic mailing systems, it is also known to provide an interactive on-line com

municatlon between users across a computer network. Thus. for computers operating under the UNIX oper-
ating system, there is provided a facility 'TALK“ whereby such interactive communication may be achieved be-
tween several users. However, 'TALK' and other similar interactive communication methods are intrusive since

only the user who establishes the communirztion has control as to when the communication is to be estab-
lished. whilst all of the remaining users are likely to be disturbed during the performance at otherlasks. Thus.
typically, il User A invokes the "TALK' facility in order to initiate an interactive communication with User 8. a
message flashes on the screen of User B's workstation in order to inform hin that User Awlshes to establish

2
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a communication. if User B Is otherwise preoccupied and ignores the massage. it will reappear at regular in-
tervals until f lnally User 3 also invokes the 'TALK' iacillty in order to communicate wit h User A. Until such corn-

munication is estabiished, the constant reappearance of warning-type messages on the screen of User B's
workstation is inevitably intrusive and can be most irritating to User 8.

Furthermore, it User B repeatedly ignores the messages which appear on his screen advising him of User
its desire to establish an interactive dialogue and User A responds in kind. by exiting from the ‘TALK’ faciiity.
no trace of the previous attempts to establish such dialogue is left in User A's workstation. Thus. if and when
User 8 is eventually free to respond to the message originally dispatched by User A there exists no trace on
User A‘: workstation or his original attempts to establish such communication and it is thus now User 8. and
no longer User A, who must Initiate the communication.

Additionally, taciities such as "TALK" are intended only for invoking interactive communications between

users working at respective workstations and have no provision for establishing such communication between
a user and an application or between two applications such as. for example, a groupware document being edit-
ed simuttaneousty by dliferent users at respective workstations.

BRIEF SUMMARY OF THE INVENTION

It is an oblact of the invention to provide a method for estabttshlng an interactive dialogue between two
or more workstations in such a manner as to preserve the non—intrUsive character of batch-typo electronic mail
systems. whilst nevertheless permitting an interactive mutt}-way communication to be conducted between the
paticipants.

According to the invention there is provided for use in a computer network system comprising at least first
and second workstations adapted to send and necewe mifiages by utilizing a suitable communication protocol
and further adapted to exchange batch messages by means of an electronic mail program stored in each ol
said at least first and second workstations:

a method for establishing an interactive COl'i'ITIUl'lil2tiOi'i between said at least first and second work
stations. said method dtaracterized by the steps of:

(i) categorizing said batch messages such that a batch message of a predetermined category informs a
receiving workstation that a sending workstation wishes to establish an interactive ccrnrnunication be-
tween a specified that logimt port in the sending workstation and a specified semnd logical port in the
receiving workstation;
(ii) sending a batch message of the predetermmed mlegory having therein a reference to said first logical
port from the firstworkslalion to the second workstation so as to be received thereby and stored in storage
means containing a list of batch messages;
(iii) monitoring at the second workstation all batch messages in said storage means at specified periods
of time:

(iv) noting the presence in said storage means of a batch message of said predetermined category‘,
(v) utilizing the communication protocol to send an initiation signal from the second logical port in the sec-
ond workstation to the first logical port in the first workstation; and
(vi) responsive to receipt of the initiation signal. eslabtis hing an interactive two-way communication be-
tween the first logical port at the first workstation and the second logical port of the second workstation.
In accordance with such a method, the message may be sent directly from an application running in the

lkstworkstation for subsequent storage in the mailbox In the second workstation. Upon scanning the mailbox
in the second workstation. the user finds a message of the predetermined category. indicating that another
user or application on the network wishes to establish a two-way interactive communication with him.

In normal batchorienlated electronic mail systems. each message in a user's mailbox has a corresponding
title. by means ofwhich the awaiting message can be identified. it is preferable to embed within the title otthe

awaiting message some indication that the message is adapted for establishing a two-way interactive com-
munication with a sending workstation. Alternatively. t his fact may not be apparent from the title of the message
ltsetf, in which case the receiving workstation will not aiford the awaiting message any speciai priority. although
the very act of reading the message wiil invoke the required interactive comrnunication.

According to a preferred embodiment, the method is used in order to establish an interactive communica-
tion between a groupware application running on the first workstation and at least one user working at e second
workstation who accesses the groupware application via a suitable interface window. in such a system, the
interface window at the second workstation is associated with the second logical port thereof so that when
the desired two-way interactive communication is established between the first and second logical ports of
the tirsl and semnd workstations. respectively, the groupware application running on the first workstation will
interact directly with the user via the interface window of the second workstation.

It
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BRIEF DESCRIPTION OF THE DRAWINGS

For a clearer understanding of the invention and to see how the same may be carried out in practice. some
preferred embodiments will now be described. by way of nonlimiling exarnpte only, with reference to the 80

companying drawings. in which:
Figs. 1: and 1b are block diagrams showing functionally a computer network system and a detail of a
workstation thereof for implementing an electronic mai method according to the invention;
Fig. 2 is a sinptified flow dgram showiig the principal operating steps associated with a sending work-
station in the system shown in Fig. 1;
Fig. 3 Is a simplified flow diagram showing the principal operating steps associated with a receiving work-
station in the system shown in Fig. 1;
Fig. 4 is a flow diagram showing in somewhat greater detail the operating steps shown in Fig. 3; and
Fig. 5 is a composite flow diagram showing the principal operating steps of the system depicted in Fig. 1
operating under UNIX and utilizing the Internet cornmunication protocol.

DETAILED DESCRIPTION OF PREFERRED EMBODIMENTS

Figs. 1a and 1b show a computer network system 10 mmprtstng a server 11 coupled, via a communication
network depicted generally as 12 toa plurality of client computers 13 to 17. respectively. Each of the computers
13 to 17 constitutes a workstation associated with which is a storage device 19 and a display device 20. Typ
icaiiy. each of the computers 13 to 17 is adapted to run several tasks simultaneously. data associated with
each task being displayed on the display device 20 in a corresponding window 21 thereof.

In accordance with a preferred embodiment, the cornmunication network 12 utiizes the Internet standard
as a corrtniunication protocol and further utilizes the so-called ‘Multipurpose Internet Mail Extension” (MIME)
for the Internet standard. MIME provides means for exchanging messages between users in on Internet-orL
antated mmmuniratlon network. The mexages may be one of several different rztagories such as, for ex-
arnpte. computer executable f lies. computer program processabie files (such as spreadsheets). audio and vid-
co sequences or a combination thereof, The MIME standard permits the definition oi a applications specific
category. This feature is exploited by the invention for defining a unique category to represent an electronic
mail message which is conligured to establish a two-way interactive communication between the server 11
and one or more of the client computers 13 to 17.

Typical mail exchange under the MIME standard between computers inter-connected in a network as

shown in Fig. 1a is implemented as follows. The server 11 m well as each ofthe dient computers 13 to 17
has acceu to a stored mail reader pmgram. Upon receipt of a mail message sent from a user of one or the
client computers, the received message is stored in a so-called ‘rnaitbox" in the storage device 19 associated
with the receiving computer, The user of the receiving computer reads the stored message on the display de-
vice 20. end by doing so he activates a mail reader program which. in turn. cells a metamail program which
assumes that the messages stored in the mailbox are in a format which conforms to the MIME standard.

Once the user has selected the desired mail message to be read, the metamall program accesses the
desired message and retrieves therefrom the message category. it will be recalled that the message category
typically defines the type of data associated with the transmitted message.

A list of am horized categories is stored in a database file designated as 'melicap" which Instructs the meta-
mail program what action to perform with respect to each of the authorized categories. Thus. if the message

is a text file category, then a suitable entry in the maiicap file may cause a standard text editor to be invoked
on the user's screen. it. on the other hand. the authorized category denotes that the message is an audio
fflc, then a suitable entry within the mailcap file will speciiy an audio program which can play back the audio
massage.

In accordance with the invention. a new authorized category is stored in the mailcap denoting that a batch-
ed message associated therewith serves the purpose of establishing an interactive communication between
a specified first logical port in the sending workstation and a window 21 In the receiving workstation bound to
a specified second logical port. in the description which follows the new, authorized category will be denoted
by the term ‘Active Mail‘. Associated with the Active Mail mtegory is a procedure which performs a series of
steps for establishing an interactive communication between the first and second logical ports in the sending
and receiving workstations. respectively.

Referring now to Figs. 2 and 3 of the drawings, there are shown simplified flow diagrams relating to the
principal operating steps associated with the establishment of an interactive communication by means of elec-
tronic mail in accordance with the modified MIME standard. Throughout the following explanation. it will be
assumed that a groupware application running an the server 11 wishes to estabtieh an interactive communi-

4
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cation with the client computer 13. In a manner that will be described In detail below. the network address or
the logical port In tha server 11 is encoded and embedded in a suitably mnstructad mail message which further
includes the message category.

Thus in accordance with the terminology introduced above. the message is categorized as ‘Active Mail’
and specifies the name of the sending socket. The thus encoded message is then sentto the dient computer
13 where it is stored in the mailbox thereof. Thereafter. the user working at the clientcomputer 13 scans his
mailbox and reads the awaiting message using the electronic mail program in the normal way. The awaiting
message may, or may not, be flagged as being of type Active Mail in the tide by means of which it is identified
in the mailbox. thereby prompting the user to read the message contents with some urgency.

In any event, on reading the awaiting message, the message category is decoded and the mallcap Is ac-
cessed in order to determine the operating instruction which must now be invoked responsive to a message
category of the decoded type.

Relerring to Fig. 4, this step will now be elaborated on assuming that the relevant instructions stored in
the mailcap is a program called "am connect".

Initially, the ‘am mnnect" program decodes the network addras of the logical port in the server 11 to
which a connection is to be established and which ‘o embedded in the received message. Thereatter. a suitable
logical port is defined in the receiving wor kstelion for communicating with the decoded network address of
the loglml port In the server 11. This ls followed by a series of operating system primitives which open con-
nection between the two network addresses of the respective logical ports.

Upon completion of the open communication. there exists a bi-directional communication channel between

the respective network addressee oflogical port ‘:1 the server 11 and that in the client workstation 13. The
‘am connect‘ program may now open a window on the screen of the client workstation 13 for displaying and

mediating an interactive communication between the user oi client workstation 13 and the groupware appli-
cation running on the server 11. Obviously, the application which mediates between the user of diant work-
station 13 and the groupware application running on the server 11 may independently conduct the interactive
communication once the communimtlon channel has been established. In such case, the ‘am connect‘ pro-
gram may terminate upon establishment oi a sucoasslul connection.

Reierring now to Fig. 5. the situation described above generally with respect to Figs. 2 to 4 ol the drawings
will be described with particular reference to the UNIX operating system and with regard to a communication
protocol and an electronic rnei system which conform with the ‘Internet’ and 'M|ME‘ standard, respectively.
Suitable program modules written In the computer programming language ‘C’ for carrying out the routines
shown functionally in Fig. 5 are induded in an Appendix hereto.

Before describing how an interactive oommunimtion ie establhed using a suitably modified electronic mail
program operating under UNIX. a lurt her consideration should be understood. In UNIX, the logical ports are
implemented using the so-called "socket" mechanism. The socket mechanism enables a workstation having
one global lnternet address no support a plurality of tasks. In order to distinguish between the various tasks
running on the same worketation. a unique global identiiier is associated with each oi the running tasks so
as to render the task identiiiable by other tasks rtnning on the network. Thus. a message which is sent to a
speclllc task In a workstation has to encode both the physical destination address of the receiving workstation,
as well as the logical port (‘socket’) which identities the application running thereon.

in other words. since the UNIX operating system is a rnulli-tasking environment. it is not enough to define
only the destination address of the receiving computer: a logical port aseociated with a specific task or appli-
cation rnusl also be specified. The combination oi the physical address and the logical port is referred to as
a ‘network address ol the logical port‘. In the terminology of UNIX and Internet. a network address of the
logical port '6 referred to as a ‘socket name’.

The Iollowing description assumes that communication between two workstations employs the Internet
"stream" communication protocol. However, it will be apparent that other protocols may equally well be em
ployed such as. tor example. the Internet 'datagram' protocol and so on.

It should further be understood that, in accordance with the UNIX operating system, once a connection
Is established between respective sockets In dlflerentwcrkstatlons. there exists a logical bidirectional connec-
tion between the sockets, whereupon the application which interacts through the respective sod-rel may rater
thereto as if itwere a standard oulputor inputstream. Thus, it a connection is established between a fist socket
in a first workstation and a second socket in a second workstation. the application associated with the first
socket may interact with the application associated with the second socket simply by invoking ‘WRITE’ or
'READ“' instructions. The underlying cornrnunication layers in the operating system structure will take care to
ensure that the message is properly routed to the required destination.

It should also be added. tor the sake oi completeness, that the sodtet mechanism is well known to those
versed in the UNIX operating system and is theretore not discussed In greater detail.

5
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In the description which follows. whenever a service supported by the UNIX operating system is invoked,
the service name will be symbolically indicated. om|t1lng, for the sake oi slmpllcly, reference to any paraneters
transferred to the service or received therefrom. The precise syntax for calling the UNIX services is familiar
to those skilled in the art and likewise, since the services themselves are not a epecific feature of the present
invention, a detailed description thereof is unnecessary.

At the outset. the groupware application running on the server 11 invokes the ‘socket’ primitive supplied

by the operating system it order to obtain a socket number which will be associated therewit h. This having
been achieved, it is required to bind the socket nun-ber to a socket name (SN) and this is achieved by the ‘bind’
service which is fed with the socket number obtained as a parameter in the previous stage. The ‘bind’ service
performs a series of steps, some of which are responsible for the binding of the logical socket to the global
Internet address. To this end. the sanding groupware application has a defined logical port or socket bound
to which is a global Internet address through which communication with another workstation in the network
may be established.

Thereafter, the ‘listen’ service is untied, this being responsible for controlling the number of simultaneous
communication acknowledgements that the server 11 an handle. Upon completion of the initialization phase,
the groupware application running on the server 11 prepares an Active Mail message which conforms to the
MIME standard. The message is categorized as ‘Active Mail‘ and has embedded therein the encoded socket
nerne obtained by the previous step.

The message is now sent across the network to its destination. i.e. client workstation 13. The server 11
now performs the ‘accept’ service which. when invoked. permits the server 11 to receive corrmtunication re-

quests addressed to a specific socket name so as to establish communication with a calling workstation.
Meanwhile. at the client workstation 13. the user activates the Read Mail program for accessing his mail-

box. Upon selecting the message sent from the server 11, the "ll.tet.arnaiI" service is activated which assumes
that the message conforms to the MIME standard and retrieves therefrom the message category, i.e_ 'Adive
Mail".

The thus decoded message category is cross-referenced In the maltcap file in order to determine which
service is to be invoked responsive to a message of category Active Mail.

In this case, it is assumed that the mailcap fie includes an entry which specifies that the Active Mail cat-
egory corresponds to the service ‘am connect‘. As a result, the "am connect‘ program is invoked which per-
forms several steps.

First, the encoded socket number embedded in the message is decoded. Thereafter, the ‘socket’ service
is invoked in order to obtain a socket number in client workstation 13which will be connected to the predefined
socket of the eerver11. The ‘connect’ service is now called whereby a bi-directional communication channel
between the two respective sockets is established.

From the perspective of the ‘connect’ service. the originating computer is the client workstation 13 and
the destination computer is the server 11. Since the server 11 is in the 'Accept' status awaiting a communi-
cation request for coupling a remote workstation to the same socket of the server 11 as is now requested by
the ‘connect’ service, the required bi-diectional connection is now established. At this stage. a window is
opened on the user's screen of the dlent workstation 13, whereby the application in the dlent workstation 13
mediates between the underlying socket connection and the thus-defined window. This gives rise to applica-
tion-dependent communication between the groupware application running on the server 11 and the mediating
application in the client workstation 13, whereby the user of the client workstation 13 may interactively corn-
municate with the groupware application running on the server 11 through the corresponding spokes in the
server 11 and the client workstation 13.

In the case. as described above. where a groupware appiicetion initiates the communication so as to permit
multiple. ainultaneous processing thereof by a pltrality of independent users, there is an implicit assumption
that the server, on which the groupware application is loaded, is logged on or active when the user at the sofr
ond workstation reads the appropriate mailbox message. Such an assumption is likely to be valid, particularly
in cases in which the groupware application initiates the communication from a server.

It should further be noted that, whilst in the preferred embodiment, only two workstations are intercon-
nected for two-directional interactive communication, in general a sending workstation am be connected to
any number of receiving workstations in an analogous manner to that described. Thus. for example, the first
workstation may be associated through a third logical port. different to the first logical port. to a fourth logical
port associated with a third workstation. In similar manner. each of the second and third workstations may
likewise be linked to yet further workstations.

Thus. the invention as described, permits not only simultaneous. real-time editing, for example. of a group-
ware document butallowe enot her user not presently involved to be invited to participate. The invitation to par-
ticipate. being effected through electronic mail, is non-Intrusive, although the very act of reading the dispatch-

6
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ed message causes the desired two-way interactive cornrnunlcation to be established.
In the preierred embodlmentdescribed above, only a single groupware application is connected to a single

window in a receiving workstation. However, it will be readily appreciated that any number of applications can
be connected to corresponding windows via appropriate logicei ports in either a single workstation or. indeed,
in a piulality of worlmalions.

It will further be noted that t he invention produces a bu-liredional communication which at its most general
is between a server application and a ciient appiioalion, asshown in Fig. 5. in such case. if the client application
operates within a window on the clients workstation. then the client application must perform additlonai steps
in order to route the communication to the appropriate window.

However. if the window system of the receiver of an Active Mail message run a networlt—based window
system, such as X under UNIX, then a simpler variant of the above protocol '5 available. in accordance with
such a protocol. upon establishing the two-way interactive communiwtion. the receiver notifies the sender of
the global Internet address of its workstation (orX terminal) and executes a command whim allows the server
to interact directly with the receiver's window systan. in such a case. the interactive communication is not be-
tween an applimtion running on the server and a procms on the clients workstation which then talks to the
window. but rather a direct connection between the application running on the server and the window on the
receiver's screen.

Furthermore, whilst in the preferred embodiment the two-way Interactive communlrmlion or dialogue is
effected through the computer network. this is not a requirement of the invention. This. consider a receiving
user whose workstation is connected to the receiving users telephone line either directly or via a PBX. The
act of reading his mailbox end finding a message of the Active Mai category. may, for example, automatically
dial the sender and permit the receiving user to establish a dialogue with the sender via the telephone. This

approach can, likewise. be extended to any number of participants using shared telephone or conferencing
techniques.

Yet a further use of the invention is to effect an interactive communication between two applications run-
nlng on respective workstations, whtst obviating the need for human interference. Thus, for example, consider
a program which prompts a user to enter information and then continues operation along different branches.
in acwrdanoe with the data entered by the operator.

instead are human operator providing the desired information. it is clearly possible to incorporate the re-
sponses in a data file for remote reading by the application. in such case, the invention may be employed to
initiate an interactive communication between the workstation on which the application is loaded to the remote
workstation on which the data file is loaded. The data file itself is, of course. incorporated within an application
which. upon sensing the presence of on Active Mail-type message in its mailbox. autornetiwily reads the mes
sage so as to establish the required interactive communication with the sending workstation.

The present invention also permits a logimi port to be forwarded from a linked user to a non-linked user.
so as to connect the non-linked user to the application. Thus. suppose that User B receives from User A a

message of the Active Mai category having embedded therein the logical port associated with User A's work-
station. He may perform the steps according to the invention in order to establish an interactive cornmuniatlon
with User A. Additionally, or alternatively, providing that the 'listen" service will manage a sufficient number
of connection requests, he may forward the Active Mai message to a third user, User 0 who will then see the
message in his mailbox as "rill were directed from UserA. there being no reference at all to the fact that this
message was. in tact. dispatched by User 3.

User 0 can then establish an interactive communication with User A in the normal manner. This faciity is
rendered possible because the logical port associated with the sending workstation is embedded in the mes-
sage dispatched thereby: the embedding being eifecled when the message is configured and not when it is
dispatched.

Such an approach might be used, for example. when User A dispatches a message to User 8 who reads
the Active Mai—type message in orda to establish the required interactive communication. and then decides
that it would be beneficial to lnvoive a third participant. User C. in such case. he need only forward the Active
Mall message to User 0, there being no requirement tor User 3 to enter the electronic mail program, construct
a suitable Active Mail—lype message and dispatch it to User C.

in the detailed description of a preferred embodiment, no mention has been made of the type of data as-
sociated with the message other than that the message itself must. of course, be of the Active Mail category.
However. in addition to the Active Mail message which simply establishes the required interactive communi-
cation, there may be attached thereto any other message of a supported category such as. for example, text.
audio. graphics and so on. Such an approach obviates the need for two separate messages to be sent; one
for establishing the required interactive cornrnunication and the ol her tor dispatching electronic mail in the nor-
mal manner.
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it will be understood that such an approach is possible only under electronic mail standards which support
multiple message categories and attachments. Whilst this true ofthe MIME standard for ‘Internet’ it is not. ol
course. universally true. Neverthelss, with siightmodilication. the invention is applicable even to electronic
mail standards which are less versatfle than MIME

Thus. suppose that the electronic mail standard supports only text messages which may indude typed
attachments. Then the mail reading program can be upgraded to handle Active Mail attachments by calling AM
Connect to process them. To invoke Active Mail. a suitably coded text message is written and despatched by
electronic mail i‘rom the sending to the receiving workstations. Such a message might include an attachment
of type ‘Active Mail" and the sending socket number (SN) might be included in the attachment On reading
such a mamaga, the mail reading program reads the attachment and knows to connect the receiving work-
station to socket SN of the sending workstation.

Suppose, however. that only text is supported by the electronic mail standard. In this case. to invoke Active
Mail, a suitably coded text message is written and despatched by electronic mail from the sending to the re-
ceiving workstation. Such a message might indude a banner reading: ‘Active Mali“ and the sanding socket
name (SN) night be included as part oftha message. The mail reading program can then be modified so that
on reading such a message, the mail reading program sees the banner ‘Active Mail‘ and. upon decoding the
socket name (SN) from the remainder of the message. knows to connect the receiving workstation to socket
SN of the sending workstation.

Although the invention detscnbed with particuhr reference to Fig. 5 of the drawings relates to a network
operating under UNIX and employing the Internet communications protocol. the more general description re-
lating to Figs. 2 to 4 is applicable both to the Internet protocol and to other network protocols. Thus, it is con-
templated that the arrangement described with reference to l-‘igs. 2 to 4 may be easily adapted to any system
having mail capabilities and a Point—to-Point oonimunication, such as NOVELL and Net-Bios based networks.
including LAN-Manager.

No mention has been made so far with regard to disconnecting a client from the server after having es-
tablished an interactive communication In accordance with the invention. It should he noted that standard

means may be employed by the client andlor the server in order to effect such disconnection.
Finally. whilst the invention has been described with reference to establishing an interactive communica-

tion between two or more workstations in the same network, it will be clear that it is equally feasible for the
workstations to be in different Interconnected networks. All that is required is for a unique network name to

be reserved for the logical port in each workstation.
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APPENDIX

6 Example of Server Code

ll
' Server Demo.

' Send mail massages containing the local addr to several mail client:

,0 ‘ and cream: a hand-shake.

‘/

#dcfinc MarkEn0r(Str,C0dl:) (printf('Error : %s\n',Sxr); cycit(Codc);)

'5 #dcfinc MAX_5IZE 1024
#dcfinc QUEUE_LEN S
#dcfinc TMP_FILE_NAME '/Imp/am.lmp'
aiidcfinc SEND_MAlL_CMD '/nsr/lib/scndmail'
#dcl'iuc SUBJECT ‘Subject: ActivcMail conncc(ion\11‘

’° #deIinc CONTENT_'1'YPE ‘Content-Type:ActiveMaiI\n\n'

#'u1clude <errnuh>
#incll.Ide <stdio.h>

#includc <string.h>
'3 #includ¢ <fcntl.h>

#includc <signal,h>
fiincludc <sys/tlmc.h>
#include <sys/iocll.h>‘
#inclnde. <sys/lypes.h>

30 #includc <sys/stat.h>
fincludc <sys/sockct.h>
#includc <oelincl/in.h>
#includc <ne1db.l:>

#includc <sys/param.b>
35

char Buffcr[MAX_SIZI-Z]; /‘ General purpose buffer ‘/

40 main()
{

Slrucl hostem ‘hostP;

slruclsockaddr_in Servcrsa;
45 char HoslName[MAXHOSTNAMELEN];

inl Scrvc.rLcu, SBTVOYFLI;

/I
' Ge! host name and [1051 network parameters. Fill the socket name

so ' with the nctwork addr.
‘/

if ( gelhosmamc(l-loslNamc,MAXHOSTNAMELEN))
MarkError("Cannol gct host name‘, 1);

65

Page 811 of 1000



25

95

Page 812 of 1000

EP0581T22A1

if ( (host? = gethostbyname.(HostName)) == NULL)
Marl<Ertor('Cannot get host network panms', 1);

if (host?->h_addrlype !-= AF_INET)
MarkError('Invalid address type‘, 1);

ll
‘ Set the socket name parameters, and lefthc UNIX choose a port for you.
‘/

bzero((cbar ')(&ScrvcrSa). si1col(ServcrSa));
ScrverSa:.in_famiIy '= AF_lNET;
bcopy(bostP->h_addr. &(ScrverSa.sin_addr.s_addr), h0s[P~>h_lnng[h);
ScrverSa.siu_port = 0;

if [(ServerFd = socket(AF_1NET, SOCK_STREAM, 0)) < 0)
MarkError('Cannot open socket‘, 1);

if ( bind(ServerFd, &ServerSa, sizeof ServerSa) < 0)
M:1rkEtror(‘Cannol bind socket‘, 1);

/o
‘ Check that we got a valid port.
‘/

Serverbeu = sizco[(ServcrSa);
if ( gecsocknnmc(ScrverFd. (struct sockaddr ") &SetvctSa, &Sorvc.rLcn) < 0)

MarkError('Cannot get socket name‘, 1);

if ( ntohs(ServerSa.sin_port) == 0)
Ma vkF.rror(‘Uncorrect port number‘, 1)

/L
’ Listen on the socket and call the requests handling Ioulinc.
'/

it’ ( listen(ScrvcrFd, QUEUE_LEN) < -1 )
MarkError('Caunot listen‘, 1);

Hand|eRequests(Server Fd, &SuvcrSa);

)/' main '/

/totem.‘-iuuuucnu¢AoAn4-A--nau-ouautuvt-nun-aoauuspot-uunvpmuvvvw-tot

' For input Socket and its name Sockemame, send a formatted form of the
' name to mail clients, and wait for connection requests from the client
’ on Socket. Upon such a request establish a hand-shake.A

unvo--o-no-It-uroouIn-4noun:no.-who-vow:-uuaut¢uuH-oAbbh/

HandlcRequcsts(Sock¢;t, SockctNa mc)
int Socket;

slruct sockaddr_i 'SockelName;
{

slruct sockaddr_in Clientsa;

10
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char Mai1M.s3]30J;
that ‘p;

5 char ScndMgilCmd(MAX_SIZE];
int Client]./en;
in! CJienIPd. TmpFd;
inl NI.ImOl'C1i=nts=0;
short SuLen. By-tesRead;

1o /- '
' Formal the Socket-Name, and write it to a temporary file.
' The file will be sent by mail to the client.
‘/

15 SoeketNameToS(r(So¢ketName. MaiIMsg);

if ( (Tmpl-‘d = open( TMP_FILE._NAME, O_WRONLY | O_CREAT)) < 0)
MarkEnor(‘Cannol open Imp fi|e‘,TmpFd):

if ( w1ilc(TmpFd.SUBJECT.slrlen(SUB)ECT)) != s1rlen(SUB}EC’1‘))
MavkEnor("Cannol write to Unp me‘, 1);

-1'0 if ( wriu:(TmpFd,CON'1‘ENT_TYPE,s(rlen(OONTENT_'1‘YPE)) != str|cn(CONTE.N'1‘_TYPE) )
MarkEnor('Cnnnot write to Imp file‘, 1);

if( wri(c(’1‘mpFd, MailMsg, slrlcn(MailMs5)) != suIcn(MailMsg))
MatkEnor('Canuol write to map file‘, 1);

closc(TmpFd);

25 chmod( TMP_FlLE_NAME, S_IRUS‘R | S_lWUSR | S_IROTH):

/U
‘ Loop:
‘ Get mail largol, send it the local socket name and wait for 2

3° ' connection request.
‘ Once a cunneclion is c5mblisl1u.l.crcnlc a hand-shake.
-/

whi|e(1) {
35

priutf(‘\nEn|cr mail address [uarue@addv)) ');
scznf('%s', Buflcx);
prinlf('Scnding mail lo %s _-\n", Butler);

sp1inl{(ScndMaiiCmd, "%5 %s < %s', SEND_MAIL_CMD, Bulfer. TMP_FILE_NAME);
sysIcrn(sc,ndMailCmd);

ClIcnlLen - sizcof(ClienlSn); -
if ( (C|ienlFd = acccp((Socket, &Clicr|lSa, &Clien(Lcn)) < 0)

MarkError('C.anno( accept’, 1);

cs /'
‘ Write a message to the client.
'/

sprinl((BuIfer, ‘You are clicnl numbcl %d', NurnOfCIicn(s++)',
SlrI.cn - slt|en(Buffer)-_

5) wriu:(Clie.nlFd, (char ')(&SIrLcn),si1.co{(SlrLcn));
wrile(ClicnlFd, Buffer, s1r|c,n(Buf[er))-,

11
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la
' Read the acknowledgment from the client.
'/

5 Bytcsllcad n m:v(ClientFd, (char ‘)(3LStr1/an), sizcot‘(SlrLen). 0);
it ( BylesRead != sizn:of(StILen) )

Markfin-on-(‘Cannot read message size‘; 1);

Bytcskcad a n.cv(ClicntFd, Buffer, StILcn, 0);
10 if ( BytcsRcad != StrLcn )

MarkError('Cannot mad mcssagc size‘, 1);
Bulfer1BytcsRcad] = '\0",
printr(‘Recievcd message: %s\n', Buffer);

15 ) /— while -/

) /‘ I-Iandh:Requcsts "/

20

/IIIIflDH‘UifibbDOQDI‘ADIBBDB‘COCO!DXAVCUAOCOOQIVIOOCUIOUUOUVIIUUOUCCUCUOOCIV

‘ Formal SocketNnme to a string containing the family, port and address‘
' Output tho fmmattcd form in Str.

25 '
GUIV‘hlfifiblfiIifillOCCUC‘.Il“OI‘IO‘I3C-“AOI$OOI‘§OCOOOOOOOCIXCF'VU'C‘I...l

SockclNamcToStr(SockctNamo, Str]
suuct sockaddr_iu ‘Soclu-.tN:nnc;

30 char 'Str;
{

spriutf( Sly, '%4hx %4hx %8lx\n', Soclu-,tName->s.in_famiIy,
SockctNau:o->sin_porL,
SockctNamb->sin__addr.s_addr );

J‘ ) /- SockctNamcTDStr -/

to

45

so

55

12
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Example of Client Code
/I
‘ Client Demo.

5 ‘ On input In in the command line, connect to a server whose address is
‘ fonnatlcd in the file. Establish a hand-shake and terminate.U

-/

10 #dcfinc MarkEnor(Slr,Code) {printf(‘Error : %5\n',§u); cxil(Code); }

afidefinc MAX_SI2.E 1024
#dcfinc I-lDR_LEN 2

#include <errno.h>

'5 #inc|ude <s:dio.h>
-iincludc <s1ring.h>
afinclude <Icml.h>

avinclude <signal.h>
flincludc <:y$/timc.b>

3° #includc <sys/ioclI.h>
#include <sys/types.h>
#includc <sys/sockeLh>
flincludc <nelincl/in.h>
flindudc. <nctdb.h>

35 fincludc <sys/pararn.h>

char Buf(cr[MAX_SlZ.E]; /‘ General purpose buffer '/

main(argc,argv)
30 int argc;

char 'argv[];
I

slructsockaddr_in Scrvcrsa;
35 char ‘p;

im ClicnlFd;
short BylesRead, SlrLcn;
FILE ‘Fin;

40 if (large != 2){
print{(‘Usage : client FileName\n')-,
exit(0)',

)

15 /' _
‘ Open U16 file and read the formatted inlcrnel addr from :1.
‘/

if ( (Fin 2 l'open( argv|l], 'l‘)) == NULL)

50 MarkError(‘Canno( open file‘, 1);

l'scanI(l-‘in, ‘%4hx %dbx %3|x', &(Scrvr,rSa.sin_family),
&(ServerSa.sin_porI).
&(ScrvcrSa.sin_addt.5_addr) );

55 fcIose(Fin);

13
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/9
‘ Connect with the server.

°/

it ((ClientFd = socket(AF_INET. SOCK_STREAM, 0)) < 0)
MarkError(’C:mnot open socket‘, 1);

if ( connect(CIientFd, &ServerSa, sizeof(ScrverSa)) < O)
MartrError(‘Cannot connect to server’, 1):

[C

‘ Read a message from the server.
v

Bytesllead = recv(ClientFd, (char ')(&StrLen), sizcol’(SrrLen), 0),
if ( BytesRcad != sizeot'(StrI.en))

MarkError('Cannot read message size", 1);

BytesRead = recv(CticutFd, Buffer. StrLcn, 0)‘.
it ( BytcsRead != StrLen )

MarlrError('Cann0t reed message size‘, 1):
Buffer[BytesRead] = ’\0’;
printf("Received message : %s\o', Buffer)‘,

/I
* Write an acknowledgment to the server.
'/

strcpy(BuIt'er, ‘Got Your message");
SIJLCD = st!lt:n(Buffcr);

write(ClicntFd, (char ‘)(&StrLen)_ sizeot(S(rLcu));
Writc[ClientFd, Buffer, SULDD);

cIose(ClientFd);

)/‘ main ‘/

CIHIITIS

For use in a computer network system (10) comprising at teast first and second workstations (11. 13. 14.
15. 16. 17) adapted to send and receive rnasages by utilizing a suitable communication protocot and fur-
ttreraclapted to exchange batch messages by means of an electronic mail program stored in each of said
at least first and second workstations;

a method for establishing an interactive communication between said at least first and second
workstations. said method characterized by the steps of:

(i) categorizing said batch messages sud‘) that a batch memage of a predetermined category informs
a receiving workstation that a sending workstation wishes to establish an interactive communication
between a specified first logical port in the sending workstation and a specified second logical port in
the receiving workstation:
(ii) sending 2 batch message of the predetermined category having therein a reference to said first
logical port from the first workstation to the second workstation so as to be received thereby and stored
in a storage means (19) containing a list of batch messages;
(iii) monitoring at the second workstation all batch messages in said storage means (19) at specified
periods of time;

(iv) noting the presence in said storage means (19) ofa batch message of said predetermined category;
(v) utiizing the communication protocol to send an initiation signal from the second logical port in the
second workstation to the first Iogicat port in the first workstation; and

14
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(vi) responsive to receipt of the initiation signal. establishing an interactive two-way communication be-
tween the first logical port oi t he iirst workstation and the second iogiml portottha second workstation.

2. The method according to Claim 1, wherein the first logical port of the first workstation is associated with
5 a groupware application.

3. The method according to Claim 1, wherein the first togicei port of the first workstation and the second
logical port or the second workstation are each associated with respective applications which interactively
comrnunioate with each other.

'0 4. The method according to Claim 1. wherein the computer network system comprises at least two inter-
connected networks and said first and second workstations are located in dilfarent ones or said intercon-
nected networks.

5. The method according to Claim 1, wherein said batch message includes an attachment having the rein:5
data 01 a category supported by the electronic mail program, whereby upon reading the message. said
data is automatically output to the second workstation.

6. The method according to Claim 1.wherein the first ioglcai port in the first workstation serves only to es-
tablish a communication whereupon the communication is subsequently routed vta a third logical port to

20 the first workstation. thereby permitting multiple mnnections to be established to the firstworkstatlon via
said first logical port.

7. The method according to Claim 1. wherein the first workstation establishes said Interactive two-way com-
munication with said second workstation and with at least one third workstation Mtereby all three work-

25 stations communicate simultaneously.

3. The method according to Claim 7, wherein the second workstation and said at least one third workstation
are each coupled to different toglcal ports in the (list workstation.

9. The method according to Claim 1. wherein the computer network system operates under UNIX.

10. The method according to Claim 1_ wherein the Computer network system operates under NOVELL.

11. The method according to Claim 1, wherein the computer network system operates under LAN Manager.

35 12. The method according to Claim 1, wherein:
multiple message categories are supported by the electronic moi program. and
a unique message category is defined indicating that the sending workstation wishes to establish

said communication with the receiving workstation.

4o 13. The method according to Claim 1. wherein:
multiple message categories are not supported by the electronic mail program.

the electronic mail program supports attachments. and
said reference tothe tirstlogiml port isinduded within an atlachmentwhich serves as an argument

to the electronic mail progam on reading the batch message at the receiving workstation.

14. The melha-d according to Claim 1. wherein:
multiple message categories are not supported by the electronic mail program,
the electronic mail program does not support attachments. a banner is included within the batch

message to inform the electronic mai prog ram that the sending workstation wishes to estabiish said com-
9,, munication with the receiving workstation. and

the first logical port 01 the sending workstation is encoded within the batch message and serves
as an argument to the electronic mail program on reading the batch message at the receiving workstation.

15. The method according to Claim 1. wherein:

55 the second workstation runs a network based window system associated with a global network
address of the second workstation and having means for determining whether a process running on a
remote workstation is authorized to open a window (21) on the second workstation and communicate wit h
said window (21), and

15
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prior to step (v) there is inciuded the iurther step of:
(ivb) authorizing the first logical port of the that workstation to open a window (21) on the second

workstation:

whereby:

in step (V) the communication protocol is utilized in order to supply the global network address of
the second workstation to the first logical port in the first workstation, and

upon pedorming step (vi), a signai is sent from the { inst workstation to the second workstation in
order to open a window (21) on the second workstation with which the iirstworkstation-may interact with
a user on the second workstation.

. The method according to Claim 15. wherein:
the network based window system '5 X said means (or determining whether a process running on

a remote workstation is authorized to open a window (21) an the second workstation and communicate
with said window (21) comprising a list of addiesses each in reap-ectof a remote workstation which is au-
thorized to open said window (21) and communimte therewith, and

in mg (M3) the first workstation is added to the list oi addresses in the second workstation.

16
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INFORMATION DISCLOSURE STATEMENT

Hon. Commissioner of Patents

PO. Box 1450

Alexandria, VA 22313-1450

Sir:

Pursuant to 37 CFR. § 1.56, the attention of the Patent and Trademark

Office is hereby directed to the reference(s) listed on the attached PTO—l449. One

copy of each non—U.S. Patent reference is attached. It is respectfully requested

that the information be expressly considered during the prosecution of this

application, and that the reference(s) be made of record therein and appear among

the “References Cited” on any patent to issue therefrom.

The submission of any document herewith, which is not a statutory bar, is

not intended that any such document constitutes prior art against any of the claims

of the present application or is considered to be material to patentability as defined

in 37 CPR. § l.56(b). Applicants do not waive any rights to take any action

which would be appropriate to antedate or otherwise remove as a competent

reference against the claims of the present application.
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IE This Information Disclosure Statement is being filed within three (3)

months of the U.S. filing date OR before the mailing date of a first Office Action

on the merits. No certification or fee is required.

D This Information Disclosure Statement is being filed more than three (3)

months alter the U.S. filing date AND after the mailing date of the first Office

Action on the merits, but before the mailing date of a Final Rejection or Notice of

Allowance.

D I hereby certify that each item of information contained in this

Information Disclosure Statement was cited in a communication from a

foreign patent office in a counterpart foreign application not more than

three (3) months prior to the filing of this Information Disclosure

Statement. 37 C.F.R. § l.97(e)(l).

D I hereby certify that no item of information in this Information

Disclosure Statement was cited in a communication from a foreign patent

office in a counterpart foreign application or, to my knowledge after

making reasonable inquiry, was known to any individual designated in 37

CFR. § l.56(c) more than three (3) months prior to the filing of this

Information Disclosure Statement. 37 C.F.R. § l.97(e)(2).

I:I Attached is our check no.j

C.F.R. § 1.l7(p). Please credit or debit Deposit Account No. 501860 as

in the amount required under 37

needed to ensure consideration of the disclosed information. A duplicate

copy of this paper is attached.

D This Information Disclosure Statement is being filed more than three (3)

months afier the U.S. filing date and after the mailing date of a Final Rejection or

Notice of Allowance, but before payment of the Issue Fee. Applicant(s) hereby

requests that the Information Disclosure Statement be considered. Attached is our

check in the amount required under 37 C.F.R. § l.l7(p). Please credit or debit
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Deposit Account No. 501860 as needed to ensure consideration of the disclosed

information. A duplicate copy of this paper is attached. _

I: I hereby certify that each item of information contained in this

Information Disclosure Statement was cited in a communication from a

foreign patent office in a counterpart foreign application not more than

three (3) months prior to the filing of this Information Disclosure

Statement. 37 C.F.R. § 1.97(e)(1).

C] I hereby certify that no item of information in this Information

Disclosure Statement was cited in a communication from a foreign patent

office in a counterpart foreign application and, to my knowledge after

making reasonable inquiry, was known to any individual designated in 37

C.F.R. § 1.56(c) more than three (3) months prior to the filing of this

lnfonnation Disclosure Statement. 37 C.F.R. § 1.97(e)(2).

I:I Relevance of the non-English language reference(s) is/are discussed in the

present specification.

Ij The reference(s) was/were cited in a counterpart foreign application. An

English language version of the foreign search report is attached for the

Examiner’s information.

D A concise explanation of the relevance of the non-English language

reference(s) appear(s) in the Appendix hereto.

E] The Examiner’s attention is directed to co-pending U.S. Patent Application

No. , filed

identification of this U.S. Patent Application is not to be construed as a waiver of

, which is directed to related technical subject matter. The

secrecy as to that application now or upon issuance of the present application as a

patent. The Examiner is respectfully requested to consider the cited application

and the art cited therein during examination.
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El Copies of the references were cited by or submitted to the Office in parent

Application No. , filed , which is relied upon for an earlier filing date

under 35 U.S.C. 120. Thus, Form PTO 1449 is attached without copies of these

references. 37 C.F.R. § l.98(d).

CHARGE STATEMENT: Deposit Account No. 501860, order no. 2655-0188.
The Commissioner is hereby authorized to charge any fee specifically authorized hereafter, or any missing
or insufficient tee(s) filed, or asserted to be filed, or which should have been filed herewith or concerning any
paper filed hereafter, and which may be required under Rules 16-18 (missing or insufficiencies only) now or
hereafter relative to this application and the resulting Official Document under Rule 20, or credit any
overpayment. to our Accountinglorder Nos. shown above, for which purpose a duplicate copy of this sheet
is attached

This CHARGE STATEMENT does not authorize charge of the issue fee until/unless
an issue fee transmittal sheet is filed.

CUSTOMER NUMBER Respectfully submitted,

42624

Davidson Berquist Jackson & Gowdey LLP B)’:

4300 Wilson Blvd.,7tl1 Floor, Michael R_ Casey, ph_D.
Arlington Virginia 22203 ' ‘ .
Main: (703) 394-5400 . FAX: (703) 894-6430 Regmratlon N0" 4029
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Blakely, Sokoloff, Taylor & Zafman LLP

1279 Oakmead Parkway
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