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Exhibit 149, Atkinson‘ vs. Claims of the ‘135 Patentz

D463 Exhibit 150, Atkinson'vs. Claims of the ‘151 Patentz

D464 Exhibit 151, Atkinson‘ vs. Claims of the ‘180 Patentz

-D465 Exhibit152, Atkinson‘vs. Claims of the ‘211 Patentz
D466 Exhibit 153, Atkinson‘ vs. Claims of the ‘504 Patentz

D467 Exhibit 154, Atkinson1vs. Claims of the ‘759 Patentz

D468 Exhibit 155, Marine‘ vs. Claims of the ‘135 Patent’

-D469 Exhibit 156, Marino‘ vs. Claims of the ‘151 Patentz
-D470 Exhibit 157, Marino1vs. Claims of the ‘18O Patentz 
 

 

D471 Exhibit 158, Marino' vs. Claims of the ‘211 Patentz

D472 Exhibit 159, Marino‘ vs. Claims of the ‘504 Patentz

-D473 Exhibit 160, Marino‘ vs. Claims of the ‘759 Patentz
D474 Exhibit 161, Aziz ('646)‘ vs. Claims of the ‘759 Patentz

D475 Exhibit 162, Wesinger‘ vs. Claims of the ‘135 Patentz
 

ALL REFERENCES CQi\ESiDEREi3 EXCEPT WHERE UNED THRQUGH. /K.L./

Petitioner Apple Inc. — Exhibit 1051, p. 751



Petitioner Apple Inc. - Exhibit 1051, p. 752

‘$342795 ~ GAL}: 2453

APP"°a“°“ ““”‘°°'
F‘“"9 We  
First Named Inventor
A” U“‘‘ :_
E"a'“‘“°' Name

-—Docket Number 77580-155(VRNK-1CP3CNFT5)

D476 Exhibit 163,Wesinger‘ vs. Claims of the ‘151 Patentz

   Subst. for fonn 1449/PTO

 

  
INFORMATION DISCLOSURE STATEMENT

BY APPLICANT
(Use as many sheets as necessary)

 

 
D477 Exhibit 164, Wesinger‘ vs. Claims of the ‘180 Patentz

D478 Exhibit 165, Wesinger‘ vs. Claims of the ‘211 Patentz

D479 Exhibit 166, Wesinger‘ vs. Claims of the ‘504 Patentz

D480 Exhibit 167, wesinger‘ vs. Claims of the ‘759 Patentz

D481 Exhibit 168, Aziz (‘234)‘ vs. Claims of the ‘135 Patentz

D482 Exhibit 169, Aziz C234)‘ vs. Claims of the '1 51 Patent”

D483 Exhibit 170, Aziz (‘234)‘ vs. Claims of the ‘180 Patent?

D484 Exhibit 171, Aziz (‘234)‘ vs. Claims of the ‘211 Patentz

D485 Exhibit 172, Aziz C234)‘ vs. Claims of the ‘504 Patentz

D486 Exhibit 173, Aziz c234)‘ vs. Claims of the ‘759 Patent”

D487 Exhibit 174, Schneider‘ vs. Claims of the ‘759 Patent”

D488 Exhibit 175, Valencia‘ vs. Claims of the ‘135 Patentz

D489 Exhibit 176, Valencia‘ vs. Claims of the ‘151 Patentz

D490 Exhibit 177, Valencia‘ vs. Claims of the ‘180 Patentz

D491 Exhibit 178, Valencia‘ vs. Claims of the ‘211 Patentz

D492 Exhibit 179, Valencia‘ vs. Claims of the ‘504 Patentz

Exhibit 180, RFC 2401 in Combination with U.S. Patent No. 6,496,867‘ vs. Claims of the ‘180D493

Patentz

D494 Exhibit 181, Davison‘ vs. Claims of the ‘135 Patentz

D495 Exhibit 182, Davison‘ vs. Claims of the ‘151 Patentz

 

D496 Exhibit 183, Davison‘ vs. Claims of the ‘180 Patentz

D497 Exhibit 184, Davison‘ vs. Claims of the ‘211 Patentz

D498 Exhibit 185, Davison‘ vs. Claims of the ‘504 Patentz

D499 Exhibit 186, Davison‘ vs. Claims of the ‘759 Patentz

D500 Exhibit 187, AutoSOCKS v2.1‘ vs. Claims of the ‘135 Patentz

D501 Exhibit 188, AutoSOCKS v2.1‘ vs. Claims of the ‘151 Patentz
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Exhibit 189, AutoSOCKS v2.1 Administrator's Guide‘ vs. Claims of the ‘180 Patent’  
Victor Larson

Krisna Lim

77580-155(VRNK-1CP3CNFT5)

 

D502

D503 Exhibit 190, AutoSOCKS‘ vs. Claims of the ‘759 Patentz

Exhibit 191, Aventail Connect 3.01/2.51‘ vs. Claims of the ‘135 Patent’

D505 Exhibit 192, Aventail Connect v3.01/2.51‘vs. Claims of the ‘151 Patentz

D506 Exhibit 193, Aventail Connect 3.01/2.51‘ vs. Claims of the ‘180 Patentz

D507 Exhibit 194, Aventail Connect 3.01/2.51‘ vs. Claims of the ‘759 Patentz

D508 Exhibit 195, Aventail Connect 3.1/2.6 Administrator's Guide‘ vs. Claims of the ‘135 Patentz

D509 Exhibit 196, Aventail Connect 3.1/2.6 Administrator's Guide‘ vs. Claims of the ‘151 Patentz 
D510 Exhibit 197, Aventail Connect 3.1/2.6‘ vs. Claims of the ‘180 Patentz

D511 Exhibit 198, Aventail Connect 3.1/2.6‘ vs. Claims of the ‘759 Patent’

D512 Exhibit2199, BinGO! User's User's Guide/Extended Features Reference‘ vs. Claims of the ‘151Patent «

D513 Exhibit2200, BinGO! User's User's Guide/Extended Features Reference‘ vs. Claims of the ‘135Patent

D514 Exhibit 201, BinGO! vs. Claims of the ‘180 Patentz

D515 Exhibit 202, BinGO! vs. Claims of the ‘759 Patentz

D516 Exhibit2203, Broadband Forum Technical Report TR-025 (Issue 1.0/5.0)‘ vs. Claims of the ‘135Patent

D517 Exhibit 204, Domain Name System (DNS) Security‘ vs. Claims of the ‘211 Patentz

D518 Exhibit 205, Domain Name System (DNS) Security‘ vs. Claims of the ‘504 Patentz

D519 Exhibit 206, RFC 2230, Key Exchange Delegation Record for the DNS‘ vs. Claims of the ‘211

xhibit2207, RFC 2230, Key Exchange Delegation Record for the DNS‘ vs. Claims of the ‘504atent

 D521 Exhibit 208? RFC 2538, Storing Certificates in the Domain Name System (DNS)‘ vs. Claims of the‘211 Paten

D522 Exhibit 209t§RFC 2538, Storing Certificates in the Domain Name System (DNS)‘ vs. Claims of the‘504 Paten

Exhibit 210, IETF RFC 2065: Domain Name System Security Extensions; Published January 1997‘
vs. Claims of the ‘504 Patentz  D523
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D524 Exhibit 211, IETF RFC 2065: Domain Name System Security Extensions; Published January 1997'
vs. Claims of the ‘211 Patentz

D525 Exhibit 212, RFC 2486, RFC 2661, RFC 2401, and Internet-Draft, "Secure Remote Access with
L2TP"' vs. Claims of the ‘135 Patentz

D526 Exhibit 213, u.s. Patent No. 7,100,195 in Combination with RFC 2401 and u.s. Patent No.
6,496,867‘ vs. Claims of the ‘135 Patentz

D527 Exhibit 214, U.S. Patent No. 7,100,195 in Combination with RFC 2401 and U.S. Patent No.

6,496,867‘ vs. Claims of the ‘151 Patentz

-D528 Exhibit 215, U.S. Patent No. 6,643,701‘ vs. Claims of the ‘135 Patentz -
-D529 Exhibit 216, U.S. Patent No. 6,643,701'vs. Claims of the ‘1 51 Patent2

D530 Exhibitt2217, U.S. Patent No. 6,496,867 in Combination with RFC 2401' vs. Claims of the ‘151Paten

Exhibit 218, U.S. Patent No. 6,496,867 in Combination with RFC 24011 vs. Claims of the '1 35 -
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Patentz

D532 Exhibit 219, U.S. Patent No. 6,496,867‘ vs. Claims of the ‘211 Patentz

D533 Exhibit 220, u.s. Patent No. 6,496,867‘ vs. Claims of the ‘504 Patentz -
D534 Exhibit 221, RFC 2486, RFC 2661, RFC 2401, and Internet-Draft, “Secure Remote Access with

L2TP”' vs. Claims of the ‘151 Patentz

D535 Exhibit 222, U.S. Patent No. 6,557,037‘ vs. Claims of the ‘211 Patentz -
D536 Exhibit 223, U.S. Patent No. 6,557,037‘ vs. Claims of the ‘504 Patentz -
D537 Exhibittz224, RFC 2230, Key Exchange Delegation Record for the DNS‘ vs. Claims of the ‘135Paten

D538 Exhibit2225, RFC 2230, Key Exchange Delegation Record for the DNS1 vs. Claims of the ‘151 -Patent

-D539 Exhibit Cisco-1, Cisco’s Prior Art Systems‘ vs. Claims of the ‘135 Patent -
-D540 Exhibit Cisco-2, Cisco’s Prior Art Systems‘ vs. Claims of the ‘1 51 Patent -
-D541 Exhibit Cisco-3, Cisco’s Prior Art Systems‘ vs. Claims of the '180 Patent
-D542 Exhibit Cisco—4, Cisco’s Prior Art Systems‘ vs. Claims of the ‘211 Patent

 
 

 

 

 
  D545

-D543 Exhibit Cisco-5, Cisco’s Prior Art Systems‘ vs. Claims of the ‘504 Patent -
-D544 Exhibit Cisco-6, Cisco’s Prior Art Systems‘ vs. Claims of the ‘759 Patent -

Exhibit Cisco-7, Cisco’s Prior Art PIX System‘ vs. Claims of the ‘759 Patent
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  ID545 Exhibit B: Certificate of Service to Request For Inter Partes Reexamination Under 35 U.S.C. § 311 -(Patent No. 6,502,135)

Exhibit B: Certificate of Service to Request For lnter Partes Reexamination Under 35 U.S.C. § 311
(Patent No. 7,490,151)

-D550 Exhibit B-1: File History ofU.S. Patent6,502,135 _
D551 Exhibit 8-2: Reexamination Record No. 95/001,269

 

 
  

D552 Exhibit C1: Claim Chart —Aventail Connect v3.1 (Patent No. 6,502,135)

D553 Exhibit C2: Claim Chart Aventail Connect V3.01 (Patent No. 6,502,135)

D554 Exhibit C-1: Copy of U.S. Patent No. 7,010,604

D555 Exhibit C2: Claim Chart Aventail Autosocks (Patent No. 7,490,151)

D555 Exhibit C1: Claim Chart Aventail Connect v3.01 (Patent No. 7,490,151)

D557 Exhibit C-2: Provisional Application 60/106,261

D555 Exhibit C3: Claim Chart Aventail AutoSOCKS (Patent No. 6,502,135)

D559 Exhibit C3: Claim Chart BinGO (Patent No. 7,490 151)

D550 Exhibit C-3 Provisional Application 60/137,704

D551 Exhibit C4: Claim Chart Wang (Patent No 6 502 135)

D552 ExhibitC‘/1 Claim Chart Beser(Patent No 7,490,151)

D553 Exhibit C5: Claim Chart Beser (Patent No 6502135)

Exhibit C5: Claim Chart Wang (Patent No. 7,490,151)
D555 Exhibit C6: Claim Chart BinGO (Patent No. 6,502,135)

D555 Exhibit D. Memorandum Opinion In VIrnetX v. Microsoft.

D567

D568

D569

Exhibit D-1: Takahiro Kiuchi and Shigekoto Kaihara, “C-HTTP — The Development of a Secure,
Closed HPPT-Based Network on the Internet," Published in the Proceedings of SNDSS 1996.

Exhibit D-10: D.E. Denning and G.M. Sacco, “Time-stamps in Key Distribution Protocols,"
Communications of the ACM, Vol. 24, N.8, pp. 533-536. August 1981.

Exhibit D-11: C.l. Dalton and J.F. Griffin, "Applying Military Grade Security to the lntemet,”
Proceedings of the 8th Joint European Networking Conference (JENC 8), (May 12-15 1997).
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D570 Exhibit D-12: Steven M. Bellovin and Michael Merritt, "Encrypted Key Exchange: Password-Based

protocols Secure against Dictionary Attacks," 1992 IEEE Symposium on Security and Privacy
(1992).

D571 Exhibit D-2: Copy of U.S. Pat. No. 5,898,830

D572 Exhibit D-3: Eduardo Solana and Jurgen Harms, “Flexible Internet Secure Transactions Based on
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D573 Exhibit D—4: Copy of U.S. Pat. No. 6,119,234

D574 Exhibit D-5: Jeff Sedayao, “’Mosaic Will Kill My Network!’ — Studying Network Traffic Patterns of
Mosaic Use,” in Electron. Proc. 2nd World Wide Web Conf.’94: Mosaic and the Web, Chicago, IL,
Oct. 1994.

Exhibit D-6: M. Luby Juels and R. Ostrovsky, "Security of Blind Digital Signatures,” Crypto '97,
LNCS 1294, pages 150-164, Springer-Verlag, Berlin, 1997.

D575

Exhibit D-8: David M. Martin, “A Framework for Local Anonymity in the lntemet," Technical Report.
Boston University, Boston, MA, USA (Feb 21, 1998).

Exhibit D-9: Copy of U.S. Pat. No. 7,764,231

D576 
D577

D578 Exhibit E-1: Claim Charts Applying Kiuchi and Other References to Claims of the ‘135 Patent.

D579 Exhibit E1: Declaration of Chris Hopen (Patent No. 6,502,135)

D580 Exhibit E1: Declaration of Chris Hopen (Patent No. 7,490,151)

D581 Exhibit E-2: Claim Charts Applying Wesinger and Other References to Claims of the ‘135 Patent.

D582 Exhibit E2: Declaration of Michael Fratto (Patent No.6,502,135)

D583 Exhibit E2: Declaration of Michael Fratto (Patent No. 7,490,151)

D584 Exhibit E-3: Claim Charts Applying Solana and Other References to Claims of the ‘135 Patent.

D585 Exhibit E3: Declaration of James Chester (Patent No. 6,502,135)

D588 Exhibit E3: Declaration of James Chester (Patent No. 7,490,151)

D587 Exhibit E-4: Claim Charts Applying Aziz and Other References to Claims of the ‘135 Patent.

D588 Exhibit X1: Aventail Connect Administrator’s Guide v3.1/v2.6., PP 1-20 (1996-1999) 
Exhibit X10: Copy of U.S. Patent No. 4,885,778

Exhibit X2: Aventail Connect Administrator’s Guide V3.01/v2.51., PP 1-116 (1996-1999)

D589

Exhibit X11: Copy of U.S. Patent No. 6,615,357

D591

 
   

D592 Exhibit X3: Aventail AutoSOCKS Administration & User's Guide v2.1., PP 1-70 (1996-1999)

Exhibit X4: Reed et al., “Proxies for Anonymous Routine," 12th Annuary Computer Security
Applications Conference, San Diego, CA, December -9-13, pp 1-10 (1996).

D593
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  Exhibit X5: Wang, The Broadband Forum Technical Report, "TR-025 — Core Network Architecture
Recommendations for Access to Legacy Data Networks over ADSL," lssue 1.0: pp. 1-24 , v1.0
(1999).

-D595 ExhibitX6: Copy ofU.S. Patent No. 6,496,867
D595 Exhibit X7: BinGO! User's Guide incorporating by Reference BinGO! Extended Feature Reference.

  

  Exhibit X7: Kent et al., “Security Architecture for the lntemet Protocol, “ Network Working Group
Request for Comments (RFC) 2401, pp 1-70 (1998).

D595 Exhibit X8: Copy of U.S. Patent No. 6,182,141

D599 Exhibit X9: BinGO! User’s Guide v1.6 (1999).

D500 Exhibit Y1: Aventail Extranet Server 3.0 Administrator's Guide.

Exhibit Y10: Hanks, S., et al., RFC1701, “Generic Routing Encapsulation (GRE)," 1994, Is
Accessbile at http://www.ietf.org/rfc/rfc1701.txt.

D597

D601

 
D509 ExhibitY11: Simpson, W., editor, RFC 1661, “The Point-to-Point Protocol (PPP)," July 1994.

Exhibit Y1 1: Simpson, W., RFC1994, “PPP Challenge Handshake Authentication Protocol (CHAP),"
1996, http://www.ietf.org/rdc/rfc1994.txt.

D604

D505 Exhibit Y12: Meyer, G., RFC 1968, “The PPP Encryption Control Protocol (ECP)," June 1996.

Exhibit Y12: Perkins, D., RFC1171, “The Point-To-Point Protocol for the Transmission of Multi-D606

- Protocol Datagrams over Point-To-Point Links," 1990, Is Accessible at

   
 

 

 
 

 

http://www.ietf.org/rfc/rfc1171.txt.

Exhibit Y13: Kummert, H., RFC 2420, “The PPP Triple-DES Encryption Protocol (3DESE),"
September, 1998.

-D505 ExhibitY14: Townsley, W.M., et al., RFC 2661, “Layer Two Tunneling Protocol ‘L2TP‘," August1999.

D509 Exhibit Y15: Pall, G.S., RFC 2118, “Microsoft Point-To-Point Encryption (MPPE) Protocol," March

-D602 ExhibitY10: Socolofsky, T. et al., RFC 1180, “A TCP/IP Tutoria|," January 1991.

1997.

-M Exhibit Y16: Gross, (3., et al., RFC 2364, “PPP Over AAL5,” July 1998.
D511 Exhibit Y17: Srisuresh, P., RFC 2663, ‘‘IP Network Address Translator (NAT) Terminology and

 

Considerations," August 1999.

July 1993.

-D513 ExhibitY2: Goldschlag etal., “Hiding Routing Infonnation" (1996).
-M Exhibit Y3: Copy of u.s. Patent No. 5,950,519

D512 Exhibit Y18: Heinanen, J., RFC 1483, “Multiprotocol Encapsulation over ATM Adaptation Layer 5,"

 

 

 D515 Exhibit Y4: Ferguson, P. and Huston, G., “What Is a VPN", The Internet Protocol Journal, Vol 1.,
No. 1 (June 1998 (“Ferguson”).

Exhibit Y5: Mockapetris, P., RFC 1034, "Domain Names — Concepts and Facilities," November
1987 (“RFC1034").
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Exhibit Y6: Mockapetris, P., RFC 1035, “Domain Names — Implementation and Specification,"
November 1987 (“RFC1035").

 
Exhibit Y8: Woodburn, R.A., et aI., RFC1241, “A Scheme for an Internet Encapsulation Protocol:
Version 1," 1991. 
Exhibit Y9: Simpson, W., RFC1853, ‘‘IP in IP Tunneling," 1995, Is Accessible at
http://ww.ietf.org/rfc/rfc1583.txt.

Form PTO/SB/42, Listing Each Patent and Printed Publication Relied Upon to Provide a Substantial
New Question of Patentability (Patent No. 6,502,135)

Form PTO/SB/42, Listing Each Patent and Printed Publication Relied Upon to Provide a Substantial
New Question of Patentability (Patent No. 7,490,151)

-D624 Request forlnter Partes Reexamination (Patent No. 6,502,135)
-D625 Request for Inter Partes Reexamination Transmittal Form (PTO/SB/58) (Patent No. 6,502,135)

D623 
D626 Request for Inter Partes Reexamination Transmittal Form (PTO/SB/58) (Patent No. 7,490,151)

D627 Request for Inter Partes Reexamination Under 35 U.S.C. § 311 (Patent No. 6,502,135)

D623 Request for Inter Partes Reexamination Under 35 U.S.C. § 311 (Patent No. 7,490,151)

D629 Transmittal Letter (Patent No. 6,502,135)

D630 Transmittal Letter (Patent No. 7,490,151)

D631

Exhibit A: Agreed Upon Terms; P.R. 4-3 Joint Claims Construction and Prehearing Statement

Joint Claim Construction and Prehearing Statement

D632

D633 Exhibit B: Disputed Claim Terms; P.R. 4-3 Joint Claim Construction and Prehearing Statement

-D634 Exhibit C: \/irnetX's Proposed Construction of Claim Terms and Supporting Evidence
D635 Exhibit D; Defendants‘ Intrinsic and Extrinsic Support; P.R. 4-3 Joint Claim Construction and

Prehearing Statement

-D536 File History ofU.S. Patent 6,839,759
D637 Exhibit 8-4; VirnetX, Inc. v. Microsoft Corp., Case No. 6:07-cv-80, Microsoft's Motion for Partial

Summary Judgment of Invalidity of U.S. Patent No. 6,839,759 (E.D. Tex. Dec. 18, 2009)

D633 Exhibit D-2; Kent et aI., "Security Architecture for the Internet Protocol," lntemet Engineering Task
Force, Internet Draft, (Feb. 1998)

D639 Exhibit D-3; Aziz et al., U.S. Patent 5,548,646 to Aziz et aI., “System for Signatureless Transmission-

 

 

 

and Reception of Data Packets Between Computer Networks," Filed Sept. 15, 1994 and issued Aug. 20. 1996
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Applications on a Computer on an as needed basis, Filed on October 28, 1996 and Issued
September 28, 1999

Exhibit D-8; Barlow; U.S. Patent 5,204,961 to Barlow, “Computer Network Operating with Multilevel
Hierarchical Security with Selectable Common Trust Realms and Corresponding Security
Protocols," Filed on June 25, 1990 and Issued April 20, 1993

D542 Exhibit D-12; RFC 1122, Braden, "Requirements for Internet Hosts — Communication Layers," RFC
1122 (Oct. 1989)

D543 Exhibit D-13; RFC 791; Information Sciences Institute, “Internet Protocol," DARPA Internet Program
Specification RFC 791 (Sept. 1981)

D544 Exhibit D-14; Caronni et aI., “SKIP — Securing the Internet," 5th International Workshops on
Enabling Technologies: Infrastructure for Collaborative Enterprises (WET ICE '96) (June 19-21,
1996)

D545 Exhibit D-15; Maughan et aI., “Internet Security Association and Key Management Protocol
(ISAKMP), " IPSEC Work Group Draft (July 26, 1997)

-D545 Exhibit E-1; Claim Charts Applying Kiuchi as a Primary Reference to the ‘759 Patent.
‘ D547 Exhibit E-2; Claim Charts Applying Kent as a Primary Reference to the ‘759 Patent
- D545 Exhibit E-3; Claim Charts Applying Aziz as a Primary Reference to the ‘759 Patent

D549 Exhibit E-4; Claim Charts Applying Kent in view of Caronni as a Primary Combination of References
to the ‘759 Patent

D555 Exhibit D-5; Edwards et al., “High Security Web Servers and Gateways," Computer Networks and
ISDN System 29, pages 927-938 (Sept. 1997)

-D551 Exhibit D-10; Lee et al., “Hypertext Transfer Protocol — HTTP/1.0," RFC 1945 (May 1996)
-D552 Exhibit E-3; Claim Charts Applying Blum to Claims of the ‘151 Patent
‘D553 Exhibit B-1, File History of u.s. Patent 7,490,151
‘D554 Exhibit E-1, Claim Charts Applying Kiuchi, and Kiuchi and Martin to Claims of the ‘151 Patent
- D555 Exhibit E-2, Claim Charts Applying Wesinger, and Wesinger and Martin to Claims of the ‘151 Patent

D555 Exhibit E-4, Claim Charts Applying Aziz and Edwards, and Aziz, Edwards, and Martin to Claims of
the ‘151 Patent

D557 Exhibit E-6, Claim Charts Applying Wesinger and Edwards, and Wesinger, Edwards, and Martin to
Claims of the ‘151 Patent

-D555 Virnetx Inc., V. Mitel Networks Corp.; Defendants’ Joint Invalidity Contentions
‘D559 Exhibit 37, RFC 2661' vs. Claims of the ‘135 Patent 2
-D555 Exhibit 38, RFC 2661‘ vs. Claims of the '211 Patent 2

 

 

 
 

 
    

 
 

D551 Exhibit 39. RFC 2661‘ vs. Claims of the ‘504 Patent 2

D552 Exhibit 40, SecureConnect' vs. Claims of the ‘135 Patent 2
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D663 Exhibit41, SecureConnect‘ vs. Claims of the ‘211 Patentz

-D664 Exhibit 42, SecureConnect‘ vs. Claims of the ‘504 Patentz
-D666 Exhibit 43, SFS-HTTP‘ vs. Claims of the ‘135 Patent2

 
 

  
  
 

D666 Exhibit 44, SFS-HTTP‘ vs. Claims of the ‘211 Patent 2

-D667 Exhibit 45, SFS-HTTP‘ vs. Claims of the ‘504 Patent2
-D666 Exhibit 46, us 663‘ vs. Claims of the ‘135 Patent2

D666 Exhibit 47, us 663‘ vs. Claims of the ‘211 Patent 2

D676 Exhibit 48, us 663‘ vs. Claims of the ‘504 Patent 2

D671 Exhibit 49, chuah‘ vs. Claims of the ‘135 Patent 2

D672 Exhibit 50, chuah‘ vs. Claims of the ‘211 Patent 2

-D676 Exhibit51, chuah‘ vs. Claims of the ‘504 Patent2
‘D674 Exhibit 52, u.s. 646‘ vs. Claims of the ‘135 Patent2

D676 Exhibit 53, u.s. 646‘ vs. Claims of the ‘211 Patent 2

-
-
I

D666 Exhibit 61, Prestige 128 Pius‘ vs. Claims of the ‘135 Patent2

-D661 Exhibit 62, Prestige 128 Plus‘ vs. Claims of the ‘211 Patent 2
D662 Exhibit 63, Prestige 128 Plus‘ vs. Claims of the ‘504 Patent 2

 

 

 D663 Exhibit 64, RFC 24011 vs. Claims of the ‘135 Patent 2

‘D664 Exhibit 65, RFC 2401‘ vs. Claims of the ‘211 Patent 2
‘D666 Exhibit 66, RFC 2401‘ vs. Claims of the ‘504 Patent 2
-D666 Exhibit 67, us 072‘ vs. Claims of the ‘135 Patent 2

D667 Exhibit 68, RFC 2466‘ vs. Claims of the ‘211 Patent 2

D666 Exhibit 69, RFC 2486‘ vs. Claims of the ‘504 Patent 2
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Victor Larson

D589 Exhibit 70 Understanding lPSec' vs. Claims of the ‘135 Patent 2-
-Exhibit 71, Understanding iPsec‘ vs. Claims of the ‘211 Patent 2
-Exhibit 72, Understanding iPsec‘ vs. Claims of the 504 Patent 2
-Exhibit 73, us ‘8201vs. Claims of the '135 Patent 2
-Exhibit 74, us 920‘ vs. Claims of the ‘211 Patent 2
_Exhibit 75, us ‘8201 vs. Claims of the 504 Patent 2
‘Exhibit 76, us 'o19‘ vs. Claims of the ‘211 Patent 2

Exhibit 77, us ‘o19‘vs. Claims of the 504 Patent 2
D597 Exhibit 78, US ‘0491 vs. Claims of the ‘135 Patent 2

 
D698 Exhibit 79, us 'o49‘ vs. Claims of the ‘211 Patent 2

D699 Exhibit 80, US ‘0491 vs. Claims of the ‘504 Patent 2

-D700 Exhibit81, us '74e‘vs. Claims ofthe ‘135 Patentz
D701 Exhibit 82, US '261‘ vs. Claims of the *135 Patent 2 

 

D702 Exhibit 83, us ‘261‘ vs. Claims of the ‘211 Patent 2

D703 Exhibit 84, US ‘2611 vs. Claims of the '504 Patent 2

N3Nfl
rn XEE.. on3” C (D 05 N —I <9’ Q9.3U) o—N .. 2' at _I 0) U1 '0m ..ca3 ..

K)

D709 Exhibit 90, US '671' vs. Claims of the ‘504 Patent 2

G N _L $- Exhibit 91, JP 704‘ vs. Claims of the '135 Patent 2
Exhibit 92, JP 704‘ vs. Claims of the ‘211 Patent 2U N _L _L

D712 Exhibit 93, JP 704‘ vs. Claims of the 504 Patent 2

D713 Exhibit 94, GB 941‘ vs. Claims of the '135 Patent 2

NoonE
[TI XEE.. on5° C (/7 0'5 V N <.0’ Q9.3to o—N .. :- cu Q N N '0m ..ca 3..

B)

D714 Exhibit 95, GB '841‘ vs. Claims of the ‘211 Patent 2
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‘Exhibit 96, GB ‘341‘vs. Claims of the ‘504 Patent 2
D716 Exhibit 97, us ‘318‘ vs. Claims of the '135 Patent 2

-D717 Exhibit 98, US '318‘vs. Claims ofthe ‘211 Patentz
- D718 Exhibit 99, US '318‘ vs. Claims ofthe ‘504 Patentz

D719 Exhibit 100, VPNNLAN1vs. claims of the ‘135 Patent 2
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D720 Exhibit 101, Nikkei‘ vs. claims of the ‘135 Patent 2

D721 Exhibit 102, Nikkei1vs. Claims of the ‘211 Patent 2

D722 Exhibit 103, Nikkei‘ vs. claims of the ‘504 Patent 2

D723 Exhibit 104, Special Anthology‘ vs. Claims of the ‘135 Patent 2

D724 Exhibit 106-A, Gauntlet System‘ vs. Claims of the ‘135 Patent 2

-
-
-
-
-
-
-Exhibit 110-A, Gauntlet System‘ vs. Claims of the ‘504 Patent 2
-
-
-

D731 Exhibit 121, Altiga VPN system‘ vs. claims of the ‘211 Patent 2

-
-
-
-Exhibit 124, Kiuchi‘ vs. claims of the ‘135 Patent 2
-
-Exhibit 123, Kiuchi‘ vs. Claims of the ‘504 Patentz
-
-
-
-
-

D736 Exhibit 137, schulzrinne‘ vs. Claims of the ‘135 Patent 2

D737 Exhibit 137, Schulzrinne‘ vs. Claims of the ‘135 (Final) Patent 2

D733 Exhibit 140, Schulzrinne‘ vs. Claims of the ‘211 Patent 2

D739 Exhibit 141, Schu|zrinne1vs. Claims of the ‘504 Patent 2

D740 Exhibit 143, Solana1vs. Claims of the ‘135 Patent 2
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Application Number

Filing Date

First Named lnventor
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Examiner Name Krisna Lim

D741 Exhibit 146, Solana‘ vs. Claims of the ‘211 Patent 2

Victor Larson

D742 Exhibit 147, Solana‘ vs. Claims of the ‘504 Patent 2

D743 Exhibit 155, Marino‘ vs. Claims of the ‘135 Patent 2

D744 Exhibit 158, Marino‘ vs. Claims of the ‘211 Patent 2

D745 Exhibit 159, Marino‘ vs. Claims of the ‘504 Patent 2

D746 Exhibit 168, Aziz‘ vs. Claims of the '135 Patent 2

D747 Exhibit 171, U.S. '234‘ vs. Claims of the ‘211 Patent2

D745 Exhibit 172, Aziz‘ vs. Claims of the ‘504 Patent 2

D749 Exhibit 175, Valencia‘ vs. Claims of the ‘135 Patent 2

D755 Exhibit 178, Valencia‘ vs. Claims of the ‘211 Patent 2

D751 Exhibit 179, Valencia‘ vs. Claims of the ‘504 Patent 2

D752 Exhibit 181, Davison‘ vs. Claims of the ‘135 Patent 2

D753 Exhibit 134, Davison‘ vs. Claims of the ‘211 Patent 2

D754 Exhibit 135, Davison‘ vs. Claims of the ‘504 Patent 2

D755 Exhibit 200, BinGO! User's Guide/Extended Features Reference‘ vs. Claims of the ‘135 Patent 2

D755 Exhibit 203, Broadband Forum Technical Report TR-025 (Issue 1.0/5.0)‘ vs. Claims of the ‘135 '
Patent 2

D757 Exhibit 206, RFC 2230, Key Exchange Delegation Record for the DNS‘ vs. Claims of the ‘211
Patent 2

D758 Exhibit2207, RFC 2230, Key Exchange Delegation Record for the DNS‘ vs. Claims of the ‘504Patent

Exhibit 208, RFC 2538, Storing Certificates in the Domain Name System (DNS)‘ vs. Claims of theD759 
 

‘211 Patent2

D755 Exhibit 209, RFC 2538, Storing Certificates in the Domain Name System (DNS)‘ vs. Claims of the
‘504 Patent 2

D751 Exhibit 212, RFC 2486, RFC 2661, RFC 2401 and lntemet-Draft, “Secure Remote Access with
L2TP" vs. Claims of the ‘135 Patent 2

D752 2Exhibit 218, U.S. Patent No. 6,496,867 in combination with RFC 2401" vs. Claims of the ‘135 Patent

 

 

D753 Exhibit 219, U.S. Patent No. 6,496,867‘ vs. Claims of the ‘211 Patent2

D754 Exhibit 220, U.S. Patent No. 6,496,867‘ vs. Claims of the ‘504 Patent 2

Exhibit 222, U.S. Patent No. 6,557,037‘ vs. Claims of the ‘211 Patent 2 D765
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 D755 Exhibit 223, U.S. Patent No. 6,557,037‘ vs. Claims of the ‘504 Patent 2

D787 Exhibit 224, RFC 2230, Key Exchange Delegation Record for the DNS‘ vs. Claims of the ‘135 -Patent 2

D788 Exhibit 228, u.s. 588‘ vs. Claims of the '21 1 Patent 2 (Final)

D788 Exhibit 229, u.s. 588‘ vs. Claims of the ‘504 Patent 2 (Final) -
D778 Exhibit 230, Microsoft VPN1 vs. Claims of the ‘135 Patent 2 (Final) -
D771 Exhibit 231, Microsoft VPN1 vs. Claims of the ‘211 Patent 2 (Final) ‘
D772 Exhibit XX, Microsoft VPN' vs. Claims of the ‘504 Patentz -
D773 Exhibit Cisco-1, Cisco's Prior Art System‘ vs. Claims of the ‘135 Patentz I
D774 Exhibit Cisco-4, Cisco's Prior Art System‘ vs. Claims of the ‘211 Patentz -
D775 Exhibit Cisco-5, Cisco's Prior Art System‘ vs. Claims of the ‘504 Patentz

D778 Exhibit 225, us '03?‘ vs. Claims of the ‘135 Patentz

D777 Exhibit 226, ITU-T Standardization Activities‘ vs. Claims of the ‘135 Patentz

D778 Exhibit 227, us ‘393‘ vs. Claims of the ‘135 Patentz

D779 Exhibit 233, The Miller Application‘ vs. Claim 13 of the ‘135 Patentz

D780 Exhibit 234, Aventail Connect 3.1/2.6 Administrator's Guide (“Aventail Connect")‘ vs. Claims of the
‘504 Patentz

D781 Exhibit 235, Microsoft VPN1 vs. Claims of the ‘504 Patentz ‘
D782 Exhibit 1, IETF RFC 2065: Domain Name System Security Extensions; published January 19971vs.

Claims of the ‘211 Patentz 
Exhibit 2, IETF RFC 2065: Domain Name System Security Extensions; published January 1997‘ vs.
Claims of the ‘504 Patentz

D784 Exhibit 3, RFC 2543‘ vs. Claims of the ‘135 Patentz

D783

Exhibit 4, RFC 2543‘ vs. Claims of the '211 Patentz
Exhibit 5, RFC 2543‘ vs. Claims of the ‘504 Patent’
Exhibit 6, SIP Draft v.2‘ vs. Claims of the ‘135 Patentz
Exhibit 7, SIP Draft v.2‘ vs. Claims of the ‘211 Patent’

D789 Exhibit 8, SIP Draft v.2‘ vs. Claims of the ‘504 Patentz

D788 Exhibit 9, H.323‘ vs. Claims of the ‘135 Patentz
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D791 Exhibit 10, H.323‘ vs. Claims of the ‘211 Patent‘?

-

-
‘D792 Exhibit 11, H.323‘ vs. Claims of the ‘504 Patent‘?
- D799 Exhibit 12, SSL 3.0‘ vs. Claims of the '135 Patent?
ID794 Exhibit 13, SSL 3.01 vs. Claims of the ‘211 Patent‘?
-D795 Exhibit 14, SSL 3.0‘ vs. Claims of the ‘504 Patentz
- D799 Exhibit 15, RFC 2487‘ vs. Claims of the ‘135 Patent?
-D797 Exhibit 16, RFC 2487‘ vs. Claims of the ‘211 Paten?
' D799 Exhibit 17, RFC 2487‘ vs. Claims of the ‘504 Patent’
-D799 Exhibit 18, RFC 2595‘ vs. Claims of the ‘135 Patent?
K D999 Exhibit 21, iPass' vs. Claims of the ‘135 Patentz
I D991 Exhibit 22, iPass‘ vs. Claims of the ‘211 Patentz
-D992 Exhibit 23, ipass‘ vs. Claims of the ‘504 Patent‘?
-D999 Exhibit 24, u.s. Patent No. 6,453,034 (034 Patent") vs. Claims of the 135 Patent‘
‘D994 Exhibit 25, u.s. Patent No. 6,453,034 (034 Patent”) vs. Claims of the 211 Patent‘
-D995 Exhibit 26, u.s. Patent No. 6,453,034 (‘034 Patent") vs. Claims of the 504 Patent‘

Exhibit 27, u.s. Patent No. 6,223,287 (“287 Patent") vs. Claims of the 135 Patent‘
Exhibit 28, U.S. Patent No. 6,223,287 (“287 Patent”) vs. Claims of the 211 Patent‘
Exhibit 29, u.s. Patent No. 6,223,287 (“287 Patent”) vs. Claims of the 504 Patent‘
Exhibit 35, RFC 1928‘ vs. Claims of the ‘211 Patentz
Exhibit 36, RFC 1928‘ vs. Claims of the ‘504 Patent?
Exhibit 106, Gaunlet System and Gaunlet References‘ vs. Claims of the ‘135 Patentz

D812 Exhibit 109, Gaunlet System and Gaunlet References‘ vs. Claims of the ‘211 Patentz

D813 Exhibit 110, Gaunlet System‘ vs. Claims of the ‘504 Patentz

D814 Exhibit 130t,2Overview of Access VPNs and Tunneling Technologies (“Overview")‘ vs. Claims of the‘135 Paten

D815 Exhibit 133t,2Overview of Access VPNs and Tunneling Technologies (“Overview")1 vs. Claims of the‘211 Paten
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Exhibit 134, Overview of Access VPNs and Tunneling Technologies (“Overview")‘ vs. Claims of the
‘504 Patentz

D818 Exhibit 152, Atkinson‘ vs. Claims of the ‘211 Patentz

D824 Exhibit 191, Aventail Connect 3.01/2.51 (“Aventai| Connect”)‘ vs. Claims of the ‘135 Patent’
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Exhibit 195, Aventail Connect 3.1/2.6 Administrator's Guide (“Aventail Connect”)‘ vs. Claims of theD825 ‘135 Patentz

D828 Exhibit 204, Domain Name System (DNS) Security‘ vs. Claims of the ‘211 Patentz

D827 Exhibit 205, Domain Name System (DNS) Security‘ (“DNS Security") vs. Claims of the ‘504 Patentz

D828 Exhibit 210, Lendenmann‘ vs. Claims of the ‘211 Patent’ -
D829 Exhibit 211, Lendenmann‘ vs. Claims of the ‘504 Patentz _
D830 Exhibit 213, U.S. Patent No. 7,100,195 in combination with RFC 2401 and U.S. Patent No. 6,496,867‘ vs. Claims of the ‘135 Patentz

D831 Exhibit 215, Aziz‘ vs. Claims of the ‘135 Patentz

D832 Cisco ‘180, Efiling Acknowledgment

D888 Exhibit A, u.s. Patent 7,188,180

D884 ExhibitB1,Fi|e HistoryofU.S.Patent7,188,180 ‘ ,

D835 Exhibit B2, File History of U.S. Patent Application No. 09/588,209

D838 Exhibit B3, File History of Reexamination Control No. 95/001,270, Reexamination of U.S. 7,188,180 requested by Microsoft Corp

 Exhibit D1, “Lendenmann": Rolf Lendenman, Understanding OSF DCE 1.1 For AIX and OS/2, IBM
International Technical Support Organization (Oct. 1995).

D838 Exhibit D5. “Schneier": Bruce Schneier, Applied Cryptography (1996)

D839 Exhibit D6, RFC 793; information Sciences Institute, “Transmission Control Protocol,” DARPA
Internet Program Specification RFC 793 (Sept. 1981)

Exhibit D7, “Schimpf‘; Brian C. Schimpf, “Securing Web Access with DCE," Presented at Network
and Distributed System Security (Feb. 10-11, 1997)

 D837

U® .5 U)

  
 

 

  
D840
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D841 Exhibit D8, "Rosenberry"; Ward Rosenberry, David Kenney, and Gerry Fisher, Understanding DCE
(1993)

D842 Exhibit D9, Masys; Daniel R. Masys & Dixie B. Baker, “Protecting Clinical Data on Web Client
Computers: The PCASSO Approach," Proceedings of the AMIA '98 Annual Symposium, Orlando,
Florida (Nov. 7-11, 1998)

D843 Exhibit E1, Claim Charts Applying Lendenmann as a Primary Reference to the ‘180 Patent.

D844 Exhibit E2, Claim Charts Applying Kiuchi as a Primary Reference to the ‘180 Patent

D845 Exhibit E3, Claim Charts Applying Solana as a Primary Reference to the ‘180 Patent

D848 Exhibit E4, Claim Charts Applying Schimpf and Rosenberry as a Primary Reference to the ‘180
Patent

D847 Request for Inter Partes Reexamination of Patent No. 7,188,180

D848 Modified PTO Form 1449

D849 Request for Inter Partes Reexamination Transmittal Form No. 7,188,180

D850 Exhibit A; U.S. Patent 7,921,211 with Terminal Disclaimer

D851 Exhibit B, Certificate of Service to Request For Inter Partes Reexamination Under 35 U.S.C. § 311
(Patent No. 7,921 ,21 1)

D852 Exhibit C1, Claim Chart — USP 7,921,211 Relative to Solana, Alone and in Conjunction with RFC
920, Reed and Beser

D853 Exhibit C2, Claim Chart — USP 7,921,211 Relative to Solana in view of RFC 2504 and Further in
.2 c D 9.5:3 §._.3' ITI0 (D N .0 Ich ch 51 (D 3 :1. U) m (D co '\

D854 Exhibit C3, Claim Chart — USP 7,921,211 Relative to Provino, Alone and in Conjunction with RFC
920, Reed, and Beser)

D855 Exhibit C4, Claim Chart — USP 7,921,211 Relative to Provino in view of RFC 2230 and Further in
Conjunction with RFC 920, Reed and Beser

D858 Exhibit C5, Claim Chart — USP 7,921,211 Relative to Provino in view of RFC 2504 and in Further
Conjunction with RFC 920, Reed and Beser

D857 Exhibit C6, Claim Chart — USP 7,921,211 Relative to Beser, Alone and in Conjunction with RFC
920, RFC 2401, and Reed

D858 Exhibit C7, Claim Chart — USP 7,921,211 Relative to RFC 2230, Alone and in Conjunction with RFC
920, RFC 2401, Reed, and Beser

D859 Exhibit C8, Claim Chart — USP 7,921,211 Relative to RFC 2538, Alone and in Conjunction with RFC
920, RFC 2401, Reed, Beser, and RFC 2065

D880 Exhibit D1, Asserted Claim and Infringement Contentions by Plaintiff VirnetX, Inc. in VimetX, Inc. v.
Cisco Systems, /nc., Apple /nc., Aastra Technologies Ltd, NEC Corporation, NEC Corporation of
America and Aastra USA, Inc., Civ. Act 6:2010cvO()417 (E.D. Tex)

D881 Exhibit D2, Asserted Claims and Infringement Contentions by Plaintiff Virnetx, Inc. against Apple
based on 7,921,211 Patent

D882 Exhibit X1, Solana, E. et al. “Flexible Internet Secure Transactions Based on Collaborative
Domains"
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D863 Exhibit x2, u.s. Patent 6,557,037

D864 Exhibit X4, Atkinson, R., IETF RFC 2230, “Key Exchange Delegation Record for the DNS”
(November 1997)

Exhibit X6, Kent, et al., IETF RFC 2401, “Security Architecture for the Internet Protocol" (November
1998) Is Accessible at: http://www.ietf.org/rfclrfc2401.txt

D865

Exhibit X7, Eastlake, D. et al., IETF RFC 2065, “Domain Name System Security Extensions”D866

(January 1997) is Accessible at: http://www.ietf.org/rfcIrfc2065.txt

Exhibit X9, Guttman, E. et aI., IETF RFC 2504, "Users" Security Handbook" (February 1999) Is
Accessible At: http://www.ietf.org/rfc/rfc2504.txt

D868 Exhibit Y3, Braden, R., RFC 1123, “Requirements for Internet Hosts — Application and Support,”
October 1989 ("RFC1123”).

Exhibit Y4, Atkinson, R., RFC 1825, “Security Architecture for the Internet Protocol (August 1995) is
Accessible At: http://www.ietf.org/rfcIrfc1825.txt

Exhibit Y5, Housley, R. et al., RFC 2459, “|ntemet X.509 Public Key Infrastructure Certificate and
CRL Profile” (January 1999) Is accessible At: http://www.ietf.org/rfclrfc2459.txt

D371 ExhibitA, u.s. Patent 7,418,504

D872 Exhibit B, Certificate of Service to Request For lnter Partes Reexamination Under 35 U.S.C. § 311
(Patent No. 7,418,504)

Exhibit C1, Claim Chart — USP 7,418,504 Relative to Solana, Alone and in Conjunction with RFC
920, Reed, and Beser

Exhibit C2, Claim Chart — USP 7,418,504 Relative to Solana in view of RFC 2504 and Further in
Conjunction with RFC 920, Reed, and Beser

D875 Exhibit C3, Claim Chart — USP 7,418,504 Relative to Provino, Alone and in Conjunction with RFC
920, Reed, and Beser

Exhibit C4, Claim Chart — USP 7,418,504 Relative to Provino in View of RFC 2230 and Further in
Conjunction with RFC 920, Reed and Beser

Exhibit C5, Claim Chart — USP 7,418,504 Relative to Provino in View of RFC 2504 and in Further
Conjunction with RFC 920, Reed, and Beser

Exhibit C6, Claim Chart — USP 7,418,504 Relative to Beser, Alone and in Conjunction with RFC
920, RFC 2401, and Reed

Exhibit C7, Claim Chart — USP 7,418,504 Relative to RFC 2230, Alone and in Conjunction with RFC
920, RFC 2401, Reed, and Beser

D880 Exhibit C8, Claim Chart — USP 7,418,504 Relative to RFC 2538, Alone and in Conjunction with RFC
920, RFC 2401, Reed, Beser, and RFC 2065

Exhibit D1, Asserted Claims and Infringement Contentions by Plaintiff VirnetX Inc. in VimetX, Inc. v.
Cisco Systems, /nc., App/ce, Inc, Aastra Technologies Ltd., NEC Corporation, NEC Corporation of
America and Aastra USA, /nc., Civ. Act. 6:2010cv00417 (E.D. Tex)

Exhibit D2, Asserted Claims and infringement Contentions by Plaintiff VirnetX Inc. against Apple Inc.

D867 D869

D870 

D873

D874 
D876

D877

D878

D879

 D881

 
 Based on the 7,418,504

D883 Exhibit X5, Eastlake, D., et al., IETF RFC 2538, “Storing Certificates in the Domain Name System
(DNS)" (March 1999)

Exhibit X6, Kent, S. IETF RFC 2401, “Security Architecture for the lntemet Protocol,
(November1998) http://www.ietf.org/rfclrfc2401.txt
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D885 Exhibit X8, Postel, J. et al., IETF RFC 920, “Domain Requirements" (October 1984) Is Accessible at

http://vwvw.ietf.org/rfc/rfc920.txt

Exhibit X10, Reed, M. et al. "Proxies for Anonymous Routing," 12th Annual Computer Security
Applications Conference, San Diego, CA, Dec. 9-13, 1996.

D837 Request for Inter Partes Reexamination Transmittal form

D833 Transmittal Letter ‘

D886 

D839 Request for Inter Partes Reexamination Under 35 U.S.C. § 311

 
 

Exhibit D-7, “Thomas”: Brian Thomas, “Recipe for E-Commerce, IEEE lntemet Computing, (Nov.-
Dec. 1997)

Exhibit D-9, “Kent ll": Stephen Kent & Randall Atkinson, “lP Encapsulating Security Payload (ESP),"
Internet Engineering Task Force, Internet Draft (Feb. 1998)

Exhibit C1, Claim Chart — USP 7,921,211 Relative to Solana, Alone and in Conjunction with RFC
920, Reed and Beser (Came from Inval. Cisco dld 11/18/11)

Exhibit C2, Claim Chart — USP 7,921,211 Relative to Solana in View of RFC 2504 and Further in

Conjunction with RFC 920, Reed, and Beser

Exhibit C3, Claim Chart — USP 7,921,211 Relative to Provino, Alone and in Conjunction with RFC
920, Reed, and Beser

Exhibit C4, Claim Chart — USP 7,921,211 Relative to Provino in View of RFC 2230 and Further in
Conjunction with RFC 920, Reed and Beser

Exhibit C5, Claim Chart — USP 7,921,211 Relative to Provino in View of RFC 2504 and in Further

Conjunction with RFC 920, Reed and Beser

Exhibit C6, Claim Chart — USP 7,921,211 Relative to Beser, Alone and in Conjunction with RFC
920, RFC 2401, and Reed

Exhibit C7, Claim Chart — USP 7,921,211 Relative to RFC 2230, Alone and in Conjunction with RFC
920, Reed, and Beser

Exhibit C8, Claim Chart — USP 7,921,211 Relative to RFC 2538, Alone and in Conjunction with RFC
920, RFC 2401, Reed, Beser, and RFC 2065

211 Request for Inter Partes Reexamination

Exhibit C1, Claim Chart — USP 7,418,504 Relative to Solana, Alone and in Conjunction with RFC
920, Reed and Beser

Exhibit C2, Claim Chart — USP 7,418,504 Relative to Solana in View of RFC 2504 and Further in
Conjunction with RFC 920, Reed, and Beser

Exhibit C3, Claim Chart — USP 7,418,504 Relative to Provino, Alone and in Conjunction with RFC
920, Reed, and Beser

Exhibit C5, Claim Chart — USP 7,418,504 Relative to Provino in View of RFC 2504 and in Further
Conjunction with RFC 920, Reed and Beser

Exhibit C6, USP 7,418,504 Relative to Beser, Alone and in Conjunction with RFC 920, RFC 2401,
and Reed

Exhibit C7, Claim Chart — USP 7,418,504 Relative to RFC 2230, Alone and in Conjunction with RFC
920, RFC 2401, Reed, and Beser
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D909 Defendants’ Supplemental Joint lnvalidity Contentions

 

Exhibit 226, securing web Access with DCE‘ vs. Claims of the '135 Patent’
Exhibit 227, securing web Access with DCE‘ vs. claims of the ‘151 Patentz
Exhibit 228, Understanding OSF DCE 1.1 for Alx and os/2‘ vs. Claims of the ‘135 Patent2

13 Exhibit 229, Understanding OSF DCE 1.1 for AIX and OS/2' vs. Claims of the ‘151 Patent20(0

Exhibit 230, Understanding OSF DCE 1.1 for AIX and OS/2‘ vs. Claims of the ‘180 Patentz
Exhibit 231, Understanding OSF DCE 1.1 for AIX and OS/2' vs. Claims of the ‘211 Patentz
Exhibit 232, Understanding OSF DCE 1.1 for AIX and OS/21 vs. Claims of the ‘504 Patentz
Exhibit 233, Understanding OSF DCE 1.1 for AIX and os/2‘ vs. Claims of the ‘759 Patent’
Exhibit 234, u.s. ‘6481 vs. Claims of the ‘135 Patent
Exhibit 235, u.s. ‘B481 vs. Claims of the ‘211 Patent
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Exhibit 239, Gauntlet System ‘ vs. Claims of the ‘504 Patent’
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Exhibit 241, u.s. ‘588 ‘ vs. Claims of the ‘211 Patentz
Exhibit 242, u.s. ‘see ‘ vs. Claims of the ‘504 Patentz
Exhibit 243, Microsoft VPN ‘ vs. Claims of the ‘135 Patent’
Exhibit 244, Microsoft VPN ‘ vs. Claims of the ‘211 Patent’

Exhibit 246, ITU-T Standardization Activities 1 vs. Claims of the ‘135 Patent2
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D939 Exhibit A, Aventail Press Release, May 2, 1997

Exhibit B, InfoWor|d, "Aventail Delivers Highly Secure, Flexible VPN Solution," |nfoWor|d, page 64D,D940
(1997)

D941 Exhibit C, Aventail AutoSOCKS v2.1 Administrator's Guide

D942 Exhibit D, Aventail Press Release, October 12, 1998

 

D943 Exhibit G, Aventail Press Release, May 26, 1999

D944 Exhibit H, Aventail Press Release, August 9, 1999

Exhibit J, “Aventail ExtraNet Center 3.1: Security with Solid Management, Network Computing, June
28, 1999

D945

Petition in Opposition to Patent Owner's Petition to Vacate Inter Panes ReExamination
Determination on Certain Prior Art

D947 Request for Inter Panes Reexamination Under 35 U.S.C. § 311

D948 Exhibit B, Certificate of Service to Request for Inter Panes Reexamination Under U.S.C. § 311

D946 

D949 Exhibit C1, Claim Chan Aventail Connect v3.1

D950 Exhibit C2, Claim Chart Aventail Connect v3.01

D951 Exhibit C3, Claim Chan Aventail AutoSOCKS

D952 Exhibit C4, Claim Chan Wang

D953 Exhibit C5, Claim Chan Beser

D954 Exhibit C6, Claim Chan BINGO

D955 Exhibit X6, U.S. Patent6,496,867

D955 Exhibit X10, U.S. Patent4,885,778

D957 Exhibit x11, u.s. Patent 6,615,357
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 Exhibit Y3, U.S. Patent 5,950,519D958

Request for Inter Partes Reexamination Transmittal Form

D960 Transmittal Letter

Exhibit D, v3.1 Administrator's Guide

D972 Exhibit C4, Claim Chart Beser

D974 Transmittal Letter

D977

1
Z

D980 Exhibit E-4, Claim Charts Applying Aziz and Edwards, and Aziz, Edwards, and Martin to Claims of
the ‘151 Patent

Exhibit E-5, Claim Charts Applying Kiuchi and Edwards, and Kiuchi, Edwards, and Martin to Claims

 Exhibit E-1, Claim Charts Applying Kiuchi, and Kiuchi and Martin to Claims of the ‘151 Patent 

  
D981 of the ‘151 Patent

D982 Exhibit E-6, Claim Charts Applying Wesinger and Edwards, and Wesinger, Edwards, and Martin to
Claims of the ‘151 Patent
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D984 Exhibit C-1, u.s. Patent 6,502,135

D985 Exhibit E-1, Claim Chans Applying Kiuchi, as Primary Reference to the ‘759 Patent

D988 Exhibit E-2, Claim Chans Applying Kent as a Primary Reference to the ‘759 Patent

D987 Exhibit E-3, Claim Charts Applying Aziz as a Primary Reference to the ‘759 Patent

D988 Exhibit E-4, Claim Charts Applying Kent in View of Caronni as a Primary Combination of References
to the ‘759 Patent

D989 Request for Inter Panes Reexamination Transmittal Form

D999 Request for Inter Panes Reexamination

D991 Request for Inter Panes Reexamination Transmittal(form 1449/PTO)

D992 Cenificate of Service to Request for Inter Panes Reexamination Under 35 U.S.C. § 311

D993 Request for Inter Panes Reexamination

D994 Request for Inter Panes Reexamination Transmittal Form

Request for Inter Panes Reexamination

D998 Request for Inter Panes Reexamination Transmittal Form

Exhibit C1, Claim Chan — USP 7,921 ,211 Relative to Solana, Alone and in Conjunction with RFC
920, Reed and Beser

Exhibit C2, Claim Chan — USP 7,921,211 Relative to Solana in view of RFC 2504 and Funher in

conjunction with RFC 920, Reed, and Beser

Exhibit C3, Claim Chan- USP 7,921,211 Relative to Provino, Alone and in Conjunction with RFC
920, Reed, and Beser

Exhibit C4, Claim Chan- USP 7,921,211 Relative to Provino in view of RFC 2230 and Funher in
Conjunction with RFC 920, Reed and Beser

D997

D998

D999

D1000

Exhibit C5, Claim Chan- USP 7,921,211 Relative to Provino in view of RFC 2504 and in Funher
Conjunction with RFC 920, Reed and Beser

Exhibit C6, Claim Chan — USP 7,921,211 Relative to Beser, Alone and in Conjunction with RFC
920, RFC 2401, and Reed

Exhibit C7, Claim Chan — USP 7,921,211 Relative to RFC 2230, Alone and in Conjunction with RFC
920, RFC 2401, Reed, and Beser

Exhibit C8, Claim Chan — USP 7,921,211 Relative to RFC 2538, Alone and in Conjunction with RFC
920, RFC 2401, Reed, Beser, and RFC 2065

Exhibit D1, Assened Claim and infringement Contentions by Plaintiff VirnetX, Inc. in VimetX, Inc. v.
Cisco Systems, Inc., Apple Inc., Aastra Technologies Ltd, NEC Corporation, NEC Corporation of
America and Aastra USA, Inc., Civ. Act 6:2010cv00417 (E.D. Tex)

Exhibit D2, Assened Claims and Infringement Contentions by Plaintiff Virnetx, Inc. against Apple
based on 7,921,211 Patent
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-D1007 Exhibit B1, File History ofU.S. Patent 7,418,504 -
D1003 ' Exhibit B2, File History of U.S. Patent Application No. 09/558,210

D1009 Exhibit D-10, Gaspoz et al., “VPN on DCE: From Reference Configuration to Implementation,"
Bringing Telecommunication Services to the People — |S&N '95, Third International Conference on
Intelligence in Broadband Services and Networks, October 1995 Proceedings, Lecture Notes in
Computer Science, Vol. 998 (Springer, 1995)

Victor Larson

   
  

  
D1010 Exhibit D-11, Copy of U.S. Patent No. 6,269,099

Exhibit D-11, Copy of U.S. Patent No. 6,560,634 VD101

D1012 Exhibit D-13, Pallen, “The World Wide Web," British Medical Journal, Vol. 311 at 1554 (Dec. 1995)

D1013 Exhibit D-14, Rivest et al., “A Method for Obtaining Digital Signatures and Public-Key
Cryptosystems,” Communications of the ACM, 212120-126 (Feb. 1978)

D1014 Exhibit 0-15, Copy of u.s. Patent No. 4,952,930 ‘

D1015 Exhibit D-17, Pfaffenberger, Netscape Navigator 3.0: Surfing the Web and Exploring the lnternet,
Academic Press (1996)

D1015 Exhibit D-18, Gittler et al., “The DCE Security Service," Hewlett-Packard Journal, pages 41-48 (Dec.
1995)

01017 Exhibit D-6, Copy of u.s. Patent No. 5,689,641

D1013 Exhibit D-9, Lawton, “New Top-Level Domains Promise Descriptive Names,” Sunworld Online, 1996

 

 

Exhibit E-1, Copy of Catalog Listing by IBM for RS/6000 Redbooks Collection which includes a Link
to the Lendenmann reference. The link to the Lendenmann reference was archived at archive.org
on December 7, 1998 and retrieved by the Wayback Machine

D1020 Exhibit E-10, copy of an Archived Version of the Lawton reference archived at archive.org on
February 19, 1999 and retrieved by the Wayback Machine

D1021 Exhibit E-11, Abstracts of the Proceedings of the Symposium on Network and Distributed System
Security, 1996, Archived at archive.org on April 10, 1997, and retrieved by the Wayback Machine

Exhibit E-12, 1996 Symposium on Network and Distributed System Security, Website Archived by

D1019

  
D1022

archive.org (Apr. 10, 1997), Retrieved by the Wayback Machine at
http://web.archive.org/web/199704101 14853/http://c0mputer.org/cspress/catalog/proc9.htm.

D1023 Exhibit E-13, Copy of Search Results for ISBN O-12-553153-2 (Pfaffenberger) from
wvvw.isbnsearch.org

D1024 Exhibit F-1, Claim Charts applying Lendenmann as a Primary Reference to the ‘504 Patent.

 

D1025 Exhibit F-2, Claim Charts applying Aziz as a Primary Reference to the ‘504 Patent

D1026 Exhibit F-3, Claim Charts applying Kiuchi and Pfaffenberger as Primary References to the ‘504
Patent

Exhibit E-2, First Page of U.S. Patent No. 5,913,217 published June 15, 1999 and citing a portion of
the Lendenmann reference as a prior art reference

Exhibit E-3, Request for Comments 2026, “The lntemet Standards Process — Revision 3," October
1996
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Exhibit E-4, First Page of U.S. 5,463,735, published October 31, 1995 and citing RFC 793 as a prior
art Reference

D1029

Exhibit E-5, Copy of catalog listing from Boston University Digital Common Website, listing the
Martin reference with an issue date of February 21, 1998

D1030

Exhibit E-6, Copy of Technical Reports Archive Listing from Boston University Computer Science
Department which includes a link to the Martin paper. The link to the Martin paper was archived at
archive.org on January 22, 1998 and Retrieved by the Wayback Machine

D1031

Exhibit E-7, Boston University Computer Science Department Technical Reports Instructions,
available at: http://www.cs.bu.edu/techreports/INSTRUCTIONS

Exhibit E-8, U. Moller, “Implementation eines Anonymisiemngsverfahrens fur WWW-Zugriffe,"
Diplomarbeit, Universitat Hamburg (July 16, 1999), citing to Martin at page 77.

Exhibit E-9, First page of U.S. 5,737,423, published April 7, 1998 and citing Schneier as Prior Art
Reference

D1035 Request for Inter Partes ReExamination; US. Patent 7,418,504

D1030 Request for Inter Partes ReExamination Transmittal Form; U.S. Patent 7,418,504

D1032

D1033

D1034

 
D1037 Request for Inter Partes Reexamination Transmittal (Form 1449/PTO) 7,418,504

D1033 Exhibit C1, Claim Chart — USP 7,921,211 relative to Solana, alone and in conjunction with RFC 920,
Reed and Beser

Exhibit C2, Claim Chart — USP 7,921 ,211 relative to Solana in view of RFC 2504 and further in

conjunction with RFC 920, Reed, and Beser

Exhibit C3, Claim Chart — USP 7,921,211 relative to Provino, alone and in conjunction with RFC
920, Reed, and Beser

Exhibit C4, Claim Chart — USP 7,921,211 relative to Provino in view of RFC 2230 and further in

conjunction with RFC 920, Reed and Beser

Exhibit C5, Claim Chart — USP 7,921,211 relative to Provino in view of RFC 2504 and in further

conjunction with RFC 920, Reed and Beser

D1043 Exhibit C6, Claim Chart — USP 7,921,211reIative to Beser, Alone and in conjunction with RFC 920,
RFC 2401, and Reed

D1044 Exhibit C7, Claim Chart — USP 7,921,211 relative to RFC 2230, alone and in conjunction with RFC
2401, Reed, and Beser

D1045 Exhibit C8, Claim Chart — USP 7,921,211 relative to RFC 2538, alone and in conjunction with RFC
920, RFC 2401, Reed, Beser, and RFC 2065

040 Request for Inter Partes Reexamination under 35 U.S.C. § 311

D1047 Exhibit C1, Claim Chart — USP 7,418,504 relative to Solana, alone and in conjunction with RFC 920,
Reed and Beser

Exhibit C2, Claim Chart — USP 7,418,504 relative to Solana in view of RFC 2504 and further in

conjunction with RFC 920, Reed, and Beser

Exhibit C3, Claim Chart — USP 7,418,504 relative to Provino, alone and in conjunction with RFC
920, Reed, and Beser

Exhibit C5, Claim Chart —— USP 7,418,504 relative to Provino in view of RFC 2504 and in further
conjunction with RFC 920, Reed and Beser

 
D1039

D1040

D1041

D1042
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D1049

 D1050
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Exhibit C6, USP 7,418,504 relative to Beser, alone and in conjunction with RFC 920, RFC 2401,
and Reed

D1051

Exhibit C7, Claim Chart — USP 7,418,504 relative to RFC 2230, alone and in conjunction with RFC
920, RFC 2401, Reed, and Beser

D1053 Exhibit C8, Claim Chart — USP 7,418,504 relative to RFC 2538, alone and in conjunction with RFC
920, RFC 2401, Reed, Beser, and RFC 2065

D1052 
D1054 Request for Inter Partes Reexamination under 35 U.S.C. § 311

01055 Exhibit 226, Secun'ng web Access with DCE‘ vs. Claims of the ‘135 Patentz

D1050 Exhibit 227, Securing Web Access with DCE‘ vs. Claims of the ‘151 Patentz

D1057 Exhibit 228, Understanding OSF DCE 1.1 for AIX and OS/2‘ vs. Claims of the ‘135 Patent‘?

D1050 Exhibit 229, Understanding OSF DCE 1.1 for AIX and OS/2' vs. Claims of the ‘151 Patent‘?

D1059 Exhibit 230, Understanding OSF DCE 1.1 for AIX and OS/21 vs. Claims of the ‘180 Patentz

D1000 Exhibit 231, Understanding OSF DCE 1.1 for AIX and OS/2' vs. Claims of the ‘211 Patentz

Exhibit 232, Understanding OSF DCE 1.1 for AIX and OS/2' vs. Claims of the ‘504 Patentz

D1002 Exhibit 233, Understanding OSF DCE 1.1 for AIX and OS/21 vs. Claims of the ‘759 Patentz

D1003 Exhibit 234, U.S. ‘648‘ vs. Claims of the ‘135 Patentz  
01064 Exhibit 235, u.s. ‘648‘ vs. Claims of the ‘211 Patentz

01005 Exhibit 236, u.s. ‘6481 vs. Claims of the 504 Patentz

D1000 Exhibit 237, U.S. ‘O721vs. Claims of the ‘135 Patentz

D1007 Exhibit 238, Gauntlet System 1 vs. Claims of the ‘211 Patentz

Exhibit 239, Gauntlet System‘ vs. Claims of the '504 Patentz
 

 
D1068

D1009 Exhibit 240, Gauntlet System 1 vs. Claims of the ‘135 Patentz

01070 Exhibit 241, u.s. ‘see ‘vs. Claims of the ‘211 Patent’

01071 Exhibit 242, u.s. ‘533 ‘vs. Claims of the 2504 Patent2

D1072 Exhibit 243, Microsoft VPN ‘vs. Claims of the ‘135 Patentz

D1073 Exhibit 244, Microsoft VPN ‘vs. Claims of the ‘211 Patentz

01074 Exhibit 245, Microsoft VPN ‘ vs. Claims of the 504 Patentz

Exhibit 246, ITU-T Standardization Activities‘ vs. Claims of the ‘135 PatentzD1075
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D1081 Exhibit 252, Microsoft VPN 1 vs. Claims of the ‘151 Patentz

D1082 Exhibit 253, U.S. Patent No.6,324,648 1 vs. Claims of the ‘151 Patentz

D1083 Exhibit 254, u.s. Patent No.6-,857,072 ‘ vs. Claims of the ‘151 Patentz

-D1084 Petition in Opposition to Patent Owner's Petition to Vacate Inter Panes Reexamination
- D1085 Petition in Opposition to Patent Owner's Petition to Vacate Inter Partes Reexamination
-D1088 Petition in Opposition to Patent Owner's Petition to Vacate Inter Partes Reexamination

 
D1087 Exhibit B1, File History of U.S. Patent 7,921,211

D1088 Exhibit B2, File History of U.S. Patent Application No. 10/714,849

D1089 Exhibit B4, VirnetX, Inc. v. Microsoft Corp., Case No. 6:07-cv-80, Memorandum Opinion on Claim
Construction (E.D. Tex. Jul. 30, 2009)

 

-D1090 Exhibit D15, u.s. Patent4,952,930
‘D1091 Exhibit F1, Claim Charts Applying Lendenmann as a Primary Reference to the ‘211 Patent
-D1092 Exhibit F2, Claim Charts Applying Aziz as a Primary Reference to the ‘211 Patent

D1093 Exhibit F3, Claim Charts Applying Kiuchi and Pfaffenberger as Primary References to the ‘211
Patent

D1094 Exhibit 2, Letter and attachment from Ramzi Khazen, Counsel for VirnetX, to Dmitn"y Kheyfits,
Counsel for Cisco Systems (June 23, 2011)

‘D1095 Exhibit P, Malkin, “Dial-In Virtual Private Networks Using Layer 3 Tunneling"
-D1098 Exhibit Q, Ortiz, “Virtual Private Networks: Leveraging the Internet"
-D1097 Exhibit R, Keromytix, “Creating Efficient Fail-Stop Cryptographic Protocols"
-D1098 Transcript of Markman Hearing Dated January 5, 2012

D1099 Declaration of John P. J. Kelly, Ph.D

D1100 Defendants‘ Responsive Claim Construction Brief; Exhibits A—P and 1-7
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D1102 Exhibit A: Agreed Upon Terms Dated 11/08/11

D1103 Exhibit B: Disputed Claim Terms Dated 11/08/11

D1104 Exhibit C: VimetX's Proposed Construction of Claim Terms and Supporting Evidence Dated
11/08/1 1

E Exhibit D: Defendant's Intrinsic and Extrinsic Support Dated 11/08/11
M Declaration of Austin Curry in Support of Vimetx |nc.’s Opening Claim Construction Brief

D1107 Declaration of Mark T. Jones Opening Claims Construction Brief

D1108 Virnetx Opening Claim Construction Brief

D1109 Virnetx Reply Claim Construction Brief

D1110 European Search Report from corresponding EP Application Number 11005789 (Our Ref.: 077580-
0142)

D1111 European Search Report from corresponding EP Application Number 11005792 (Our Ref.: 077580-
0143)   

/Krisna Lim/’ 07/20/2012
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Docket No.: 77580-155(VRNK-lCP3CNFT5) RESPONSE UNDER 37 C.F.R. § 1.116

EXPEDITED PROCEDURE REQUESTED
PATENT

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

In re Application of: Victor Larson, et al.

Serial No.: 13/342,795 Confirmation No. 4180

Filed: January 3, 2012 : Group Art Unit: 2453

Customer Number: 23630 . Examiner: Lim, Krisna

For: System and Method Employing an Agile Network Protocol for Secure Communications

Using Secure Domain Names

Mail Stop AF
Commissioner for Patents

P.O. Box 1450

Alexandria, VA 22313-1450

AMENDMENT AFTER FINAL RE,|ECTION
UNDER 37 CFR 1.116

Dear Commissioner:

This Reply is being filed in response to the Final Office Action mailed from the United

States Patent and Trademark office on December 5, 2012. Pursuant to 37 C.F.R. § 1.116,

Applicants propose that this application be amended as follows:

Claims begin on page 2 of this paper.

Remarks begin on page 6 of this paper.
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IN THE CLAIMS

Applicants propose that this listing of the claims replace all prior versions and listings of

claims in the application:

1. (Currently Amended) A client device comprising:

(a) memory configured and arranged to facilitate a connection of the client device

with a target device over a secure communication link created based on (i) interception of a

 request, generated by the client device, for an internet protocol (IP) address of the

target device based on a domain name associated with the target device, and (ii) a

determination as a result of the address request that the target device is a device with which

a secure communication link can beestablished 

 ;

(b) an application program configured and arranged so as to allow participation in

audio/video communications with the target device over the secure communication link once

the secure communication link is established; and

(c) a signal processing configuration arranged to execute the application program.

2. (Original) The client device of claim 1, wherein the client device is a computer.

3. (Original) The client device of claim 1, wherein the client device is a phone.

4. (Currently Amended) The client device of claim 3, wherein the establishment of the secure

communication link is based on a determination being made by a server that the target

device is a device with which a secure communication link can be established—Vvhen—tl=le

 

5. (Canceled)

6. (Original) The client device of claim 3, wherein the secure communication link is a virtual

private network link.

7. (Currently Amended) The client device of claim 3, wherein the 

domain name is a secure domain name.
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8. (Currently Amended) The client device of claim 3, wherein$ 

den=rai~n—name,—and the establishment of the secure communication link is based on the

determination being made by a proxy module that the target device is a device with which a

secure communication link can be established when the secure domain name corresponds to

a target device identified in a DNS lookup table.

9. (Canceled)

10. (Original) The client device of claim 3, wherein the secure communication link is a

modulated transmission link.

11. (Original) The client device of claim 3, where the secure communication link supports at

least one of the following: FTM, TDM and CDMA.

12. (Currently Amended) The client device of claim 3, wherein the secure communication link

supports TCP/1P protocols,

13. (Original) The client device of claim 3, wherein the target device is a server.

14. (Original) The client device of claim 3, wherein the target device is a computer.

15. (Original) The client device of claim 3, wherein the target device is a phone.

16. (Currently Amended) A method executed by a client device for communicating with a target

device, the method comprising:

(a) facilitating a connection with the target device over a secure communication

link created based on (i) interception of a  request, generated by the client device,

for an intemet rotocol IP address of the tar et device based on a domain name associated

with the target device, and (ii) a determination as a result of the address request that the

target device is a device with which a secure communication link can be established—Vvhen

1 in ..i .E.i. H 1] ;and

(b) allowing participation in audio/video communications with the target device

over the secure communication link once the secure communication link is established.

17. (Original) The method of claim 16, wherein the client device is a computer.
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18. (Original) The method of claim 16, wherein the client device is a phone.

19. (Canceled)

20. (Currently Amended) The method of claim 16, wherein the establishment of the secure

communication link is based on a determination being made by a server that the target

device is a device with which a secure communication link can be established—Vvhen—tl=le

 

21. (Original) The method of claim 16, wherein the secure communication link is a virtual

private network link.

22. (Currently Amended) The method of claim 16, wherein the domain name is add-1=ess—1=equest

includes a secure domain name.

23. (Canceled)

24. (Original) The method of claim 16, wherein the secure communication link is an

unmodulated transmission link.

25. (Original) The method of claim 16, wherein the secure communication link is a modulated

transmission link.

26. (Original) The method of claim 16, where the secure communication link supports at least

one of the following: FTM, TDM and CDMA.

27. (Currently Amended) The method of claim 16, wherein the secure communication link

supports TCP/1P protocols;

28. (Original) The method of claim 16, wherein the target device is a server.

29. (Original) The method of claim 16, wherein the target device is a computer.

30. (Original) The method of claim 16, wherein the target device is a phone.
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31. (New) The client device of claim 1, wherein the interception of the request consists of

receiving the request to determine whether the target device is available for the secure

communications service.

32. (New) The method of claim 16, wherein the interception of the request consists of receiving

the request to determine whether the target device is available for the secure communications

service.

33. (New) The client device of claim 1, wherein the interception of the request occurs within

another device that is separate from the client device.

34. (New) The method of claim 16, wherein the interception of the request occurs within

another device that is separate from the client device.
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REMARKS

Claims 1-4, 6-8, 10-18, 20-22, and 24-34 are pending in this application, of which claims

1 and 16 are the independent claims. By this Amendment, Applicants propose to amend

independent claims 1 and 16 and dependent claims 4, 7, 8, 12, 20, 22, and 27, add new

dependent claims 31-34, and cancel claims 5, 9, 19, and 23 without prejudice or disclaimer of the

subject matter thereof. 1

5'1//72/flzzry of]?/epéa/26 //2/erz//Sew

Applicants appreciate the courtesies extended to Applicants’ undersigned representative

during the informal telephone interview conducted on February 20, 2013. During the interview,

Applicants’ representative proposed amending the independent claims as set forth in this

Amendment. The Examiner agreed that he would enter the Amendment and allow the claims if

Applicants amended the claims as proposed in this Amendment.

C/zz//72 1?6/Sec//'0/21 — 35 US C 5? /0.)’

The December 5, 2012, Final Office Action rejects claims 1-30 under 35 U.S.C. § 103(a)

based on U.S. Patent No. 5,898,830 (“Wesinger”). The rejection of canceled claims 5, 9, 19, and

23 is moot. Applicants respectfully traverse the rejection of the remaining claims. For at least

the reasons discussed in the October 30, 2012 Response, Wesinger does not disclose or suggest

the features recited in independent claims 1 and 16, which are therefore allowable over Wesinger.

Moreover, as discussed above, the Examiner agreed during the February 20, 2013,

telephone interview that he would withdraw the rejection in view of Wesinger and allow the

pending claims, provided that Applicants amend the independent claims as Applicants propose to

amend them by this Amendment. Thus, while Applicants maintain that the original claims

presented on January 3, 2012 distinguish over Wesinger, Applicants amend the claims as listed

above solely to expedite prosecution of this application.

1 Applicants disagree that the original claims submitted on January 3, 2012 are disclosed or obvious over
the prior art. However, Applicants amend the claims to expedite prosecution of this matter as explained in this

Amendment. Applicants reserve the right to pursue patent protection for the embodiments recited in the original

claims and variants thereof, in one or more continuation applications.
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In View of the above, the rejection of independent claims 1 and 16 should be withdrawn

and the claims should be allowed. Moreover, each pending dependent claim ultimately depends

from one of independent claims 1 and 16 and is therefore allowable based on its dependency

from an allowable base claim as well as for reciting additional features. Accordingly, Applicants

respectfully request that the Examiner enter this Amendment under 37 C.F.R. § 1.116, withdraw

the § 103 rejection, and place claims 1-4, 6-8, 10-18, 20-22, and 24-34 in condition for

allowance.

Applicants submit that the proposed amendments to the claims and the proposed addition

of new dependent claims do not raise new issues or necessitate the undertaking of any additional

search of the art by the Examiner. Therefore, this Amendment should allow for immediate

action by the Examiner. Furthermore, Applicants respectfully submit that the entry of the

Amendment would place the application in condition for allowance, as indicated by the

Examiner during the telephone interview. Finally, Applicants submit that the entry of the

Amendment would place the application in better form for appeal, should the Examiner dispute

the patentability of the pending claims.

CONCLUSION

Applicants respectfully submit that all of the pending claims, claims 1-4, 6-8, 10-18, 20-

22, and 24-34, are in condition for allowance. If any questions remain, or should the present

response not place the claims in condition for allowance, the Examiner is cordially invited to

contact the undersigned attorney so that any such matters may be promptly resolved.

Any remarks in support of patentability of one claim should not be imputed to any other

claim, even if similar terminology is used. Any remarks referring to only a portion of a claim

should not be understood to base patentability on that portion; rather, patentability rests on each

claim taken as a whole. The absence of a reply to a specific rejection, issue, or comment does

not signify agreement with or concession of that rejection, issue, or comment. In addition,

because the arguments made above may not be exhaustive, there may be other reasons for

patentability of any or all claims that have not been expressed. Finally, nothing in this paper

should be construed as an intent to concede any issue with regard to any claim, except as

specifically stated in this paper, and the amendment or cancellation of any claim does not
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necessarily signify concession of unpatentability of the claim prior to its amendment or

cancellation.

To the extent necessary, a petition for an extension of time under 37 C.F.R. § 1.136 is

hereby made. Please charge any shortage in fees due in connection with the filing of this paper,

including extension of time fees, to Deposit Account 501133 and please credit any excess fees to

such deposit account.

Respectfully submitted,

MCDERMOTT WILL & EMERY LLP

Date: February 27, 2013 /Toby H. Kusmer/

Toby H. Kusmer, P.C., Reg. No. 26,418
Customer No. 23630

28 State Street

Boston, MA 02109-1775

Telephone: (617) 535-4000

Facsimile : (617)535-3800
E-mail: tkusmer@mwe.com

DM_US 41322726-1.077580.0155
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Firezssrzdl Pmdum).
N'eiw¢rk Associatcs Gzsimxfer‘ Firawali Fm 331?:-zfiaws N3"

Admirxisirezrorx Guide iiiersizéen 5.0 {H99} {flauxsflei NT
Ad1’tsin€5£r21?£>‘:’$ Cruide, Fixcwali Fsodwsis).

Trusted infczrnxaaican Systems, inc. Samaria: fare:-M: Fire-~
waié !"irewaii—§a—Fir.<:waIi £r:cry,;-a:'<:a: Guide Version 3.1
(15995) ({3aun13¢tFircwm1—-£<3——FirewaE1, Fixcwaifi Pmducts).
Network Assacéatts Gcassazziai Firewali {E5031-csé Virfrxai P‘n’~

wsze Pienvorfc Ussrir E2}-’£4.€d:? for Wiii¢2'£>sv3r N7 Varsity; .31‘)
(1999) {fimnzies NT GVPN, GVPN}.

Network Assnciates Gazszzzier .F3rs3wr3E1‘ For Ursa‘: Giabai Vin

ma} Private :Ve.'we:2rk U.1rer’s €}'u.ide Véersiczn 5.4? {H99}
(fiaunif.-2:: Unix GWN, G‘v'i“N}
Ban Siam: Ekgwraa-2:‘: Wfiuaf Private Nzelworfcs {May 23..
243%} (S1eme'€)VPN,, EWFN).

.€):amelE Kindred ?}y::.amz3: Vimmf P:-:'va:.es Nerwzarkg QJVPN}
(Dec. 21, l§E?93 {Ehdred DVPN. DVPN}.
Dan SEEH‘!-E: at 33. T15 D}?ic1r¥1€a.': Sewflzy Perimeter Rz.semz.~Iz
!’mj.er:t Qesyavnsxrazion (Mar. 9, E9?33) {fiynanzic Sscmity
Perimeier. BVPN).

ilimkl Kiradmci .f31v22aI:rsit:' Wmm! Privceie N:.*m'or.§'..5 £'.';p(.:bz'£-
£3): Descripzimz E5331. 5, 2.9430} {K.i1:(§.r£:ti DVPN Cepabilizy,
DVPN) 1!.
Get. '2’. and 28 l~99? e':maiB E’:-3m Emmenic .i. Turchi .51.‘.
(SFARIA{§}0G1?E2—-1?}:-'6, 1363-—-1811) {Turchi DVFN
emaii, Z)V¥’.N).

Jam:-.15 3:15;: 8: {Ban $terne Security Quiaricsaszrz ?”ask ifpdaaee
{Fen 5, 1997) (Security Quickstart, DVPN).
Vimml Private Nctwmk Demnnsiratixm -dated }ei{ar.. 2'5. 1998
(SPAR’I'A.(‘iJ0fii3¢-1-—S-1~} {BVFN Demonsaratiran‘ ”£)V}"N}.

GTE imametwcrking 6‘: I%B.N Techzzolcgies DARRA .é'rg,fcr»
mzmkzrs Assurance Pmgram fmegmted F.erz.sa’E2€iiry Dawson»
szmriora {ED} 1.} Piar: (Mar. 35.}, 1998} (EH) 3.1, HVPN).
Micmsefs. Carp. ‘sfifzndmxis NT Server Product iI3::2cv.mmi3—-
té-rm: Adrninistmeion Guide—-Conm:ctian Point Senricrss,
availabie at httgifwww.micr<s§0ft.:c>mfaeahne:farc}1ivei
winn‘tzus}gart3:'.idr><:5a’im3:.:onctscrvic:-icpsnps.ms;M (C.on.ne»2-
aim: Point Services) (Aiihnngh um-rlatcsd, this reference refers
2:: the eperation of gsrior an vcrsi(m5 sf Microsoft Wmdews.
Accumingiy, upan informazion and bciir: F, this rscferancz is
prior an to the paaaniswinsuit).
Micrsbsefi; Carp” Vfmdmvs NT Stsrvisr Product Documentm
ti-an: Adrramisuratiots Ki: €3uicis:——4Camm>ctie)n Mzmztgcr.
availatsle at hip:/!’www.micrnsnfificamfmchzmyarchivcf
wir.s1£as:‘pr0fidocs!is:etcnzzctscwicgt.-’csnak.mspx iiionxsmfitzn
Mssnager) {Akhmsgh unziami, this Iéiffiranm refers ts) the
uparatmn of priur an vet:-sicsaas of Mi::a‘cvsafl Windaaws such as
Windcews NT 4.0. Acczarsijngiy, uptm Enfumaticn and bfiiisf.
this mfercncc is prim‘ an in the ;:a:em‘:s-—in—sui‘L.}.
Micrcsmfa Corp. Autodial Her‘-.2ris::ir:s, avail-ab§:: as im;:-:f.¢"su;}-
g)D:t,::1icre:s5«Gfi.e:a:>:E:ii<t:i16-£249 fifiuteciial iieuxisiics}
{Aiihough umiaieazl, this reference. refers to the operation nf
prior an verziams 0%” M§cr::»:3¢:FE Witisicsws such as W:,ne§.ow5
NT4.Q.Ae:mrdi.ng1y, ugmn information and bcliaf, this a.‘<“:fer*
flute is pxicr an [0 me patem:-»»-ir3»»-suia}.
Microsoft Corp, Csariplo: Eifiiszirifisuted Cflmpnxzesai Cfibjeai
M-Ddfsi, (E9952) zmniiahie at §1t:p::}'msci.n2.m§crcss:2fI.ce:::i
en»-usi'fiibmyr'ms¥G933E{§rinbar).zspx Eflaripia 1).
Marc Levy, (ISM Internet Sezrvims {Apia 353‘ 19%), m.':ai§~
abi-3 at E:t§p::'2‘ms=;§n2.mEcra5c=fl.c:ssnien—-12::.(1iissa.ryi
ms30§13G2(pr§nter).aspx (Levy).
Markus I-iorsuzzazm arxd Evizxy Kirfland, DCOM Archiiccmm
(Juli. S23, E9§?'.'<‘}3 an-aiiahle at ?111p:.’.Imsc§n2.n1j:rtascef1.c:mrfi
s::H22ilibr.=.ryims‘3{i931 1(;:rin:er).zspx fiiammaxm).
Micmsefl Carp. DCOM: A Busineas. Ovcrvi.-‘aw (A33. 199?}.
availahit 21: hrtp:fims4:§n2.n1icr£3:s:3fi.<:mnie33-~us;;'}ihmryi
m§8G§‘3'.3G{;3rin!er}.a5px CIECOM Business Overview E}.
Microsefi Cong. DEDOM Teclmical Gver-view (New. E396}.
availaifle ax h:t§;a:fin1sai..'1:2.:::i=:ros::a"t.a:sm=Jerr—usi1i§3r2sr_<g!
ms$O934Q{printer).a3px CDCORE 'l‘:':cI'm.§c3_'1 venriaw I}.
Micmsmh K.‘3s:.r3>., DCOM Amhimmsxe W1-the Paper {E1993}
availabflc in F333 I3V§l‘4—'R{}M (DCOM Amhitccmrt).
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Miéiroscrft Cusp. I)KI20M--n‘I'E'2e I)is=:rib:.1Eed Caanponeni
Qbject Model}. Business ijwmissw White Faper {fiaiicrosaft
199?) avaiiabie in ?DC §)Vi}-}'é0}’~zi (i'.1C§.'.‘4M Business
Gvarview XE}.
Micmss1f:Corp., 3)C(}MwCa2':' pic: Home Bagrskisag Over The
Enteme: Whit: Papcr ifieiierrogrsft 1995} available: in PDC
DVILROM (-Caaiplo II)‘
1‘viica'0§uft Corp” i)C()M Snlutions in Actitzm Whit: Paper
{Micms0fI 1995) avajiahlc in PDC. DVD--ROM {DCDM
Soiuiinms in Amiczn).

Micrcsoft Com. ECECGM fizchnical Overview WSW: Pager
{Micrcsnfi W96} zwzailable. 12 in PDC DV3)-—R§3M (DfI3£I}l‘\«§
Tecimicai Overview II}.
125. ‘Sam: Suhy Sr. Gicnn War-ed, DNS and Micmsxm W‘ -
(flows PST 4.0 (1996) available at httpfln1stin2.n1icz\3s9fL
cmsaflenmumibreuyfmsfi10§.§’3?(ptin!.::r},asp:a (Suhy),
126. Aaron Skennard, Essemiafi Whine: 313-423 {Addison
Wesiey Lmgman H93) (Exseniiai ‘5.«‘\e'in3is2es.).
Micmsofs. Corp. Hnsiziiing, Configuring, and Using E‘???
with Miezzrtasofr. {Iiientzi and Servers, (H.993) avaiiable ai
httwfmsdnz.mic:ms;1ft.¢omr’cnus.fiibraryimsfii EMS
(ptin:.cx).a$p>.3 {Using ?E’T§”).
Micrasafz Com-, meme: Connm‘-Ii£=!i Services for MS RAS,
Standard Editifin, htzpzifsuww.micmsaft.c0m"te::Emet1
archivefwinnmsfpxo-ricirmsiin§tcc:nctsen'ir,e:‘t:cg5ta;Lmspx
{Internet Connactimr: Services I).
Micmscaft (Imp. Entemct Connectjen .‘;€3t"&’i’:/£5 for RAE,
Comma:-ci-.742 Editian, avaiiabie atmt;2::’iwww.micro5of:.cGn1!
iechnesiaxazhivefwinntzsafprocicincsfinats:nm:£service!bcgsmc.
mspx (Internet Comm-:.fiQn Services E1).
hriicrasefz Cmp..1z2t.¢m::t }3.3:p1cr:r 5 Corpcarata Dtsgzioymena
Guide—Apg:endix B:.‘~3nab§ing Connections wish the C9n~
neszticm Manager Aciminisiraiicm Kit, 3.\'ai}.'3.‘.‘5§fi at htipzff
wWw.micr:':soft.cofimechnedprodtechnovim’ ap§oyides-
p]0y5f3p§§cndh.ms3)x {EEEES Corporate: Iicveiopmem}.
Mask hfinasi, Mmiefing iérfirsiows NT S::‘?'v£? 4 1359»! 442
{£31}: 313.. Ian. 15, i9§9}{Mas‘iz:ri£1g Winduws NT S::r\'s:r}.
Hands f..P:z, Seif-P.m:ed Training far Supporiing Vsritzrz: 4.1}
3?i-4'13‘ ihdicrosaft Press 1998} {Hams 0:2).

M§::msaE’t (Earp, MS !-‘szim-=34:-x35‘c;~iz1I Tixnnsting Prcetcccai
(Windmvs NT 4.0), avaiiabie at hLt_p'4’1'www.naicrosnfmanli
Isschnetfaxszhivefwinnuazafmaimaénffeztzusabiiicyfpptpxxvpli
mspx (MS PPFP}.
Eiermeth Gregg, at al.,M‘:'r:msvfl Wsl-zdows N3“ Sérver.A;fmin-
armor’; Eibfe 1?}-2&6, 883431}, £9':'é—§0?€3 (EEG Beaks
Worldwide 1999) (Gregg).
Micmsofi C-M9,, Remczxez Access (windcws), avaiiabie at
hitpzifmsdnl.micmsoft.s:oi11/an-usJEiP:>ra.ry!hb545$87
(‘€IS¢3f3,§-riz31er}.:s3;;3>s, {Remotes Accaas).
Micmssfi Corp, Undessianding FPTIE’ {Wimiows NT £1.53).
availlabie at mapfifwww.zraicmsczficomiaschne:.:’:arc:h.iva!
winrstasfpiardpptpudstmspx {undcxsiaiidixzg 9?}? NT 4)
(Aiihmsgh mzdated. {his refereszcs refvsrs 1:: 131$ npemaian of
gzaior 3:: versions of Eviircrcsnft Windmws such as Wimiiaws
N3‘ M3. A<:'ca3‘dir:gl3§ upam informatirm amfi be1ief,,LI'-.35 refer;
arm: is psri or an in the patents-in—sL:i,L}.
Micmsaft C»c3rp., Winch:-ws NT 4.9: Virtuzii Privant Netwgrk»
mg, avaiiaisie hnp:fiwww.:saic.msaf:.cormechneifarchivei
wt’mtaslcicpluyfcsnfeai.fvpntwk.1nspx {I-'~»I'I'4 VPN)
iflxltfizotsgh unsiatzszi, this sf,-ference refers to the: operaaion of
prim’ an varsians sf Micmsaft Winsinws sum as Windaws
NT M). Accardingiy, upcn infurmation and belief, this refer-
cnc: is pain: 3.11419 ma: patents-—in-suii.§.

Amhtsny Ni:-rzfinup, .4W"1“v’eiwc-r3: Piwyebings Rc.u.:er5, Pr0x—
fies, and We.*E.= Seervic’es' 2994399 {EEG fiwks Wnridwésie
1998) (Network Flumbingj.
Micmsoft {I‘3(Jrp., Chziptcr iwinmucijcsaa its ‘wirnkrrm; NT
R-ranting w§Lh Routing and Ramatt Access Scrvice. Available
233: httpzfiwww.nzi<:msc:ft.c:>mftccEnmfsarcixivefvvizmta¢;{proci—
dc-cs!’ rrass‘$0frraschC=1,m5px (infim to ERAS) (Mmcugh
undataai. this reference mfars to the aperazfizm cf print an
versians cf Micrumfl Windows such as Windtxws NT 4.8.

Acc<ardingEy, aspen infemaation anti belief, r<:fex'e::ce3 is
prior an to the patcms.-in-suit.) 13.
Micmmfi Ccsrp.‘ ’s\iinda>v»-'3 NT Server Prcsduct E)-:1cumem;3—
lion: Ch;-:p‘:¢r 5-Pianr.ing far La.rge~S«:aje Conf:g~ura:Liuns,
ztvs3.iIa'-me at i1tZlp:!!avww.snicrasaftcuxnftcuianctlarazixivsaf
wi_tm§asfprad<is>c5!n2:s<§Gf:Ia§chD5.mspx {Laxgcuscaic C-.‘m~
figurations} {Although undated. this reference refers :0 ma
epcratior: of prior anvcrsgons of Bviicressfl Vfindows such as
Windows NT 4.0. Aces:-dingiy, upaxa infonmsaion ami ‘belief,
this rcfemnce is prim“ art ‘£0 zinc pzztenisuin-suit.).
F~Sw::ure. F~Saa:ure Evamation Kit {May £995?) (FSECURE
(}fi€}{)G€J{l3) {Eva§naLi<>n Kit 3)?
F—~§ccum, Feéfiecura Namssurfer {May 1£>i§9} (FSECURE
i}i)(}€K3(H}3) (N;2mcSun“er 3).
F—Se.:ure, F—Sectare VFN Aa:irs1inis:ra.wr’s Guide (May
1999) (from FSECURE EhQO{X)0C=3) (Ems:-cur-:3 ‘VPN 3).
F-Sescuza, Fm-Samara: 35}! User’s .53: Adminisu'a£or’s Guide
(May 1999} (from FSEZCURE GGKIXJCGE} (SSH Guide 3).
F—~Se<::.m3, F-«S'ecme S$}£2.¢? for W?.m2’<m's N3” and 95 (May
1999) {from FSECURE E}GD<3fl{3{}3) {SSH 2.1) Guide 3).
E’--ffiecazxe‘ P‘--Ssczere V}’N+ .«id.=::inxZs:r:zror's Said: {May
195393 (from FSECURE BGDEBGOOS) (\’PN+ Guide 3).
F. Secure, iv‘-'£"aa:ure ‘§’PN+ ti! (1999) (from FSECURE
09009005) (VPN+ 4,} Guide 5).
F-Sszcmra, F-}S's:t:a.-ma $532" (19?§‘6} {fmm FSECUEE
DQ008036) (E-Sccurs: SSH HS}.
F-—Sccuz‘-:, .F--£§'ecu:2':' SSH Zflfor W:'m'.f'm+'s .-’s'?'.a:3d 95 {I993}
{mm FSECURE mmmeafig (F-Sacun: 5321 2.0 Guide :5}.
F-Secures, F—{z‘ecme Evazlssezzim Ki: (Sap. 3.998} {E-‘SECURE
{}{30fli3{}(}‘§) (fiiivaiuaétimx Kit 9).
F-S£au1'e. F-«Sa\':wra SSH User’: 6?; z'§(L‘?£§Fii.??ra:cIr’.e Gggidg
(Sep. 1998) (fmm FSECGEE £}{§¢303(}3EP} (SSH Gm-Eda §).

Fws-acute. F—§£ca4re SSH 2.-Qjar Wirsrfa-ws NT mid 95 (Sega.
E998) {fmm FSECURE U€JC(?{.‘»<D€}9} {F-Siiiilllfe SSH 2.3)
Guide 9},

Fmflcvsure, F‘--§'e.~:tm~*s.* W’N+ (Sep. 19%) {from FSECURE
($930000?) {VF'N+ fluids 9').
F—»§‘aecaare:, F~5’ec:m= is-sfsznagemeni Toofs Azfmina‘.-m-a:{2r’a‘
fluid: (19???) {from FSECLVRE mac-0:303} (F—securc Mam
agamem Tania).

F--Secsura. F-Secure Des,-5;.r’9p, E:'.sa'r’3' Guide (_i§J9'?'; {fmm
FSECURE GOOEPEJCXJE?) {}7~s¢:c:t:m Dcshlap LT:«;a3r°s Guidc};
SafcNcI. ism, VPN Poficy Managsr (jam. fZ('1<){§jp {VPN Eaiicy
Manager)"
F-Secure, .e‘5’s-.$‘ecam* VPN-afar ‘W2’r:ez'o:<.‘=3 NF‘ «£0 {H993} (fairs:
PSECEJRE ){F-nsectxr-:2 V§—‘N+}.
FREE, 3843., Sa_fI~3Nc£?S0fi»¥’K Vemsian «:1 {Evian 23, 2000)
{Soft-»H’}{ Vezrsicn 5.).
i§?.EiSafeE\"et §nc., VFN Ekcixfioiagias Grervfsw (Mar. 28,
2G{H3) {Safumet ‘JPN Ge-ezwriew}.
IRE, In-L2. Safefi-e3£r’S£€u.*:‘:_3= C£z1E.°:r Tsr::}am't:azE }\’ej2,=rmz?c
Azfdaaadum (Jun. 22. E999‘; {Safenoa Addesncium).
IRE, Inca. 5'ys’:ee.r.r: ikscripzic-afar ‘JPN Rmfizjz fiufmmgyr assd
SafeNesz!é’afiP$Z (Mar, 3Q. 2000) (VPI"~e’ Policy l‘via.t1-.'age1' Sys-
tam Dcscn‘ pfimx).
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ETRE, inc“ About S:a.fc=,NeUVE-‘N ?e!.€cy Manager (1999)
(Aiimui S:-afenc: VPN Fniicy Managfir}.
IRE. Enc.‘ Sz:4;‘e.Ne:.!’VPA’ :P:.=f£r.‘y Mwzezgerr Quick Smart Guide
Version I (1999) (Safeféat ‘JPN Peiicy Bzirznagrtr).
Ttusied infammafion Systems, Emu, Gaza::::I2.r Imemer fire-
waif, Ffiewzzh’ Pma':.::‘3‘ Fmzcricmazi 3m:-.mary (Jul. 22, 19%)
{Gauntlet Faxncttiezsnszl Slsmmaryfi.
Trusted infcemaation Systems, 1:19., Smssisg zisr Gczzmxier
interns: F€:2*.wa.';’, An Asimirrisrrarzarft Gatider m Gawzzles 1/22:-«~
Sign 3.3 {M ay 31, 1995) (Rurming aha {'3:a1m1:1‘cS:1n£ems1 Fire~
w:-.11}, ‘
Ted Harweod, Wbasfows N?‘ Tea'ma':i:z! Server and Cirsix

fvfezajhsanze (New Riders 19333} (Wi.rttiow5 NT I-1aw.«'rm<€}7'9.
Todd W. Maaahrs and Shawn P. Gesmway, Windows NI’
Tfiing ilfiem‘ Sczfmions: impiemeuaing 'iéenm'rzza£ .‘§'erv.ar am?’
(.31:-ix M2.taFmme {M-acmillsan '3‘::c:hnics.3 Publisiaing 19??)
(‘evindcsws NT Mathersj.
Barnard Abnba at 3.1., Securing i.f.’1TP using EPSEC (Feb. 2.
113-99}.

156. Firadirgg 1'3-an" V1-’E2y Tixrougfz fine ‘JPIV Maze (1999)
(“.§~‘€}.P“).
Linux Fra:Sf‘sE’AN Gvcrview (19???) (Linux Free§iWAN}
0w.:rvi:w.=).
Tsmcfiiep, The Busiirsss Cases fa-r Secure VPNS (1993)
{“'EimeSa‘.e;$"):.
W.a§chGuard Technologies, 1r:a:.. H-ffl3cfzGm£1r£i firebax Sysv
wm Fassrsapvairzr (2000).
Waachfiaszmi Tec.h.°m1-Ugias, Ema, M55‘ Firewalf S_m2z.'.§fi:.‘a-
risms (19993.
W3t(:Es(§u2trd Techneingiss, Ix2c., Regan: for irsfannczricm,
Saamiry S£:‘?’Vi:‘2e.':‘ {EH33}.
Waachfiaszmi Tcchm-Ragies, 1:32., Pmrsszirzg size imam.-:t Bis-
m'bzsrgd Enrergarixe, W»‘u‘xse Prsper {Fat}. 20:39).
Wa8.chGumfl Tczzhmziogiuzs. 1335., Wax:chGzanind' i.ive5z=:<:zam'y
fear M33 Pvwerzwin: (Feb. 14, 2030).
‘weeankaifzuarai Tcctanaiogias, 194:, M33 ‘verséan 2.5, mic!-»{31rs
for Warchfimzrd SOHC-° Refeasez Nate; (3113. 3.1, 3933),
As‘: Fcrsx Rescm-ch Laharmnry. S:-mremerzr afW<:rr1cfr.>ri::,1‘nr—
m..:2:z'm Assurance System A.rr:’tz'm*:m'e and Emma; rsznizva, PR
Na. ."s’-x‘5’~(‘3.1£56 (C~iJI‘1£z‘$¥.$1 Na). F3{}é£§2-‘E8-C-{R312} (Jars. 29,
M98).

GTE. Hmzsmfitwarkmg & BEN Techm1og»,1‘=s [}A.‘z?.PA !::for~
mméar: .4s.s.zara.nr.'e Pmgmm Integrated Fe':.m'bifE:_y Demam-x
strmim {IFIZH} L2 Rag-an, Rev. LG (Sup, 21, 39533).

lnfonnexiim Assumace Csantmct, }?"é'.§' 13:332.? Monsfiiy
Eiams flepr)r2‘{1‘a-‘Ear. Bf}-Apr. 31}. 15593}.
DARPA, Dynamic Wnzaai Private Negwm-ia: WPN) P£.‘rWé’.’i’~
pmrxs.
{STE Entertaetwarking. Cm-rrracrzsrzs Progmm Pmgrea-’:
Repargiiviar. i6~Apr. 30, E998).
D£L'i':‘:1.E Kiniimd. D)’!H1??iff Vinmi Privala ;\‘ez"~s»'::ric,i'{}3§v"E‘1\’)
Cowaxe.m:a:-mare Cimracterizaiiou (Jan. 33. 2961}.
1/Ema! i’r£wzw Nxrwarking Cmmtemretxsscre C}uirt2C£e‘r‘iI::3~
rim; (Max: 31‘), 20136}.
Wnwai Pn’m.ts.= Network ifiem-tmsrmtiorg (Mar. 21, 1998}.
lnfsmmism Assuranmfifii Labs, Dgmamic Vin-mi Private
N£1w:)rk.s' {.V:"Ns} mm? Imegrasad 5e'L‘aeria‘_s«‘ Managasneni
{Z899}:
Enfummti-1):: Assm‘ance:a'N.AI Cnc:::mi.-"1.,c.*’cz’ i'}W"N
E:.=:Iav£(20{3<3).

NA} Labs. IFE.‘ 3.1 Jmegrazion Dema (2000).
Irlfarmatima Assusaxace, Science Fair Agerada (21160).
Email Kindred :21 ai,, i’n7;130Sa‘ri’ 2’?-.=;-ends for IE6 3.1 (Ian.
13. ENG).

{FE 3.3 Tzwhrxology Bepenciencies (213%).
{FE 3.] Tap:3§0gj*(F¢?.1’3. 9, 29130).
Inihnnatiam Assmancc, Lrzfaaweazsiion Assurmzce Ime.=g.-'¢:v::‘o:z.'
H75 3.1, H_vp6£§ze5£'.? £5: Ti§B'i.~‘4‘1d Dgveloprnmt (5131:. 16-41,
28%). .
iazfermaticm As5m*::nce!I‘»s'Ai Labs, Byvzmtzic Virrmi P:-z’w.r£e
Networks Presmsaréan (2£}{>{3}.
Infannaiiora Ass11mnc£!NA1 Lash-3, Dynamic Wrrsaxi Private
1‘\Ye:‘w.r2r£:§ Pmsenratian v.2 (QKKXE).
lufomiatiara Assumncaifi‘-:'Ai Labs, Dymr.-afc firmer Privare
Nemorfizs Presentation V3 (29643).
T. Bram e1a]., ‘1r?n'mEPrivme A«’es-w;rs§:,=12-2-iaizecrsiy-2, Chargn
mg and Acmuntfing ’E‘echno1ogy fer the imemai (flag. 1,
1995‘) {VFNAL
Nasiwtsric Assmtiazcs E’mfiu£:s;s«-vé”i'§!’ Tami Nemrsprk Secu airy
Suite. Dyraaznic Vimzai Private New-ark: (1999).
Rviicmsufs Corporatinn, Micmsoft Waxy Saws: 2.!) (199?)
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New Applications Under 35 U.S.C. 111
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1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this

Acknowledgement Receipt will establish the filing date of the application.

National Stage of an International Application under 35 U.S.C. 371

lfa timely submission to enter the national stage of an international application is compliant with the conditions of 35

U.S.C. 371 and other applicable requirements a Form PCT/DO/E0/903 indicating acceptance of the application as a

national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.

New International Application Filed with the USPTO as a Receiving Office

lfa new international application is being filed and the international application includes the necessary components for

an international filing date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number

and ofthe International Filing Date (Form PCT/R0/105) will be issued in due course, subject to prescriptions concerning

national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of

the application.
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(57)Al3stract:

PROBLEM TO BE SOLVED: To reduce the

load of group management in a bridge or an

asynchronous transfer mode(ATM) terminal

equipment belonging to plural groups.

SOLUTION: In this method, bridges BRl—BR4

each connecting to LAN terminal equipments

and ATM terminal equipments Tl I-T14 are

connected directly to an ATM network 10, the

terminal equipments are grouped and a VLAN

is set to the groups? and data communication is

 
conducted between a sender terminal equipment

and a terminal equipment whose

communication is allowed. In this case, address

information and group identification

information of the bridges and the ATM terminal equipments are registered in cross

reference with each other in a lst address table in a server VAS/VBS, and with respect

to an inquiry of an ATM address ofa destination Conducted prior to data

communication, the server retrieves the lst address table and returns an acknowledge

frame to an equipment making the inquiry, so that the data communication is conducted

only between terminal equipments whose communication is allowed.
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* NOTICES *

JPO and INPIT are not responsible for any damages caused hy the use of this
translation.

l.This document has been translated by computer. So the transiation may not reflect the
original precisely.
2.**** shows the word which can not be translated.

3.111 the drawings, any words are not translated.

 

[Claim(s)]

[Claim l]Whi1e carrying out direct continuation of repeating installation which has two
or more ports where the lst terminal unit is connected, respectively, and a bridge
function, and the 2nd terminal unit via a trunk network, In a system which performs
data communications between the aforementioned terminal units by which carried out
the group division of each port and the 2nd terminal unit of the aforementioned

repeating installation, and set up a virtual network, and the communication permission
was carried out to a transmission source terminal,

As opposed to an inquiry of a network address of an address characterized by
comprising the following which makes connect a memory response means to the
aforementioned trunk network, and is performed in advance of the aforementioned data
communications, A Virtual network constructing method, wherein the aforementioned
memory response means returns a predetermined response to equipment which
performed the aforementioned inquiry so that data communications can be performed
only between terminal units by which searched said lst address storage section and the
communication permission was carried out [ aforementioned ].
Address information of the aforementioned repeating installation and the 2nd tcnnina]
unit.

At least one group identification information to which this repeating installation and the
2nd terminal unit belong.

The lst address storage section that makes bit information which shows that it is the
repeating installation to which several lst terminal units with which at Ecast one differs

in the aforementioned group who does a group are connected correspond, and
memorizes it.

[Claim 2]The virtual network constructing method comprising according to claim 1:
Address information which the aforementioned trunk network consisted of ATM

networks, and the aforementioned network address consisted of ATM addresses, and
was memorized by said lst address storage section is a MAC Address of the
aforementioned repeating installation and the 2nd terminal unit.

An ATM address corresponding to this MAC Address.

[Ciaim 3]A group to whom equipment which the aforementioned memory response
means searched group identification iiifomtation corresponding to an address of
equipment which perfomied the aforementioned inquiry from said lst address storage
section, and performed this inquiry belongs, The virtual network constructing method
according to claim I returning the aforementioned predetermined response to equipment
which performed this inquiry only when communication is permitted among groups to
whom a destination device of this inquiry belongs.
[Claim 4}Thc virtual network constructing method according to claim I or 3 returning a
predetermined response characterized by comprising the following to the
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aforementioned memory response means.
To an inquiry of a network address of an address which is not memorized by said lst

address storage section, the aforementioned memory response means, A MAC Address
of each lst terminal unit that transmits this inquiry to the aforementioned repeating
installation and the 2nd terminal unit other than equipment which performed this
inquiry and by which the aforementioned repeating installation was connected to
self-equipment.

Group identification information corresponding to [ have the 2nd address storage
section that makes group identification information to which this each lst terminal unit

belongs correspond, and memorizes it, search the 2nd address storage section to an
inquiry of an address of this lst teimina} unit, and ] a corresponding address.

[Claim 5]A network address of an address where repeating installation which performed
the aforementioned inquiry was obtained by the predetermined response from the
aforementioned memory response means, As opposed to an address of a transmission
frame from the lst terminal unit that has the 3rd address storage section that
corresponds and memorizes group identification information to which this address
belongs, and was connected to self-equipment, The virtual network constructing method
according to claim 1 or 3 characterized by sending out this transmission frame to the
aforementioned tmnk network only when communication is permitted between a group
who searches this 3rd address storage section, and to whom an address belongs, and a
group to whom the lst terminal unit concerned belongs.
[Claim ()]Whcn a frame which should be carried out the multiple address is received,
the aforementioned memory response means from a group identification descriptor
added to Search results or this multiple address frame of said lst address storage section,
The Virtual network constructing method according to claim 1, 3, or 4 transmitting this
multiple address frame to a group’s repeating installation or 2nd terminal unit to which
it was added by the address concerned only when communication is permitted among
groups to whom a group to whom a transmitting agency belongs is judged and this
transmitting origin belongs.

[Claim 7]The aforementioned memory response means searches said lst address storage
section, when transmitting the aforementioned multiple address frame, The virtual
network constructing method according to claim 4 or 6 adding group identification
information of a transmitting agency to this multiple address frame, and transmitting it
when the destination of this multiple address frame is the repeating installation to which
several lst terminal units with which at least one differs in the aforementioned group
who does a group are connected.

[Claim 8]As opposed to a multiple address frame from the lst terminal unit by which
the aforementioned repeating installation was connected to selfiequipmenrt, Search said
2nd address storage section and a multiple address frame which added group
identification information to which this Est terminal unit belongs is sent out to the
aforementioned memory response means, A multiple address frame transmitted from

this memory response means is received, The virtual network constructing method
according to claim 4, 6, or 7 relaying this multiple address frame only to the lst
terminal unit that searches said 2nd address storage section and belongs to this group
based on group identification information added to this muitiple address frame.
[Claim 9]VVhile carrying out direct continuation of repeating installation which has two
or more ports where the lst terminal unit is connected, respectively, and a bridge
function, and the 2nd terminal unit via a trunk network, In a system which performs
data communications between terminal units by which carried out the group dlVlSl0I1 oi‘
each port and the 2nd terminal unit of the aforementioned repeating installation, and set
up a virtual network, and the communication permission was carried out to a
transmission source terminal,

Make it connect with the aforementioned trunk network, and a multiple address means
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characterized by comprising the following the aforementioned multiple address means,
‘When a frame which should be carried out the multiple address is received, from a
group identification descriptor added to Search resuits or this multiple address frame of
said lst address storage section, A virtual network constructing method transmitting this
multiple address frame to a group’s repeating installation or 2nd terminal unit to which
it was added by the address concerned only when communication is permitted among
groups to whom a group to whom a transmitting agency belongs is judged and this
transmitting origin belongs.

Address information of the aforementioned repeating installation and the 2nd terminalunit.

At least one group identification information to which this repeating installation and the
2nd terminal unit belong.
The 1st address storage section that makes bit information which shows that it is the
repeating installation to which several lst terminal units with which at least one differs

in the aforementioned group who does a group are connected correspond, andmemorizes 1t.

[Claim l0]The virtual network constructing method comprising according to claim 9:
Address infomiation which the aforementioned trunk network consisted of ATM

networks, and the aforementioned network address consisted of ATM addresses, and
was memorized by said lst address storage section is a MAC Address of the
aforementioned repeating installation and the 2nd terminai unit.
An ATM address corresponding to this MAC Address.

[Claim 1 l]The aforementioned multiple address means searches said 1 st address storage
section, when transmitting the aforementioned multiple address frame, The virtual
network constructing method according to claim 9 adding group identification
information of a transmitting agency to this multiple address frame, and transmitting it
when the destination of this multiple address frame is the repeating installation to which
several lst terminal units with which at least one differs in the aforementioned group
who does a group are connected.

[Claim l2]A MAC Address of each lst terminal unit by which the aforementioned
repeating installation was connected to self-equipment, As opposed to a multiple
address frame from the 1st terminal unit that has the 2nd address storage section that
makes group identification information to which this each lst terminal unit belongs
correspond, and memorizes it, and was connected to self-equipment, Search said 2nd
address storage section and a multiple address frame which added group identification
information to which this 1st terminal unit belongs is sent out to the aforementioned
memory response means, A multiple address frame transmitted from this memory
response means is received, The Virtual network constructing method according to claim
9 or 1 1 relaying this multiple address frame only to the lst terminal unit that searches
said 2nd address storage section and belongs to this group based on group identification
information added to this multiple address frame.

 DIETAILED DESCRIPTIO:

[Detailed Description of the Invention]
[O0()l[

[Field of the lnVention]The present invention reiates to the virtual network constructing
method which builds the yirtuai LAl\§ by which grouping was carried out virtually
among two or more terminal units connected to trunk networks, such as an ATM

(Asynchronous Transfer Mode) network, via repeating installation.
[0002]

[A related background art] Regardless of physical composition called wiring betweeri
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the position of the terminal unit in a network, or these terminal units, coriveiitioiially,
The technology of building LAN in workgroup units, such as a brokerage department,
development departments, and a research section, is known for "inrush, virtual LAN”,
etc. which were described, for exampic in the Nikkei commtinication No. (November 21,
1994 issue) 186. Since such LAN builds a network based on a logical group division, it
is called virtual (virtual) LAN.

[0ClO3]As a means to build the above-mentioned virtual LAN, there was the method of

assigning a virtual LAN identifier (henceforth "VlD") peculiar to a workgroup for every
LAN port of a bridge using a bridge (it is also called switching HUB) with two or more
LAN ports. However, the increase in the terminal unit connected was not able to be
coped with by this method.

[00O4]So, in the former, the LAN emulation standardized by ATM Forum is used, For
example, the terininai unit which constitutes two or more LAN based on the standard of

.l.EEE802.3 or l[EEE802.5, It connected with the high~speed ATM network via the

bridge, and there was the method of making the virtual LAN equivalent to the
above-mentioned workgroup correspond to two or more ELAN(s) (emulated LAN) built
on the above-mentioned ATM network, and applying to them. In this method, an
address solution server and a multiple address server corresponding for every ELAN are
provided, and the MAC Address (physical address) and ATM address ofa terminal unit
or a bridge which belong to applicable ELAN become a pair, and are registered into the
address solution server.

[0O05]In this method, when unicast communication was performed, previously, by
asking an address solution server the ATM address of an address, the terminal unit had
a connection to a destination device, and had enabled communication to a destination

device. When multicast communication was performed, multicast transfer within a

group was performed by transmitting the frame transmitted to the multiple address
server from the transmitting agency to all the terminal, units and bridge belonging to
ELAN to which a multiple address scrvcr corresponds.

[0006] _ g _ g ‘
[Problem to be solved by the invention]However, a terminal unit by which direct
continuation was carried out to the ATM network in the described method. (it is

hereafter called "ATM terminal equipment") Since the ELAN parameter managed in a

bridge, for example, a local station address, the server address, the control—system timer

counter, etc. became largely in proportion to group number, there was a problem that
the load in respect of network management became largely.

[0007]In the network side, an address solution server and a multiple address server
corresponding for every group had to be extended, and there was a problem that a
manufacturing cost became high. With management of these servers, each terminal unit
side also had to manage the connection (connection path of an ATM cell switch) which
leans between servers for every group, and also had the problem that the load in respect

of group management became largely.
[0OO8]If groups differ even if it is communication between the same ATM terminal
equipment and a bridge physically, a different connection must be established each time
using signaling processing. Therefore, when two or more communication paths existed
between the same ATM tcrmiiial equipment and a bridge, the judging process to which
path the frame of the terminals belonging to two or more groups transmitted had to be
performed, and there was a problem that coinmuiiications processing became
complicated.
[00O9]Vv’lieii two or more communication paths existed between the same ATM
terminal eqnipinent and a bridge in transmission of a multiple address franie, there was
a problem that a frame might overlap and it might arrive by a receiving side. The
present invention was made in view of the above—mentioned problem, and an object of
the present invention is to provide the virtual network constructing method which can
reduce the load of the group management in the bridge or ATM terminal equipment

Petitioner Apple Inc. — Exhibit 1051, p. 842



Petitioner Apple Inc. - Exhibit 1051, p. 843

[.?P.O9~270803.A]
7 f 18

belonging to two or more groups.
[OOl()]There are other purposes of the present invention in performing establishment
and band utilization of an efficient connection while making the minimum resources,
such as an address solution server by the side of a network, and a multiple address
server. Other purposes of the present invention are to provide the virtual network
constructing method which can maintain interconnectixsity with the existing terminal
unit, without making special processing perform to the conventional terminal unit.
[0011]
[Means for solving problem]Repeating installation (bridge) which has two or more ports
where the lst terminal unit is connected, respectively, and a bridge function in the

present invention in order to attain the abovc—mentioned purpose, While canying out
direct continuation of the 2nd terminal unit via a trunk network (ATM network), ln the

system which perfomis data communications between the terminal units by which
carried out the group division of each port and the 2nd terminal unit of the
aforementioned bridge, and set up the virtual network, and the communication
permission was carried out to the transmission source terminal, The MAC Address of 2:
bridge and the 2nd terminal unit, and the address information of an ATM address, At
least one group identification information to which a bridge and the 2nd terminal unit
belong, The memory response means which has the lst address storage section (the lst
address table) that makes the bit information (flag) which shows that it is a bridge to
which several lst terminal units with which at least one differs in the aforementioned

group who does a group are connected correspond, and memorizes it (the function of an
address solution server and a multiple address server) Connect the sewer which it has to
an ATM network, and a server searches the group identification information

corresponding to the address of the equipment which asked from the lst address table to
the inquiry of the ATM address of an address performed in advance of data
communications, Only when communication is permitted between the group to whom
the equipment which asked belongs, and the group to whom the destination device of an
inquiry belongs, a predetermined response is returned to the equipment which
performed the aforementioned inquiry so that data communications can be performed
between the terminal units by which the communication permission was carried out.
[00l2]In Claim 4, to an inquiry of the ATM address of the address which is not
memorized by the lst address table, a server, To a bridge and the 2nd terminal unit other
than the equipment which performed this inquiry, transmit this inquiry, and to them a
bridge, Have the 2nd address table that makes the MAC Address of the lst terminal unit
connected to selfiequipnient, and the group identification information to which this each
lst terminal unit belongs correspond, and Inernorizes them, and an inquiry of the
address of this lst terminal unit is received, The 2nd address table is searched and the

predetermined response include the group identification information corresponding to a
corresponding address is returned to a server.
[00l3]In Claim 5, the bridge which asked, As opposed to the address of the
transmission frame from the lst terminal unit that has the 3rd address tabie that

corresponds and memorizes the A"l‘M address of the address obtained by the
predetermined response from a server, and the group identification information to which
this address belongs, and was connected to selfequipment, The 3rd address table is
searched, and only when communication is permitted between the group to whom an
address belongs, and the group to whom the lst terminal unit concerned belongs, a
transmission frame is sent out to an ;\Ti‘v’I network.

[OOl4]When a server receives the frame which should be carried out the multiple
address in Claim 6 and 9, From the group identification descriptor added to the search
results or this multiple address frame of the lst address table, The group to whom a
transmitting agency belongs is judged, and only when communication is permitted
among the groups to whom this transmitting origin belongs, this multiple address frame
is transmitted to a group‘s bridge or 2nd terminal unit to which it was added by the
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address concerned.

[U()l5}As opposed to the muitiple address frame from the 1st terminal unit by which
repeating instailation was connected to selifieqtiipment in Claim 8 and 12, Search the
End abovementioned address table and the multiple address frame which added the

group identification information to which this 1st terminal unit belongs is sent out to a
server, To the multiple address frame transmitted from the server, based on the group
identification information added to this multiple address frame, the 2nd
above-mentioned address table is searched and this multiple address frame is relayed

only to the 1st terminal unit belonging to this group.
[0(ll6}
[Mode for carrying out the inVcntion]The virtual network constructing method
concerning the present invention is described based on the Drawings of gmtlimfor
Fig.5.E‘i::.1wis a configuration diagram showing the composition of one working
example of the virtual LAN system using the virtual network management method
concerning the present invention, It is one working example which built virtual LAN
(henceforth "VLAN”) using the LAN emulation (specification for using the existing
LAN propcity in the ATM environment) of the ATM Forum conformity. It has on
backbone a high—speed network like ATM network 10 which comprises an ATM cell
switch which is not illustrated by a VLAN system in a figure, Direct continuation of
two or more bridges BRl.~B'R4, ATM terminal equipment T11—Tl4, and server
VAS/VBS is carried out to ATM network 10, and it is constituted.

[0017]The ATM network side port where the bridges BRl—BR4 are connected with
ATM network 10, It has a branch line LAN side port where a terminal unit is connected,

respectively, and bridging connection in the MAC layer level is performed between the
ports of self-equipment between the ATM network side ports with other bridges and
ATM terminal equipment. The bridges BRI-BR4 can also be set [ to which VLANA each
branch line LAN side port belongs independently by having a function of VLAN, and ]
up so that it can set up and one port may belong to two or more VLANi(s) in that case.
Different VLAN is identified as different cniu the TITTO LAN (ELAN) on ATM’

network 10. Thereby, it becomes possible to build VLAN ranging over the bridges
BRl—BR4. In the function of this VLAN, a multicast packet (21 broadcasting packet is

also included) is not transmitted between different VLAN(s).
[0018]The bridges BR} —BR4 have accommodated branch line LAN belonging to two or
more groups, In each branch line LAN side port 1-4 ofbridgc BR], a tcrminal unit of
each branch line LAN. (It is hereafter called “LAN terminal. equipment”) Tl—-1 — T1—4 in
each branch line LAN side port 1 and 2 of bridge BR2 LAN—tcrminal~cquipment T21
and T2.-2, LAN-terminal-equipment T3-1 ~ T3—3 are connected to each branch line LAN
side port 1~3 of bridge BR3, and LAN-terminahcquipmcnt T4—l - T4—3 are connected to
each branch line LAN side port I-3 ofbridge BR4, rcspcctivcly.
[0Ol9]ln this example, MAC Addresses 7l7l—T4 and ATM address Al -— A4 are set to the
bridges BRl~BR4, respectively. The MAC Address T1—1 - Tl-4 [ same ] as the
abovemientioncd sign, T2—l, T2~2, T3~1 - T3—3, T4~l - T4—3 are set as
LAN~termina1—cquipment Tl-1 — Tl-4, T2—1, T2—2, T3—1 — T3~3, T4~1 - T4—3,
respectively. Dircct continuation of the ATM. terminal equipment Tl l~T14 is carried
out to ATM network 10, and same MAC Addresses T11-T14 and ATM addresses

A1 1-A14 as the aboyeqnentioned sign are set up.

[0()2U]Thcsc terminal units belong to one which is identified by VID of groups, and are
building the VLAN group. Namely, in this example, VID belongs to VLAN of ”VA"
terminal unit T1-1, T2~1, T-4-1, T12, and T13, V1?) belongs to VLAN of ”\/"B" terminal
unit T1—2, T3~E, T4~2'., T12, and T! 3, VII) belongs to VLAN of "\/C“ terminal unit T16
and T3—2, T43, T11, and T13, and terminal unit Tl-4, T2»2, T3-3, T13, and T14
assume that Vii) belongs to VLAN of ”\;’D." Therefore, the port of each bridge
BRI-BR4 has taken the composition corresponding to VLAN of the group to whom the
connected terminal unit belongs.

Petitioner Apple Inc. — Exhibit 1051, p. 844



Petitioner Apple Inc. - Exhibit 1051, p. 845

[}P,09~270803.A]
9 18

[002 l}Direct CDI]l;lT1UE*lilOI1 of server VASEV’BS is carried out to ATM network 10 by the
server haviiig the function of an address solution, server and :1 multiple address server.
Server VASXVBS is made to correspond to the MAC‘ Address and ATM address of the
bridges BR1-BR4 and the ATM terminal equipment Tl l~Tl4 by which direct
continuation is carried out to ATM network 10, as shown in Table 1. The flag bit (BR

flag) which shows that it is 3 bridge which accommodates branch line LAN belonging
to two or more groups, The shove—mentioned bridge and ATM terminal equipment have
21 first address table that registers Vii) showing the VLAN group who belongs, and can

be using for use of each bridge BRl~BR4 and the ATM terminal equipment Tl 1~Tl4.
[0022]

 

 
 
  

 
 

 
 

 

[Tahlelj

lMAc ATM VID
‘71<1/2 7141/7. ({Eie1.AN%B%J¥)

to  donors.
l T1 A1 VA+VB+VC+VD
2

2 T2 A2 VA+VD

T3 A3 1 va+vc+vn

T4 A4 1 VA+VB+VC

5 T11 A11 0
L

T12 A12 [ 0 VA+VB

I T13 A13 0 vA+vB+vc+vnl
2 * 1

j T14 A14 0 VD

In Table l, —.%- shown in VID shows the logical sum of each group to whom the bridges
BR1 —BR4 and the ATM terminal equipment T1 1—T 14 belong.

[0023jThis server VAS,«"VBS is also other terminal units and equipment which has a
communication fuiiction similarly, and a predetermined MAC Address and ATM
address are set up. In this example, the inquiry of the ATM address of a destination
device (a bridge or ATM terminal equipment) performed by an address solving request
frame received in aclvance of data communications, Server VAS;’V'BS returns the

predetermined response by an address solution answer frame to the equipment which
performed the inquiry so that data communications can be performed only between the
terminal units (terminal unit of the group SZHIIC in an working example) by which
searched the above-mentioned address table and the communication permission was
carried out.

[O024]ln the case of muitiple address fraine relay processing, from 21 transmission
source device (a bridge or ATM terminal equipment) to the multiple address frame
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transmitted to server VASEVBS server V’ASf‘v’BS, Multiple address frame transmission

within a group is performed by transmitting the above—mentioned multiple address
frame to all the bridges and ATM terminal equipment which Search the 1 st address table

of the above and belong to the same VLAN as a transmission source device. The
address unknown (unknown) frame with which the ATM address solution other than the

frame specified in specific address fields, such as a niultieast frame and a broadcast
frame, is not inade is also contained in the above-«mentioned multiple address frame.
[OO25]Thus, the ATM connection with a bridge and ATM terminal equipment is
established fixed so that server VA Ss’VBS can be accessed from any VLAN of a group.
An address solution server and a multiple address server may be constituted from server

VASKVBS which consists of one hardware physically as mentioned above, and it may
be made to distribute on ATM network 10, and they may be connected independently.
However, to make it distribute, an address solution server and a multiple address server

need to have the lst address table of the above independently.

[()()26]The frame format of AAL5 (ATM adaptation layer 5) frame of the LAN
emulation standardized by ATM Forum is used for the address solving request frame in
this example, an address solution answer frame, and a multiple address frame. The point
of having added change in the present invention about the above~mentioned frame
format is a point that a server and a bridge add a VID value to an address solving
request frame and a multiple address frame.
[0027]That is, as shown in the frame format ot‘E§_g,§,, the aboveanentioned VID value is
mapped in the CPCS UU field in the CPCS PDU trailer of five AALs. By being able to
use the above—mentioned CPCS UU field for discernment between users, and using this

field, Compatibility with existing ATM terminal equipment can be maintained without
invading the CPCS PDU payload part in which the data of a transmitting agency, the
MAC Address of an address, an ATM address, etc., etc. is stored. About the LAN

terminal equipment connected to branch line LAN, it is not necessary to add change at
all in this example.
[0028]Here, if a virtual LAN system is built on a large scale, the registration entry of
the address table in server VAS/VBS will become huge, and the load in respect of

management of a server will become largely. So, in order to make the registration entry
of the address table in server VAS/VBS into the minimum, it is desirable to register

locally the address of the terminal unit connected to the branch line LAN side port of a
bridge on the table of each bridge, without registering with the abovcmientioned table.
[0029]lZn this example, it shall have an address table (henceforth a "LAN address table")
which registers locally the address of the terminal unit connected to the branch line
LAN side port of self-equipment in each bridge RRLBR4. Since the LAN address table
of these bridges BR1—BR4 is the same composition, it is represented here and shows an
example of the LAN address table of bridge BRl in Table 2.
[0030]

[Table 2]
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[OO3l]The MAC Address of terminal unit Tl—l — Tl-4, the number of the branch line
LAN side port (LAN PORT) of bridge BR1 to which the above—mentioned terminal unit
is connected, and the VID value of the group to whom the above—mentioned terminal
unit belongs are corresponded and registered into this LAN address table.
[O032]Each bridge BRl—BR4 has an address table (henceforth an "ATM address table")
for inaiiaging the destination address by the side of an ATM network. Since the ATM
address table of these bridges BRLBR4 is the same composition, it is represented here
and shows an example of the ATM address table of bridge BRI in Table 3.
[0033]
[Table Bl
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TTTTTTTTTT TTTTTTTTTTTTT1imac iATM VCI 1 VID
17FVXi7FVX l

e--~w ~—--~-1—-1
t 'r2—2 1 A2 Vc1—2 l VD, 1
t i ‘

1 T3-1 A3 Vc1-3 VB
'r3—3 A3 Vc1-3 VD

i 'I‘4—1 E A4 VC1-4 VA
 

V c1—4 VB  

  
 

 
 

1

V e1-12 l VA+ VB

V c1-~13 %, VA+ VB+ VC+VD

1

1

V C1—14 VD

The MAC Address of destination terminal equipment, the ATM address, ATM
connection VC1 established to destination terminal equipment, and the VID Value of the

group to whom the above-mentioned terminal unit belongs are corresponded and
registered into this ATM address table.
[0034']By administration terminal equipment predetermined [ on a network ] with a
VLAN group to SNMP (simple network management protocol), or other means, It is
possible to perform operation of registering and deleting VID, to the address table of
server VAS/\/BS and the ATM address table of each bridge, and, thereby, an address

table can be set up.

[OO35]Next, the communication operation of the Virtual LAN system shown in §j;§g,j_is
described based on the How chart of Fig.3 thru/or Fig.5.To communication between
terminal units, it may carry out between ATM terminal equipment between LAN
terminal equipment and ATM terminal equipment and between LAN temiinal
equipment, and there is a case of the communication from ATM terminal equipment or
LAN terminal equipment in multiple address frame relay processing at it. Hereafter, it
describes about the working example in these cases.

[0036]First, when communicating from the terminal unit T1 1 to the terminal unit T13
between ATM terminal equipment as the 1st working example, the transmission source
terminal T1 1 precedes performing communication to the destination terminal equipment
T13, and needs to get to know the ATM address of the destination terminai equipment
T13. Then, the terminaf unit T11 transmits the address sowing request frame of the
terminal unit T13 including transmitting agency MAC Address T1 1 and the destination
MAC address T13 on the ATM connection to server \:’ASf\/'BS established preVi()usly’.

[0O37]lf the aboVe~mentioned address solving request frame is received, server
VASXVBS will perform reception operation shown in %3 That is, sewer i\5,ASf\a’BS
searches whether the destination MAC address T13 in the aboVe~mentioned frame is

registered into the first address table of Table 1 (Step 101). When the destination MAC
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address is not registered into a first address table, here, The above~mentioned address
solving request frame is transniitted to other bridges (when the other when the source of
request of the abovementioned frame is a bridge bridge, and a source of request are
ATM terminal equipment, they are all the bridges) (Step 102,), and reception operation
is ended. hi this case, since the destination MAC address T13 is registered into the first

address table, The VID value "VA+\/"1:3+\/’C+VD" and source~of~request V113 value

"VC" which are registered corresponding to above-mentioned MAC Address T13 are
compared (Step 103), and it is judged whether there is any common VID value (Step
104). A
[0O38]l{ere, since there is a common V1?) value "VC”, it judges that communication of
both terminal unit T1 1 and T13 pemiitted, and it is judged whether next the flag bit of
the source of request is set (Step 105)., And when the flag bit of the above-rncntioncd
source of request is set, while adding \/ID applicable to an address solution answer
frame (Step 106), the above-mentioned address solution answer frame including the
ATM address of destination terminal equipment is returned to a source of request (Step
107).

[0039]Since the flag bit of the above—mentioned source of request is not set in the case
of this 1st working example, server VAS/VBS, VID returns an address solution answer
frame including ATM address A13 of the destination terminal equipment T13 to the
terminal unit T11 of a source of request, without adding (Step 107). The terminal unit
T1 1 which received the address solution answer frame can establish the ATM

connection to the terminal unit T13 using ATM address A13, and can transmit data on
the above—mentioned ATM connection.

[0040]On the other hand, when trying to perform communication to the terminal unit
T12 from the terminal unit T11, Since it detects that server VAS/VBS does not have
common VITD from search of a first address table in Step 104, it judges that the
communication between both terminal units is not permitted, and an address solution
answer frame is not returned. Therefore, between the terminal unit T1 1 and T 12, it will
not be established but the ATM connection can communicate.

[0O4l]l\Eext, when communicating to the ATM terminal equipment T14 from
LAN—terminal—equipment Tl-4 connected to bridge BRI between LAN terminal
equipment and ATM terminal equipment as the 2nd working example, Bridge BRI
which received the data frame from terminal unit Tl~4 transmits the address solving

request frame of the terminal unit T14 on the ATM connection to server VAS/VBS
established previously.
[0042]1f the above-mentioned address solving request frame is received, server
VAS/VBS performs the same reception operation as the 1st working example, searches
at first address table, and compares the VID value ”VA+VB+VC+VD" of
source—of—requcst bridge BR] with “VD" of the destination terminal equipment T14. In
the 2nd working example, since the common \/1D valuc "VD" exists, server VAS/VBS
judges that communication of bridge BRI and the terminal unit T14 is permitted, and
returns an address solution answer frame including ATM address A14 of the destination

terminal equipment T14 to bridge BRI.
[0O43]lf an address solution answer frame is received, bridge BRI will register ATM
address A14 and V11) value “VD" of the destination terminal equipment T14 into the
ATM address tabie of Table 3, in order to manage the destination address by the side of
an ATM network, ATM connection VC L14 to the terminal unit T14 is established from

obtained A'l‘M address A14, and data is transmitted on ATM connection VCII -1 4. ATM

connection VC1»-14 established is registered into an ATM address table.
{0O44]As mentioned above, by registration of the ATM address to an ATM address
table, and a V11) value, supposing it receives the transmission frame from
LAN-terminal-equipment Tl—1 to the ATM terminal equipment T14, for example,
bridge BRl next, Since the ATM connection to the ATM terminal equipment T14
belongs to the VLAN group from whom the transmission destination of what is already
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established differs, bridge BR1 can discard this transmission frame and it does not need
to take out useless traffic to the ATM side by this.

[O045]Next, when communicating to LAN~termina1~equipment T43) connected to
bridge BR4 from the ATM terminal equipment Tl 1 between ATM terminal equipment
and LAN terminal equipment as the 3rd working example, The transmission source
terminal T11 transmits the address solving request frame ef LAi\'-terininakcquipment
T4-3 to server VASEVBS. If the aboveqnentinncd address solving request frame is

received, although a first address table is searched, server VASPVBS like the
above—mentioned wcirking example, Since the address of LAN—tcrininal~equiprrient T4—3
is not registered into the above-mentioned table, the ahove—mentioned address solving
request frame is transmitted to other bridges BR2~BR4 other than source-otirequest
bridge BR1 connected to ATM network 10 (refer to Step 10?. of
[0O46]The bridge besides the above has the table shown in Table 2 and 3, the same
LAN address table, and an ATM address table, The bridge which received the address
solving request frame transmitted [ above-inentioned ] searches the LAN address table
of selfleqpuipmcnit, and judges whether destination terminal equipment is registered.
Only bridge BR4 [ and ] into which the address of LAN —terrninal-equipment T4—3 used
as an inquiry object is registered in this 3rd working example, The VID value "VC" of
terminal unit T4-3 is added to the address solution answer frame containing ATM

address A4 of seltleqluipment, and it returns to server VASXVBS.
[()()47] lf the abovc—mentioned address solution answer frame is received, server
VAS/VBS will perform reception operation shown in 1%‘iw’.4. Namely, the VID value
"VC" of the terminal unit T11 of a source of request with which server VAS/VBS is

registered into the first address table, The VID value "VC" of
destination-terminal-equipment T4—3 added to the address solution answer frame is
compared (Step 201), and it is judged whether there is any common VID value (Step
202).
[0O48]Server VAS/VBS ends the abovc—mentioned reception operation, when there is
no common VID value, but in this 3rd working example, since the common VID value
"VC" exists, communication of both terminal units is judged that a permission is
granted. And it is judged whether the flag bit of the source of request is set (Step 203).
Here, since the above—mentioned flag bit of the terminal unit T11 is not set, VID of the
above—mentioned address solution answer frame is deleted (Step 204), and the address
solution answer frame containing ATM address A4 is returned to the terminal unit T1 1
of a source of request (Step 205).
[OO49]The terminal unit Tll which received the address solution answer frame can
establish the ATM connection to bridge BR4 using ATM address A4, and can transmit a
data frame on the ahove—mentioncd ATM connection. At the time of reception of the
above—mentioned data frame, bridge BR4 can Search the LAN address table of
sclf~equipment, and it can relay the above-mentioned data frame to the port 3 where
LAN—tcrminal—equipment '14-} is connected.
[OO5U]Next, when communicating to LAN—terminal—equipment T4~l connected to
bridge BR4 from LAN-termina1—equipment Tl~l connected to bridge BRI between
LAN terminal equipment as the 4th working example, Bridge BR1 which received the
data frame from LANA-terminal~equipment Tl—l transmits the address solving request
frame of terminal unit T4—i to server VAS;‘VBS like the 2nd working example.

[O()5l]lf the above-mentioned address solving request frame is received, since the
address of LAN—terminal—equipment T4-1 is not registered into a first address table.
server VAS;’VBS will transmit the above—mentioned address solving request frame to
other bridges like the 3rd working exainpie. Bridge BR4 which received the address
solving request frame transmitted [ 2ab(}\5€~I’nE:I]ll011€’Cl ] searches the LAN address table
of self~equipment, adds the VID value "VA" of terminal unit T4-1 to the address
solution answer frame containing ATM address A4 of selfiequipnicnt, and returns it to
server \fz’\Sz’\5’iBS.
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[0052]Server VASfVBS which received the above-mentioned address solution answer
frame compares the \/Iii) value "\"A~2L\r’B+VC~*i~‘v’D" of st)urce~—of—request bridge BRI
registered into the first address table with the VID value ”VA.“ of
destination-terrninahequipment T4—l added to the address solution answer frame. In this
case, since the VID value "'\/A” with common server VASEVBS exists, it jttdges that
communication. of both terminal unit TI~l and T4~1 is permitted, and the address
solution answer frame sent from bridge BR4 is transmitted to bridge BRI.
[0053}Bridge BRI which received the above-mentioned address solution answer frame
registers the VID value “\/A" into the ATM address table with ATM address A4
corresponding to destinatiomterminahequiprnent T4-1. ATM connection VCI4 to
bridge BR4 is established from obtained ATM address A4, and the data frame received
from terminal unit Tl—l is relayed on ATM connection VCl—4. ATM connection VCl~4
established is registered into an ATM address table.
[0054] Bridge BR4 can search the LAN address table of selticqnipmcnt at the time of
reception of the above-mentioned data frame, and it can relay the above~mentioned data
frame to the port 1 where LAN—tcrminal—cquipmcnt T4—l is connected. Unless
registration of the above-mentioned table is erased, the data transmission to the
destination. terminal equipment once registered into the ATM address table can use this,
and does not need to follow the above-mentioned procedure for address solution again.

[0055]Ncxt, it describes about relay processing operation of a multiple address frame.
First, when the ATM terminal equipment T12, for example, a terminal unit, sends a
multiple address frame as the 5th working example, the transmission source terminal
T12 transmits the aboveqnentioned multiple address frame on the ATM connection to
server VAS/VBS established previously. if the above—mentioned multiple address frame
is received, server VAS/VBS will perform relay processing operation shown in
That is, server VAS/VBS searches a first address table andjudges whether the flag bit is
set from transmitting agency MAC Address T12 in the above-mentioned frame (Step
301).
[0056]When the above—mentioned flag bit is set, here, Although the transmitting Origin
VID added into the above—mentioned multiple address frame is identified (Step 302), in
the 5th working example, Since the aboVe~mentioned flag bit is not set, the transmitting
origin VID from a first address table. That is, while detecting the VLAN group
"VA+VB" to whom the terminal unit T12 belongs (Step 303), it belongs to these groups

and ATM terminal equipment or a bridge with common VID is searched (Step 304). In
this example, all the bridges BR1-BR4 will have accommodated branch line LAN
belonging to the group of "VA" or ”VB", and only the terminal unit Tl 3 will belong to
the above—mentioned group with ATM terminal equipment.
[0057]Next, server VAS/VBS searches a first address table and judges whether the flag
bit of the destination BRl—BR4, i.e., bridges, or the terminal unit T13 is set (Step 305).
Here, server VAS/VBS adds and relays VID "\/’A+—VB" of the transmission source
terminal T12 to the above-mentioned multiple address frame about the bridges
BRI-BR4 with which the flag bit of the abovc—mcntioncd table is set (Step 306). V\/‘hen
acting as intermediary, may use the ATM connection of the point Thu point previously
established between a server and each bridge, and, Or the ATM connection of the point
Thu multipoint previously established between a server and all the bridges in an ATM
network may be used (when using the latter ATM connection, it always becomes the
simultaneous transmissive communication to all the bridges).

[0058]Server VASEVBS about the terminal unit T13 with which the flag bit of the
ahe:::ve~mentioncd table is cleared, it acts as intermediary using the ATM connection of

the point Thu point established previously, without adding VID "VA+\fB" of the
transmission source terminal Tl.2 to the above—mentioned multiple address frame. The

bridge which received the multiple address frame retayed [ above-mentioned } searches
3. LAN address table based on VID added to the above-mentioned multiple address
frame, and transmits the above~mentioned multiple address frame only to the LAN
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terminal equipment belonging to the above VID. Namely, when lffiggtwis referred to, in
bridge BRI, Only to terminal unit Tl—l and Tl-2 connected to branch line LAN side
ports I and 2, in bridge BR2, Only to terminal unit T2«l connected to branch line LAN
side port 1, in bridge BR3, Only as opposed to terminal unit T3—l connected to branch
line LAN side port 1, the above~mentioned multiple address frame is relayed by bridge
BR4 only to terminal unit T4~l and T4-?. which were connected to branch line LANA
side ports 1 and 2.
[O059]Next, when LAN—terminal-equipment T3-3 connected to
LAN-terminal—equipment, for example, bridge BR, 3 as the 6th working example sends
a multiple address frame, Bridge BR3 which received the above-mentioned multiple
address frame searches the LAN address table of self?-equipment, and it detects VID
”ViD” of branch line l...AE\‘ to which terminal unit T3—3 is connected. And bridge BR3

adds detected VID “\«’D" to a multiple address frame, and it transmits to server
VASZVBS.

[0O60}When the above-mentioned multiple address frame is received, server VASEVBS,
While recognizing that it is the multiple address in a VLAN group "VD" from the
transmitting origin VID which detected that the flag bit was set in a first address table
like the 5th working example, and was added to the above-mentioned multiple address
frame, Bridge BRl belonging to the above—mentioned group "VD", BR2 and the ATM
terminal equipment T13, and T14 are discriminated from a first address table.
[006l]Next, server VAS/VBS receives bridge BRl to which the flag bit of the first
address table is set, and BR2, To the terminal unit T13 which adds the transmitting

agency VID "‘v'D“ to the above~mentioned multiple address frame and with which the
flag bit of the above-mentioned table is cleared, and T14, it acts as intermediary,
without adding the transmitting agency VID to the above—mentioned multiple address
frame.

[0062]Bridge BRI which received the multiple address frame relayed
[ above—mentioned ], and BR2 search a LAN address table based on VID added to the
above—mentioned multiple address frame, and they relay the above—mcntioned multiple
address frame only to LAAN-terminal-equipment Tl—-4 and T2—2 belonging to the above
VID. Therefore, it makes it possible to connect the ATM terminal equipment or the
bridge belonging to two or more groups on an ATM network in this example, All the
ATM terminal equipment or bridges on a network, Since group management is carried
out under control of a sewer, and there are few parameters which should be managed by
the terminal side and they end compared with the method which used the conventional
ELAN, the load of the group management in the bridge or ATM temiinal equipment
belonging to two or more groups can be reduced.
[0063]In this example, since management of the connection established between a
server, and each ATM terminal equipment and a bridge becomes easy using a pair of
thing, an address solution server and a multiple address server, While making resources,
such as an address solution server by the side of a network, and a multiple address
server, into the minimum, establishment and band utilization of an efficient connection

can be performed.
[OO64]Since what is necessary will just be to establish a single connection using
signaling processing and communication will be performed only on the
above~mentioned connection in this example if it is communication between the same
ATM terminal equipment and a bridge physically, Interconnectivity with the existing
terminal unit can be maintained without making special processing perform to the
conventional terminal unit. The present invention also about the address of not only the
abovcmientioned working exampie but the LAN terminal equipment connected to
branch line LAN, for example, It is possible to also make it register with the first
address table of a server, in this case, it becomes unnecessary for a server to transmit an

address solving request frame to a bridge, and the group management of all the
terminals on a network of it becomes possible in a server.
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[OO65}lt is also possible to overlap and assign two or more V.LAl'\? groups to one port of
a bridge in the present invention, and it is also possible to connect two or more terminal
units to one port. Although it is the logicaliy independent thing between VLAN(s) in
this example, not only this but the thing set up to communicate between specific
V’LAN(s) is possible for the present invention.
[0066]
[Effect of the lnvcntion]As described above, while carrying out direct continuation of
the repeating installation which has two or more ports where the lst tcmiinal unit is
connected, respectively, and a bridge function in the present invention, and the 2nd
terminal unit Via a trunk network, in the system which performs data communications
between the terminal units by which carried out the group division of each port and the
second terminal unit of the aforementioned repeating installation, and set up the Virtual
network, and the communication pemiission was carried out to the transmission source
terminal, The address information of the aforementioned repeating installation and the
2nd terminal unit, and at least one group identification information to which this

repeating installation and the 2nd terminal unit belong, The memory response means
which has the lst address storage section that makes the bit information which shows
that it is the repeating installation to which several lst terminal units with which at least
one differs in the aforementioned group who does a group are connected correspond,
and mcmorizes it, To the inquiry of the network address of an address which connects
to the aforementioned trunk network and is performed in advance of the aforementioned
data communications, the aforementioned memory response means, Since a

predetermined response is returned to the equipment which performed the
aforementioned inquiry so that data communications can be perfomied only between the
terminal units by which searched the lst aboVe—mentioned address storage section, and
the communication permission was carried out [ aforementioned ], while being able to
reduce the load of the group management in the bridge or ATM terminal equipment
belonging to two or more groups, Interconnectivity with the existing terminal unit can
be maintained without making special processing perform to the conventional terminal
unit.

[0067]ln Claim 4, to an inquiry of the network address of the address which is not
memorized by said lst address storage section, the aforementioned memory response
means, To repeating installation and the 2nd terminal unit other than the equipment
which performed this inquiiy, transmit this inquiry, and to them the aforementioned
repeating installation, Have the 2nd address storage section that makes the MAC
Address of the lst terminal unit connected to self—equipment, and the group
identification information to which this each lst terminal unit belongs correspond, and

memorizes them, and an inquiry of the address of this 1st terminal unit is received, The
2nd address storage section is searched, and since the predetermined response include
the group identification information corresponding to a corresponding address is
returned to the aforementioned memory response means, the load of the group

management in the bridge belonging to two or more groups can be reduced.
[0068]ln Claim 5, the repeating installation which performed the aforementioned
inquiry, The network address of the address obtained by the predetermined response
from the aforementioned memory response means, As opposed to the address of the
transmission frame from the lst terminal unit that has the 3rd address storage section

that corresponds and mcmorizes the group identification information to which this
address belongs, and was connected to seifiequipnient, This 3rd address storage section
is searched, and since this transmission frame is sent out to the aforementioned trunk
network only when communication is permitted between the group to whom an address
belongs, and the group to whom the lst terminal unit concerned belongs, the load of the
group management in the bridge belonging to two or more groups can be reduced.
[006‘)]In Claim 6 and 9, the aforementioned memory response means or a multipie
address means, Wlieri the frame which should be carried out the multiple address is
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received, from the group identilication descriptor added to the Search results or this
multiple address frame of the lst above-ttientioned address storage section, Since this
multiple address frame is transmitted to the repeating installation or the second terminal
unit of the group to whom it was added by the address concerned only when
communication is permitted among the groups to whom the group to whom a
transmitting agency belongs is judged and this transmitting origin belongs, While
making resources, such as an address solution server by the side of a network, and a
multiple address server, into the minimum, establishment and band utilization of an
efficient connection can be performed.
[O070}As opposed to the multiple address frame from the 1st terminal unit by which the
aforementioned repeating instaliation was connected to self-equipment in Claim 8 and
12, Search the 2nd above—mentioned address storage section, and the multiple address
frame which added the group identification information to which this 1st terminal unit
belongs is sent out to the aforementioned memory response means, The multiple
address frame transmitted from this memory response means is received, Since this

multiple address frame is relayed only to the first terminal unit that searches the 2nd
above-mentioned address storage section, and belongs to this group based on the group
identification information added to this multiple address frame, establishment and band
utilization of an efficient connection can be performed.

 

[Brief Description of the Drawings]
l“Drawtin;»v l”§It is a configuration diagram showing the composition of one working
example of the Virtual LAN system using the virtual network inanageinent method
concerning the present invention.
’l}r‘:tt§;§g33;~ZV It is a frame format which shows the composition of the frame used for the
system of M

D§”§t§*5f>ir§14£;_‘_3;llt is a flow chart for describing the operation at the time of the address
solving request frame reception of the server shown in Fis);l .
§ll:};l,",§i_“g»,’_g;j:i_§:1&£.’;:~f-gilt is a flow chart for similarly describing the operation at the time of the
address solution. answer frame reception of a server.

lylggggxtrinog :3i§lt is a flow chart for similarly describing the operation at the time ofthe
multiple address frame reception of a server.
[Explanations ofletters or numerals]
10 ATM network
VAS/ABS Server

BRl-BR4 Bridge
T1 1 - T14 ATM~termina.E equipment
Tl~l — Tl-4. T2~l , T2~2, T3-1 ~ T3—3.; T4-l — T4—3 LAN terminal equipment
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(5 7)Abstract:

PROBLEM TO BE SOLVED: To provide the

information storage medium that stores digital

data received through a data transmission1!:i‘-‘!£_B_!!‘l
channel from an information server together

with a contents ID depending on a type of the

data.

SOLUTION: A data distributer 10 applies

duplicate encryption processing to digital data

together with encryption processing using aIt}
cryptographic key depending on an identifier

denoting a kind of the digital data and transmits (

the duplicate encryption data to a data receiver

 ‘I9
30. The data receiver 308 receives the duplicate!=_=.-»r«w~.<.«.ér
encryption data sent from the data distributer 1 0

through a satellite channel and applies decoding processing to the data by using

respective decoding keys corresponding to the respective encryption keys.
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* NOTICES *

JPO and INPIT are not responsible for any damages caused by the use of this
translation.

l.This document has been translated by computer. So the translation may not reflect the
original precisely.
2.**** shows the word which can not be translated.

3.In the drawings, any words are not translated.

CLAIMS

[Clairn(s)]
[Claim l]In information transmission equipment which divides digital data into a
predetermined data block, and transmits this data block via a data transmission line,
Information transmission equipment comprising:
A transmitting means which performs at least two-fold encryption processing, and
transmits this encoded data including encryption processing using an encryption key
according to an identifier which shows a kind of the above—mentioned digital data to the
above—mentioned digital data.
A receiving means which receives the above—mentioned encoded data transmitted via a
written data transmission line from the above—mentioned transmitting means, and
performs decoding processing using each decode key according to each encryption key.

[Claim 2]The information transmission equipment according to claim 1, wherein the
above-mentioned predetermined data block is a packet by Internet Protocol for
transmitting and receiving digital data via a network between two or more systems.
[Claim 3]The information transmission equipment according to claim 1 before the
above—mentioned receiving means's decrypting all the received above—mentioned
encoded data, wherein it saves written data temporarily at a memory measure.
[Claim 4]The information transmission equipment according to claim 1 characterized by
having a bidirectional data transmission line m which bidirectional data
communications are possible separately from a written data transmission line.
[Claim 5]The information transmission equipment according to claim 4 characterized by
using a terrestrial communication network as the above—mentioned bidirectional data
transmission line using satellite connection with larger transmission capacity than the
above-mentioned bidirectional data transmission line as a written data transmission line.

[Claim 6]In an information transmission method which divides digital data into a
predetermined data block, and transmits this data block via a data transmission line,
Encryption processing using an encryption key according to an identifier which shows a
kind of the above—mentioned digital data to the above-mentioned digital data is included,
An information transmission method performing decoding processing to the
above—mentioned encoded data which transmitted this encoded data after performing at
least two—fold encryption processing, and was received via a written data transmission
line using each decode key according to each encryption key.
[Claim 7] The information transmission method according to claim 6, wherein the
above—mentioned predetermined data block is Paquette by Internet Protocol for
transmitting and receiving digital data via a network between two or more systems.
[Claim 8]The information transmission method according to claim 6 characterized by
saving written data temporarily at a storage medium before decrypting all the received
above—mentioned encoded data.

[Claim 9]The information transmission method according to claim 6 characterized by ,
having a bidirectional data transmission line in which bidirectional data
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communications are possible separately fiom a written data transmission line.
[Claim 10]The information transmission method according to claim 9 characterized by
using a terrestrial communication network as the above-mentioned bidirectional data
transmission line using satellite connection with larger transmission capacity than the
above-mentioned bidirectional data transmission line as a written data transmission line.

[Claim 11]An information storage medium with which encryption processing using an
encryption key according to an identifier which shows a kind of digital data is
characterized by having memorized encoded data given at least.

[Claim 12]Infor1nation reception equipment extracting and decoding only a data block
of a kind which read the above-mentioned identifier and was previously registered in
information reception equipment Which receives multiplexing data which consists of
two or more kinds of data blocks to which an identifier which shows a kind of data was
added via a data transmission line.

[Claim 13]The information reception equipment according to claim 12 having an
identifier of a data block of a receivable kind in a reference table with the identifier and

a corresponding decode key.
[Claim 14]The information reception equipment according to claim 13 characterized by

performing decoding processing to this encryption data block based on a decode key (
according to an identifier with reference to the above-mentioned reference table when ‘
the enciphered above-mentioned data block is received. .
[Claim l5]The information reception equipment according to claim 12 using Paquette
by Internet Protocol for transmitting and receiving digital data via a network between
two or more systems as the above-mentioned data block.
[Claim 16]The information reception equipment according to claim 12 using a
transmission destination address included in a header of the Internet protocol packet for
transmitting and receiving digital data via a network between two or more systems as
the above-mentioned identifier.

[Claim l7]The information reception equipment according to claim 12 using content ID
showing a kind of information on the above-mentioned data block as the
above-mentioned identifier. -

[Claim 18]The information reception equipment according to claim 12 having the
above-mentioned identifier in a media—access-control header to which it was added by
head of each data block.

[Claim 19]The information reception equipment according to claim 18 having Flagg for
expressing classification of the above-mentioned identifier in the above-mentioned
media—access-control header added to a head of each above-mentioned data block. .. .

[Claim 20]The information reception equipment according to claim 12 characterized by <
having a bidirectional data transmission line in which bidirectional data
communications‘ are possible separately from a written data transmission line.
[Claim 21]The information reception equipment according to claim 12 characterized by
using a terrestrial communication network as the above-mentioned bidirectional data
transmission line using satellite connection with larger transmission capacity than the
above-mentioned bidirectional data transmission line as a written data transmission line.

[Claim 22]An information receiving method extracting and decoding only a data block
of a kind which read the above—mentioned identifier and was previously registered in an
information receiving method which receives multiplexing data which consists of two
or more kinds of data blocks to which an identifier which shows a kind of data was
added via a data transmission line.

[Claim 23]The information receiving method according to claim 22 having an identifier
of a data block of a receivable kind in a reference table with the identifier and a

corresponding decode key.
[Claim 24]The information receiving method according to claim 23 characterized by
performing decoding processing to this encryption data block based on a decode key
according to an identifier with reference to the above-mentioned reference table when
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the enciphered above-mentioned data block. is received.
[Claim 25]The information receiving method according to claim 22 using a packet by
Internet Protocol for transmitting and receiving digital data via a network between two
or more systems as the above-mentioned data block.
[Claim 26] The information receiving method according to claim 22 using a
transmission destination address included in a header of the above-mentioned Intemet

protocol packet as the above-mentioned identifier. ‘ .
[Claim 27]The information receiving method according to claim 22 using content ID
showing a kind of information on the above-mentioned data block as the
above-mentioned identifier.

[Claim 28]The information receiving method according to claim 22 having the
‘ above-mentioned identifier in a header of media access control to which it was added by
head of each data block. V

[Claim 29]The information receiving method according to claim 28 having Flagg for
expressing classification of the above-mentioned identifier in the above-mentioned
media-access-control header added to a head of each above-mentioned data block.

[Claim 30]The information receiving method according to claim 22 characterized by
using a bidirectional data transmission line i_n which bidirectional data communications
are possible separately from a written data transmission line.
[Claim 31]The information receiving method according to claim 30 characterized by
using a terrestrial communication network as the above-mentioned bidirectional data
transmission line using satellite’ connection with larger transmission capacity than the
above-mentioned bidirectional data transmission line as a written data transmission line.

[Claim 32]An information storage medium memorizing two or more kinds of data
blocks to which content ID which shows a kind of information on a data block was

added.

[Claim 33]The information storage medium according to claim 32, wherein the
above-mentioned content ID is distinguished by a flag in a media-access-control header
added to a head of each data block.

[Detailed Description of the Invention]
[0001]
[Field of the Invention]The present invention relates to the information transmission
equipment, the method, the information reception equipment, method, and information
storage medium for offering data distribution service, for example using a
communications satellite.

[0002]
[Description of the Prior Art]When [ which carries out data communications using a
dial-up line a dedicated line, etc. ] case or talking over the telephone, in order to prevent
leakage of transmitted data, or in order to maintain the reliability of information to the
disturbance over transmitted data, the data of the plaintext was enciphered and
transmitted and the data enciphered in the reception destination is decoded.
[0003]As a typical cipher system, the common key encryption system and the
public—key crypto system are known. The common key encryption system is also called
the symmetrical cryptosystem, and there are an algorithm nondisclosure type and an
algorithm public presentation type. DES (Date Encryption Standard) is known as a
typical algorithrn public presentation type thing. Since computational complexity
immense in order to derive a decode key from an enciphering key is required and a
decode key is not decoded substantially, a public-key crypto system is a cipher system
which may exhibit an enciphering key.
It is also called an unsymrnetrical key cipher system.
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[0004]Fig.17 is a schematic structure figure showing an example of the encoded data
transmission equipment which enciphers the data on a transmission line with a common
key encryption system. This encoded data transmission equipment protects that the
bugging device 93 by the side of a tapping person intercepts data from the data
transmission line 94 which connects the sending set 91 by the side of a sending person,
and the receiving set 92 by the side of an addressee.
[0005]Encryption processing which uses the encryption key 97 with the encryption
machine 96 in the sending set 91 is performed to the data which should be transmitted.
The above-mentioned encoded data which was transmitted by the data transmission line
94 and received with the receiving set 92 is decoded by the decoder 99 which used the
decode key 98, and decode data is obtained.

[OOO6]Since it does not have the decode key 98 even if the bugging device 93 receives
here the data similarly enciphered as the receiving set 92 fiom the data transmission line
94, it is difficult to decode. That is, in the bugging device 93, since the data which
required then incomprehensible encryption processing (scra.mble) as it is will be treated,
it can prevent leaking information to the bugging device 93 side actually. Generally in
the main encryption methods of the common key encryption system in this example, an ,
enciphering key and a decode key are identical—bits sequences. (
[0O07]A cipher system which was mentioned above is determined according to the 00
classification of the circuit system to which transmission data is transmitted, the degree
of secrecy (confidentiality) of transmission data, the quantity of transmission data, etc.
For example, in the data communications using a dedicated line, although leakage of
information and the degree of the disturbance to transmission data are low, when
carrying out data communications using a dial-up line, the degree of leakage of

‘information and the degree of disturbance become high.
[0008]
[Problem to be solved by the invention]By by the way, the thing for which transmission
of the digital data using a communications satellite was attained in recent years,
Although transmitted [ came ] using the communications satellite also about the text,
and the digital video and voice data which are used not only by analog video and voice
data, such as television broadcasting and a movie, but by computer etc., Since reception
with many and unspecified receiving sets is possible, the degree of leakage of
information and the degree of disturbance become still higher’.
[0009]That is, in the data transmission system using the above-mentioned
communications satellite, since many and unspecified addressees can receive easily
with a receiving set unlike 1 to 1 communication of a telephone line, a dedicated line,
etc., it is easy to be intercepted. For this reason, a possibility that charged data
communications will be intercepted, for example is high. Then, a data encryption is
needed also a written data transmission system. *
[0OlO]In a actual written data transmission system, encryption processing is performed
about not all data, Using the information which the data which should be enciphered
was enciphered according to the contents of the data which should be transmitted in a
sending set, it sent out on the transmission line, and the addressee decoded all or some
of enciphered data, and was acquired as a result, Or it is got to know whether the data is
required for itself by the portion transmitted without being enciphered.
[001 1]Here, the conventional television broadcast service using a communications
satellite is a form as for which a many user uses the data which the distribution person
distributed receiving it simultaneously. On the other hand, when distributing the digital
data used by computer etc. via a communications satellite, the function which
distributes data to the specific user of the singular number or plurality fiom a data
distribution person is called for.
[0Ol2]However, conventionally, in the simultaneous transmissive communication or
broadcasting system from a data distribution person to many users, All Users received
the always same information, use or an inspection was carried out, and since there was

/‘\
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no identification information of a system user individual, distribution of data only to a

specific user from a data distribution person was not completed.
[OOl3]The present invention is made in view of the above—mentioned actual condition,
and also when it transmits digital data using the above—mentioned communications
satellite, it aims at offer of the information transmission equipment and the method of
making the degree of leakage of information, and the degree of disturbance low.
[0014]The present invention is made in view of the above—mentioned actual condition,
and aims at offer of the information reception equipment and the method only a specific
user enables it to receive the digital data transmitted via the data transmission line from
the information distributor according to the kind of data.

[0Ol5]The present invention is made in view of the above—mentioned actual condition,
and aims at offer of the information storage medium which has memorized the

enciphered encoded data with the encryption key according to the identifier of the
digital data by the transmitting information person side at least. ,
[0016]The present invention is made in View of the above-mentioned actual condition,
and aims at offer of the information storage medium which has memorized the digital
data transmitted via the data transmission line from the information distributor with the

content ID according to the kind of data.
[0017]

[Means for solving problem]In order that the information transmission equipment and
the method concerning the present invention may solve an aforementioned problem,
After performing at least two—fold encryption processing including the encryption
processing using the encryption key according to the identifier which shows the kind of
the above-mentioned digital data to the above-mentioned digital data, this encoded data
is transmitted, Decoding processing is performed to the above-mentioned encoded data
received via the data transmission line using each decode key according to each
encryption key.
[OOl8]In order that the information storage medium concerning the present invention
may solve an aforementioned problem, the encryption processing by the encryption key
according to the identifier which shows the kind of digital data has memorized the
encoded data given at least.
[00l9]In order to solve an aforementioned problem, the information reception
equipment and the method concerning the present invention receive two or more kinds
of data blocks to which the identifier which shows the kind of data was added via a data

transmission line, read the above—mentioned identifier, and extract and decode only the

data block of the kind registered previously.
[O020]The information storage medium concerning the present invention memorizes
two or more kinds of data blocks to which the content ID which shows the kind of

information on a data block was added, in order to solve an aforementioned problem.

[0021]
[Mode for carrying out the invention]It describes referring to Drawings for the
embodiment of the information transmission equipment concerning the present
invention, a method, information reception equipment, a method, and an information
storage medium hereafter. This embodiment is a data transmission system of the Fig.1
which divides digital data into a predetermined data block, and transmits this data block
via satellite connection.

[0022]This data transmission system is provided with the following.
The data distribution device 10 which performs double encryption processing and
transmits this duplicate encryption data including encryption processing using an
encryption key according to an identifier which shows a kind of the above-mentioned
digital data to digital data.
The data receiver 30 which receives the above—mentioned duplicate encryption data
transmitted via the above-mentioned satellite connection from this data distribution

device 10, and performs decoding processing using each decode key according to each
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encryption key.
Here, the expansion slot of a personal computer is equipped with the data receiver 30,
for example. The personal computer is shown in Fig.1 as the data receiver 30 as it is.
[O023]The data distribution device 10 and the data receiver 30 can communicate
mutually via a" terrestrial communication network like ISDN in which bidirectional

communication is possible. This terrestrial communication network may be connected
to the Internet which transmits and receives digital data via a network between two or
more systems. The satellite connection by the communications satellite 18 has
transmission capacity larger than the above—mentioned terrestrial communication
network.

[O024]First, the data flow in a written data transmission system is described. Here, it is
assumed that the specific user who owns the data receiver 30 with the data donor who
owns the data distribution device 10 has made the contract of delivery of data
previously. With the data donor here, both the entrepreneur (henceforth a content
provider) who provides transmitted data, and the entrepreneur (henceforth a service
provider) who provides a transmission line are included.
[O025]The user who owns the data receiver 30 sends the request of the purport that he M
would like to receive the predetermined service which a data donor provides to the data (
distribution device 10, for example via ISDN as a terrestrial communication network.
The method in particular of sending this request may not be limited, but may be decided
by the kind of data, or a contract state with a user, for example, mail etc. may be
sufficient as it. In accordance with a contract, a data donor may provide service
previously, without sending a request.
[O026]The request from a user sent to the data distribution device 10 is received by the
data request reception part 11, and is sent to the data management part 12. The data
management part 12 will perform the read request of data to the data accumulation part
13, if the contract information and the request of a user check that it is that meaningful
and it is satisfactory. The data accumulation part 13 sends data to the data creation part
15 via the high-speed switcher 14, according to a data read demand for example.
[0027]In the data creation part 15, to the data from the data accumulation part 13,
IP-packet—izing, Format conversion, such as formation of a media-access—control

(Media Access Control, MAC) flame and transport—izing of l\/[PEG(Moving Picture
Experts Group Phase) 2, is performed. The data creation part 15 enciphers the
above—mentioned duplex after IP-packet—izing of data, and transport—izing.
[0028]It describes below about this format conversion. As mentioned above, it becomes
possible for various kinds of data like an audio, a video signal, or data to multiplex, and
to be transmittedvby a mass digital circuit in recent years. As the method of this
multiplexing, the transport stream (Transport Stream, TS) packet which is a
transmission format of IVEPEG 2, for example is known. In this TS packet, encryption
processing has been performed to the information data part (payload part). The peculiar
bit string corresponding to 13 bits packet ID (PID) of the header part of a TS packet and
a 2-bit scrainble control part is used for the enciphering key for this encryption.
AboVe—mentioned PID is used to identify information kinds, such as Video of the
specific channel of each TS packet, and an audio.
[0029]In transmitting data using this TS packet, data is converted to the format of the
Internet Protocol (IP) packet currently widely used on the Internet, and it puts this IP
packet into a TS packet further. I

[0030]By the way, when various kinds of data is transmitted as an IP packet, it is used
in order that above—mentioned PID may discriminate the data of an IP packet from other
videos or the data of an audio, Bit length is also the number of bits insufficient for
making the classification of various data which has only 13 bits and is transmitted by an
IP packet identify. Then, the identifying method of kinds of data other than PID is
needed. A

[0031]For example, on the Internet, the transmission destination address
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(DestinationAddress) included in identifying whether received data are data addressed
‘to themselves at the IP header of an IP packet is used. Even when transmitting an IP
packet by a TS packet, it is possible to identify whether it is data addressed to itself
using this transmission destination address (it is henceforth called a transmission
destination IP address.).
[0032]However, it is dramatically difficult for a data transmission rate to serve as
30Mbps per one translator, if satellite connection is taken for an example, for example,
and to analyze a transmission destination IP address by software in real time by a data
receiving side. By a certain means, a means to extract only the information addressed to
oneself is needed.

[0033]It is very convenient, if only the information on the genre of its interested
information is specified even if it does not specify the title of specific information, and
only the information on the genre is received automatically and can download.
[OO34]When data is enciphered as having mentioned above in order, to consider it as
ability ready for receiving only at a specific member, it is necessary to decode the
enciphered data in a receiving side.
[0O35]So, in the written data transmission system, added the identifier which shows the
kind of data to the multiplexing data which consists of two or more kinds of data blocks
in the data distribution device 10, and it was made to go via the communications
satellite 18, and has transmitted to the data receiver 30 by the above-mentioned satellite
connection. And in the data receiver 30, the above—mentioned identifier is read in

hardware, and only the data of the classification registered previously which an
addressee needs is extracted and decoded.

[OO36]Addition of this identifier is performed by the data creation part 15 of the data
distribution device 10. It is accumulated in the data accumulation part 13 in the data
distribution device 10 in the state where no data which a user needs is processed. From

the data management part 12, the data accumulation part 13 told that the read request of
data came from the usersends the destination information of the requested data and a

user to the data creation part 15 via the high-speed switcher 14 simultaneously.
[O037]Here, a user's destination information is a transmission destination IP address
required for IP packet transmission. In this data transmission system, the transmission
destination IP address peculiar to all the users is assigned. While the user of 1 has
secured the transmission destination IP address which the user of 1 has, no users other
than the user of one have.

[003 8]Creation or after format conversion is carried out, the data from the data
accumulation part 13 is multiplexed with other audio signals and a video signal by the
data processing part 16, and is sent to the communications satellite 18 by the data
creation part 15 via a wireless circuit from the transmission antenna 17 as multiplexing
data.

[OO39]The multiplexing data sent via the communications satellite 18 can be received
by all the users who are in the situation where not only the data receiver 30 that a
specific user owns but data is receivable. The data receiver 30 receives all the
multiplexing data from the communications satellite 18, and sorts out, extracts and
decrypts the data according to the request which he advanced from the inside.
[OO40]This data receiver 30 extracts and decodes only the data block of the kind
registered previously by receiving the multiplexing data which consists of two or more
kinds of data blocks to which the identifier which shows the kind of data was added via

the satellite connection by the communications satellite 18, and reading the
above-mentioned identifier. ~

[0O41]Narnely, the data receiver 30 receives the many data block containing the data
transmitted according to the request, sorts out the data block addressed to itself, the data
block which he should receive, and the data block which he can receive, and extracts it

from the inside. The data receiver 30 which a user has is previously determined by the
contract of a user and a data donor.
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[0O42]Therefore, if it is usual, the characteristic data of other addressing to a user
cannot be sorted out using the data receiver 30 which a user has.
[0O43]However, in the written data transmission system using the communications
satellite 18, since many and unspecified addressees can receive easily with a receiving
set unlike 1 to 1 communication of a telephone line, a dedicated line, etc., it is easy to
be intercepted. That is, a possibility that data communications will be intercepted is high.
Then, a data encryption is needed also a written data transmission system.
[0044]For this reason, the data distribution device 10 is with contents propa- Ida 18 who
provides information, and service propa- Ida 19 who transmits that information, and has
performed double encryption processing with the encryption machine 21 and the
encryption machine 26 so that it may be shown briefly [ Fig.2 ].
[0O45]Actually, this data distribution device 10 is constituted, as shown in the Fig.1
mentioned above, and each part which the content provider 18 who showed especially
Fig.2, and service propa- Ida 19 have is contained in the data creation part 15 as shown
in Fig.3.
[0046]The data and the IP address addressed to a specific user which have been sent

flom the data accumulation part 13 are sent to the transmission destination IP packet
preparing part 20. In the IP packet preparing part 20, IP packet 60 shown in Fig.4 is (
generated using the data sent flom the data accumulation part 13, and the transmission
destination IP address which specifies a user at the time. The size of this IP packet 60 is
prescribed by TCP/IP (Transmission Control Protocol/Intemet Protocol), When the data
which the user requested exceeds that size, this data is divided into two or more IP
packets, and is transmitted to the following encryption machine 21.
[0047]Transmission destination IP address 74 of the user who shows Fig.5, and IP
address 73 of the transmitting agencyare contained in the IP header of IP packet 60
used here. Here, transmission destination IP address 74 is 32 bits.

[0O48]IP packet 60 created by the IP packet preparing part 20 is transmitted to the
encryption machine 21. In the encryption machine 21, the D’ packet 60 whole is
enciphered with the enciphering key for IP packets which an address gets to know that
he is a specific user, and already gets to know mutually only at Hazama, a data donor
and a specific user, at the tirne by 32-bit above-mentioned transmission destination IP
address 74 in IP packet 60. As an encryption expression, DES (Data Encryption
Standard) etc. are adopted, for example.
[OO49]the limited reception by encryption of an IP packet since this encryption machine
21 performs encryption which used 32 above-mentioned bits transmission destination IP
address 74 —- an addressee can be divided into the range of the 32nd power (= about ,.
4,300 millions) individual of 2. (_ “
[0O50]Here, the content provider 18 gives previously the transmission destination IP
address of the IP packet to transmit, and the decode key for decoding an encryption IP
packet to the data receiver 30. And the payload part of an IP packet is enciphered with
the encryption key corresponding to this decode key, and it sends to the service provider
19. ‘

[0051]However, the encryption needs to give about no data to a specific user, and
encryption may not be performed depending on the kind of data. When encryption is not
performed, IP packet 60 is directly transmitted to the MAC flame preparing part 22
flom the IP packet preparing part 20.
[OO52]Here, it describes about the case where encryption is performed. Encryption is
usually performed to a 64-bit plaintext, and in not being a multiple whose data length of
IP packet 60 which should be enciphered is 64 hits, the IP packet 60 whole is made into
a 64-bit multiple by performing amends of data, i.e., padding of invalid data, and it
considers it as IP packet 61.
[0053]]? packet 62 as which specific IP packet 61 for users was enciphered is
transmitted to the MAC flame preparing part 22. In the MAC flame preparing part 22,
MAC header 70 is added to IP packet 62 enciphered with the encryption machine 21 .
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[0054]This MAC header 70 comprises a total of 64 bits of 8 bits SSH) (Server System
ID), UDB(User Depend Block)1 [ 24 bits ], and 32-bit UDB2, as shown in Fig.6. In
particular, the transmission destination IP address written in the above-mentioned IP
header and the same transmission destination IP address are written in UDB2 of MAC
header 70.

[0055]The transmission destination IP address in the above-mentioned IP header is
enciphered, in the receiving set side, if a code is not decoded, ca.nnot know a
transmission destination IP address, but if above-mentioned MAC header 70 has the

same transmission destination IP address as it, At a receiving side, it can be known by

reading it only in hardware whether it is a data block addressed to itself. This
transmission destination IP address is directly passed to the MAC frame preparing part
22 from the IP packet preparing part 20.
[OO56]To the above-mentioned UDB1, PBL (Padding_Byte_Length) of a triplet, 1 bit
CP (Control_Packet) and 1-bit EN (Encrypted_or_Not), 1 bit PN (Protocol_Type
Available_or_Not), 2 bits Reserve, and a 16-bit protocol number (Protocol Type) are set.
[0057]Among this, PBL is padding bite length and is the length of the invalid data
covered on the occasion of encryption. This is needed in order that the user who
received the enciphered IP packet may know regular data length.
[OO58]CP is a bit which identifies whether the data which a user needs, or control data
required for system management is contained in the IP packet. Usually, CP of MAC
frame 63 which should be received when a user requests shows that not control data but
data is contained.

[0O59]EN is a control bit which shows whether the IP packet is enciphered with the
encryption machine 21. As for a user, decoding received MAC fraine 63 determines
whether lends and there is by this bit information. PN is a control bit which shows

whether useful information is in a Protocol Type area.

[0060]In the MAC frame preparing part 22 of Fig.3, the above control bit is added to IP
packet 62. Here, the content 1]) showing the kind of information on an IP packet besides
the above-mentioned transmission destination IP address may be set to UDB2. This

content ID is mentioned later. It is the above-mentioned SSH) to make it identify
A whether the above-mentioned transmission destination IP address was set to UDB2 or it

is the above-mentioned content ID.

[0061]CRC (Cyclic Redundancy Checking, Cyclic Redundancy Check) calculated in
the CRC calculation part 23 is added to MAC frame 63 generated by the MAC frame
preparing part 22. Thus, by calculating CRC by the data distribution device 10 side, the
data receiver 30 can inspect whether the received MAC frame is correctly transmitted
fiom the communications satellite 18. 16-bit CRC generated in the CRC calculation part
23 is added to the last of MAC frame 63.

[0062]This MAC frame 63 is converted to the section which is transmitted to the
section preparing part 24 and specified by MPEG 2. As shown in Fig.4, MAC flame 63
is added immediately after the section (Sec) header 71, and is called the private section
64.

[O063]The format of this section header 71 is shown in Fig.7 (A). The format of the
section header 71 is prescribed by MPEG 2, Table (ID) It has T111, section sink indicator
S51, private indicator P1, reserved Res, and private section length P51. Here, the data length
of a MAC frame goes into private section length P51.
[OO64]The private section 64 created by the section preparing part 24 is transmitted to
the transport packet preparing part 25. the private section 64 transmitted in the transport
packet preparing part 25 —- transport packet 651, 652, and .. it divides into 6511.
[OO65]transport packet 651, 652, and .. 6511 comprises 188 bytes, respectively. these
transport packet 651, 652, and .. 4 bytes of TS header is added to 6511.
[OO66]For example, the format of the TS header 72 is shown in Fig.7 (B). The TS
header 72 Sync byte Syb, transport error indicator Te,-1, Pay—load unit start indicator P111,
transport priority T1,, It has above-mentioned PD) and above-mentioned scramble
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control part (transport scramble control) Tsc, adaptation field control Afc, and Conti
******- counter Cc.

[0067]transport packet 651, 652, and .. since it is specified with having mentioned above
the size for one piece of 65,, as 188 bytes, generally it is necessary to divide the one
section 64 into two or more transport packets
[0068]Since one section is not necessarily the integral multiple length of 184 bytes

.(number of bytes to which bytes of header length were pulled from 188 bytes), usually
here, the one section 64 -— two or more transport packet 651, 652, and .. when dividing
into 65,,, as shown in Fig.4, the data using stuffing bytes is made up for. That is, when
one section which is not 184 bytes of multiple is divided into two or more transport
packets, all the bits form the stuffmg region by which stuffmg was carried out in the
data area in which the last transport packet remained.
[0069]Each transport packet created by the transport packet preparing part 25 is
supplied to the encryption machine 26. The encryption machine 26 performs encryption
processing to the data part of each above~mentioned transport packet using the
enciphering key for TS packets, as shown in Fig.2. -
[O070]The service provider 19 gives previously the.PID portion of a TS packet and the _
value of a scramble control part to transmit, and the decode key which decodes this TS
packet to the data receiver 30. And the encryption IP packet given fiom contents
PURABAIDA 18 is TS-packet-ized, the payload part of this TS packet is f11rther
enciphered with the encryption key corresponding to the above-mentioned decode key,
an encryption TS packet is created, and it transmits on satellite connection.
[O07l]Here, as mentioned above, the peculiar bit string corresponding to PID (13 bits)
and the scramble control part (2 bits) of TS header which were shown in (b) of Fig.7 is
used for the enciphering key for encryption. For this reason, 15-bit 4096 kinds of
limitation can be performed at the maximum.
[0072] Since the addressee can be divided into the range the 32nd power of 2 as already
mentioned above using the transmission destination IP address of an IP packet, if
encryption of this TS packet is combined, an addressee can be further divided into that
4096 times as many range, and a warmer restricted reception system can be constituted.
[0073]Since plaintext data cannot be obtained if another code is undecipherable even if
it succeeds in a tapping person decoding one of codes by performing independent
encryption doubly, a restricted reception system with higher safety can be constituted.
[0074]Here, since the restricted reception system by encryption of an IP packet and the
restricted reception system by encryption of a TS packet are held by another
entrepreneur of the content provider 185 and the service provider 19, respectively, a
restricted reception system with the independent others can be constituted. This is
effective when each wants for the entrepreneur who provides a transmission line to
differ from-the entrepreneur who provides transmission data, and to sign a limited
reception contract with a user independently. There is also no possibility that the
information about an encryption key may leak among entrepreneurs.
[O075]After the data in which double encryption was given by the content provider 18
and the service provider 19 is transmitted to the data transfer part 27, it is transmitted to
the data processing parts 16, such as a multiplexer. In the data processing part 16, it
modulates and amplifies, after multiplexing the above-mentioned transport packet with
other digitized videos and an audio signal.
[O076]The data for the broadcast specific user is received by users’ receiving antenna 31,
and is transmitted to a specific user's data receiver 30.
[O077]The signal received by the receiving antenna 31 is converted to the signal of IF,
and is input into the data receiver 30. The block diagram of this data receiver 30 is
shown in Fig.8. The flow chart of the double decoding processing performed with this
data receiver 30 is shown in Fig.9.
[O078]It converts to a digital signal here, QPSK demodulation processing and error
correction processing are performed, and the signal input into the front end 32 which
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consists of the tuner 33, A/D converter 34, the demodulator 35, and the decoder 36 is

received as TS packet data enciphered like Step S1.
[0079]This enciphered TS packet is supplied to the descrambler 37. The descrambler 37
performs descrambling processing of TS packet level to the TS packet data enciphered
[ above-mentioned ]. In this case, the descrambler 37 reads the value of a PID part and a
scramble control part in the header part of the above-mentioned encryption TS packet
data, It judges whether the decode key for TS packets corresponding to this value is
given from the service provider 19 at Step‘ S2, and if given, the payload part of this
encryption TS packet will be decoded with this decode key at Step S3, and the decoded
TS packet will be outputted. Here, if the decode key is not previously given from the
service provider 19, an encryption TS packet is canceled at Step S7.
[OO80]The TS packet decoded at Step S3 is supplied to the demultiplexer 38. Here, the
demal plexor 38 divides the audio information and the video data which were
multiplexed with the above-mentioned TS packet data by the written data processing
part:16, supplies audio information to the audio decoder 39, and supplies a video data to
the video decoder 40. The audio decoder 39 outputs an analog audio and the video
decoder 40 outputs analog video via NTSC encoder 41. The remaining TS packet data
are supplied to DEPAKETAIZA 45.
[0081]DEPAI{ETAIZA 45 reproduces the-format of the private section 64 shown by
Fig.4, calculates the value of CRC, and judges whether data was received correctly. And
DEPAKETAIZA 45 IP—packet-izes the above-mentioned private section 64 by step S4,
and converts it to the format data 75 as shown in Fig.10. This format data 75 is
transmitted to the decoder 47 which decodes this IP packet via FIFO46.
[OO82]The identifier set to UDB2 shown in the Fig.6 of the MAC header in the format
data 75 in the decoder 47, Take out a transmission destination IP address here, judge
whether the decode key for IP packets corresponding to this is given from contents
PURABAIDA 18 at Step S5, and if given, The payload part of an IP packet is decoded
using this decode key at Step S6, and the decoded IP packet is outputted. Here, if the
decode key is not previously given by the content provider 18, an encryption IP packet
is canceled at Step S7.
[OO83]A decode key is made to correspond to the above-mentioned identifier, and is
stored by the reference table 80 shown in the Fig.11 in the dual port rurn (DPRAIVI) 48.
[OO84]This reference table 80 has an identifier of the data block of a receivable kind
with that identifier and a corresponding decode key. 4 bytes is used as an identifier and
8 bytes is used as a decode key.
[OO85]As mentioned above as an identifier among the figure, content ID may be used,
using a transmission destination IP address, and the discernment is performed by SSID
in the MAC header of a receive packet. Setting out of the value of the reference table 80
is performed by CPU42 with the input of DPRAM48.
[OO86]If encryption IP packet data are received in the format of the above-mentioned
Fig.1O and the identifier of UDB2 in a MAC Address is taken out, the decoder 47,
DPRAM48 is accessed, the identifier in the table 80 is searched at intervals of 16 bytes
from a top address, and coincidence detection of the identifier in a receive packet and
the identifier in a table is performed to the bit of the identifier which is "1" among the
mask bits stored in 4 bytes of Ushiro of an identifier.
[OO87]If the mask bit is H"ffffffff', correspondence of all the bits of the identifier in the
MAC Address of the received packet and the identifier in a table will be checked, It
supposes that the same identifier as the input identifier is in DPRAM48, the decode key
(session key in a figure) corresponding to the identifier is taken out, and decoding
processing of the IP packet after it is performed.
[OO88]When the END code is stored in the last of the identifier in the reference table 80
registered previously, the identifier is searched and an END code is detected, as Step S7
showed without ejection and its receive packet receiving search there, it is discarded
with this decoder 47.
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[OO89]As an identifier, as mentioned above, content ID (or genre ID) besides a M
transmission destination IP address is used. That is, content ID besides a transmission

destination [P address may be set to UDB2 of MAC header 70 shown in Fig.6. When
using a transmission destination [P address when ‘'0'’ is set as SSII) is shown, for
example, "1" is set, it specifies using genre ID. It can distinguish which is used by
analyzing SSID by a receiving side.
[O090]For example, individually-addressed [ corresponding to a unicast address ], when
a transmission destination [P address is used for UDB2, and -- it becomes possible to
transmit the data addressed to a group's user using a multicast address —- a receiving side
-- addressing to oneself -- or it becomes possible to receive only the data addressed to a
groove where he can belong and which is in real time.
[O091]In this case, DPRAM48 of the data receiver 30 should just be provided with the
reference table 81 of a format as shown in Fig.l2. This reference table 81 has a
transmission destination [P address of the data block of a receivable kind with that

transmission destination [P address and a corresponding decode key. For example,
transmission destination IP address 1 for groups like the above—mentioned multicast
address is set to 16 bytes to begin. _
[O092]The encryption ON/OFF flag of this transmission destination IP address 1 is 0. (1
Individually-addressed transmission destination IP address 2 like the above-mentioned ‘
unicast address is set to the following 16 bytes. An encryption ON/OFF flag is 1. The
session key is set also to transmission destination IP address 2.

[O093]If the decoder 47 receives IP packet data in the format of the above—mentioned
Fig.1O and inputs the transmission destination IP address in a MAC Address, Access
DPRAM48 and the transmission destination [P address in the table 81 is searched at

intervals of 16 bytes from a top address, Coincidence detection of the identifier in a
receive packet and the identifier in a table is performed to the bit of the identifier which
is "1" among the mask bits stored in 4 bytes after this [P address. I
[O094]If the mask bit is H"ffffffff", correspondence of all the bits of the transmission
destination [P address in the MAC Address of the received packet and the transmission
destination [P address in a table will be checked, It supposes that the same IP address as
the input [P address occurs in DPRAM48, the decode key corresponding to the [P
address is taken out, and decoding processing of the IP packet after it is performed.
[O095]At the end of the IP address in the reference table 81 registered previously, when
the END code is stored, the IP address is searched and an END code is detected, it is

discarded like Step S7 with this decoder 47, without ejection and its receive packet
receiving search there. ,_
[0096]When the data of the genre previously registered on the other hand when the
content ID using 32 bits was used for full as UDB2 is received, data is transmitted to PC
and it becomes possible to download automatically to a hard disk.
[Q097]In this case, DPRAM48 of the data receiver 30 should just be provided with the
reference. table 82 of a format as shown in Fig.l3. This reference table 82 has
memorized the content ID 83 of the data block of a receivable kind using 32-bit full. .
[0098] Such 32-bit content ID 83 is constituted by 8-bit main class Do, classification—in 6
bits D1, 4-bit minor class D2, and 14-bit information ID as shown in (A) of Fig.14. Main
class Do expresses a big category, such as computer software, a publication, and game
software. Inside classification D1 shows a middle category, such as books, a magazine,
and a newspaper, if main class Do is a publication. Minor class D; shows the category
showing the newspaper publishing company name of A newspaper, B newspaper, and S
newspaper, if inside classification D1 is a newspaper. And one data unit is identified by
only ID in this minor class D2. In this case, the date of issue of a newspaper serves as
information ID, and it becomes content ID as shown in (B) of Fig. 14 as a result.
[OO99]The method of the actual information discernment at the time of using such
content ID as an identifier is described below. For example, in the example of the
above—mentioned Fig.14, when making a contract of A newspaper, a mask bit is made
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— into H"ffffcO00" and this mask bit should just detect correspondence of the identifier of
the receive packet of the bit position of 1, and the identifier in a table. If the mask bit is
made into H"fffcO00O" when it is not based on a peculiar newspaper name but receives
all the newspapers, A newspaper H "02084000+ date-of-issue ID" and the B newspaper
H "0208 8000+ date—of-issue ID" are altogether downloadable by one setting out.
[0100]If only the genre of required information is specified even if it does not specify
ID of each information one by one, this will be the point that the information on the
genre specified automatically is receivable, and will be a very useful method.
[0101]Since the session key to each paper cannot be set up only by setting up content
ID when each information is enciphered as each paper is merely enciphered with the
separate session key in this case, for example, it is an effective method when each
information is not enciphered to the last.
[0102]As an identifier of the above-mentioned information, there is also a method using
the MAC Address currently assigned to each product by 48 bit length.
[0103]It judges that this data block will be a data block of the kind registered previously
if a transmission destination IP address and content ID can be read, and the decoder 47

extracts, and as the IP header and IP data in the format data 75 which were enciphered
were mentioned above, it decodes.

[0104]The decrypted data block is transrr1itted to the main memory on a personal
computer via FIFO49 and PCI interface 50. And processing by the software of this
personal computer is made.
[OlO5]CPU42 controls the reading of DPRAM48 and it sets up the value of a reference
table. CPU42 controls the demultiplexer 38, DPRAM48, and DPRAM52 according to
the program read into RAM43 fi'om ROM44. CPU42 may process the data read from IC
card reader 53, and may generate the above-mentioned decode key. The
above~mentioned request is transmitted to data supply origin with ISDN via the modem

. 54 and the telephone line 56.
[0l06]As described above, this data receiver 30, It was set to DBU2 of a MAC flame by
the data distribution device 10, and has been transmitted, Since only the data block of a

transmission destination IP address and the kind which read content ID with the decoder

47 and was registered previously can be extracted, only addressing to themselves or the
information to need can be extracted and decoded at high speed out of the received data
which enciphered various data multiplexed. —

[0l07]As shown in Fig.2, it is doubly enciphered by contents propa— Ida 18 and service
propa— Ida 19, and since only the data receiver 30 has two decode keys which decrypt it,
the transmitted data can prevent data fi'om being used by stealth for others.
[0108]The data transmission system used as this embodiment may be perfonned with
composition as shows the double encryption processing by the side of the data
distribution device 10 to Fig.15. That is, encryption processing of an IP packet is not
made to give the content provider 18, but it is made to carry out to the service provider
19. For this reason, the content provider 18 can cut down cost.

[0109]If it constitutes so that one entrepreneur may perform both encryption
processings, it will become unnecessary that is, for another entrepreneur to have the
equipment for encryption processing. When two or more content providers use the
txansmission line which one service provider provides, for exainple, since each content
provider does not need to have encryption disposal equipment, this is effective.
[0110]Since operation of each part is the same as operation of each part shown in Fig.2
here and the composition of the data receiver 30 is also the same, a description is
omitted.

[0111]It may be made for the composition in the data receiver 30 to be shown in Fig.16.
That is, it is good also as composition which provides the memory storage 58 like a hard
disk driver between DEPAKETAIZA 45 and the decoder 47, and accumulates the

enciphered IP packet. What is necessary is to accumulate the enciphered IP packet in
the memory storage 58, and just to decode, when the above-mentioned decode key is
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obtained afterwards even if it has not obtained the decode key which decodes an 1}’
packet previously if it does in this way.
[01 12]That is, by saving enciphered Paquette at memory storage, even if a receiving set
obtains a decode key afterwards, data can become effective. For example, by saving a
lot of data previously at memory storage, obtaining a decode key in the stage which the
user meant, and using data, after a user means, compared with beginning to receive data,
the time for receiving a lot of data can be saved.
[01 l3]Here, although the case where the decode key for the receiving set 30 to decode
an 1}’ packet had not been obtained was described, even when the decode key for
decoding a TS packet has not been obtained, same processing can be performed by
saving the TS packet enciphered at memory storage.
[Ol14]Although the enciphered data can be saved, when the decoded data and a decode
key add the snucture which cannot be saved, it also becomes possible to prevent
copying plaintext data.
[Ol15]Although the IP packet was considered as transmission data in each example
mentioned above, even if it considers other transmission protocol packets with the same
structure, the same restricted reception system is configurable. Paquette—ization of ,
transmission data may be made or more into three—fold, and three or more restricted (
reception systems may be combined. For this reason, encryption processing may be
performed to the file data before IP-packet—izing.
[O116]For example, the data compression method of a MAC frame is not limited to
IVIPEG 2, but other compression methods may be used for it. Internet Protocol is not
limited to TCP/IZP, for example, an OSI (Open System Interconnection) system may be
used for it.

[01 17]

[Effect of the Invention]The information transmission equipment and the method
concerning the present invention transmit this encoded data, after performing at least
two-fold encryption processing including the encryption processing using the
encryption key according to the identifier which shows the kind of the above-mentioned
digital data to the above-mentioned digital data, Since decoding processing is performed
to the above-mentioned encoded data received via the data transmission line using each

decode key according to each encryption key, also when transmitting digital data using
a communications satellite, the degree of leakage of information and the degree of
disturbance can be made low.

[O118]The information reception equipment and the method concerning the present
invention, Since only the data block of the kind which received two or more kinds of .,_
data blocks to which the identifier which shows the kind of data was added via the data
transmission line, read the above-mentioned identifier, and was registered previously is
extracted and decoded, A specific user can be made to receive the digital data
transmitted via the data transmission line from the information distributor according to

the kind of data at high speed.
[01 l9]Since the information storage medium concerning the present invention has
memorized the encoded data in which encryption processing by the encryption key
according to the identifier which shows the kind of digital data was performed at least,
even if a receiving set obtains a decode key afterwards, data can be effectively used for
it.

[Ol20]Since the information storage medium concerning the present" invention
memorizes two or more kinds of data blocks to which the content ID which shows the

kind of data block was added, it can extract only the information to need easily.

_ DESCRIPTION OF DRAWINGS

[Brief Description of the Drawings]
[Drawing lilt is a configuration diagram of the data transmission system used as an
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embodiment of the invention.

{Drawing 2{It is a block diagram showing briefly the composition in connection with
double encryption processing of a written data transmission system.
{Drawing 3{It is a block diagram showing the composition of the data creation part
shown in the above-mentioned Fig. 1.
{Drawing 4{It is a figure for describing the process of the data creation in the data
creation part shown in the above-mentioned Fig.3.
{Drawing 5 {It is a format figure showing the detailed composition of an 11’ header.
{Drawing 6 {It is a format figure of a MAC header.
{Drawing 7 {It is a format figure of a section header and TS header.
{Drawing 8 {It is a block diagram of the data receiver which constitutes a written data

transmission system.
|Drawing 9|It is a flow chart for describing the decoding processing performed with a
written data receiving set. _
{Drawing 10{It is a figure for describing transmission of the data from written data
receiving set Uchi's DEPAKETAIZA to a decoder.
{Drawing 11{It is a fimdamental configuration diagram of the reference table which
written data receiving set Uchi's DPRAM stores.
{Drawing 12{It is a figure showing the first example of the above-mentioned reference
table.

{Drawing 13 {It is a figure showing the second example of the above-mentioned
reference table.

{Drawing 14 {It is a figure showing the example of specific constitution of content ID.
{Drawing 15 {It is a block diagram showing other examples of the data distribution
device in a written data transmission system.
{Drawing 16|It is a block diagram showing other examples of the data receiver in a
written data transmission system.
{Drawing 17{It is a schematic structure figure showing an example of the encoded data
transmission equipment which enciphers the data on a transmission line with a common
key encryption system.
[Explanations of letters or numerals] A
10 A data distribution device and 18 [An encryption machine, 30 data receivers, and 37
/ A descrambler and 45 / DEPAKETAIZA and 47 / Decoder ] A content provider and
19 A service provider and 21 An encryption machine, 25 TS—packet preparing part, and
26umm~mu mm—mmmw—u m-mflmumummmmmm
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685

[Written Amendment]
[Filing date]Heisei 15(2003) February 28 (2003228)
[Amendment 1]

[Document to be Amended]Description
[Item(s) to be Amended]Whole sentence
[Method of Amendrnent]Change
[Proposed Amendment]
[Document Name]Description
[Title of the Invention] Information transmission equipment, an information
transmission method, information reception equipment, and an information receiving
method

[Claim(s)] . _ _
[Claim 1]In mforrnation-transmission equipment which divides digital data into a
predetermined data block, and transmits this data block via a data transmission line,

A transmitting means which performs at least two-fold encryption processing, and _
transmits this encoded data including encryption processing using an encryption key (_
according to an identifier which shows a kind of the above-mentioned digital data to the '
above-mentioned digital data,
Information transmission equipment provided with a receiving means which receives.
the above-mentioned encoded data transmitted via a written data transmission line from

the above-mentioned transmitting means, and performs decoding processing using each
decode key according to each encryption key.
[Claim 2]The information transmission equipment according to claim 1, wherein the
above-mentioned predetermined data block is Paquette by Internet Protocol for
transmitting and receiving digital data via a network between two or more systems.
[Claim 3]In an information transmission method which divides digital data into a
predetermined data block, and transmits this data block via a data transmission line,
Encryption processing using an encryption key according to an identifier which shows a
kind of the above-mentioned digital data to the above-mentioned digital data is included,
An information transmission method performing decoding processing to the
above-mentioned encoded data which transmitted this encoded data after performing at
least two-fold encryption processing, and was received via a written data transmission
line using each decode key according to each encryption key.
[Claim 4]In information reception equipment which receives multiplexing data which ,__
consists of two or more kinds of data blocks to which an identifier which shows a kind
of data was added via a data transmission line,

Information reception equipment extracting and decoding only a data block of a kind
which read the above-mentioned identifier and was registered previously.
[Claim 5]The information reception equipment according to claim 4 having an identifier
of a data block of a receivable kind in a reference table with the identifier and a

corresponding decode key.
[Claim 6]The information reception equipment according to claim 5 characterized by
performing decoding processing to this encryption data block based on a decode key
according to an identifier with reference to the above-mentioned reference table when
the enciphered above-mentioned data block is received.
[Claim 7]In an information receiving method which receives multiplexing data which
consists of two or more kinds of data blocks to which an identifier which shows a kind

of data was added via a data transmission line,

An infonnation receiving method extracting and decoding only a data block of a kind
which read the above-mentioned identifier and was registered previously.
[Claim 8]The information receiving method according to claim 7 using content ]D
showing a kind of information on the above-mentioned data block as the
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above—mentioned identifier.

[Claim 9]The information receiving method according to claim 7 having the
above-mentioned identifier in a header of media access control to which it was added by
head of each data block.

[Detailed Description of the Invention]
[0001]
[Field of the Invention]The present invention relates to the information transmission
equipment, the method, the information reception equipment, and the method for
offering data distribution service, for example using a communications satellite.
[0002]
[Description of the Prior Art]When [ which carries out data communications using a
dial-up line a dedicated line, etc. ] case or talking over the telephone, in order to prevent
leakage of transmitted data, or in order to maintain the reliability of information to the
disturbance over transmitted data, the data of the plaintext was enciphered and
transmitted and the data enciphered in the reception destination is decoded.
[0003]As a typical cipher system, the common key encryption system and the
public-key crypto system are known. The common key encryption system is also called
the symmetrical cryptosystem, and there are an algorithm nondisclosure type and an
algorithm public presentation type. DES (Date Encryption Standard) is known as a
typical algorithm public presentation type thing. Since computational complexity
irnrnense in order to derive a decode key from an enciphering key is required and a
decode key is not decoded substantially, a public-key crypto system is a cipher system
which may exhibit an enciphering key.
It is also called an unsymmetrical key cipher system.

[0004]Fig.17 is a schematic structure figure showing an example of the encoded data
transmission equipment which enciphers the data on a transmission line with a common
key encryption system. This encoded data transmission equipment protects that the
bugging device 93 by the side of a tapping person intercepts data from the data
transmission line 94 which connects the sending set 91 by the side of a sending person,
and the receiving set 92 by the side of an addressee.
[O005]Encryption processing which uses the encryption key 97 with the encryption
machine 96 in the sending set 91 is performed to the data which should be transmitted.
The above—mentioned encoded data which was transmitted by the data transmission line

94 and received with the receiving set 92 is decoded by the decoder 99 which used the
decode key 98, and decode data is obtained.

[O0O6]Since it does not have the decode key 98 even if the bugging device 93 receives
here the data similarly enciphered as the receiving set 92 from the data transmission line
94, it is difficult to decode. That is, in the bugging device 93, since the data which

required then incomprehensible encryption processing (scramble) as it is will be treated,
it can prevent leaking information to the bugging device 93 side actually. Generally in
the main encryption methods of the common key encryption system in this example, an
enciphering key and a decode key are identical-bits sequences.
[OOO7]A cipher system which was mentioned above is determined according to the
classification of the circuit system to which transmission data is transmitted, the degree
of secrecy (confidentiality) of transmission data, the quantity of transmission data, etc.
For example, in the data communications using a dedicated line, although leakage of
information and the degree of the disturbance to transmission data are low, when
carrying out data communications using a dial-up line, the degree of leakage of
information and the degree of disturbance become high.
[0008]
[Problem to be solved bythe invention]By by the way, the thing for which transmission
of the digital data using a communications satellite was attained in recent years,
Although transmitted [ came ] using the communications satellite also about the text,
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and the digital video and voice data which are used not only by analog video and voice
data, such as television broadcasting and a movie, but by computer etc., Since reception
with many and unspecified receiving sets is possible, the degree of leakage of
information and the degree of disturbance become still higher. _
[OOO9]That is, in the data transmission system using the above-mentioned
communications satellite, since many and unspecified addressees can receive easily
with a receiving set unlike 1 to 1 communication of a telephone line, a dedicated line,
etc., it is easy to be intercepted. For this reason, a possibility that charged data
communications will be intercepted, for example is high. Then, a data encryption is
needed also a written data transmission system.
[OO10]In a actual written data transmission system, encryption processing is performed
about not all data, Using the information which the data which should be enciphered
was enciphered according to the contents of the data which should be transmitted in a
sending set, it sent out on the transmission line, and the addressee decoded all or some
of enciphered data, and was acquired as a result, Or it is got to know whether the data is
required for itself by the portion transmitted without being enciphered.
[0011]Here, the conventional television broadcast service using a communications ,
satellite is a form as for which a many user uses the data which the distribution person (
distributed receiving it simultaneously. On the other hand, when distributing the digital L
data used by computer etc. via a communications satellite, the function which
distributes data to the specific user of the singular number or plurality fiom a data
distribution person is called for.
[O0l2]However, conventionally, in the simultaneous transmissive communication or
broadcasting system fiom a data distribution person to many users, All Users received
the always same information, use or an inspection was carried out, and since there was
no identification information of a system user individual, distribution of data only to a

‘ specific user fiom a data distribution person was not completed.
[0O13]The present invention is made in view of the above-mentioned actual condition,
and also when it transmits digital data using the above-mentioned communications
satellite, it aims at offer of the information transmission equipment and the method of
making the degree of leakage of information, and the degree of disturbance low.
[0014]The present invention is made in view of the above-mentioned actual condition,
and aims at offer of the information reception equipment and the method only a specific
user enables it to receive the digital data transmitted via the data transmission line from
the information distributor according to the kind of data.

[00 1 5] M .,
[Means for solving problem]In order that the information transmission equipment and
the method concerning the present invention may solve an aforementioned problem,
After performing at least two-fold encryption processing including the encryption
processing using the encryption key according to the identifier which shows the kind of
the above-mentioned digital data to the above-mentioned digital data, this encoded data
is transmitted, Decoding processing is performed to the above-mentioned encoded data
received via the data transmission line using each decode key according to each

encryption key.
[OO16]In order that the information storage medium concerning the present invention
may solve an aforementioned problem, the encryption processing by the encryption key
according to the identifier which shows the kind of digital data has memorized the
encoded data given at least. i
[O017]In order to solve an aforementioned problem, the information reception
equipment and the method concerning the present invention receive two or more kinds
of data blocks to which the identifier which shows the kind of data was added via a data

transmission line, read the above-mentioned identifier, and extract and decode only the
data block of the kind registered previously.
[00 1 8]
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[Mode for carrying out the invention]It describes referring to Drawings for the
embodiment of the information transmission equipment concerning the present
invention, a method, information reception equipment, and a method hereafter. This
embodiment is a data transmission system of the Fig.1 which divides digital data into a

. predetermined data block, and transmits this data block via satellite connection.
[OO19]This data transmission system is provided with the following.
The data distribution device 10 which performs double encryption processing and
transmits this duplicate encryption data including encryption processing using an
encryption key according to an identifier which shows a kind of the above—mentioned
digital data to digital data.
The data receiver 30 which receives the above—mentioned duplicate encryption data
transmitted via the above-mentioned satellite connection fiom this data distribution

device 10, and performs decoding processing using each decode key according to each
encryption key. —
Here, the expansion slot of a personal computer is equipped with the data receiver 30,
for example. The personal computer is shown in Fig.1 as the data receiver 30 as it is.
[OO20]The data distribution device 10 and the data receiver 30 can communicate
mutually via a terrestrial communication network like ISDN in which bidirectional
communication is possible. This terrestrial communication network may be connected
to the Internet which transmits and receives digital data via a network between two or
more systems. The satellite connection by the communications satellite 18 has
transmission capacity larger than the above—mentioned terrestrial communication
network.

[OO2l]First, the data flow in a written data transmission system is described. Here, it is
assumed that the specific user who owns the data receiver 30 with the data donor who
owns the data distribution device 10 has made the contract of delivery of data

previously. With the data donor here, both the entrepreneur (henceforth a content
provider) who provides transmitted data, and the entrepreneur (henceforth a service
provider) who provides a transmission line are included.
[OO22]The user who owns the data receiver 30 sends the request of the purport that he
would like to receive the predetermined service which a data donor provides to the data
distribution device 10, for example via ISDN as a terrestrial communication network.
The method in particular of sending this request may not be limited, but may be decided
by the kind of data, or a contract state with a user, for example, mail etc. may be
sufficient as it. In accordance with a contract, a data donor may provide service
previously, without sending a request.
[OO23]The request from a user sent to the data distribution device 10 is received by the
data request reception part 11, and is sent to the data management part 12. The data
management part 12 will perform the read request of data to the data accumulation part
13, if the contract information and the request of a user check that it is that meaningful
and it is satisfactory. The data accumulation part 13 sends data to the data creation part
15 via the high-speed switcher 14, according to a data read demand for example.
[OO24]In the data creation part 15, to the data.from the data accumulation part 13,
IP—packet-izing, Format conversion, such as formation of a media-access—control
(Media Access Control, MAC) flame and transport—izing of MPEG(Moving Picture
Experts Group Phase) 2, is performed. The data creation part 15 enciphers the
above—mentioned duplex after IP-packet—izing of data, and transport-izing.
[OO25]It describes below about this format conversion. As mentioned above, it becomes
possible for various kinds of data like an audio, a video signal, or data to multiplex, and
to be transmitted by a mass digital circuit in recent years. As the method of this
multiplexing, the transport stream (Transport Stream, TS) packet which is a
transmission format of MPEG 2, for example is known. In this TS packet, encryption
processing has been performed to the information data part (payload part). The peculiar
bit string corresponding to 13 bits packet ID (PID) of the header part of a TS packet and
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a 2-bit scramble control part is used for the enciphering key for this encryption.
Above-mentioned PID is used to identify information kinds, such as video of the
specific channel of each TS packet, and an audio.
[0026]In transmitting data using this TS packet, data is converted to the format of the
Internet Protocol (IP) packet currently widely used on the Internet, and it puts this IP
packet into a TS packet further.
[0027]By the way, when various kinds of data is transmitted as an IP packet, it is used
in order that above-mentioned PID may discriminate the data of an IP packet from other
videos or the data of an audio, Bit length is also the number of bits insufficient for
making the classification of various data which has only 13 bits and is transmitted by an
IP packet identify. Then, the identifying method of kinds of data other than PID is
needed.

[OO28]For example, on the Internet, the transmission destination address
(DestinationAddress) included in identifying whether received data are data addressed
to themselves at the IP header of an IP packet is used. Even when transmitting an IP
packet by a TS packet, it is possible to identify whether it is data addressed to itself

using this transmission destination address (it is henceforth called a transmission (V
destination IP address.). ( »
[0O29]However, it is drarnatically difficult for a data transmission rate to serve as I
30Mbps per one translator, if satellite connection is taken for an example, for example,
and to analyze a transmission destination IP address by software in real time by a data
receiving side. By a certain means, a means to extract only the information addressed to
oneself is needed.

[0030]It is very convenient, if only the information on the genre of its interested
information is specified even if it does not specify the title of specific information, and
only the information on the genre is received automatically and can download.

[0031]When data is enciphered as having mentioned above in order to consider it as
ability ready for receiving only at a specific member, it is necessary to decode the
enciphered data in a receiving side. So, in the written data transmission system, added
the identifier which shows the kind of data to the multiplexing data which consists of
two or more kinds of data blocks in the data distribution device 10, and it was made to

go via the communications satellite 18, and has transmitted to the data receiver 30 by
the above-mentioned satellite connection. And in the data receiver 30, the

above—mentioned identifier is read in hardware, and only the data of the classification
registered previously which an addressee needs is extracted and decoded.
[OO32]Addition of this identifier is performed by the data creation part 15 of the data
distribution device 10. It is accumulated in the data accumulation part 13 in the data \
distribution device 10 in the state where no data which a user needs is processed. From
the data management part 12, the data accumulation part 13 told that the read request of
data came from the user sends the destination information of the requested data and a
user to the data creation part 15 via the high-speed switcher 14 simultaneously.
[0033]Here, a user's destination information is a transmission destination IP address
required for IP packet transmission. In this data transmission system, the transmission
destination IP address peculiar to all the users is assigned. While the user of 1 has
secured the transmission destination IP address which the user of 1 has, no users other
than the user of one have.

[0034]Creation or after format conversion is carried out, the data from the data
accumulation part 13 is multiplexed with other audio signals and a video signal by the
data processing part 16, and is sent to the communications satellite 18 by the data
creation part 15 via a wireless circuit from the transmission antenna 17 as multiplexing
data.

[0O35]The multiplexing data sent via the communications satellite 18 can be received
by all the users who are in the situation where not only the data receiver 30 that a
specific user owns but data is receivable. The data receiver 30 receives all the
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multiplexing data from the communications satellite 18, and sorts out, extracts and
decrypts the data according to the request which he advanced from the inside.
[0036]This data receiver 30 extracts and decodes only the data block of the kind
registered previously by receiving the multiplexing data which consists of two or more
kinds of data blocks to which the identifier which shows the kind of data was added via

the satellite connection by the communications satellite 18, and reading the
above-mentioned identifier.

[0037]Namely, the data receiver 30 receives the many data block containing the data
transmitted according to the request, sorts out the data block addressed to itself, the data
block which he should receive, and the data block which he can receive, and extracts it

from the inside. The data receiver 30 which a user has is previously determined by the
contract of a user and a data donor. Therefore, if it is usual, the characteristic data of

other addressing to a user cannot be sorted out using the data receiver 30 which a user
has.

[0038]However, in the written data transmission system using the communications
satellite 18, since many and unspecified addressees can receive easily with a receiving
set unlike 1 to 1 communication of a telephone line, a dedicated line, etc., it is easy to
be intercepted. That is, a possibility that data communications will be intercepted is high.
Then, a data encryption is needed also a written data transmission system.
[003 9]For this reason, the data distribution device 10 is with contents propa- Ida 18 who
provides information, and service propa- Ida 19 who transmits that information, and has
performed double encryption processing with the encryption machine 21 and the
encryption machine 26 so that it may be shown briefly [ Fig.2 ].
[OO40]Actually, this data distribution device 10 is constituted, as shown in the Fig.1
mentioned above, and each part which the content provider 18 who showed especially
Fig.2, and service propa- Ida 19 have is contained in the data creation part 15 as shown
in Fig.3 . _
[OO41]The data and the IP address addressed to a specific user which have been sent
from the data accumulation part 13 are sent to the transmission destination IP packet
preparing part 20. In the IP packet preparing part 20, IP packet 60 shown in Fig.4 is
generated using the data sent from the data accumulation part 13, and the transmission
destination IP address which specifies a user at the time. The size of this IP packet 60 is
prescribed by TCP/IP (Transmission Control Protocol/Intemet Protocol), When the data
which the user requested exceeds that size, this data is divided into two or more IP
packets, and is transmitted to the following encryption machine 21.
[0042]Transmission destination IP address 74 of the user who shows Fig.5, and IP
address 73 of the transmitting agency are contained in the IP header of IP packet 60
used here. Here, transmission destination IP address 74 is 32 bits.

[O043]IP packet 60 created by the IP packet preparing part 20 is transmitted to the
encryption machine 21 . In the encryption machine 21, the IP packet 60 whole is
enciphered with the enciphering key for IP packets which an address gets to know that
he is a specific user, and already gets to know mutually only at Hazama, a data donor
and a specific user, at the time by 32-bit above-mentioned transmission destination IP
address 74 in IP packet 60. As an encryption expression, DES (Data Encryption
Standard) etc. are adopted, for example.
[0O44]the limited reception by encryption of an IP packet since this encryption machine
21 performs encryption which used 32 above-mentioned bits transmission destination IP
address 74 -- an addressee can be divided into the range of the 32nd power (= about
4,300 millions) individual of 2.
[OO45]Here, the content provider 18 gives previously the transmission destination IP
address of the IP packet to transmit, and the decode key for decoding an encryption IP
packet to the data receiver 30. And the payload part of an IP packet is enciphered with
the encryption key corresponding to this decode key, and it sends to the service provider
1 9.
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[O046]However, the encryption needs to give about no data to a specific user, and
encryption may not be performed depending on the kind of data. When encryption is not
performed, IP packet 60 is directly transmitted to the MAC flame preparing part 22
flom the IP packet preparing part 20.
[O047]Here, it describes about the case where encryption is performed. Encryption is
usually performed to a 64-bit plaintext, and in not being a multiple whose data length of
IP packet 60 which should be enciphered is 64 bits, the IP packet 60 whole is made into
a 64-bit multiple by performing amends of data, i.e., padding of invalid data, and it
considers it as IP packet 61. '
[OO48]IP packet 62 as which specific IP packet 61 for users was enciphered is
transmitted to the MAC flame preparing part 22. In the MAC flame preparing part 22,
MAC header 70 is added to IP packet 62 enciphered with the encryption machine 21.
[OO49]This MAC header 70 comprises a total of 64 bits of 8 bits SSH) (Server System
ID), UDB(User Depend Block)1 [24 bits ], and 32-bit UDB2, as shown in Fig.6. In
particular, the transmission destination IP address written in the above—mentioned IP
header and the same transmission destination IP address are written in UDB2 of MAC
header 70. '

[OO50]The transmission destination IP address in the above-mentioned IP header is A
enciphered, in the receiving set side, if a code is not decoded, carmot know a 2’
transmission destination IP address, but if above—mentioned MAC header 70 has the

same transmission destination IP address as it, At a receiving side, it can be known by
reading it only in hardware whether it is a data block addressed to itself. This
transmission destination IP address is directly passed to the MAC flame preparing part
22 flom the IP packet preparing part 20.
[OO51]To the above—mentioned UDB1, PBL (Padding_Byte__Length) of a triplet, 1 bit
CP (Control_Packet) and 1-bit EN (Encrypted__or__Not), 1 bit PN (Protocol_Type
Available_or_Not), 2 bits Reserve, and a 16-bit protocol number (Protocol Type) are set.
[O052]Among this, PBL is padding bite length and is the length of the invalid data
covered on the occasion of encryption. This is needed in order that the user who
received the enciphered IP packet may know regular data length.
[O053]CP is a bit which identifies whether the data which a user needs, or control data
required for system management is contained in the IP packet. Usually, CP of MAC
flame 63 which should be received when a user requests shows that not control data but
data is contained.

[0054]EN is a control bit which shows whether the IP packet is enciphered with the
encryption machine 21. As for a user, decoding received MAC flame 63 determines ..
whether lends and there is by this bit information. PN is a control bit which shows C
whether useful information is in a Protocol Type area.
[O055]In the MAC frame preparing part 22 of Fig.3, the above control bit is added to IP
packet 62. Here, the content ID showing the kind of information on an IP packet besides
the above—mentioned transmission destination IP address may be set to UDB2. This
content ID is mentioned later. It is the above-mentioned SSJD to make it identify
whether the above—mentioned transmission destination IP address was set to UDB2 or it ‘

is the above—mentioned content ID. .

[OO56]CRC (Cyclic Redundancy Checking, Cyclic Redundancy Check) calculated in
the CRC calculation part 23 is added to MAC flame 63 generated by the MAC flame
preparing part 22. Thus, by calculating CRC by the data distribution device 10 side, the
data receiver 30 can inspect whether the received MAC flame is correctly transmitted
flom the communications satellite 18. 16-bit CRC generated in the CRC calculation part
23 is added to the last of MAC flame 63.

[O057]This MAC flame 63 is converted to the section which is transmitted to the
section preparing part 24 and specified by MPEG 2. As shown in Fig.4, MAC flame 63
is added immediately after the section (Sec) header 71, and is called the private section
64.
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[0O58]The format of this section header 71 is shown in Fig.7 (A). The format of the
section header 71 is prescribed by MPEG 2, It has table (ID) T1d, section sink indicator
S51, private indicator P1, reserved Rgs, and private section length P51. Here, the data length
of a MAC frame goes into private section length P51.
[OO59]The private section 64 created by the section preparing part 24 is transmitted to
the transport packet preparing part 25. the private section 64 transmitted in the transport
packet preparing part 25 —— transport packet 65 1, 65 2, and .. it divides into 65 ,1.
[OO60]transport packet 65 1, 65 2, and .. 65 ,1 comprises 188 bytes, respectively. These
transport packet 65 1, 65 2, —- 4 bytes of TS header is added to 65 ,1.
[OO61]For example, the format of the TS header 72 is shown i_n Fig.7 (B). The TS
header 72 Sync byte Sy1,, transport error indicator T31, Pay—load unit start indicator P111, It
has transport priority Tp, above-mentioned PID, the above-mentioned scrarnble control
part (transport scrarnble control) T50, adaptation field control Afc, and Conti ******—
counter Cc.

[OO62]transport packet 65 1, 65 2, and .. since it is specified with having mentioned
above the size for one piece of 65 ,1 as 188 bytes, generally it is necessary to divide the
one section 64 into two or more transport packets
[OO63]Since one section is not necessarily the integral multiple length of 184 bytes
(number of bytes to which 4 bytes of header length were pulled from 188 bytes), usually
here, the one section 64 —— two or more transport packet 65 1, 65 2, and .. when dividing
into 65 1,, as shown in Fig.4, the data using stuffing bytes is made up for. That is, when
one section which is not 184 bytes of multiple is divided into two or more transport
packets, all the bits form the stuffing region by which stuffing was carried out in the
data area in which the last transport packet remained.
[0O64]Each transport packet created by the transport packet preparing part 25 is
supplied to the encryption machine 26. The encryption machine 26 performs encryption
processing to the data part of each above-mentioned transport packet using the
enciphering key for TS packets, as shown in Fig.2.
[0065]The service provider 19 gives previously the PID portion of a TS packet and the
value of a scramble control part to transmit, and the decode key which decodes this TS
packet to the data receiver 30. And the encryption IP packet given from contents
PURABAIDA 18 is TS-packet—ized, the payload part of this TS packet is further
enciphered with the encryption key corresponding to the above-mentioned decode key,
an encryption TS packet is created, and it transmits on satellite connection.
[OO66]Here, as mentioned above, the peculiar bit string corresponding to PID (13 bits)
and the scramble control part (2 bits) of TS header which were shown in (b) of Fig.7 is
used for the enciphering key for encryption. For this reason, 15-bit 4096 kinds of
limitation can be perfonned at the maximum.
[OO67]Since the addressee can be divided into the range the 32nd power of 2 as already
mentioned above using the transmission destination IP address of an IP packet, if
encryption of this TS packet is combined, an addressee can be further divided into that
4096 times as many range, and a warmer restricted reception system can be constituted.
[OO68]Since plaintext data cannot be obtained if another code is undecipherable even if
it succeeds in a tapping person decoding one of codes by performing independent
encryption doubly, a restricted reception system with higher safety can be constituted.
[OO69]Here, since the restricted reception system by encryption of an IP packet and the
restricted reception system by encryption of a TS packet are held by another
entrepreneur of the content provider 18 and the service provider 19, respectively, a
restricted reception system with the independent others can be constituted. This is
effective when each wants for the entrepreneur who provides a transmission line to
differ from the entrepreneur who provides transmission data, and to sign a limited
reception contract with a user independently. There is also no possibility that the
information about an encryption key may leak among entrepreneurs.
[OO70]After the data in which double encryption was given by the content provider 18
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and the service provider 19 is transmitted to the data transfer part 27, it is transmitted to
the data processing parts 16, such as a multiplexer. In the data processing part 16, it
modulates and amplifies, after multiplexing the above-mentioned transport packet with
other digitized videos and an audio signal.
[OO71]The data for the broadcast specific user is received by users’ receiving antenna 31,
and is transmitted to a specific user's data receiver 30.
[0O72]The signal received by the receiving antenna 31 is converted to the signal of IF,
and is input into the data receiver 30. The block diagram of this data receiver 30 is
shown in Fig.8. The flow chart of the double decoding processing performed with this
data receiver 30 is shown in Fig.9.

[0073]It converts to a digital signal here, QPSK demodulation processing and error
correction processing are performed, and the signal input into the fiont end 32 which
consists of the tuner 33, A/D converter 34, the demodulator 35, and the decoder 36 is

received as TS packet data enciphered like Step S1.
[0074]This enciphered TS packet is supplied to the descrambler 37. The descrambler 37
performs descrambling processing of TS packet level to the TS packet data enciphered
[ above-mentioned ]. In this case, the descrambler 37 reads the value of a PID part and a
scramble control part in the header part of the above-mentioned encryption TS packet (’ .
data, It judges whether the decode key for TS packets corresponding to this value is 9‘
given fiom the service provider 19 at Step S2, and if given, the payload part of this
encryption TS packet will—be decoded with this decode key at Step S3, and the decoded
TS packet will be outputted. Here, if the decode key is not previously given fiom the
service provider 19, an encryption TS packet is canceled at Step S7.
[0075]The TS packet decoded at Step S3 is supplied to the demultiplexer 38. Here, the
demal plexor 38 divides the audio information and the video data which were
multiplexed with the above-mentioned TS packet data by the written data processing
part 16, supplies audio information to the audio decoder 39, and supplies a video data to
the video decoder 40. The audio decoder 39 outputs an analog audio and the video
decoder 40 outputs analog video via NTSC encoder 41. The remaining TS packet data
are supplied to DEPAKETAIZA 45.
[0076]DEPAKETAIZA 45 reproduces the format of the private section 64 shown by
Fig.4, calculates the value of CRC, and judges whether data was received correctly. And
DEPAKETAIZA 45 IP—packet-izes the above-mentioned private section 64 by step S4,
and converts it to the format data 75 as shown in Fig.10. This format data 75 is
transmitted to the decoder 47 which decodes this IP packet via FIFO46.
[0077]The identifier set to UDB2 shown in the Fig.6 of the MAC header in the format , _
data 75 in the decoder 47, Take out a transmission destination IP address here, judge ‘
whether the decode key for IP packets corresponding to this is given from contents
PURABAIDA 18 at Step S5, and if given, The payload part of an IP packet is decoded
using this decode key at Step S6, and the decoded IP packet is outputted. Here, if the
decode key is not previously given by the content provider 18, an encryption IP packet
is canceled at Step S7.
[0078]A decode key is made to correspond to the above-mentioned identifier, and is
stored by the reference table 80 shown in the Fig. 11 in the dual port rum (DPRAM) 48.
[O079]This reference table 80 has an identifier of the data block of a receivable kind
with that identifier and a corresponding decode key. 4 bytes is used as an identifier and
8 bytes is used as a decode key.
[0080]As mentioned above as an identifier among the figure, content ID may be used,
using a transmission destination IP address, and the discernment is perfonned by SSID
in the MAC header of a receive packet. Setting out of the value of the reference table 80
is performed by CPU42 with the input of DPRAM48.
[0081]If encryption IP packet data are received in the format of the above-mentioned
Fig.10 and the identifier of UDB2 in a MAC Address is taken out, the decoder 47,
DPRAM48 is accessed, the identifier in the table 80 is searched at intervals of 16 bytes
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fiom a top address, and coincidence detection of the identifier in a receive packet and
the identifier in a table is performed to the bit of the identifier which is "1 " among the
mask bits stored in 4 bytes after an identifier.

[0082]If the mask bit is H"fffffiTf", correspondence of all the bits of the identifier in the
MAC Address of Paquette who received, and the identifier in a table will be checked, It
supposes that the same identifier as the input identifier is in DPRAM48, the decode key
(session key in a figure) corresponding to the identifier is taken out, and decoding
processing of the IP packet after it is performed.
[0O83]When the END code is stored in the last of the identifier in the reference table 80
registered previously, the identifier is searched and an END code is detected, as Step S7
showed without ejection and its receive packet receiving search there, it is discarded
with this decoder 47.

[0O84]As an identifier, as mentioned above, content ID (or genre ID) besides a
transmission destination IP address is used. That is, content ID besides a transmission

destination IP address may be set to UDB2 of MAC header 70 shown in Fig.6. When
using a transmission destination IP address when "0" is set as SSID is shown, for
example, "1" is set, it specifies using genre ID. It can distinguish which is used by
analyzing SSID by a receiving side.
[O085]For example, individually-addressed [ corresponding to a unicast address ], when
a transmission destination IP address is used for UDB2, and -— it becomes possible to
transmit the data addressed to a group's user using a multicast address —- a receiving side
—— addressing to oneself ~- or it becomes possible to receive only the data addressed to a
groove where he can belong and which is in real time.
[0086]In this case, DPRAM48 of the data receiver 30 should just be provided with the
reference table 81 of a format as shown in Fig.12. This reference table 81 has a
transmission destination IP address of the data block of a receivable kind with that

transmission destination IP address and a corresponding decode key. For example,
transmission destination IP address 1 for groups like the above—mentioned multicast
address is set to 16 bytes to begin.

[0087]Encryption ON/OFF Flagg of this transmission destination IP address 1 is 0.
IndiVidually—addressed transmission destination IP address 2 like the above—mentioned

-unicast address is set to the following 16 bytes. Encryption ON/OFF Flagg is 1. The
session key is set also to transmission destination IP address 2.
[0088]If the decoder 47 receives IP packet data in the format of the above-mentioned
Fig.1O and inputs the transmission destination IP address in a MAC Address, Access
DPRAM48 and the transmission destination IP address in the table 81 is searched at

intervals of 16 bytes fiom a top address, Coincidence detection of the identifier in a
receive packet and the identifier in a table is performed to the bit of the identifier which
is "1" among the mask bits stored in 4 bytes after this IP address.
[OO89]If the mask bit is H"fffffffF', correspondence of all the bits of the transmission
destination IP address in the MAC Address of the received packet and the transmission
destination IP address in a table will be checked, It supposes that the same IP address as
the input IP address occurs in DPRAM48, the decode key corresponding to the IP
address is taken out, and decoding processing of the IP packet after it is performed.
[0090]At the end of the IP address in the reference table 81 registered previously, when
the END code is stored, the IP address is searched and an END code is detected, it is

discarded like Step S7 with this decoder 47, without ejection and its receive packet
receiving search there.
[0O91]When the data of the genre previously registered on the other hand when the
content ID using 32 bits was used for full as UDB2 is received, data is transmitted to PC
and it becomes possible to download automatically to a hard disk.
[O092]In this case, DPRAM48 of the data receiver 30 should just be provided with the
reference table 82 of a format as shown in Fig.13. This reference table 82 has
memorized the content ID 83 of the data block of a receivable kind using 32-bit full.
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[0093]Such 32~bit content ID 83 is constituted by 8-bit main class Do, classification~in 6
bits D1, 4 bits minor class D2, and 14-bit information ID as shown in (A) of Fig.l4.
Main class Do expresses a big category, such as computer software, a publication, and
game software. Inside classification D1 shows a middle category, such as books, a
magazine, and a newspaper, if main class Do is a publication. Minor class D2 shows the
category showing the newspaper publishing company name of A newspaper, B
newspaper, and S newspaper, if inside classification D1 is a newspaper. And one data
unit is identified by only ID in this minor class D2. In this case, the date of issue of a
newspaper serves as information ID, and it becomes content ID as shown in (B) of
Fig.14 as a result.
[O094]The method of the actual information discernment at the time of using such
content ID as an identifier is described below. For example, in the example of the
above-mentioned Fig.14, when making a contract of A newspaper, a mask bit is made
into H"ffffc000" and this mask bit should just detect correspondence of the identifier of
the receive packet of the bit position of 1, and the identifier in a table. If the mask bit is
made into H"fffc0000" when it is not based on a peculiar newspaper name but receives
all the newspapers, A newspaper H "02084000+ date-of—issue ID" and the B newspaper _
H "02088000+ date-of—issue ID" are altogether downloadable by one setting out.
[0095]If only the genre of required information is specified even if it does not specify ‘
ID of each information one by one, this will be the point that the infonnation on the
genre specified automatically is receivable, and will be a very useful method.
[0096]Since the session key to each paper cannot be set up only by setting up content
ID when each information is enciphered as each paper is merely enciphered with the
separate session key in this case, for example, it is an effective method when each
information is not enciphered to the last.
[0097]As an identifier of the above-mentioned information, there is also a method using
the MAC Address currently assigned to each product by 48 bit length.
[0098]It judges that this data block will be a data block of the kind registered previously
if a transmission destination IP address and content D) can be read, and the decoder 47

extracts, and as the IP header and IP data in the format data 75 which were enciphered
were mentioned above, it decodes.

[0099]The decrypted data block is transmitted to the main memory on a personal
computer via FIFO49 and PCI interface 50.vAnd processing by the software of this
personal computer is made. .
[0100]CPU42 controls the reading of DPRAM48 and it sets up the value of a reference
table. CPU42 controls the demultiplexer 38, DPRAM48, and DPRAM52 according to t» .1
the program read into RAM43 fiom ROM44. CPU42 may process the data read fiom IC
card reader 53, and may generate the above-mentioned decode key. The

above-mentioned request is transmitted to data supply origin with ISDN via the modem
54 and the telephone line 56. 1
[01 01]As described above, this data receiver 30, It was set to DBU2 of a MAC fi'ame by

the data distribution device 10, and has been transmitted, Since only the data block of a
transmission destination IP address and the kind which read content ID with the decoder

47 and was registered previously can be extracted, only addressing to themselves or the ‘
information to need can be extracted and decoded at high speed out of the received data
which enciphered various data multiplexed.
[0102]As shown in Fig.2, it is doubly enciphered by contents propa- Ida 18 and service
propa- Ida 19, and since only the data receiver 30 has two decode keys which decrypt it,
the iransmitted data can prevent data fi'om being used by stealth for others.
[01 03]The data transmission system used as this embodiment may be performed with
composition as shows the double encryption processing by the side of the data
distribution device 10 to Fig.1 5. That is, encryption processing of an IP packet is not
made to give the content provider 18, but it is made to carry out to the service provider
19. For this reason, the content provider 18 can cut down cost.
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[O104]If it constitutes so that one entrepreneur may perform both encryption
processings, it will become unnecessary that is, for another entrepreneur to have the
equipment for encryption processing. When two or more content providers use the
transmission line which one service provider provides, for example, since each content
provider does not need to have encryption disposal equipment, this is effective.
[O105]Since operation of each part is the same as operation of each part shown in Fig.2
here and the composition of the data receiver 30 is also the same, a description is
omitted. It may be made for the composition in the data receiver 30 to be shown in
Fig.16. That is, it is good also as composition which provides the memory storage 58
like a hard disk driver between DEPAKETAIZA 45 and the decoder 47, and

accumulates the enciphered DE’ packet. What is necessary is to accumulate the
enciphered IP packet in the memory storage 58, and just to decode, when the
above-mentioned decode key is obtained afterwards even if it has not obtained the
decode key which decodes an IP packet previously if it does in this way.
[0106]That is, by saving the enciphered packet at memory storage, even if a receiving
set obtains a decode key afterwards, data can become effective. For example, by saving
a lot of data previously at memory storage, obtaining a decode key in the stage which
the user meant, and using data, after a user means, compared with beginning to receive
data, the time for receiving a lot of data can be saved.

[O107]Here, although the case where the decode key for the receiving set 30 to decode
an IP packet had not been obtained was described, even when the decode key for
decoding a TS packet has not been obtained, same processing can be performed by
saving the TS packet enciphered at memory storage. ‘
[O1 O8]Although the enciphered data can be saved, when the decoded data and a decode
key add the structure which cannot be saved, it also becomes possible to prevent
copying plaintext data.
[O109]Although the IP packet was considered as transmission data in each example
mentioned above, even if it considers other transmission protocol packets with the same
structure, the same restricted reception system is configurable. Packet—ization of
transmission data may be made or more into three~fold, and three or more restricted
reception systems may be combined. For this reason, encryption processing may be
performed to the file data before IP—packet-izing.
[O110]For example, the data compression method of a MAC frame is not limited to
MPEG 2, but other compression methods may be used for it. Internet Protocol is not
limited to TCP/IP, for example, an OSI (Open System Interconnection) system may be
used for it.

[01 1 1]
[Effect of the Invention]The information transmission equipment and the method
conceming the present invention transmit this encoded data, after performing at least
two-fold encryption processing including the encryption processing using the
encryption key according to the identifier which shows the kind of the above-mentioned
digital data to the above-mentioned digital data, Since decoding processing is performed
to the above-mentioned encoded data received via the data transmission line using each
decode key according to each encryption key, also when transmitting digital data using
a communications satellite, the degree of leakage of information and the degree of
disturbance can be made low.

[O112]The information reception equipment and the method concerning the present
invention, Since only the data block of the kind which received two or more kinds of
data blocks to which the identifier which shows the kind of data was added via the data

transmission line, read the above-mentioned identifier, and was registered previously is
extracted and decoded, A specific user can be made to receive the digital data
transmitted via the data transmission line from the information distributor according to
the kind of data at high speed.
[Brief Description of the Drawings]
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[Drawing l]It is a configuration diagram of the data transmission system used as an
embodiment of the invention.

[Drawing 2] It is a block diagram showing briefly the composition in connection with
double encryption processing of a written data transmission system.
[Drawing 3]It is a block diagram showing the composition of the data creation part
shown in the above-mentioned Fig.1. ~
[Drawing 4] It is a figure for describing the process of the data creation in the data
creation part shown in the above-mentioned Fig.3.
[Drawing 5]It is a format figure showing the detailed composition of an IP header.
[Drawing 6]It is a format figure of a MAC header.
[Drawing 7]It is a format figure of a section header and TS header.

[Drawing 8]It is a block diagram of the data receiver which constitutes a written data
transmission system.
[Drawing 9]It is a flow chart for describing the decoding processing performed with a
written data receiving set. A
[Drawing 10]It is a figure for describing transmission of the data from DEPAKETAIZA
in a written data receiving set to a decoder.

[Drawing 11]It is a fundamental configuration diagram of the reference table which (" .
DPRAM in a written data receiving set stores. ‘
[Drawing 12]It is a figure showing the first example of the above-mentioned reference
table.

[Drawing 13]It is a figure showing the second example of the above-mentioned
reference table. '

[Drawing 14]It is a figure showing the example of specific constitution of content ID.
[Drawing 15]It is a block diagram showing other examples of the data distribution
device in a written data transmission system.
[Drawing 16]It is a block diagram showing other examples of the data receiver in a
written data transmission system. _
[Drawing 17]It is a schematic structure figure showing an example of the encoded data
transmission equipment which enciphers the data on a transmission line with a common
key encryption system. A
[Explanations of letters or numerals] ,
10 A data distribution device and 18 [ An encryption machine, 30 data receivers, and 37
/ A descrambler and 45 / DEPAKETAIZA and 47 / Decoder ] A content provider and
19 A service provider and 21 An encryption machine, 25 TS-packet preparing part, and
26
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Partial translation of Cited Document 1

1/2

Examples

Fig. 1 shows a protocol in a key distribution phase of a key distribution system equipped

with an authentication function according to the present invention. A certificate issuing phase is

the same as that of the conventional art.

(1) A terminal 1 generates distribution infonnation Cl as follows, and sends the

distribution information and its own certificate Certl to a terminal 2.

(a) A random number r1 is generated.

(b) Cl=g'1 modp

(2) The terminal 2 generates distribution information C2 as follows.

(a) A random number r2 is generated.

(b) c2==g‘2 modp

In addition, the terminal 2 generates R2 mentioned below as a response to the Cl. Then, the

terminal 2 sends the C2 and R2 together with its own certificate CERT2 to the terminal 1.

R2=C1'2+"2 modp

(3) The terminal 1 calculates

h(Cert2)=y2::I D2

fiom the certificate Cert2 sent from the terminal 2 to acquire a public key y2 authenticated by a

center for the terminal 2. Next, using the public key y2, the terminal 1 checks if

R2=(C2><y2)’1 modp

is satisfied. If it is satisfied, the terminal 1 authenticates that the communication counterpart is

the terminal 2, and provides a common key for the terminal 2 by the following calculation. If it

is not, this key distribution protocol is aborted.

K12=c2" modp

Further, R1 mentioned below is generated from the second terminal as a response to a challenge

C2. Then, the R1 is sent to the first terminal.

R1=C2’”"‘ modp

(4) The terminal 2 calculates

h(Cert1)=yl ::I D1

from the certificate Certl sent fiom the terminal 1 to acquire a public key yl authenticated by the

center for the terminal 1. Next, using the public key yl, the terminal 2 checks if

R1=(C1><y1)’2 modp

is satisfied. If it is satisfied, the terminal 2 authenticates that the communication counterpart is

the tenninal 1, and provides a common key for the terminal 1 by the following calculation. If it

is not, this key distribution protocol is aborted.
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Partial translation of Cited Document 1

2/2

K21=C1‘2m°dP

Note that K12"-—'-K21=g'1"’2 modp.

According to the above embodiment, to generate a response to a challenge fiom the

counterpart, legitimate secret information is needed. Then, this response is verified using public

information authenticated by the center. Therefore, this method can be said to be a key

distribution system including direct counterpart authentication. The sharing of a key is achieved

using the challenge received from the counterpart in a manner similar to the DH key distribution

system. Further, the amount of calculation up to the sharing of a key is evaluated as follows.

The evaluation of the amount of calculation is carried out based on the number of operations on

modulo exponentiation. This is because, when the value of the modulo p in each calculation is

set large (e.g., 512 bits) to ensure safety (to make it difficult to acquire secret information of

terminals from public information), the operations on modulo exponentiation become a

bottleneckof the entire calculation time. Both terminals need a total of four operations on

modulo exponentiation as follows.

0 once in the generation of a challenge

0 once in the generation of a response

on once in the verification of the validity of the counterpart's response

0 once in the generation of a shared key

Therefore, only one operation on modulo exponentiation is increased as compared to the key

distribution system added with a conventional indirect authentication function. In the above

embodiment, the authentication using a challenge and a response is configured with the key

distribution. However, the authentication system may of course be handled independently.

Effect of the Invention

As is clear from the above explanations, a shared key can be changed every time without

changing a certificate in the present invention. In addition, the counterpart is directly verified

using the public key of the counterpart authenticated by the center, based on a response to a

challenge generated by the terminal. In authenticating of the counterpart based on both a

challenge and a response, secret information of the terminal is protected by including a secret

random number in the response. The amount of calculation involved in the operation is four

operations on modulo exponentiation, which is the minimuin increase in the amount of

calculation as compared to the conventional key distribution system that can only achieve

indirect authentication.
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(54) KEY-DELIVERY SYSTEM WITH VERIFICATION FUNCTION

(57)Abstract:

PURPOSE: To confirm an opposite party

  
* gi clearly by generating a response R2 through the

‘R . . .

§;.s;e'§‘7 use of its own secret information X2 and a-A :9 p‘ _: «E, § _
'-5+ ’_.‘E’ if random number r2 with respect to a challenge

“‘ <1" ’ "‘ ; at i
.:51;

  
data C1 outputted from a 1st terminal equipment

by a 2nd terminal equipment, allowing both the

terminal equipments to verify each other and

obtaining a common key.

3 ’ 7; CONSTITUTION: A terminal equipmentl
._.l E :3 5-3 Eh-i‘ generates delivery information C1 and sends its
it ' 1! ' ?'~>'';.a''§E . . .

f-‘l 2 £3’; 5-; E: g 1;’ own certificate Cert 1 to aterminal equipment 2.
The terminal equipment 2 generates delivery

information C2. Moreover, the terminal

equipment 2 generates a response R2 with

respect to the information C1, sends the information C2 and the response R2 together

with its own certificate Cert 2 to the 1st terminal equipment 1. The terminal equipment
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1 obtains a public key y2 of the terminal equipment 2 admitted by a center based on the

certificate Cert 2 sent from the terminal equipment 2. Then the terminal equipment 1

verifies by using the public key y2 that the communication opposite party is the

terminal equipment 2 and obtains the common key with the terminal equipment 2

according to the calculation shown in figure. The terminal equipment 2 obtains the

public key yl of the terminal equipment 1 admitted by the center based on the

certificate Cert 1 sent from the terminal equipment 2. Then the terminal equipment 2

uses the public key yl to Verify it that the communication opposite party is the terminal

equipment 1 and obtains the common key with the terminal equipment 1.
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1

METHOD AND SYSTEM FOR AUTOMATIC
DISCOVERY OF‘ NETWORK SERVICES

TECHNICAL FIELD

The invention relates generally to methods and systems
for discovering service elements that enable services avail-
able via a network, as well as for discovering inter-
relationships among the services. Such information may be
used for constructing models ofservices, permitting network
personnel to assess the health of the service and to diagnose
problems associated with the service.

BACKGROUND ART

Originally, computer networks were designed to have a
centralized, network topology. In such a topology, a cen-
tralized mainframe computer is accessed by users at com-
puter terminals via network connections. Applications and
data are stored at the mainframe computer, but may be
accessed by different users. However, a current trend in
network design is to provide a topology that enables dis-
tributed processing and peer»to—peer communications.
Under this topology, network processing power is distrib—
uted among a number of network sites that communicate on
a peer—to-peer level. Often, there are a number of servers
within the network and each server is accessible by a number
of clients. Each server may be dedicated to a particular
service, but this is not critical. Servers may communicate
with one another in providing a service to a client.

Networks vary significantly in scope. A local area net~
work (LAN) is limited to network connectivity among
computers that are in close proximity, typically less than one
mile. A metropolitan area network (MAN) provides regional
connectivity, such as within a major metropolitan area. A
wide area network (WAN) links computers located in dif«
ferent geographical areas, such as the computers of a cor-
poration having business campuses in a number of dilferent
cities. A global area network (GAN) provides connectivity
among computers in various nations. The most popular
GAN is the network commonly referred to as the lntemet.

The decentralization of computer networks has increased
the complexity of tracking network topology. The network
components (i.e., “nodes”) may be linked in any one of a
variety of schemes. The nodes may include servers, hubs,
routers, bridges, and the hardware for linking the Various
components. Systems for determining and graphically dis-
playing the topology of a computer network are known. US.
Pat. Nos. 5,276,789 to Besaw et al. and 5,185,860 to Wu,
both of which are assigned to the assignee of the present
invention, describe such systems. As described in Besaw et
al., the system retrieves a list of nodes and their intercon-
nections from a database which can be manually built by a

network administrator or automatically constructed using
computer software. The system can be configured to provide
any one of three views An intcmet view shows nodes and
interconnections of diiferent networks. A network view
shows the nodes and interconnections of a single network
within the intemet view. A segment view displays nodes
connected within one segment of one of the networks.
Selected nodes on the network, called discovery agent!» can

convey knowledge of the existence of other nodes. The
network discovery system queries these discovery agents

and obtains the information necessary to form a graphical
display of the topology. The discovery agents can be pen-
odically queried to determine if nodes have been added I0
the network. In a Transmission Controller Protocol/Internet

Protocol (TCP/IP) network, the discovery agents are nodes
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that respond to queries for an address translation table which
translates Internet Protocol (IP) addresses to physicaladdresses.

The Besaw et al. and Wu systems operate well for
graphically diwlaying hardware components and hardware
connections within a network. From this information, a
number of conclusions can be drawn regarding the present
capabilities and future needs of the network. However, these
systems do not discover services, their elements and inter»
dependencies. Moreover, the interdependcncies of the com-
ponents in providing a particular service are not apparent
from the graphical display that is presented by the system.
The complexities of such interdepcndencies continue to
increase in all networks, particularly the Internet. Moreover,
these systems are designed in a monolithic manner. This
does not allow the management system to be extended to
discover and manage new service elements or new services.

Another approach is described by J. L. Hellerstein in an
article entitled “A Comparison of Techniques for Diagnos-
ing Performance Problems in Information Systems: Case
Study and Analytic Models,” IBM Technical Report,
September, 1994. Hellerstein proposes a measurement navi-
gation graph (MNG) in which network measurements are
represented by nodes and the relationships between the
measurements are indicated by directed arcs. The relation»-
ships among measurements are used to diagnose problems.
However, the approach has limitations, since MNGs only
represent relationships among measurements. An ISP opera-
tor must understand the details of the measurements (when,
where, and how each measurement is performed) and their
relationships to the different service elements. This under-
standing is not readily available using the MNG approach.
Automatic discovery capabilities do not exist in this system
to discover relationships among measurements.

The emergence of a variety of new services, such as
World Wide Web (WWW/) access, electronic commerce,
multimedia conferencing, telecommuting, and virtual pri-
vate network services, has contributed to the growing inter-
est in network-based services. However, the increasing
complexity of the services offered by a particular network
causes a reduction in the number of experts having the
domain knowledge necessary to diagnose and fix problems
rapidly. Within the lntemet, Internet Service Providers
(ISPS) offer their subscribers a number of complex services.
An ISP must handle services that involve multiple complex
relationships, not only among their service components
(e.g., application servers, hosts, and network links), but also
within other services. One example is the web sorvice_ This

service will be described with reference to FIG. 1. Although
it may appear to a subscriber of the {SP 10 that the web

service is being exclusively provided by a web application
server 12, there are various other services and service
elements that contribute to the web service. For instance, to
access the web server 12, a Domain Name Service (DNS)
server 14 is accessed to provide the subscriber with the [p
address of the web site. The access route includes one of the
Points of Presence (POP) 16, a hub 18, and a router 20. Each
POP houses modem banks, telco connections, and terminal
servers. Asubscnber request is forwarded to and handled by
a web sewer application. The web page or pages being
accessed may be stored on a back-end Network File System
(NFS) 22, from which it is delivered to the web server on
demand. When the subscnber perceives a degradation in the
QU3-lit)’ 0f scwice (Q03): the Problem may be due to any of
the web service components.(e.g., the web application sewer
12, we host machine on which the web application server is
executing, or the network links interconnecting the sub-
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scriber to the web server), or may be due to the other
infrastructure services on which the web service depends
(e.g., DNS or The [SP system 10 of FIG. 1 is also
shown to include an authentication server 24 for performing
a subscriber authentication service, a mail server 26 for

enabling email service (for login and email access), and
front-end and back-end servers 28, 30 and 32 for allowing
Usenet access.

Subscribers demand that lSPs ofier reliable, predictable
services. To meet the expectations of subscribers and to
attract new subscribers, ISPS must measure and manage the
Q08 of their service offerings. This requires a variety of
tools that monitor and report on service-level metrics, such
as availability and performance of the services, and that
provide health reports on the individual service components.
Unfortunately, the majority of management systems have
not kept pace with the service evolution. Available manage-
ment systems lack the capability to capture and exploit the
inter-relationships that exist among services available in a
network environment, such as the Internet. Typically, these
management systems discover and manage service elements
in isolation. Moreover, these systems are implemented in a
monolithic manner and are not easily extensible to discov-
ering and managing new network services and service
elements. Adding new discovery and management capabili-
ties to these systems requires extensive redesign and modi-
fication of the management system.

Each network is unique in various respects, such as the
configuration of servers, the types of application sewers, the
service otferings, the organizational topology, and the inter-
service dependencies. Therefore, in order to accurately
understand the operations of the network, specific models
must be crafted for the services provided within the network.
However, handcrafting models of network services requires
an enormous elfort on the part of a human expert or group
of experts.

What is needed is a comprehensive method and system
that discovers services and service elements of a network,
and discovers the dependencies among the services and
service elements. This information can then be used to

automatically generate models of the discovered services.

SUMMARY OF THE INVENTION

A method of identifying service elements, services and
dependencies among the elements and services of a network
includes executing a two-phase discovery process. In the
first phase of discovery, the services and service elements
are detected, as well as a first set of dependencies. The
second phase of discovery is focused upon the
dependencies, specifically inter-service dependencies in
which one discovered service is reliant upon one or more
other discovered services.

The term “service” is defined herein as “a functionality
olfered by a network to a user to perform a specific Set of
tasks.” Performance of the service involves a number of

cooperating service elements, such as network routers,
servers, applications and the like. Services include applica-
tion services (such as web and email access) and network
services (such as a Virtual Private Network).

The first phase of discovery may be consider‘-‘rd 35 3
“black-box approach.” At the beginning of the phase. the
system is likely to have no information regarding the ser-
vices and service elements that exist in a network, such as

an lntemct Service Provider (ISP). Using a variety of
techniques, this first phase obtains information relating to
the services and service elements in the network. Execution,

10

15

25

30

35

45

50

55

60

65

4

component, organizational and some inter-service depen-
dencies are discovered during the first phase. Since a black-
box approach is adopted, this first phase of discovery can be
executed from a management station that is separate from
elements of the network being discovered. For example, in
an ISP environment, subject to the availability of a network
connection from the management station to the server farm
of the ISP, this first phase can be executed when the
management station is outside of the server farm. Thus, this
first phase may be referred to as “external discovery.”
However, it should be understood that the first phase can be
executed exclusively within the network of interest.

The second phase of discovery is targeted at identifying
inter-service dependencies. This phase uses the knowledge
of the services and service elements obtained in the first

phase, and targets the discovered services to obtain depen-
dency information relating to the services. This dependency
information likely requires direct access to the elements of
the network. Therefore, the second phase may be considered
to be “internal discovery.” The step of executing the second
phase to identify the dependencies is a software-based
automated process. The discovery system may include dis-
covery agents that are configured to access the content of
configuration files of applications that were detected in the
first phase of discovery. As an example of processing the
content of a configuration file to discover inter-service

dependencies, a configuration file of a web server may be
accessed to discover whether the web server has a depen-
dency on an NFS service. Discovery agents may also be
deployed to monitor connections completed via service
elements that were detected in the first phase of discovery.
Information received during the monitoring may be utilized
to identify inter-service dependencies. For example, discov-
ery agents may be deployed by a discovery engne of the
system to identify Transmission Control Protocol (TCP)
connections of at least one host that was detected in the first
phase. This technique exploits the fact that most TCP
implementations enforce a three-minute delay for connec-
tions in a TlME___WAIT state of TCP, so that a connection
persists for approximately three minutes after it is no longerin use.

As an additional or alternative source of information for

the second phase, network probes may be deployed by the
discovery cngne to access information embedded within
data packets transmitted by service elements detected in the
first phase. Since most TCP/IP communication is based on
source/destiny port numbers, by processing the headers of
captured packets, a software probe can deduce many of the
relationships that exist among services.

Returning to the first phase of identifying services and
service elements, the domain name service (DNS) may be
accessed to obtain information that Specifies services, 53,--
vice elements, component dependencies, organizational
dependencies, and some inter—service dependencies, The
DNS of the network may be used to identify some, and
preferably all, of: (1) any external name servers

(organizational dependency); (2) round-robin service groups
that are utilized to provide scalability and redundancy for the
network (component dependency); (3) naming conventions
that are employed by the network (organizational
dependencies); (4) any external mail gateways of the net-
work (organizational dependencies); and (5) any SM";-p
servers corresponding to hosts that run POP3 servers (inter-
service dependencies).

The recognition of the naming conventions used by the
network provides evidence of any virtual hosts or virtual
servers. For example, an ISP may use a single host machine
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to support multiple customer web sites. While each customer
web site may be associated with a unique IP address, there
will be a naming pattern that identifies the common host
machine, Naming conventions may also be used to recog-
nize associations between terminal servers of an ISP and
POI’ sites.

An advantage of the invention is that the discovery
process may be used to automatically detect services, service
elements and dependencies with regard to a selected core
service of a network (e.g., Read Mail Service of an ISP).
That is, the method and system may be used to model the
selected core service, permitting network personnel to assess

’ the health of the service and to diagnose problems associated
with the service.

Another advantage is that the system is extensible to
discover services or service elements that are added to a
network. When a new service or service element is

introduced, a user can add a new discovery module (e.g., a
discovery agent) for the service or service element. The
discovery engine is then able to discover instances of the
added service or service element without any changes or
enhancements to the discovery engine. This approach per~
mils third-party discovery modules to be introduced into the
system.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a schematic view of an exemplary prior an
Internet Service Provider (ISP) system.

FIG. 2 is a schematic View of a proces for modeling a
selected service available via a network.

FIG. 3 is a block diagram of components of a system for
modeling a selected service available via a network, such as
the ISP of FIG. 1.

FIG. 4 is a block diagram of a management system having
components of FIG. 3.

FIG. 5 is an exemplary layout ofcomponents for utilifing
the Read Mail service of the ISP of FIG. 1.

FIG. 6 is a graph of nodes of a Read Mail service model
configured using the system of FIG. 3.

FIG. 7 is an alternative Read Mail service model graph.
FIG. 8 is a schematic view of first phase internal discov-

ery processing using the system of FIG. 3.

FIG. 9 is a schematic view of second phase external
discovery processing using the system of FIG. 3.

FIG. 10 is a process flow of steps of the first phase
discovery of FIG. 8.

FIG. 11 is a process flow of steps of the second phase
discovery of FIG. 9.

FIG. 12 is a block diagram of the operation of the
discovery engine of FIG. 4.

FIG. 13 is a block diagram ofthe discovery engine ofFIG.
12.

BEST MODE FOR CARRYING OUT THE
INVENTION

The invention relates to the discovery process for
enabling automated detection of service elements and/or
services that are utilized by a specific network to provide a
particular service. One application of the invention is l0
model the particular service, so that dependencies among
services and service elements (e.g., servers, hosts and net-
work linlrs) may be readily determined by network person-
nel. While the discovery proccss will be described primarily
with reference to application to an ISP system, the process
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has other applications. That is, the process may be used in
other network environments (e.g., a corporation's network).

FIG. 2 is an overview of the auto-discovery process for
generating a service model instance 200 for a particular
network 202. In FIG. 2, the rectangles represent data stores
and the ellipses represent processing elements. A service-
specific discovery template 204 is accessed upon initiation
of the auto—discovery process. The discovery template
defines the services and service elements that are anticipated
as cooperating to provide the core service. Moreover, the
discovery template identifies particular discovery tools (i.e.,
discovery modules and./or agents) that are to be used for each
service and service element, as well as any dependencies
that a particular discovery tool may have on outputs from
other discovery tools. The template preferably includes
instructions for configuring the outputs of the discovery
tools. A more thorough description of the discnvery template
will follow, particularly with reference to Table 2, which is
an example of a discovery template specification. A more
thorough description of the discovery tools 206 will also be
provided below, with reference to FIGS. 12 and 13.

The auto-discovery approach is dividable into two phases.
In the first phase auto-discovery procedure 208, a “black-
box approach” is adopted. Initially, no information about the
services or service elements may be immediately available-
Using a variety of techniques, information is obtained for the
purpose of identifying relevant services, service elements,
component dependencies, execution dependencies, organi~
zational dependencies and some inter-service dependencies.
In one of these techniques, the information that is available
in the domain name system of an ISP is used to discover the
existence and the relationships among difierent services and
service elements. In order to allow subscribers to access a

host using its host name, rather than requiring specification
of an II’ address that is more diflicult to remember, DNS is
used to map the host names of the IP addresses for all hosts
in the ISP system. Moreover, the exchange of email mes-
sages across hosts occurs using the mail exchange records
(MX records) maintained by the DNS. In summary, the
domain name system stores a wealth of information that is
used in the first phase of the auto-discovery process to
discover Internet services and relationships among the ser~
vices. Other techniques may be used in this first phase to
supplement the information acquired from the domain name
system. Since these techniques may be exploited separately
from the sewers of the network 202, this first phase may be
referred to as “external discovery,” However, the process
may occur entirely within the network environment.

Instance information 210 is acquired in the first phase
procedure 208. In addition to the identification of services
and S6|'Vi06 t’-1*’-|J1<=fl1S, the instance information 210 identifies
dependencies. There are a number of inter—dependencies of
concern to the auto-discovery process. These intert
dependencies include execution dependencies, component
dependencies, inter~service dependencies, and organiza-
tional dependencies. An execution dependency relates
directly to an application server process being executed on
a host machine. The types of application servers that are
executed on host machines include web, email, news, DNS
and NFS. A component dependency occurs in "order to

ensure scalability and redundancy of a service. For example,
a web service may be provided collectively by a number of
“front-end sewers” (FESS), with round-robin DNS sched-
uljng being used to provide Sl.lbSCl"IlJ€IS with a domain name
that maps to one of the FESS. [SP5 often replicate web, email
and news content across a number of sewers. The round-
robin scheduling balances the load among the San,-an-,_ The

Petitioner Apple Inc. — Exhibit l-,0?



Petitioner Apple Inc. - Exhibit 1051, p. 965

US 6,286,047 B1
7

sewers are grouped together and assigned a single domain
name in the DNS database. When the DNS sewer receives
a request for the domain name, the [P address of one of the
servers is acquired in the round-robin scheme.

An inter-service dependency occurs when one service
accesses another service for its proper operation. For
example, a web service depends on a DNS service to allow
the subscriber to mnnect the web sewer host using its [P
address, and an NFS service is used to access the web

content. As another example, a Read Mail sewice depends
on an authentication service to verify the identity of the
subscriber, uses a DNS sewice to log the subscriber’s IP
address, and uses an NFS service to access the mail content.

Finally, an organization dependency occurs when there
are difierent [SP operations personnel (e.g., subject matter
experts) who are responsible for different services and
service elements. For example, an ISP may have a first
supervisor managing the web service, a second supervisor
managing DNS, and a third supervisor managing NFS.
Operational responsibilities may be delegated based upon
the geographical location of the service elements. Since the
precise organization structure may vary from one [SP to
another, the auto-discovery mechanism provides a means by
which it can be quickly customized for a particular [SP
system. ~

The first phase auto—discovery procedure 208 provides
discovered instance information 210 that identifies most of
me execution, component and organization dependencies, as
well as some of the inter—sewice dependencies. A partial
service model instance generator 212 is then used to provide
a partial service model instance 214. Optionally, configura—
tion data 216 may be used to allow an operator to customize
a sewice model instance 200. Using a configuration inter-
face which will be described with reference to FIG. 4, the
operator can specify categorization criteria for services and
service elements. Thus, the service model instance 200 can
be configured to meet the specific needs of the operator.

In a second phase auto~discovery procedure 218, an
“internal” view of the network 202 is acquired. The internal
discovery of the second phase is intended to fill any “holes”
in the partial service model 214, and particularly focuses on
identifying inter-sewice dependencies. There are two basic
approaches to the internal discovery of the second phase.
One approach is the use of network probes, which are
implemented in software and are installed at strategic loca-
tions on the network to acquire information from headers of
packet transmissions. By processing the headers of packets,
a software probe can deduce many of the relationships that
exist among servers. The second basic approach is to use
special-purpose discovery agents that are installed on the
[SP hosts to discover relationships among sewices. Rather
than examining headers of packet transmissions, the special-
purpose agents use a number of operating systems and
application—specific mechanisms (such as processing service
configuration information and application-dependent moni-
toring tables) to discover inter—sewice dependencies.

The int.er—sewice dependency information 220 from the
second phase auto—discovery procedure 218 is combined
with the partial service model instance 214 using a second
service model instance generator 222. The output of the
second service model instance generator is the completed
service model instance 200.

The invention will be described primarily in its preferred ‘
embodiment of using the discovery template to detect both
services and service elements to form a service model.

However, the discovery process may be used without the
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discovery template and without restricting the process to
identifying only the services, service elements and depen-
dencies relevant to a single core service.

One Embodiment for Using the [nstance
Information

As previously noted, the use of the discovery template
204 is optionally combined with a sewice model template in
the proatss of generating the service model instance 200. An
overview of the template—driven procedure is illustrated in
FIG. 3. The service model template is a generic specification
of the service topology and measurement topology for the
service of interest (e.g., Read Mail sewicc). Depending on
the service being modeled and the sewice elements that are
likely to be involved, the template defines nodes of various
types (e.g., hosts, servers, network links, and services) and
their associated measurements. Moreover, the template indi-
cates the dependencies among the nodes, such as the depen-
dency of the service on other services (e.g., the Read Mail
service which refers to a subscriber accessing his/her mail-
box depends on the authentication and NFS services). [n the
preferred embodiment, the template also includes default
state computation rules for specified nodes, so that the state

(i.e., “health”) of a node can be wmputed based upon
measurements associated with the node and upon states of
dependencies of the node.

The service model template 34 is not specific to any [SP
system in the sense that it does not specifically reference any
hosts, sewers, network links, sewicc groups, or other ser-
vices or service elements in the [SP system. The template
may be considered as a “lifeless tree.” There is no associa—

tion between nodes in the sewice model template and
running elements, such as hosts and sewers. However, the
information contained in the service template for a node may
include the element type, the element dependencies, the
measurement definitions (e.g., agent to l't.Lt], the format of the
run string, the number and type of parameters, and the
format of the output), default state computation rules,
default thresholds, default baselines, and default alarm gen—-eration and wrrelation rules.

[n database terminology, the service model template 34 is
the schema. On the other hand, an instance defines the
records in the database and the values of the static informer»
tion. In FIG. 3, the discovered instance 36 is determined

using auto—discovery, as will be explained fully below.
[nformation regarding the services and service elements
(eg., sewers, hosts and links) that exist in the [SP system or
other service provider systems may be auto—discovered. The
store representing auto—discovered information shall be
referred to as the auto—discovered instance 36_

The service model creation engine 38 of FIG. 3 is used to
generate a sewice model instance 40 based on the service

model template 34 and auto—discovered instance 36. ldeally,
all of the discovered information is available prior to insran-
tiation. However, in many cases, discovery has to be per-
formed in multiple phases, such as the two outlined above.
In such cases, instantiation may occur partially after each
phase of discovery. The main advantage of providing a
partial service model instance is that the partially completed
service model can provide a guide to identify the additional
information needed in subsequent phases of discovery. The
service model creation engine 38 enwmpasses the functions
of the partial service model instance generator 212 and the
second service model instance generator 222 of [<'IG_ 2_
Since new elements and sewices may be added to the [SP
system over time, the sewice model instantiation process
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has to be repeated periodically to augment the initiallycreated service model instance.

Unlike the service model template 34, the service model
instance 40 is specific to an ISP system. The process of
Constructing the service model instance using the service
model template and the auto—discovered instance 36 is
referred to as the “instantiation” of the service model. As
previously noted, the relationship between the service model
template and the auto—discovered instance is analogous to
the relationship between the schema and records in a data-
base.

The service model instance 40 maps services and service
elements that exist in a particular ISP system with nodes in
the service model template. In doing so, the service model
instance also specifies a set of measurements that must be
made against each of the services and senrice elements in the
specific ISP system.

The service model instance 40 may be used by a view
generator 42. In the preferred embodiment, the service
model instance is represented as a graph of the nodes and
edges that identify dependencies of the nodes. Different
management frmctions of an ISP will benefit from viewing
diflferent subsets of nodes and edges of the service model
instance 40. Thus, the View generator 42 may be used by
operations personnel to provide an “operations view” of
only the services and service elements-that fall in a particular
domain of control of the personnel. On the other hand, a
“customer support vievsr” may provide an end-to—end view
for the customer support personnel of the ISP. A“planning
view” may be used to graphically present information about
usage and performance trends, so that future requirementscan be ascertained.

. Even when different management functions are interested
in the same subset of nodes and edges of the service model
instance 40, there may be dilferent interests with regard to
rules to be used for state computations. For instances, a
management application that visually depicts a color-coded
hierarchical representation of the service model instance to
operations personnel may require that hierarchical state
propagation rules be employed in the service model
instance. In this manner, viewing the state of the top—level
nodes of the service model, an ISP operator can determine
whether any problem has been detected in the ISP system. In
contrast, an application that is responsible for automatically
detecting, diagnosing and reporting the root-causes of prob-
lems in the ISP system may prefer not to use a hierarchical
state propagation rule, since it is interrsted in the state of
each node of the service model independently of the state of
other nodes.

The view generator 42 may be used to define the subset
of nodes of a service model instance that are of interest to a

management application, as well as the method for evalu-
ating the states of the nodes of interest. The measurements
that are associated with the nodes in the service model
instance are common across the different views. However,
the rules that apply to computing the state of a particular
node based upon relevant measurements and the states of
dependent nodes may be different for the difierent views.

A measurement agent configurator 44 may be used to
extract information from the service model instance 40.
when the information is relevant to scheduling tests and
retrieving test results. At the completion of the service model
instance 40, static configuration information as to how the
tests of various elements are to be run may be merged with
default algorithm descriptions into a service model instance
file. State computation rules, thresholds and alarm correla-
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tion mles defaults may be overridden using the measurement
agent configurator. Specific measuremenm may be enabled
or disabled. A final measurement agent specification 46 is
generated by the configurator for the specific ISP. The
measurements that are identified in the specification 46 are
executed using software agents 45. The results of the mea-
surements are analyzed and used by a service model man-
ager 47 to compute the states of diflferent nodes in the service
model.

Overview of Instantation

FIG. 4 represents an overview of the process for gener-
ating the discovered instance that is used to form the service

model instance 40 of FIG. 3. As previously noted, a require-
ment of the instantiation of a service model is the generation
of the service model template for the particular service or
services of interest. The template may be handcrafted,
preferably by a domain expert of the service. The template
includes a specification of the elements involved in provid-
ing the service, such as sewers and network links, and the
dependencies of the service on other services, such as the
dependency of Read Mail service on the authentication and

NFS services. As will be explained more fully below, the
discovery process includes designation of a discovery tem-
plate 48. The discovery template specifies the types of
services and the service elements to be discovered. The

discovery template also includes specifications of discovery
modules 50, 52 and 54 to be invoked in the discovery of the
specified services and service elements.

The service model template 34, the discovery template 48,
and the discovery modules 50, 52 and 54 are utilized within
a management system 56 for forming the service model
instance 40. Another key component of the management
system is a discovery engine 58 that processes information
contained within the discovery template 48. The discovery
engine invokes the appropriate discovery modules 50-54,
interprets the outputs of the invoked modules, and stores the
outputs in memory (or in a database) as the discovered
instance 36, which is made accessible to the service model

creation engine 33. The discovery engine 58 supports a
configuration interface 60 that allows ISP operations per-
sonnel to control and customize the discnvery process.
Through the configuration interface 60, an ISP operator can
restrict the discovery to specified IP address ranges or host
name patterns. Furthermore, the operator can specify nam-
ing conventions used by the ISP (e.g., for naming terminal
servers and POP sites), which are used by some of the
discnvery modules 50-54.

The configuration interface 60 serves as a way for an ISP
operator to quickly customize the service model instance 40

that is generated by the process. Using the configuration
interface, the operator can also specify categorization cfitc-
ria for services and service elements. For instance, all the
mail services could fall in one category, while the DNS
servers could fall in another. The categories assigned to
services and service elements can represent the orgmiza-
tional structure of the ISP, the geographical location of the
servers offering the services (e.g., sewers in San Francisco
fall in one category, while servers in New York fall in
another), or diflerences in business functions of the service
(e.g., web servers that an ISP is hosting on behalfof business
customers, as opposed to local web servers that the ISP
ofiers for providing access to the dial-up subscribers).

In the preferred embodiment, the configuration interface
60 is implemented using a graphical user interface (GUI) at
an operator computing station. An example of a configura-
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Lion specification that is entered using the interface 60 is
shown in Table 1.

TABLE 1

12

 

Hosts exclude ip 10.1.Z04.1-—~1fl.1.2D5.1
It exclude all hosts with IP addresses in this range. These hosts represent subscriber# home PC:
Webservers category name '.conr.&ikeisp.nd Web!-lost
# servers with names of the form ‘.com.fakeisp.net are Web hosting servers

rnax[D—9](3}<l’opSite>[0—9]Lfakeisp.net.Termi.nalServers extract name
Iflhrminal servers IIIIEI match the naming pattern above Extract die POP site name# from the terminal writer’: name
 

The discovery modules 50-54 obtain the configuration
criteria from the discovery engine 58. The modules execute
the appropriate discovery techniques, and as part of their
outputs, record the categories to which the different services
and service elements belong. The category information is
stored at the discovery instance 36 and is interpreted by the
service model creation engine 33 in a manner that is reflec-
tive of the service model template 34.

The following sections provide details regarding imple-
mentation of the process described with reference to FIGS.
2 and 3. Since the service models template 34 depends on the
syntax specified in the discovery template 48, the discovery
template specification is considered first. All the templates
and instances presented as examples use the INI file format
that is commonly used to represent the content of system
files in Microsoft Windows-based personal computer sys-
tems. However, the process may be implemented using other
specification and schema definition technologies (c.g., the
Common Information Model specified by the Desktop Man-
agement Task Force). Per the [NI format, a template or an
instance is organized as different sections, each of which is
specified by a unique stream enclosed within a pair of square
brackets (“[<scction name>]”).

Discovery Template Specification

An example discovery template specification is shown in
Table 2. Each section of the discovery template defines a
specific service or service element. The first four sections
represent templates for discovery of external name servers,
hosts, Mail SM'I'P sewers, and Mail POP3 servers. The
“module” variable specification in each section identifies the
discovery module 50~—-54 of FIG. 4 that is to be used for the
particular service or service ele ment. The “arguments” vari-
able represents arguments that are to be passed by the
discovery engine 53 to the discovery module during deploy-
ment. The “outputs” variable defines the number and names
of the columns in the output of the discovery module. The
“instanceI(ey” variable denotes the index that is to be used
to access the discovery instance 36 corresponding to each
row of output generated by the discovery module. The name
or names specified within angled brackets (<>) on the right
side of the instanceKey assignment must correspond to one
of the column names specified in the output assignment.
Finally, the “dependencies” variable indicates the dependen-
cies that a discovery module has on other modules. The
discovery engine may use this information to select a
sequence in which it processes the discovery templates.
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TABLE 2 

[ExternalNar.neServers]

discoveryv moduleeDiscoVerlkternalNamcServe|'s.class
discovery-argument.-:»==~uri http :llisn1-pc2/scripts/discEngineAPl.pt
discDVery—Outpufs==ipAddre$, host.Narne, domainblan-re, category
discovery-insIauceKey-=<ipAddress>:DNS
discovery-dcpendenciesn
[Hosts]

discovery—modulewDiscoverHosts.class
d.iscovery—r-zrgumentsw-—url httptl/ism—pc2/scripLsldiscEngineA.PLp[
disr:overy«ou1puts-=-ipAddress, hostNamc, stale, category
discovery—instancelC.ey=<ipAdd:em>:Hust
discovery-depend: nr:ies=ExtermlNar:neServe rs
[SlVl'l'PServers

discovery-n-rodule=DiscoverSmt'pServers.cias5
discovery-argumenm-—url http:l/isrn—pc2/scriptsIdiscEngineApl'.p[
dis<:overy—ol.I|:pl.ltsv=ipA.ddIess, hostNamc, category
discovery—instan.ceI(ey=x<ipAddres>:Sn1tp__Mail
discovery-dependencieszt-lusts, Externnlhfameservers
[I’Ol’3Servers]

discovery—n1odule=-Di.sooverPop3Servers.class
discoveryarguments->-urt hll:p:IIisrn—pc2/scripts/discEngi_neAPLpI
discovery-outputsaiprkddress, host.Name, reiatedsrntpserver, category
discovery-instauceIC.ey-<ipAdd.ress>:Pop3_Jdail
discovery~dependencies==Hosts, Ex3ernalNnmeServers
[H'l'TPServers !

discovery-moduli-F-DiscoverHupServers.class
discovery-argumen!.s=a—url httpz/[ism-pclfscr-iptgIdiscEngi_ggAp[,p[
discovery-autputs=ipAdd.re-st, hostNan1e, server'Iype, category
discovery-instanr:eKey-<ipAdd.ress>:\Veh
discovery-dependenciuuflosts
[NFSServers]

discovery-module-DiseoverNFSServers.c!ass
discoveryarguments-»url http:lIisn1—pc2/scr-iptsldiscEngineApl'.p[
disr:overy~orutpI.us=ipAddrcss, hostName, mtegory
discovery-i.nstancelC.ey==<ipAdd.re§>:N'$
discovery-depencndencies-=[-Iosts
[Host.—Groups]

disa:wery—n1odule=-DiscoverHostGroups.dass
d.iscovery—arguments=>-url httpzllism-pc2fscripts/discEng[neAp[_p[
dr',scovery—outputs=groupN'ame, groupCom.ponentsLisL, tntegory
discovery-i.nstancelC.eyvu<g1oupNarne>:HostGroup
discovery-dependencies=E1rtemal.NameServers
[webservicetfrroups]

host:Name=nrailfes21 .t'a.lreisp.net
relatedSnrtpServersmtp.Eakeisp.net
category-
[10.l37,196.54:l’op3,__Mai.l]
ipAddress=lD.137.196.54
host.Narne-=mailfes22.fakeisp.nel
relatedsmtpserver-srr1tp.fa.l-zeisp.net.
atcgorytz
[1D.137.196.56:Pop3_Mail]
ipAdd|'ess=-10.137.19656

Petitioner Apple Inc. — Exhibit1
TO

9 %?%‘o2?°



Petitioner Apple Inc. - Exhibit 1051, p. 968

US 6,286,047 B1
13

TABLE 2—continued 
hostName—rnailfesB.fakeisp.net
rclatedSmtpServer=smtp.fi:keisp.net
category-
[10.137.l9658:Web]
ipAddrms-=1 0.137.196.58
hnstNan1e—wwW. l':akeisp.net
scrverTypc==NCSA/1.5
mtegorjh-InternalWeb
[10.137.196.69:Web]
ipAdt:|rc;s=-10.137.196.159
hostName=ww\vJI:yz.con1.fakeisp.nct
serverTy-pe==ApacheI1.2
categuryzwchflost
[10.137.196.7o:web]
ipAddrms=l0.1 37,195.70
hostNan-twwww.abc.com. fa]-:eisp.net
servefl’ype=:Apache/1.2
calegory=WebHOst
[10.174.173.23:NI-‘S]
ipAddress=1(1174.1 73.23
hnstName-dnsl.t'akeisp.net
[poplfakeEsp.net:HostG-mup]
group N'am@pnp3.fakeisp.net
gr0upComponentsLisL-=10. 137. 196.52:l0.137.196.54:10. 137. 196.56
[pop3.fakeisp.net:Pop3,__MailServiceG-roup]
servic:.GrpName-pap3.fakeisp.net
serviceGrpCompnnenlsList.-=10. 13 7. 19652110. 137.1965-1:1 0.137. 196.56
[ExIernalDnsServer:Category]
catr.gnryNan1e=ExternaiDnsSenrer
[lnternalWebServer:&u:gury]
categoryblameslnternalweb
[Webl-InsledServer:Category]
¢:itegnryNan1e=WcbHost 

Because the [SP environment has a heterogeneous set of
elements (e.g., host nodes, routers, application servers, ser-
vices and inter—servioe dependencies), sections of the dis-
covery template must be processed in an order in which
elements having no dependencies are considered first. Sec-
tio have dependencies can be processed after the depen—
dencies have been completed. 'Ihere are at least three
approaches to ordering the processing of sections. One
approach is to order the sections in the template to reflect the
dependencies among sections. Thus, a section appears in the
template only after the appearance of all sections on which
it depends. The discovery engine 58 can then proms the
sections in order. Another approach is to allow the discovery
engine to dictate the sequence of discovery. By considering
the values of the dependencies variable within the sections
of the discovery template, the dismvery engine can deter-
mine the order in which the sections must be processed.
Sections of the template having no dependencies are pro—-
cessed lirst. After all such sections are processed, the dis—~
covery engine iterates through the list of template sections,
choosing sections which have not been processed and which
have their dependencies determined by earlier processing.
This procedure is repeated until all of the sections have been
processed. In the third approach, the seque ncing is driven by
the discovery modules 50-54 themselves. In this
embodiment, the discovery engine processes the template
onus, invoking the discovery modules simultaneously. The
discovery modules determine when the different elements of
the ISP system are discovered. When a new instance is
detected by a discovery module, it forwuds the results to the
diswvery engine. Based on the dependencies on the discov-
ery module, as specified in the discovery template, thc
engine forwards the results to other discovery modules for
which the results are relevant. The availability of the new
results may trigger discovery by other modules. This pro-
cedure is repeated until all of the sections have been fully
processed. In an alternative implementation, the discovery
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modules can communicate with one another without involv~
ing the discovery engine.

Discovered Instance Specification

Table 3 is a portion of an example of the discovered
instance 36 of FIG. 4. Section names in the discovered

instance correspond to the instanceKey variable specifica—
tions and the discovery template of Table 2. For each of the
output variables in the discovery template, there is an
assignment in the discovered instance of Table 3. The ISP

system being discovered in this example is assumed to have
the domain name fakeisp.net.

TABLE 3......_______..___._____._._._______._.__________,_____________.

[l0.l74.l73.23:DNS]
ipAddress=10.174.173.23
hnstNnme-=dns1.fa.h:isp.net
domai.nName=l'a.keisp.net
tsategory-EnernalDnsServer
[10.174.173.23:Host]
ipAddress===10.174.173.23
bosLName=d.ns1.fakeisp.netstatwltlivc
category:
[l0.l37.l96.52:l-inst]
ipAddrcss-=l0.l37.19652
hostName=n1ailEcs7.1.fakeisp.net:sn1t.p.fakeisp.netsum:=Alive
°3’~"S°|'Y*
[10.l37.l96.54:Hast.]
ipAddrcss=10.137.196.54
ho5tNan1e-=-mailfesZ2.fakeisp.netstate-==Alive
mtegory=
[l0.l37.196.56:Host]
ipAdx.li-es:-=10. 131196.56
hostN'ame=mu'lfesZ3,fakeisp.netslzuv-Alive
*=h=g°ry=
[10.137.196.58:Host]
ipAdd|ess-10.1311 96.58
hnstlfilamovwwwfakeisp.net.st.atJ¢rAlive
<:t.egury=
[10.137.196.69:Host]
ipAddiess=-10.137.196.69
hostName=-www.xyLcnm.fa.keisp.netstate:-Alive
‘E98079’
[l0.137.196.70:HoM]
ipAddress=l0.l37.196.70
hostName=www.abc.cnmjakeisp.netstat?AliVe
°3‘°8°'Y"
[1n.137.19652;s.nnp_Mait]
ipAddrcss==10.137.19652
hostldammmailfesll .fak=isp.net:sn1tp.fakei.q).netmtegory=ExtemalSmtpserver
[1o.137.19 tS.52:Pop3___b/lail]
ipAddress===10.137.196.52
hostNa me-nnailEes21.l'akei.sp.net
re!aIedSmIpServer—smLp.Eakeisp.uet
angry:
[10.137.196.S4:Pnp3Jr1ail]
ipAd.dress==10.l37.1‘36.54
hns1Nan1e=mailt‘es12.fakeisp.net
relatedsmtpserver-sn1tp.fakeisp.net
caI‘.egory=
[10.137.196.56:Pop3__Mail]
ipAddless=l0.I37.19t5.56
hos1Name-mailfes23.fakeisp.net
relatedsrntpserver-sn1tp.fakeisp.net
catceory-=
 

Next, a portion of a service model template specification is
presented in Table 4 as an example service modct template
34. The service model template contains the intelligence (0
map the discovered instance into the service model node;-,_
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The discovery modules (and hence the discovered instance)
are designed independently of the service model instance
being generated. This enables the same discovered instance
to be used in the generation of dilferent service models (e.g.,
for dilferent services). Each section in the service model 5
template represents a type of node in the service model
instance 40 and contains a series of instructions for creating
a node in the service model instance. The service model

16

creation engine 38 processes sections of the service model
template, one at a time, attempting to match the template
with elements in the discovered instance 36. Each element

in the discovered instance corresponds to a section of the
discovered instance specification. Lines beginning with a “;"
represent comments. These lines are ignored by the service
model creation engine 38 when it processes the service
model template.

TABLE 4 

I SM-Host]

; Host Node in the service model
mntch={ ':Host]
; for each discovered Host
instanceKny=<ipAddres>:SM-Host
measltrelnent:s—TCP~&nnectionRate(<ipAddress>),

VMstat(<ipAddres>), [Fstat(<i.pAddn:ss>); these are measurements of the host
; next copy its attributes to the SM node
hostname=<hostName>
ipAddn-.~zs==<ipAddmss>state=<sta tea-
category==<ml.egory>
gsmweu]
; SM node for a web server -‘
match={‘:Web]
; match all discovered Web server instances
instanceKey==<ipAddress>:SM—Web
components=<ipAddrcm>:SM-Host, <ipAddn=<zs>—msIP:SM—Link
measurements-«=H'I'l'P—'I‘(2PConne<1ionT‘ime(<ipAdd.res>)
; next urpy all the attributes from the server discovered instance
stateCo-mputation.Rule-=mcasurcmenmOnl gr
server'I‘ype-<serv:-.r'1‘ype>
hostName~<bosLName>
ipAddtess=<ipAddrcss>
t2tegory‘4ppend(<category>,<ipAddress:-;SM-Host?<xmt.egory>)SM-WebService

; a web service node
march=[‘:S M-Web]
; then: is a web service node corresponding to each web server node
instanoeK:ya<:ipAddrcss>:SM-VVebServicc
mczasurcmenxsiat-fI‘I'P~Av-ailability (<ipAddrms>), I-l'l'TP‘Tntal ResponseTme(<ipAddress>),l»l'ITP-Dns'I'iInc (<ipAddress>)
components=<ipAddrcss>:SM-Wda, <<i,pAddress>,Wcb>:SM-NFS, <<ipAddn:ss>,Wcb>:SM—DNS

; NFS and DNS service dependencies will be determined by phase 2 discoverytntegoryt-<1mtegory>
SM-Webservicefi-roup]

I:natch={ ‘:WebServiceG1'oup]
insmm:eK:y-<serVioeGtpName>:SM—WebSeWiceG'mup
components-list(<serviceGrpComponenlsIJ.st>) :SM-Websei-vice
mtegury=<t:atngory>

:2tegary=append(list(<serviceG-rpComponentsList>) :SM-WebService?et::tegory>)
! SM-TopLevel—VVeb]

instancekey~=Wch:SM-Toplcvelwcb
¢ompou¢mga':SM-Vvebservioe, ‘:SM~VVebServiceGmup
; components are all web services and all web service groups
I SM-DNS]

match=[*:DNS]
instan.ceKey-=<ipAddtess>:SM~DNS
coinponents=<ipAddres>—msIP:SM—Link:
measuren-tents=DNS—Availability(<ipAddrus>),

DNS.C3¢h5ffi|RcspOlE£Tlm¢(<ipAddfCSS>)
star¢CampI.tIationRule=rnussurcmcntsOnly
ipAddress=<ipAddrcss>hnst.Name=z<hostName>
dom,ainName=<damai.l:lNBmB>
category==<ategory’>
[SM~NFS]
match-I ‘INF-9]
in5tano¢1(gy=<ipAddn.-.ss>:SM~N'FS
components=<ipAddrcss>:SM-Host
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TABLE 4-continued

18

 

measurements==NFS»'[btal()ills(<ipAddrVess>), N'F'S«DupR.eqs(<ipAddress>),
NFS-T'trrie()ut.Perc=nt(<ipAddress>)

staLeCompulatiouRuIe=n-ieasurement&ly
ipAddress=<:ipAddrt-ss>
|iastName==<hostName>

LSM-Pop3_,Mail]

n'iatch=[ ‘:Pap3,__,Mai.l]
instanceKey=-<ipAddres.s>:SM-POP3__Mail
component:z==<1'pAddress>:SM«l-lost
mcasuremenb-=POP}TCPCunnecticn'I'i.me(<ipAddress>)|iostNarrie=-<ho¢~:tNamc>
i2tegory\==<GItegory>
relataismlpserver=<relatedSnitpScrver>
ipA.ddr1:s=<ipAddrms>
[SM—ReadMailSei-vice]

match-{‘:SM—Pop3___Mail]
instanceKey=-:ipAddress>:SM~Resr.| Mailservice
measurements=POP3—AvaiJahility (<ipAddrcss>),

POP3—Tota|Response'I'une(<ipAddrms>),
POP3—Aut.hentii2tion'[’u:ne (<ipAddiess>)

s1al.cComput.ali0nRule-wdefault
componcn1.s==<ipAdd.ress>:SM~Pop3__,Mail, <<ipAddrI'ss>,Pop3___Mail:SM~NF'S>,

<<ipAddress>,l’op3__Mail:SM-A.uth>
category-=<n:ategory>
[SM-ReadMnilServiceG1v:rup]

inatch=[':Pop3MailServi.ceGmup]
i.nstanceKey=<serviceGrpNai:i-ie>:SM-ReadMailServiceG1-oup
con-iponents==list(<senriceGrpOomponenlsList>) :SM—ReadMail5erv-ice
tmtegory==<category> . .
[SM-ToELeve!-Readldail]

insmnceKeysRcad Mail ISM—TbpLevel-Rrad.Mail
componenLs=‘ :SM— Rt-adMailservice, ‘:5M~lkadMailScrviceGi-oup
[sun-iiegoifl

mat.cb=[" :C}alx:gory]
instanceI<ey=<categuryNa.mc>:SM-Category
components-‘ :SM—'?ulegory-<r:ati:go ryNama- 

Most sections of the service model template 34 with
a “match” criteria. The match criteria for a section of the
service model template specifies the discovery instancesthat
are relevant to the section under consideration. For instance,
the match criteria corresponding to the host node’s specifi-
cation (SM—Host) in the discovery template indimtes that the
corresponding discovered instances are those of type Host.
The match criteria is specified as a regular expression that is
matched against section names (instance keys) of the dis-
covered instance 36. For each object (section) in the dis-
covered instance that matches the regular expression speci-
fied in the match criteria, a corresponding node is
instantiated in the service model instance 40.

Each section of the service model template 34 can match
discovered instances of at least one type. When a discovered
instance satisfies the match criteria specified in a section of
the service model template 34, any of the attributes of the
discovered instance can be referred to in the subsequent
instructions of the service model template’s section. The
absence of a match criteria in the specification of a section
of the service model template indicates that there is only one
instance of that type for the particular ISP.

The instancelcey variable in Table 4 denotes the key that
is to be used to refer to a service model node that is

instantiated by the section of the template under consider-
ation. The attributes enclosed within the angled brackets
(“<>”) must be one of the attributes of the elements of the
discovered instance for which there is a reference by the
match criteria.

The “components” instruction specifies the parent-child
relationship in a service model instance. Various types of
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dependencies ”(i.e., execution dependencies, component
dependencies, inter—service dependencies and organizational
dependencies) are captured by this specification. The com-
ponents list specified must make reference to the node in the
service model instance 40 that is to be generated Erom the
service model template 34. The components list refers to
specific nodes, all nodes of a specific type, and all nodes of
a different specific type that have a specific am-[bum va1uc_
Sections of the service model template that refer to leaf
nodes of the service model instance do not have componentspecifications.

The “measurements” instruction specifies a list of mea-
surements that must be targeted at the corresponding node in
the service mode instance 40. By processing the measure-
ment specifications of nodes in the service model instance,
the measurement agent configurator 44 of FIG. 3 can deter\
mine the agents that must be scheduled for execution against
each element of the discovered instance 36. It should be
noted that not all nodes in the service model instance have
measurement specifications.

The “StateComputationRule” instruction covers how the
states of the corresponding nodes in the service model
instance 40 are computed. By default, the state of a node in
the service model instance is determined based on the states
of all of the measurements associated with a node and the
states of all of its dependencies (children nodes) in the
service model instance. The service model creation engine
38 may support additional state computation policics_ For
examplc, a “measurementsOnly" policy indicates that only
the states of the measurements asociated with a node must
be taken into account in determining the state of that node,

Petitioner Apple Inc. — Exhibit\iil[§l9Cf)2.2§";83



Petitioner Apple Inc. - Exhibit 1051, p. 971

US 6,286,047 B1
19

Regarding attribute value settings, each service model
node may derive attributes from the discovered instance 36
to which it refers. The service model template syntax also
allows for hierarchical aggregation of attributes. This is
demonstrated in the append construct used for defining
category attributes for the service model nodes.

Service Model Creation Engine

The service model creation engine 38 incorporates the
logic for processing a service model template 34 with the
discovered instance 38 to generate the service model
instance 40. There are alternatives with regard to the order
in which the engine 38 processes the service model template.
In a sequential processing approach. it is assumed that the
service model template was constructed such that the sec-
tions of the service model template are in an order in which
they need to be processed. The engine can then process the
sections sequentially. The sequential processing enables
simplification of the service model creation engine.
However, this approach burdens the template developer with
a requirement of manually determining the placement of
each section in the template based upon the order of pro-
cessing. Moreover, since processing typically starts from the
host nodes, this approach may result in a number of service
model host nodes that do not have additional nodes above

them when a service model instance graph is generated in a
manner to be described below. To avoid such “orphaned”
nodes, the created service model instance must be further
procfised.
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In the alternative hierarchical processing, a service model
creation engine 38 can use the “components” specifications
in the different sections of the service model template 34 to
determine the order for processing the sections of the
template. Since the components list specifies the depended»
cies of a node, before processing a section, all of the sections
corresponding to each of the nodes types in the components
list must be processed. Based on this rule, sections of the
templates which have no specified components are pro-
cessed first. Although this hierarchical approach requires
more complexity than the sequential approach, it does not
result in any orphaned nodes in the service model instance
40.

Service Model Instance Specification

Table 5 is an example of a portion of a service model
instance specification for the service model template of
Table 4 and the discovered instance of Table 3. The variables
of the table are consistent with the variables of Tables 2-4.
Referring now to FIG. 3, the service model instance 40 may
be used by the view generator 42 to provide any of the three
views. Preferably, the service model instance is represented
as a graph of the nodes and edges that identify dependencies
among the nodes. The service model instance is also used by
the measurement agent configurator. Information Erom the
instance may be extracted by the coufigurator to merge test
information relevant to particular elements with default
algorithm descriptions in order to generate a measurement
agent specification 46 for the ISP of interest.

TABLE’ 5 
[ 10.174. 173.7J—fakr:isp.net:DNS]
ipA.ddrcss=lO.l74.1 73.23
hosthlame-dns1.fakeisp.neI:
do|:rIainName==fakeisp.net
mtegory=ExternalDnsServer
[10.174.1 73.7_3:SM—l-lost]
measurement.s=='ICPConncct.ion-Rate 00.174.173.13), VMslat (lO.l74.]73.23),(Fm: (10.174.173.23)
ipAddress-=10.174.173.23
hostName=dus1.fakcisp.netstaIe=Alive
category:
[10.l37.196.52:5M~l-lost]
n1easuren1enL:='ICP—Connectinn—Rate (l0.137.196.52), VMstat (1 0.137. 196.52),IFSIM (10.137.196.52)
ipAddress-10.137.196.52
hostName—mailfcs21.Eakeisp.netstate‘Alive
category»:
[lO.l37.196.54:SM—I-lost]

mcasurements=TCPConner.1.ion-Ratc(10.1 37.19654), VMstal(1 0.137_] 9654),[FS|aL(l0.l37. 19654)
ipfliddrfll 0.. 137.1 96.54
hosthla n1e=-mailfes22.fakcisp.net
stale=Alive
aitegorys
[10.137.196_56:$M~I-lost]

mgasuremcnts-JICP-Connection—Rate(lO.] 37. 19656), VMstat(1 0.137.] 96.56),[Fst‘at.(l0.137.l96.55)
ipAddn:ss—1o.137.19656
hos tNan1e=mailfesZ3.fakei5P- '35‘
state=Alive
L:«1tegory=
[1o.137.19e58:sM-Host]
measurements:-TCPCOEl-D¢Cfi°'1”R3‘5(1D-137-196-53), VMsIaI.(1O.137.196.58),

lFstat(10.137.196.53)
ipAddress=1D.137.l9§.53hostName=www.EaketsP-5°‘

tztegoryn
[1o.137.195.59:sM—Host]
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TABLE Scontinued

22

 

measurvements==TCP-Connection~Rate(10.137.196.69) , V'Msta!(1 D. 1 37.196.69),
[Fstat(10. 137.196. 69)

ipAddr5s=10. 137.1 96.69
hos tName=www.xyz.com.fakeisp.netstate=A.live
zztcgory-—
[1U.l37.196.7D:SM-Host]
measuren1enls=='l'CP—Connecti.on-Rate(] 0.137.196.70), VMstat(1 0.1 37.1 96.70),

[F'sta!(1 0.137.196.7D)
ipAddr5s-10.137.196.70
hostName=<www.abc_com.t'akeisp.nctstate-Alive
atego|’y=- 

Customizing the Service Model to an ISP’S
Oranganizational Structure

As previously noted, the service model instance 40 of
FIG. 4 is customized to an ISP’s organizational stmcturc, so
that ISP operations personnel only view the status of ser-
vices and service elements that are of relevance to the

personnel. A straightforward approach to customizing the
service model instance to an ISP’s organizational structure
is to edit the service model template and explicitly include
nodes that capture the organizational dependencies. For
example, the nodes may be grouped according to categories
(e.g., Intemalweb services and Webllosting servicxs). Each
of these categories may be managed by diiferent operations
personnel. To accommodate this case, the service model
template could be modified to define nodes that represent the
individual categories and dependencies that indicate the
components of the ditferent categories. Since the organiza-
tional stnrcture varies from one ISP to another, the approach
would require that each ISP edit the service model templates
to match their organizational structure. Editing the service
model template to define the categories and the components
relationships can be a tedious task, especially for a large ISP.

An alternative approach is to allow an ISP to specify its
organizational structure using the configuration interface 60
previously described with reference to FIG. 4. The service
model template 34 is pre—specifled to exploit the configu-
ration specification and to generate a service model instance
that is customized to each ISP. The main advantage of this
approach is that the ISP operator only has to primarily edit
the configuration specification, which is much less complex
than editing the service model template 34.

The application of this less complex approach can be
described with reference to Tables 1-5. Through the con-
figuration interface 60, an ISP operator specifies ways in
which the discovered services and service models are to be

categorized in the discovered instance 36. In Table 1, the
configuration specification indicates that the ISP uses the
naming pattern ’.oom.fa.keisp.net to identify web sewers
that are hosted for the businesses. Web sewers that do not

match this pattern are internal web sewers that are used by
the ISP’s residential customers. Each of the discovery m0d~
ules 50, 52 and 54 then uses the configuration specification
to determine a categorization of the services and service
models that are discovered. A discovery module is also
included in the discovery template 48 to discover and report
on all the categories that have been discovered in the ISP’s
system. This information is used by the service model
creation engine 38 to construct a service model instance 40
that represents the ISP’s organizational stmcture. To enable
this, the service model template of Table 4 has a section that
generates a node in the service model instance for each
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category in the discovered instance. The components list in
this section maps all the services and service elements that

are associated with a category to the corresponding node in
the service model instance. Thus, by merely specifying the
categorization of services and service elements using the
configuration specification, an ISP operator can derive a
service model instance that is customized for the ISP.

Example Read Mail Service Model

As an example implementation of the system of FIG. 3,
the email service of “Read Mail” will be considered. The

Read Mail service refers to a‘ subscriber accessing his/her
mailbox from the mail system of the ISP. FIG. 5 illustrates
a servicx topology for this service. Using a client application
that supports the Post Oflice Protocol-Version 3 (POP3), a
subscriber at a desktop computer 62 attempts to access mail.
Internal to the ISP system, the request from the subscriber’s
computer 62 may be received and processed by one of many
sewers 64, 66 and 68 that constitute a mail service group 70.
The sewers within the group are front—end servers

Before the subscriber can access the appropriate mailbox,
the mail server 64-68 that handles the request contacts an
authentication server 72 to verify the identity of the sub-
scriber. Typically, password identification is used in the
Read Mail service. A subscriber database 74 is accessed in
this process. Following the authentication process, the mail
FES 64-—68 accesses a mailbox 78 of the subscriber from a
back—cnd content server 76 using the NFS service. The
retrieved mail messages are transmitted to the computer 62of the subscriber.

There are several active and passive measurements that
can be made to assess the health of the different elements
involved in supporting the Read Mail service. A measure-
ment system (MS) may be installed in the server farm of the
ISP to perform measurements using agents executing on the
MS and on the different ISP hosts. The diiferent measure-
ments that characterize the Read Mail service include an
active service quality measurement of availability and
response time made from the MS in the service farm, an
active measurement of network throughput from the MS in
the service farm to the POP sites, passive measurements of
CPU and memory utilization passive measurements of TCP
connection traflic and packet trafic to the mail servers
obtained fiom agents executing on the mail servers, and
passive measurements of NFS statistics (e.g., number of
calls, timeouts, and duplicate transmissions) on the mail
servers and the mail content servers. The active measure.
menls attempt to assess the service quality as Viewed from
subscribers connecting to the POP sites, while the passive
measurements may be used to assess resource utilization and
tratfic statistics that are critical for problem diagnosis_
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FIG. 6 is an illustration of an example of a view that may
be presented to an ISP operator using the view generator 42
of FlG.3. While the oval-shaped nodes in the service model
graph represent the difierent services and service elements,
the arrows represent measurements of services and service
elements. The root of the service model graph is the Read
Mail service, represented by oval 80. The state of this node
represents the overall health of the Read Mail service, as
assessed by the MS located in the service farm of the ISP.

That is, the overall health is assessed without considering the
state of the network links from the server farm to the POP

sites. In one embodiment, the overall health is represented
by color coding the oval 80. For example, oval 80 may be
shaded green to designate a positive health of the Read Mail
service, and may be shaded red if the Read Mail service has
degraded in its availability or performance.

Typically, there is no direct measure of the overall health
of the Read Mail service. Instead, the state of the service
must be inferred, based on the states of the different mail
FESS 64-68 that together enable the Read Mail service.
Direct active measures of availability and perfonnance, and
passive measurements of TCP statistics to the POP3 service
pon, together contribute to the determination of the status of
the Read Mail service. The active and passive measurements
are performed at each of the mail FESs, as indicated by the
arrows corresponding to the second level service oval 82 in
FIG. 6.

The next level of the service model graph reflccts the
dependencies of the Read Mail service on one element and
two services. Oval 84 is the dependency of the Read Mail
servim on a POI-'3 sewer executing on the mail FES. Oval
86 represents the authentication service for verifying the
identity of the subscriber from which a Read Mail request is
received. Oval 88 represents the NFS service used by the
particular mail FES. Considering the POP3 server 84 lirst,
the health of the server is measured based on the ability to
establish a TCP connection as part of the active Read Mail
service quality measurement and the time required to estab~
lish the connection. In turn, the health of the POP3 server
may be impacted by the link, represented by oval 90,
interconnecting the mail FES to the measurement station
(fiom which the active test is run) and the health of the mail
FES host, represented by oval 92. As shown in FIG. 6, both
the link 90 and the host 92 include four performance
parameters that are measurable in determining the health of
the nodes. While not shown in FIG. 6, the state of the various
nodes may be represented by color coding or by other
display means for distinguishing the states of the nodes

Regarding the dependency of the authentication service
86 on the mail service 82, since it is possible that the
authentication service is healthy but a specific mail FES is

‘failing to perform authentication, the authentication service
is first represented from the point of view of each of the mail
FESs 94. Direct measures of the authentication delay when
accessing through a mail FES are used to determine the state
of the mail authentication service 86 in relation to that mail
FES 94. The service model for an authentication service

node, whose state atfects the state of the mail FES—specific
authentication node, is not expanded in the service model
graph of FIG. 6. Likewise, the NFS service 88 is not shown
as being expanded in the service model graph. The service
model dependency is handled in much the same way as the
authentication service dependency.

As previously noted, the service model graph of FIG. 6
represents the Read Mail service in isolation. To represent
the end-to4:nd service, a service model must take into
account the state of the DNS service used by subscribers to
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resolve the ISP mail domain to each one of the mail FESS,
and the state of the network links between the different POP
sites and the ISP server farm. Clearly, since the diflferent
POP sites use different routes to connect to the service farm,
a subscriber’s perception of the end—to-end service may vary,
depending upon the POP site that the subscriber is using.
FIG. 7 is a service model graph for the Read Mail service as
perceived by a subscriber connected to the ISP system via
POP," The Read Mail POP," service is represented by oval
96 and has the Read Mail service 80 of FIG. 6 as one of its

dependencies. However, the service 80 is not expanded.
While not shown in FIG. 7, the graphing preferably includes
color coding or other designation for nodes, such as the
service 80, which are not frilly expanded.

The other dependencies on the Read Mail POP,_ service
96 include the link 98 and the DNS service 100. The health
of the link is determined by measurements of the perfor-
mance parameters throughput, packet loss, delay and con~
nectivity. The health of the DNS service 100 is determined
by measurements of availability and performance. The DNS
service 100 is shown as having the dependency POP", DNS
server 102. In turn, the sewer 102 has two dependencies,
namely POP", DNS host 104 and the link 106.

There are several ISP management fitnctions that can
exploit the capabilities of the service models. For example,
a service model for operational monitoring may be config—
ured to indicate the status of the dilferent elements providing
a service. When a failure occurs, the service model indicates

which element or elements have been atfected by the failure.
Moreover, by traversing the service model graph top-down,
an operator can determine the root—cause of the failure. For
example, in FIG. 6, when a problem is noticed with the
overall Read Mail service 80, an operator can traverse the
service model graph to determine whether the problem is
caused by a specific mail FES or whether all of the mail
FESS are experiencing a problem. Assuming a similar
scenario, moving down the service model graph, the opera-
tor can further determine whether the problem is related to
authentication failure, NFS failure, or a failure of the POP
application server 84.

Since services and service elements can be organized
based on domains of responsibility in a service model, ISP
operations personnel need only monitor and diagnose the
services that fall in their domain of rewonsibility. In the
Read Mail service example of FIG. 5, an email operations
expert who is responsible for the mail service and the mail
servers uses the service model depicted in FIG. 6, since the
expert is mainly interested in the states of the email services
and servers. The authentication and NFS serviccs are
included in the service model representation, since these
services can adversely impact the Read Mail [D
contrast, the links between the service farm and the POP
sites are not included in the model, since they do not affect
the Read Mail service from the perspective of the email
experL

Measurement Topology and State Represention

As can be seen in FIGS. 5 and 6, the service model maps
dilferent measurements for some of the nodes in the service
mode; graphs, The node to which a measurement maps
depends on the semantics of the measurement (i.e., which
logic node or nodes are targeted by the measurement) and
the location or locations from which the measuremcm is
made. In the simplest case, each rncasurcrncnt directly maps
to one of the nodes in the service model. In some cascs_
measurements may span multiple service elements and there
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may not be a direct mapping of a measurement to a node in
the service model. In such cases, composite measurements,
which are combinations of measurements being made in the
ISP system, may have to be composed and mapped to the
nodes in the service model. For example, suppose Link (x,y)
is a network link interconnecting hosts x and y in an ISP
system, and suppose Link (x,y) is comprised of Link (x,z)
and Link (z,y). If measurements are made from x, Link (x,y)
and Link (x,z) can be directly measured. The status of Link
(z,y) has to be derived from the status of Link (x,y) and Link
(192)-

Each of the nodes in the service model has an instanta-
neous slate associated with it. As previously noted, the state
of a node reflects the health of the service or service element
that it represents. A number of policies can be used to
compute the state of service model nodes. One policy
computes the state of a node based on all of its measure-
ments. Another policy assigns weights to the dilferent mea-
surements based on an estimate of their reliability, as gauged
by a domain expert. Yet another policy determines the state
of a node based on its measurements in combination with the

states of its dependencies in the service model graph. The
states of the measurements associated with a node may be
determined by applying baselining and thresholding tech-
niques to the measurement results.

Discovery Methodologies

Returning to FIGS. 2 and 4, the preferred embodiment of
the management system 56 includes a discovery engine 58
that automatically discovers services, service elements and
dependencies among services and service elements. FIGS. 7
and 8 illustrate applicable discovery methodologies. Similar
to existing management system implementations, a first
phase of discovery is performed from a management station
108, which may be internal or external to the service farm
of the ISP system. Predominantly, this phase involves active
tests that generate test traflic and query all of the ISP hosts
to detect the existence of different types of servers 12, 14,
22, 26 and 28. That is, the phase detects execution
dependencies, as defined above. Component and organiza-
tional dependencies are also detected during this phase.
Moreover, some of the inter-service dependencies are
discovered, but the second phase is focused on the inter-
service dependencies, since it may not be possible to dis-
cover all the inter-service dependencies that exist using tests
executed from outside the ISP host. The second phase uses
an internal view of the ISP system. Preferably, the two
phases are executed sequentially, with the second phase
utilizing the discovered information output by the first phase
to direct its operations. Dilferent mechanisms can be
employed in the internal discovery phase. Both phases of
discovery must be executed periodically, so as to discover
new services and service elements that may have been
introduced into the ISP environment.

In FIG. 8, a single discovery agent 110 is used in the first
phase discovery process. The solid line 112 represents the
discovery agent contacting the DNS server 14 to get a list of
hosts in the ISP system. The dashed lines from the discovery
agent 110 indicate active tests being executed by the dis-
covery agent to detect various types of dependencies that
exist.

FIG. 9 is an illustration of the second phase discovery
process. In this phase, a number of internal discovery agents
114, 116, 118 and 120 are utilized. The solid lines having
arrows at one end indicate the discovery of inter—servicc
dependencies. The dashed lines indicate the flow of discov~
ered instance information back to the management station
108.
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Both PIJKSCS Of [I116 (.liSCOVCry process may employ Qnc or
more ditferent basic categories of discovery techniques.
Under the service~independent techniques, hosts and net-
working equipment (routers 20, hubs 18, and POP sites 16)
which are not specific to any service are discovered. As a

second category, service~generic techniques (which may be
the same techniques, but with appropriate parametcrization
for each may be used to discover instances of

difi'erent services. In order to do so, typically, such discovery
techniques exploit common characteristim of different ser-

vices to discover instances of the services. An example of
this second category is a discovery technique for News, Web
and email services. Since all of these services rely upon the
same transport protocol (i.e, TCP), a discovery technique
can discover the existence of application servers by mon.i—
toring the TCP ports corresponding to the xrvices.

Another category of techniques may be referred to as the
service-specific-but-application~independent techniques.
Techniques in this category are specific to the service. They
are intended to monitor, but may be used for discovery that
is independent of the specific application server that is being
used to implement the service. For example, the discovery of
the relationship between the services oered by POP3 email
servers and the service provided by SMTP—based email
servers is possible using application-independent
techniques, since the relationship is accessible fiom the
domain name service in the form of mail exchange (MX)records.

A fourth category may be refened to as application-
specific techniques. Many inter-service dependencies may
need to be discovered in a manner that is very specific to the
application servers providing the services. For example, to
discover the dependency of the web service on NFS, the
discovery technique may have to query the configuration file
in the web application server that is providing the web
service. Since the format and contents of a web application
server’s configuration file are specific to the application, the
discovery technique is applicatiomspecific.

First Phase Discovery

An often under utilized component of an ISP system is the
domain name service (DNS). In order to allow subscribers
to access hosts using their host names, rather than their more
dilficult to remember IP addresses, DNS stores the host
name~to—IP address mapping for all of the hosts in the [31:-
system. Moreover, the exchange of email messages across
hosts occurs using the mail exchange records maintained by
the DNS. Name server (NS) records in the DNS database,
serve to identify authoritative name service for the [SP
domain—~these are name servers that are externally acces-
sible from the global Internet and are the authorities that are
contacted when users in the global Internet attempt to access
any hosts in the ISP system. Moreover, service groups, such
as an email service group, are enabled via round-robin
scheduling mechanisms implemented in the DNS sewers. In
summary, the domain name system holds a wealth of infor»
mation that is critical for auto-discovery of ISP services.
However, additional mechanisms are necessary to comp1e_ment DNS-based discovery mechanisms.

One of the first steps in discovery is to determine all of the
hosts that exist in the ISP system. Most existing network
management systems have taken one of two approaches. A
first approach is to scan an address range that is either
Specified by an operator or is determined based on the local
subnet of the measurernent host. The address range is
scanned using Ping 10 50115" l'°5P°|1St‘=s from all IP-enabled
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hosts. The second approach is to use the default router
configured for a host to boot-strap the discovery. Commu-
nication using SNMP with the router and using its routing
tables may be used to discover hosts in the local subnet.
Also, routing table information may be used to discover
other routers that can provide additional host information.

An alternative approach that is complementary to either of
the two traditional approaches is to obtain a list of all of the
hosts in the [SP system using information available with the
domain name service. From the host name of the manage-
ment station in which the discovery process executes, the
[SP domain name can be deduced. Using the default name
service configured for the management system, the discov-
ery process queries DNS to obtain the NS records that list
the authoritative name servers for the [SP domain. One or

more of these name servers are contacted by the discovery
process to obtain a list of named hosts in the [SP system.
Zone transfer capabilities supported by all DNS servers are
used for this purpose, as is known in the art. While ISPs
usually manage a single domain, some [SP5 may have
multiple domains under their control. To discover all of the
hosts that exist in the different domains, the discovery
process must be informed of the existence of all the different
domain names. This information cannot be automatically
deduced by the discovery process.

The steps that are executed in the first phase of discovery
are identified in FIG. 10. [t is not critical that the steps be
followed in the order shown in the figure. Following the step
122 of discovering the hosts, the application servers are
discovered in step 124. The existence of application servers
of diflferent types (e.g., Web, Email, News, FTP, DNS, NFS,
and Radius) is verified by active tests that emulate typical
client requests directed at the different TCP and UDP ports
corresponding to the dilferenl service types. A response to an
emulated request has to be interpreted in a service~specific
manner. By observing the header in a rmponse from the web
service, the discovery process determines the type of web
server that is executing on the host machine. Likewise, by
processing the response returned by the email and News
sewers, the discovery proces determines the type of serv-
ers. This information can be used to customize the second

phase of discovery. For instance, discovery agents installed
on the [SP host machines in the second phase of discovery
may process a web application server’s oonfigurafion files to
discover NFS dependencies that the server may have. Since
web server configuration files are typically specific to the
type of server, the server type information provided by the
first phase of discovery can be used to determine the
processing capabilities of the discovery agent or agents that
must be deployed in the second phase. The server type
information may also be used to determine specific mea-
surements which must be targeted for the server to monitor
its status.

In step 126, the existence of Web, Email, News, DNS and
other service groups has to be determined using the DNS. By
querying the DNS, the discovery process determines a list of
domain names that have multiple [P addresses associated
with them. For each name in the list, the discovery process
then determines whether each of its [P addresses hosts a

common application sewer. If so, the name lflccly represents
a DNS round~robin service group that supports a common
service. For example, suppose that all of the [P addresses
corresponding to the name www.fakeisp.net host web serv-
ers. [n this case, www.fakeisp.net represents a web service
group. Note that in this process, a host that has two network
interfaces, and therefore is assigned to difl'erent IP addresses,
may be listed as a service group. Using the virtual host]
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server discovery heuristics discussed below, all such hosts
can be removed from the service group list.

In step [28, the MX records for the [SP domain are
accessed from the DNS system, The MX records indicate the
mail servers that must be contacted to deliver mail to the ISP
domain. The list of SM'['P—based mail servers thus deter~

mined represent the servers that handle delivery of incoming
mail to the subscribers of the ISP. Discovery of these servers
is essential to automatically generating a service model for
the email service that represents the delivery of mail from
the Internet to the subscribers. Moreover, the mail gateways
may be managed by a dilferent entity than the one that
manages mail sewers that are internal to the ISP.

One of the critical measures of the performance of an
email service of an [SP is the round—trip delay between the
transmission of an email mewge from a source host and its
reception at the intended destination. This measurement can
be used to assess email delivery times in the [SP domain,
from the [SP domain to locations on the Internet, and from
locations on the [ntemet to the [SP domain. Since the email

service uses diflerent protocols and, hence, different appli-
cation servers to send mail and to receive mail, in order to
initiate round-trip delay measurements of email, it is essen-
tial to determine relationships between the ditferent types of
email servers on the [SP domain (e.g., which SMTP server
can be used to send mail to a POP3/[MAP-based server).
This discovery is executed at step 130. Since mail forward»-
ing is predominantly based on the MX records maintained in
the DNS database, by querying the DNS system for MX
records corresponding to each of the POPS/IMAP servers,
the discovery process determines the mail service relation—
ships in the [SP domain.

Various approaches can be adopted to discover the ter—
minal servers that exist in an ISP POP site in step 132. The
most straightforward app roach uses SNMP queries to obtain
the MIB—II system description from all the hosts in the ISP
network. Based on the replies, the discovery procms can
identify the hosts that are terminal servers. An alternative
approach is based on the observation that because they need
to operate and manage thousands of terminal servers, most
[SP5 have specific naming conventions that they use when
naming their terminal servers. In fact, the naming conven-
tion more often indicates the association between terminal

servers and POP sites, so that when a problem is reported by
a subscriber using a POP site, the [SP operations staff can
quickly decide which of the terminal servers needs to be
checked in order to diagnose the problem. Vvith this
approach, an ISP provides a regular expression representing
the naming convention used as input to the discovery
process. By matching the list of hosts that are discovered

with the naming convention, the discovery process not only
determines the terminal servers that exist, but also deter-
mines the POP site to which a terminal server is assigned.
Anolbfif 153)’ 3dV3m3g° Of this approach is that it performs
diS00Vel'Y Without generating any additional network traflic.

The approach of exploiting name conventions may also be
used in step 134 to categorize the other services of the ISP.
As an example, for each web site that it hosts for its business

www.customer-domain.com will have a corresponding entry
for www.customer-domain_com_fake;5p‘nc[ in the imemal
DNS database of [he ISP. AS in the case of terminal servers,
'3)’ P°'mi"'i”g 3'" [SP [0 specify its naming conventions, the
d'L900V"-1')’ P|'°°355 °0'I'P0S€S a categorization of services that
is customized to the target [Sp systcln This Categorization
can be based 00 geographical locations ofservices based on
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business relationships, and/or based on the delegation of
responsibilities among operators. The categorization infor-
mation can be used to automatically define the customized
service model for each ISP, with special nodes in the sewice
model representing a collection of nodes pertaining to the
same category.

Second Phase Discovery

By treating the ISP system as a “black box,” the first phase
of discovery detects most of the execution, component and
organizational dependencies of the ISP. Additionally, some
of the inter—sewice dependencies are discovered. The second
phase of the discovery process is focused solely on detecting
inter-sewice dependencies, particularly those that are not
discovered by taking an external viewpoint. For example,
the relationship between a mail server and an NFS server is
not discoverable from an external viewpoint.

There are two basic approaches for conducting the second
phase discovery. One approach uses network probes, while
the other approach uses special-purpose discovery agents.
Regarding the first approach, software probes installed at
strategic locations on the network can snoop on packet
transmissions. Since most TCP/IP communication is based
on source/destiny port numbers, by processing the headers
of packets that are captured by the probe, a software probe
can deduce many of the relationships that exist among
services. For example, a UDP packet transmitted from a mail
server to the NFS port of an NFS server indicates that the
mail sewer depends on the NFS server for its content
storage.

An advantage of the approach that utilizes network probes
is that the approach enables discovery of inter-sewice
dependencies independently of the specific types of appli~
cation servers residing on the host. Moreover, since it relies
on just the ability to capture packets on the wire, this
approach handles UDP and TCP—based serviazs equallywell.

The key difference between the approach of using net~
work probes and the approach of using special—p1upose
discovery agents is that unlike the network probes, the
discovery agents do not snoop on packet transmissions.
Instead, the discovery agents use a number of operating
systems and application—specific mechanisms to discover
inter—sewice dependencies. These mechanisms include (1)
processing service configuration information and (2)
application—dependent monitoring tools. Referring first to
the processing service configuration information, applica-
tion servers determine their dependencies on other services
from one or more configuration files. By processing the
content of the configuration files, discovery agents can
discover inter~service dependencies. An example of this is
the processing of the web server’s configuration file to
discover whether it has a dependency on an NFS service.
While processing the web sewer’s configuration file, the
discovery agent can also determine if the same application
is being used to host multiple “virtual” sewers (which is
commonly used by ISPS to host web sites on behalf of their
business customers). Typically, web server configuration
files are specific to the type of server executed on the web
sewer in use. The sewer type determination performed
during the first phase of discovery is used for deciding the
location and format of the configuration files.

While many Unix operating systems use configuration
files that are defined in an application—specific manner,
Windows NT~based systems store all application configura~
tion information in the registry. In the Windows NTsystems,
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while the registry can be processed in an application-
independent manner, the specific configuration attributes
have to be interpreted in an application—specific manner.

Thus far, only forwarddoolcing discovery agents have
been identified. These are agents that discover dependencies
of a service on other services by querying configuration files
of the application providing the sewice. Sometimes it is

easier to implement backward-looking discovery agents to
discover the dependencies on a service (i.e., discover which
other sewices are using the service). For example, the
configuration file of the mail authentication sewer may
indicate which of the mail sewers are depending on the
authentication sewer. One of the ways of implementing
backward-loolcing discovery agents is by processing appli-
cation sewer configuration files.

Turning now to the second mechanism of using
application-independent monitoring tools, this approach is
particularly attractive for sewices that communicate using
TCP. The netstat utility can be used to determine the TCP
connections that exist on an ISP hosL Adiscovery agent that I
executes this tool can periodically discover information
about the source and destination ports and the host locations
for TCP connections, which can then be used to deduce
inter—sewice dependencies.

This second approach of using application—independent
monitoring tools exploits the fact that most TCP implemen-
tations enforce a three—minute delay for connections in the
TIME_WAIT state of TCP, so that a connection persists for
about three minutes even after it is no longer in use.
Consequently, whenever the discovery agent is executed, it
is likely to detect all the TCP connections that may have
been established in the three minutes prior its execution.
This same approach does not work for UDP-based sewices,
since UDP is connectionless, and there is no state that is
maintained at either the source or the destination.

The approach of monitoring TCP connections can be used
to discover dependencies such as those that exist between
mail sewers and mail authentication sewers, between sew-
ers and back—end databases, between Radius/TACACS
authentication sewers and terminal sewers, and between
similar relationships. Again, discovery agents can be
forward~looking or back:ward~look.'tng.

Advantages of using discovery agents, as compared to
network probes, include the reduction of overhead on the
ISP hosts, the relaxation of security concerns, and the fact
that all of the discovery agents do not need to be deployed
at the same time. lnstead, the deployment of discovery
agents can occur at the discretion of the ISP. As and when
new discovery agents are installed on the ISP hosts, addi-
tional information is discovered about the [SP system,

FIG. 11 is a process flow of steps relevant to the second
phase of the discovery process. In steps 136 and 137, the
information that is obtained in the first phase of discovery is
used to generate an incomplete sewice model instance. As
previously noted, the first phase of discovery provides the
necessary information for identifying component
dependencies, organizational dependencies, execution
dependencies and some of the interservice depcndencic5_ A
first instance generator matches the service model template
with the auto~discovered information from the first phase to
generate the incomplete service model instance. However,
other inter—scrvice dependencies are not discoverable using
the techniques of the first phase (e.g., the relationship
between a mail sewer and an NFS sewer).

In steps 138 and 139, the holes in the incomplete sewice
model instance are identified and information obtained in the
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first phase is used to determine appropriate discovery
actions. The incomplete service model instance is used to
determine the types of relationships that must be examined.
In the mail service example, if a host is discovered in the first
phase to be running a POP3 server, the second phase may be
used to discover the name file service and authentication
service used by the POP3 sewer on the particular host.

In step 140, the network probes and/or the special~
purpose discovery agents are deployed in a manner deter«
mined during execution of the step 139. For example,
application-specific knowledge may be used to parse con~
figuration files or log files, or may be used to search a
configuration registry for a particular sewer instance execut-
ing on a particular host. The network probes and/or discov-
ery agents generate service dependency outputs in step 141.
The outputs are used in a second instance generation to
complete the service model instance in step 143.

Discovery of Web Hosting Environments

An ISP system that hosts web sites for business customers
poses several challenges for discovery. Typically, each web
site of a business customer of the ISP has a unique name
(eg, www.customer—don1ain.com). The ISP is typically
authoritative for the customer domain, i.e, one or more of the
[SP5 name servers advertise the customer’s domain to the
global Internet. There are three different models for web

hosting in an ISP system: (1) dedicated hosts; (2) virtual
hosts; and (3) virtual servers. In the dedicated hosts model,
the web site of the customer may be supported on one or
more dedicated hosts at the site of the ISP, in which case,
there are one or more IP addresses associated with the
customer’s web site. On the other hand, the virtual hosts
model is an approach in which multiple customer web sites
are supported using the same host machine in the ISP
system. In this case, there is a unique IP address associated
with each customer’s web site. Using capabilities built into
the newer operating systems, the ISP can set up multiple
virtual interfaces that map to one of the physical interfaces
on the host machine. Each virtual interface is associated with
an IP address, which in turn maps to one of the virtual hosted
web sites. The web application server configuration file
defines the root directory corresponding to each customer’s
web site. When it receives an HTTP request, the web server
processes the IP address of the server, which is specified in
the HTTP. request header, to determine which root directory
is used for servicing the request.

With regard to the virtual servers model, such servers are
found when all of the customer web sites supported using a
single host machine have an IP address that is common to the
host machine. To map an incoming request to a virtual web
site, the web server application executing on the host
exploits recent modifications made to the HTTP protocol in
version 1.1. Web browsers that are compatible with HTTPI
1.1 specify the web site being accessed as part of the HTTP
request. Web servers dzrat are compatible with HTTP/1.1
process the web site name and the request to determine
which of the various virtual servers the request is destined
for and, therefore, which of the many configurations (root
directory, access list, etc.) must be used to service the
request. To support this approach, the ISP associates the
virtual servers with the IP address of the host using canoni-
cal name (CNAME) records in the DNS database.

There are two approaches for discovering the customer
domains for which an ISP hosts web sites. In a first

approach, the naming patterns of hosts in the ISP domain are
exploited. As previously noted, some ISPS have host names
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in their domain representing the business customer web
sites. For example, for each customer web site (eg.,
www.customer-domain.com), the ISP may have an altema~
tive name listed in the domain of the ISP (e.g.,
www.customer—domain.com.fakeisp.net). In this example,
by scanning the list of all hosts in the ISP domain (i.e.,‘
Eakeisp.net) and searching for host names that match the
naming pattern *.com.fakeisp.net, the discovery process
determines all the customer domains for which fakeisp.nethosts web sites.

In the second approach for discovering the customer
domains, a discovery agent is used on each of the authori-
tative name servers of the ISP. In the event that the customer
web sites are not listed in the lSP’s domain, this alternative
discovery approach becomes necessary. For a majority of
sites that they host, the name sewers of the ISP are also
authoritative for the corresponding customer domains.
Unfortunately, the DNS system does not support queries that
permit an external discovery agent to query a DNS server for
all domains for which it is authoritative———alrr1ost all forms of
DNS queries assume that a customer is aware of the domain
name of interest. Hence, to discover all of the customers

whose web sites have been hosted by the ISP, a discovery
agent on one or more of the main name servers of the ISP
is used. For each domain name that it supports, there is a
unique database that the DNS server maintains. The discov-
ery agent on the DNS server accesses this information and
reports back to the management station 108 of FIG. 9.

Once the customer domains that are supported by the ISP
are determined, the discovery process executes the first and
second phase discovery methodologies to discover the hosts
and services in the different customer domains. In order to

enable service models to be created for web hosting services,
it is essential to discover the virtual hosts and the virtual
sewers. There are two possible approaches to executing the
discovery of the virtual hosts. In a first approach, first phase
discovery is implemented by interpreting application sewer
responses. Akey obsewation guiding this approach is that in
an ISP system, only web servers support virtual hosting.
That is, the email (POP3, SMTP), News, and FTP applica-
tion sewers typically do not support virtual hosting. When
the email, News, and FTP application sewers are targeted
with active tasks during the first phase discovery process,
they return the name of the host machine from which they
are executed as part of the response. Since the email, News,
and FTP application sewers are not aware of the existence
Of the Vii’W31 I105!-S. when the sewers execute on a host that
supports other virtual hosts, the sewers return the name of

the host machine (not the names of the virtual hosts) as part
of their response. To discover the virtual hosts Within this
first approach, the discovery process determines all the host

names that exist in the ISP system. The discovery process
then targets each of the host names, attempting to connect to
the email. News. Of FTP application sewers. In the event that

a connection succeeds, the discovery process lags rhc name,
0|" 0311135 re"-'-“Nd b)’ the 3PP[iCation sewers as part of their
response. The host name corresponds to a Vi,-ma] hos; if its
host name in the DNS database does not match the name
returned by the email, News, or FTP application servers in
response to active tests. For a virtual host, the name [eturncd
by the email, News, or FTP application sewers represents
the identity of the host machine that supports the virtualhost.

In fine second approach to discovering Vmual boss’
5660119‘ P1135‘ dl5°°V°rY "555 di5C0Vf=ry agents executing on
the ISP hosts. [I1 this implfimcntation, a potentially more
reliable method for discovering virtual hosts is accessed by
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using discovery agents installed on different hosts of the [SP
system. By checking the host application server configura-
tion files or by checking the configuration of network
interfaces on the host machine, a discovery agent can
determine whether a host supports virtual hosting or does
noL Since virtual hosts are relevant mainly in the context of
web sites, the discovery agents may be installed only on
hosts that have web servers executing on them (as discov-
ered during the firs! phase discovery process).

The virtual servers must also be discovered. All IP
addresses that have multiple host names associated with
them in the DNS database are candidates for hosting virtual
servers. However, this is not a sufiicient condition for

identifying vir1ual sewers, since many times multiple host
names are associated with the same host for naming con-
venience or for other administrative purposes. A more reli-
able method of identifying virtual sewers and hosts that
suppon them is to use discovery agents that can process the
web application server configuration film.

Extensible Discovery Architecture
Since new network services and service elements are

being deployed at a rapid pace, it is important that the
discovery methodologies be implemented in an extensible
manner, allowing new discovery capabilities to be incre-
mentally added to the management system. FIG. 12 depicts
the extensible architecture for discovery components previ-
ously described with reference to FIG. 4. The discovery
modules 50, 52 and 54 represent the logic used for discovery
of different services and service elements. The discovery
template 48 is the key to the extensibility of the auto-
discovery architecture in the sense that it drives how dis—
covery is performed. The template defines the different
services and service elements that need to be discovered, and
the specific discovery modules that can be used to discover
these elements. The template also establishes the format of
the outputs from the modules.

The discovery engine 58 drives the auto—discovery pro-
cess. The discovery engine interprets the discovery template
48 and for each of the service or service element types
specified in the template, the engine invokes the correspond-
ing discovery module 50, 52 and 54 specified in the tem-
plate. All of the discovery modules report the results of their
execution back to the discovery engine. The discovery
template contains instructions for the discovery engine to
process the output of the discovery modules and to record
them as a discovered instance 36.

Some discovery modules may rely on the discovery
results of other discovery modules. For example, a DNS
round-robin service group discovery module for web ser-
vices relies on identifying which hosts support web services,
which is an output of the web Service discovery module 50.
To accommodate these relationships, as part of the interface
that the discovery engine 58 exposes to the discovery
modules, the engine provides ways for accessing and search
ing the instances discovered by other discovery modules.

In contrast to the discovery modules 50, 52 and 54, the
discovery engine 58 is designed to be independent of the
services that need to be discovered. Consequently, to dis-
cover new services or service elements, a user merely has to
provide a discovery template specification or one or more
discovery modules for each new element. By providing an
alternate discovery module for a service that is already
supported, a user can also enhance capabilities of an existing
discovery system.

ln practice, there are two significantly different
approaches to designing the discovery engine 58 and the

5

10

15

20

30

35

45

50

55

60

65

34

discovery modules 50-54. A first approach is to enable the
discovery engine to control the discovery process. The
discovery engine accesses the discovery template and deter~
mines the order in which sections of the template are
processed. On the other hand, in the second approach, the
discovery modules drive the discovery process. In effect,
this is an event-driven approach, since the results obtained
from one module will trigger subsequent activities by othermodules.

Regarding the first approach in which the discovery
process is driven by the discovery engine 58, FIG. 13
illustrates the logical building blocks of the discovery
engine. The discovery engine executes periodically and each
time it starts, the engine processes the discovery template.

By considering the values of the dependencies variable
for each of the sections in the discovery template, the
discovery engine determines the order in which the sections
must be processed. Thus, the discovery engine includes a
template parser 142. Sections of the template which have no
dependencies are processed first. A module loader 144

directs the relevant information to the appropriate discovery
module 146 for processing a particular section in which no
dependencies are identified. After all such sections are
processed, the discovery engine iterates through the list of
template sections, choosing sections which have not been
processed and which have their dependencies determined by
earlier processing. This process is repeated periodically to
discover new instances as and when they are added to the
system being discovered. In one application, the discovery
engine uses the exec system call to invoke the discovery
modules at separate processes. By doing so, the discovery
engine is able to handle discovery modules written in a
variety programming environments.

A query processor,l48 of the discovery (Engine 58 per-
forms two functions. First, when a module 146 is activated,
the processor 148 queries the discovery engine to obtain
configuration information that guides the discovery mod-
ules. ln FIG. 4, the configuration information is generated
from the configuration interface 60 that is manipulable by a
user. Table 1 was previously included to depict a typical
configuration file. Each line in the file represents an instruc-
tion for one of the discovery modules. The lirst column of
the line identifies the discovery module to which the instruc-
tion pertains. There are three types of instructions that are
specified in the configuration file. All of these instructions

specify regular expression patterns that must be applied
against the [P address or host name of the service or service

element. The instructions in the configuration file are (1)
criteria that instruct the discovery modules to include or
exclude specific services or service elements, (2) criteria mar
instruct the discovery modules to associate specific services
or service elements with certain categories, and (3) criteria
for discovering terminal servers and for extracting POP
site—to-terminal server mapping from the terminal servernames.

The second function of the query processor 148 is to
provide the discovery modules 146 with access to previously
discovered instances. Based on configuration and discovered
instance information obtained from the query pmcessor’ the
discovery modules perform tests on the [SP system and
report their discovery output to the discovery engine, A
discovery instance generator module 150 of the discovcry
engine processes the results of the discovery modules and
outputs the discovery instance in an appropriate for-ma;_ An
example of such a format was previously Set forth in Table
3. The formats of the discovery template and the discovery
instance are thereby hidden from the discovery rnodnlcs,
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As previously noted, the second approach to designing the
discovery engine 58 and the discovery modules 50-54 of
FIG. 12 is to establish an arrangement in which the discov-
ery process is driven by the modules. In this alternative
embodiment, the discovery engine processes the template
once, invoking the discovery modules simultaneously. From
this point, the discovery modules determine when diiferent
elements in the ISP system are discovered. The discovery
modules execute periodically, looking for new instances.
Some discovery modules are independent in the sense that
they are not reliant on other modules for discovery. These
independent modules begin executing immediately.

As and when a discovery module 50-54 discovers a new
instance, the discovery module forwards its results to the
discovery engine 58. Based on the dependencies on a
discovery module, as specified in the discovery template 48,
the engine 58 forwards the results to other discovery mod-
ules for which the results are relevant. The availability of
new results (e.g., the discovery of a new host) may trigger
discovery by other modules (eg, the web server module
checks to determine if a web Server is executing on the new
host), and this process continues. A key advantage to this
approach, as compared to the engine—driven discovery
approach, is that multiple discovery modules may be execut-
ing in parallel, discovering the [SP5 services. In this
approach, the discovery engine 58 mainly functions as a
facilitator of cxxmmunication among the discovery modules.
A variant of this approach may not even involve the dis-
covery engine, with the discovery modules registering inter-
est in other discovery modules and information concerning
newly discovered instances being directly communicated
among the discovery modules, without involving a discov-
ery engine.

Integrating Discovery with Service Models

In the scenario in which the management system uses
service models for management of Internet services, there
are two ways in which discovery can be integrated with
service models. In a looser integration, the output of dis-
covery (the discovered instance) is integrated with a service
model template that outlines the structure of a service, and
the integration automatically generates a service model
instance that is customized for the ISP system being man-
aged. However, the preferred integration is one that provides
a tighter integration, and involves driving auto—discovery
and service model instantiation fi'om a common template. In
this preferred approach, for each node in the service model,
corresponding discovery template specfications are pro-
vided. The discovery and service model-specific compo-
nents of the template can either be processed in a single
application or can be processed separately. This approach
towards tighter integration of dismvery and service model
templates is attractive for several reasons. Firstly, the service
model template can serve to constrain the discovery process,
since only services and service elements that are specified in
the service model template need to be discovered. Secondly,
depending upon its design, the service model template could
end up using some of the outputs of the cfiscovery process.
Using a common template permits tighter syntax checking
across the discovery and service model components of a
template. Thirdly, the two-phase approach to discovery
described above fits in well with the service model concept.
The inter-service dependencies that need to be discovered in
the second phase (internal dismvery) can be determined
based on the service model template. Finally, the discovery
process itself can be determined based on the service model
template specification. The discovery process may attempt
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to traverse the service model template tree from a root node
down. At each level, it attempts to discover all services or
service elements of the types specified by the node, provid-
ing all of the children of a node that have been discovered.
If this is not the case, the discovery process proceeds to first
discover all instances of the children nodes. Continuing the
tree traversal recursively, the discovery prooe$ discovers all
instances that are necessary to build the service model for
the ISP system being managed.

What is claimed is:

1. A method of identifying elements, services and depen-
dencies among said elements and services of a network
comprising steps of:

executing a first phase of discovery such that a plurality
of services and service elements that are cooperative in
performing said services within said network are

detected, including discovering a first set of dependen-
cies among said services and service elements, where
said services are functionalities offered by said network
to perform specific tasks;

executing a second phase of discovery using discovery
results of said first phase such that inter-service depen-
dencies among said services detected in said first phase
are identified, each said identified inter-service depen-
dency being related to a reliance ofone of said services
upon at least one other of said services; and

forming a network model that is specific to at least one
said specified service detected in said first phase such
that said network model maps said first set of depen-
dencies and said inter-service dependencies that are
relevant to said at least one specified service.

2. The method of claim 1 wherein said step of executing
said second phase to identify said inter-service dependencies
is an automated process that is based on said detection of
said services and service elements in said first phase of
discovery.

3. The method of claim 1 wherein said step of executing
said second phase includes deploying discovery agents
implemented in computer software, including enabling said
discovery agents to access content of configuration files of
applications that are detected in said first phase of discovery,
such that accessing said content is specific to determining
said inter-service dependencies.

4. The method of claim 1 wherein said step of executing
said second phase includes deploying discovery agents
implemented in computer software, including enabling said
discovery agents to monitor connections completed via
specified service elements detected in said first phase of
discovery, such that said inter-service dependencies areidentified.

5. The method of claim 4 wherein said step that includes
deploying said discovery agents includes enabling said
discovery agents to identify Transmission Control Protocol
(TCI’) connections of at least one host that is detected in said
first phase.

6. The method of claim 1 wherein said step of executing
said second phase includes deploying network probes to
access information embedded within data packets transmit-
ted between said service elements detected in said first
phase, said second phase further including utilizing said
accessed information of said data packets to detect said
inter-service dependencies.

7. The method of claim 1 wherein said step of executing
said first hase includ ’ ' argon 0f?3oma,'n
name service DN said etw rk, including identifying
at least two of (1) internal and external name servers, (2) ,
round-robin service groups ofsd imal 1', , ,v——s

networ-k_..\servers and virtual hosts of said
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3. The method of claim 1 wherein said step of executing
said first phase includes recognizing naming conventions
within said network, including recognizing and utilizing
naming conventions relating to terminal sewers of said
network, said step of executing said first phase further
including identifying execution dependencies relating
directly to an application server being executed on a host
machine and including identifying component dependencies
that ensure redundancy of said servicm.

9. The method of claim 8 wherein said step of recognizing
said naming conventions includes recognizing and utilizing
patterns of host names to identify World Wide Web (WWW)
sites that are stored on a common host machine of said
network.

10. The method of claim 1 further comprising a step of
selecting a particular core service of said network, said steps
of executing said first and second phases and forming said
network model being implemented in a manner specific to
modeling said core service, said step of forming said net»
work model thereby providing a representation of nodes and
node—to-node connections which link all of said services,
service elements and dependencies that are relevant to said
care service.

11. A method of identifying elements, services and depen—
dencies among said elements and services comprising stepsof:

accessing information of a domain name service (DNS) of
a network; and

utilizing said information of said DNS as a basis for
determining a plurality of:
(a) a group of service elements that are generally

equivalent with respect to executing a particular
service within said network;

(15) a host supporting virtual hosting;
(c) a host supporting virtual servers; and
(d) name servers that are authoritative for a domain.

12. The method of claim 11 further comprising a step of
selecting a core service of said network, said step of utilizing
said information of said DNS being executed to model said
core service, including modeling said core service such that
said network components that are used to perform said core
service are represented as nodes and network dependencies
among said network components are represented as edges
among said nodes.

13. The method of claim 12 wherein said step of selecting
said core service includes identifying a service of an Internet
Service Provider (ISP) and said step of modeling is executed
to represent the cooperation Within said ISP to perform said
core service.

14. The method of claim 13 wherein said step of utilizing
said information further includes determining SMTP sewers
that correspond to hosts which run POPS servers.

15. The method of claim 14 wherein said step of utilizing
said information further includes determining external mail
gateways for the ISP.
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16. A system for identifying service elemenm, services
and dependencies among said service elements and services
of a network comprising:

a discovery engine means for driving first and second
phases of discovering said service elements, services
and dependencies, where said services are functional-

ities offered by said network to perform specific tasks
and where said service elements are cooperative in
performing said services;

first discovery tools, responsive to said first phase of said
discovery engine means, for accessing first information
indicative of said service elements, services and a first
set of dependencies among said service elements and
services, including first information indicative of appli-
cations and first information indicative of dependencies
among said service elements;

second discovery tools, responsive to said second phase
of said discovery engine means and based on said first
information, for accessing second information indica-
tive of a second set of dependencies among said service
elements and services, said second discovery tools
including discovery agents executed in computer soft-
ware that is configured to detect inter-service depen-
dencies among said serviccs; and

means for generating a discovered instance of at least a
preselected portion of said network based on said first
and second information from said first and second

discovery tools thereby generating a network model
which maps said first and second information as inter-
connected nodes in said discovered instance of said
prwclected portion.

17. The system of claim 16 wherein said discovery agents
are configured to access configuration files of said applica-
tions and detect said inter—service dependencies based on
said configuration files.

18. The system of claim 16 wherein said discovery agents
are configured to monitor connections completed via speci-
fied service elements detected by said first discovery tools,
said connections including TCP connections completed via
a specified host machine.

19. The system of claim 16 wherein said first discovery
tools include software configured to access a DNS of said
network and to retrieve information indicative of at least two

of (1) name servers, (2) round-robin service groups, and (3)virtual servers and virtual hosts

20. The system of claim 16 wherein said first discovery
tools include means for recognizing naming conventions of
said service elements of said network, thereby enabling
classification of said service elements at least partially based
on type and geographic location.
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[57] ABSTRACT

In a rivate network .5 ste accessed by an internet,
a. virtual local area network (LAN) is connected to 21 LAN
emulation server and [AN emulation clients, and a router is
connected between the internet and the virtual LAN. Also, a
public mobile data network is connected to a location
register and mobile data subscriber processing units, and a
data gateway is connected between the internet and the
public mobile data networks Further, a virtual private neI~
work gateway is connected between the virtual LAN and the
public mobile data network. Amobile data terminal having
one IP address and one public network address and can be
connected to either one of the LAN emulation clients or one
of the mobile data subscriber processing units.
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(57) ABSTRACT

A method and protocol for Distributed Network Address
Translation (“DNAT”) is provided. DNAT is used to over«
come the limited address 32-bit address space used for
versions of the Internet Protocol (“IP"). DNAT is used with
small olfice or home oflice networks or other legacy local
network that have multiple network devices using a common
external network address to communicate with an external
network. The protocol includes a port allocation protocol to
allocate globally unique ports to network devices on a local
computer network. The globally unique ports are used in a
combination network address with a common external net-
work address such as an IP address, to identify multiple
network devices on a local network to an external network.
such as the Internet, an intranet, or a public switched
telephone network. The method includes requesting one or
more gobally unique ports from network devices on a local
network, receiving the ports, and replacing local ports with
the globally unique ports. The network devices on the local
network use the combination network address with the
common external network address and the globally unique
port to uniquely identify themselves during communications
with an external network. DNAT overcomes the large com«
putation burdens encountered when network address trans-
lation is done by a router for multiple network devices on a
local network using a common external network address and
simplifies routers since a router in a DNAT system does not
have to support multiple individual protocols. DNAT helps
extend the life of versions of IP using 32-bit addressing,
allows a local network to efficiently switch between external
network service providers and allows a local network to
purchase a smaller block of external network addresses.

Boebnen

42 Claims, 10 Drawing Sheets
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SECOND PRELIMINARY AMENDMENT

Assistant Commissioner for Patents

Washington, D.C. 20231

Sir:

Applicants submit the following amendment and request its entry prior to examination of the

claims. The Office is authorized to charge any required fees for consideration of this paper to our

Deposit Account No. 19-0733.

IN THE CLAIMS:

Please add the followinggew claims:
  

 

 
 

   
 
 

82. A data processing (1

Q‘ proxy module that intercgpts DNS reque s In by a client and, for each intercepted DNS request,
En PH

performs the steps of:

02/27/2002 IBRLIHFIN 00000096 190733
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of:

into which a user enters a URL resulting inthe DNS request.

(i)

(ii)

(iii)

83.

84.

85.

 
The data processing e R? of claim 82, wherein step (iii) comprises the steps of:
(a) determining w t er the client is authorized to access the secure server; and

  
  
 

(b) when the client i authorized to access the secure server, sending a request to

the secure server to stablish an encrypted channel between the secure server

and the client.

The data processing device of cIa' 83, wherein step (iii) further comprises the step

(c) when the client is not authoriz d to access the secure server, returning a host

unknown error message to the c Rant.

The data processing device of claim 84, wher ' the client comprises a web browser
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36. A data proc ssing device, comprising memory storing a domain name server (DNS)

proxy module that intercept DNS requests sent by a client and, for each intercepted DNS request,

 

 
 

 
 
 

when the intercepted DNS r uest corresponds to a secure server, determines whether the client is

authorized to access the secur server and, if so, automatically initiates an encrypted channel between

the client and the secure server

e medium storing a domain name server (DNS) proxy module

comprised ofcomputer readable ins motion at, when executed, cause a data processing device to

gént by a client;
te epted DNS request corresponds to a secure server;

perform the steps of:

(i) intercepting a DNS req

(ii) determining whether the '

(iii) when the intercepted DNS equest does not correspond to a secure server, forwarding

the DNS request to a DN function that returns an IP address of a nonsecure

computer; and

   

  

(iv) when the intercepted DNS re nest corresponds to a secure server, automatically

initiating an encrypted channel tween the client and the secure server.

88. The computer readable medium of laim 87, wherein step (iii) comprises the steps of

(a) determining whether the clie t is authorized to access the secure server; and

(b) when the client is authorized t access the secure server, sending a request to

the secure server to establish an ncrypted channel between the secure server

and the client.

Petitioner Apple Inc. — ExhibitVi\il%Tl0,013.2§%i‘>9



Petitioner Apple Inc. - Exhibit 1051, p. 987

89. The compute readable medium ofclaim 88, wherein step (iii) further comprises the

step ofi

(c) when the lient is not authorized to access the secure server, returning a host

unknown a or message to the client.

90. The computer readab ' lrycfium of claim 89, wherein the client comprises a web
browser into which a user enters a ' I r ulting in the DNS request.

91. A computer readable medi comprising computer readable instructions that, when

executed, cause a domain name server (D i ) proxy module to intercept DNS requests sent by a

client and, for each intercepted DNS request, hen the intercepted DNS request corresponds to a

secure server, determines whether the client is uthorized to access the secure server and, if so,

automatically initiates an encrypted channel betwn the client and the secure server.

Remarks

Applicants have added new claims 82 - 91 to more completely claim the disclosed invention.

Support for the new claims may be found at least on pages 59-60 and in FIG. 26.,..__......;-—--—-—-~--— 
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If the Examiner has any questions or wishes to discuss this amendment, the Examiner is

invited to telephone the undersigned representative at the number set forth below.

Respectfully submitted,

BANNER & WITCOFF, LTD.

UISIPITIDI

Reg. No. 49,024

Date: Z L’ 3 L[ OZ. By:
Bradley C. Wright
Registration No. 38,061

11th Floor

1001 G Street N.W.

Washington, DC. 20001

(202) 508-9100
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Assistant Commissioner for Patents and Trademarks
Washington, DC. 20231

Sir:
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The submission of the listed document is not intended as an admission that any such

document constitutes prior art against the claims of the present application. Applicant does not

waive any right to take any action that would be appropriate to antedate or otherwise remove any

listed document as a competent reference against the claims of the present application.
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DYNAMIC NETWORK ADDRESS UPDATING

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to managing host addresses.
More particularly, the present invention relates to managing
dynamically allocated host addresses to allow subscribers to
reliably locate other subscribers who have been dynamically
allocated host addremes.

2. The Background
As shown in FIG. 1, the lnternet, or any large computer

network, 10 may be described as a goup of interconnected
computing networks (not shown) that are tied together
through a backbone 12. The computing networks, in turn,
provide access points, such as acces points 14, 16 and 18,
through which users may connect to the Internet via a station
(a computer having a connection to a network) or host, such
as hosts 20, 22, 24, and 26. An access point is essentially a
location on the lntemet that permits access to the lntemet.
An access point may include a modem pool (not shown)
maintained by an ISP (Internet Services Provider) which
enables its subscribers to obtain Internet access through a
host having a dial-up connection. Those of ordinary skill in
the art will recognize that other types of access methods may
be provided by an ISP such as frame relay, leased lines,ATM
(asynchronous transfer mode), ADSL, and the like.

Regardless of the access method used, each device (e.g.,
a host or router) that receives, sends and/or routes informa—
tion between or among other devices on Internet 10 is
configured to communicate with other devices using a
communication protocol that may be understood by the
other devices. The current communication protocol used by
these devices on the Internet is TCP/IP (transmission control
protocol/internet protocol). In addition, each device that can
send or receive information (c.g.,’ a host device) must also
havc a unique host address. The type of host address used for
the Internet, or an equivalent switched network that uses
TCP/IP, is commonly referred to as an IP address.Astandard
TCP/IP address is 4 bytes (32 bits) in length, providing a
total of2” possible IP addresses. Those of ordinary skill in
the art will readily recognize that not all of these possible IP
addresses are available due to administrative expediencies,
such as reserving blocks of IP addresses for funire use.

Sending or receiving information using the TCP/IP pro-

tocol requires encapsulating information into packets. Each
packet includes a header and a payload. The header contains

information related to the handling of the payload by a
receiving host or routing device, whfle the payload contains
part or all of the user information. The information in the

header includes the sender's and the recipient’s addresses
and is used to route the packet through the Internet until the
packet is received by a host having an IP address that
matches the packet’s destination address (when referring to
the source address and destination address of a packet. 1115
source address and destination address are com monly

referred to as “SA" and “DA”, respectiVely)._ThtS‘CDEMCS
users to accurately send and receive information with each
other through their respective host computers.

By implementing a protocol common to all devices using
Internet 10, users may send and receive infon-nation with
other users on the Internet in a seamless manner regardl85-S
of geographic location or the type of host and/or intercon-nected network used. While IP addresses themselves are 1|!

numerical form, in order to make navigating ‘he 5“ °f
addresses simpler, the Domain Name Service (DNS) W35
formed, DNS enables the central managing of host names to
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IP addresses. It is actually a distnbuted database which
allows for the dissemination of new host information as
needed. There are a great many DNS servers distributed
throughout the Internet, and most large lSPs maintain theirown DNS server.

FIG. 2 is a diagram illustrating the DNS hierarchy, which
is similar to that of a computer file system, At the top ofthe
hierarchy is the root domain 50, which consists of a group
of root sewers to service the top-level domains. The top
level domains are separated into organizational and geo-
graphical domains. Many countries have their own top-level
domains, such as .uk for the United Kingdom, .de for
Germany, and jp for Japan (not shown). The United States
has no country-specific top-level domain, but is the main
user of the six organizational top~level domains, which are
net for network support organizations 52, .gov for govern-
ment agencies 54, mil for military users 56, org for not for
profit organizations 58, .com for commercial enterprises 60,
and .edu for educational facilities 62. There are also a near
infinite number of lower level domains. Each level of
domain names may have finother level of domain names
below it. For example, a lower level domain .work 64 may
be located under the .com domain 60, and the lower level
domain .univ 66 may be located under the .edu domain 62.
At the lowest level are the hosts. For example, the host
labeled overtime 63 may be located under the .work sub-
domain under the .com domain while the host labeled vax 70
may be located under the .univ sub—domain under the .edu
domain. The proper way to read these two DNS host names
would then be overtirne.worlc.com and vax.univ.edu.

The steps of locating an IP address from a host, sub-
domain, and domain name proceeds as in the following
example. If a user in the vax.univ.edu domain wishes to
contact a user with the user name sun in the work.com
domain, the first step is to contact its own DNS server.
Therefore, if the vax.univ.edu host is configured with a DNS
server at the IP address 133.3.1.3, ‘the user sends a DNS
request to that IP address. The DNS server then searches for
the entry in its database. Generally, DNS servers only
maintain a database of host addresses (or sub—domain
names) within its own subnet. "lherefore, the DNS sewer
would look for an IP address corresponding to the domain]
sub—domain combination .univ.edu. It may or may not have
information that precise. It may only have information
regarding the IP address of the .com domain and not the
.work.a3m domain. lfit has information about the IP address
of the DNS sewer of the .work.com domain, it passes this
information to the user, which then contacts the .work.com
DNS server and requests the IP address of the precise user
it Wishes to contact in the .work.com domain. If however,
the DNS server associated with the vax.univ.edu host only
has information about the address of the DNS server of the
.com domain, it returns only that address, and the user must
recursively navigate down the branches of DNS servers in
the com domain until locating the address it needs (in the
present example, it only searches down one level, but in
more complicated hierarchies it may need to search throughmany levels of DNS sewers).

It is also possible that a higher level DNS server win
simply forward the request packet down the hierarchy and
wait to inform the user of the host address until it hears back
from the lower level DNS sewer, thus avoiding having to
contact the user at each step in the hierarchy. However, this
still presents the problem of recursing, which increases the
complexity of a search.

The dramatic increase in popularity of the [mu-Del in
recent years hm created a concern about the number of
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available IP addresses. ISPS and domains are generally
allocated a finite number of IP addresses. The ISPS and
domains, therefore, are constantly looking for ways to limit
the number of IP addresses they use while still providing
access to the greatest number of users.

One solution for mitigating the effect of the number of
users requiring host addresses is to dynamically allocate host
addresses for users who do not have dedicated connections
to the lntemet, such as users who use dial-up access methods
to connect to an ISP. Dynamic allocation of IP addresses
entails having a pool of IP addresses, such as IP address
pool, from which an ISP can draw from each little 3 Valid
subscriber (who does not use a dedicated connection or a
connection that does not have a framed IP address, i.e., a
static IP addres) seels to accms the Internet. Once the
subscriber logs on to an ISP and is properly aullilefllicaled»
the ISP allocates an IP address for use by the user. This task
is normally performed by a Dynamic Host Configuration
Protocol (DHCP) server existing on the ISP (or other local
segment of the Internet).

Upon log—ofl‘, the DHCP sewer releases the asignedl
allocated IP address, rendering that IP address available for
subsequent use by another user. In this way, a set of IP
addresses can be used to provide access to a number of users
that exceed the number of IP address comprising the IP
address pool, assuming that at any given time the number of
users seeking to log-on and obtain dynamic IP addresses is
less than or equal to the number of IP address lvailablc in
the IP address pool.

Recently, software advances have allowed users to begin
to merge existing technologies, like telephone service, into
their lntemet service. One example of this phenomenon is a
utility known as lntemet Phone. With the lntemet Phone
utility installed on his computer, a user may “dial” a friend’s
computer and speak (either through a microphone connected
to the computer or through an integrated telephone) with his
friend, who has a similar system. Co mmunicaliofl is aCC0m*
plished over the Internet utilizing a protocol called Voice
over IP (VOIP). VoIP utilizes lPpa<.-kels to carry digital audio
transmissions. Through data compression techniques (which
includes filtering out much 0 the silences that accompany
most conversations), it is possible to conduct real-time
conversations through the lntemet.

Another example of the technology-merging phenomenon
is in lntemet Chat. Internet Chat is similar to e-mail in that
users type messages to one another on their screens.
However, and Internet Chat session takes place in real—time.
Therefore, when a user types a sentence on his screen and
presses <enter>, the message is transmitted instantaneously
to the recipient, who then may respond to the message. The
recipient may then respond in a similar fashion, creating a
real-time, typed “conversation”.

Aproblem arises in using these technologies when a user
wishes to initiate a conversation or chat session with a

dial-up user. There is currently no way for a system to
resolve a dynamically assigned destination address.

Therefore, programs like lntemet Chat or Internet Phone are
virtually useless when used in conjunction Wllh dial-upusers. The one solution is to detennine the users actual

dynamic IP address. This, h0WcVeI', requires CEOHS 00 '30”?
parties to the conversation.

Additionally, it has become more and more common to
have multiple DHCP sewers, rather than a single DHCP
server, for a single ISP or local segment of the Intcmch
These multiple DHCP servers are distributed throughout the
ISP or local segment of the Internet and may contain
dilferent information.
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Multiple DHCP sewers may tend to create a problem with
regards to revocation of dynamically allocated IP addresses.
When an ISP determines it should revoke a dynamically
allocated IP addresses (such as when a dial-up user discon-
nects from the ISP), it must then search each of the DHCP
sewers to make sure the address is removed from all DHCP
servers which have stored the dynamically allocatedaddress.

What is needed is a solution which overcomes the draw-
backs of the prior art.

SUMMARY OF THE INVENTION

An information broker is provided which receives infor-
mation regarding the updating of IP addresses and distrib-
ules the information to subscribing Domain Name Service
(DNS) or Dynamic Host Configuration Protocol (DHCP)
servers. A list of subscribing servers is maintained by the
broker. The broker may broadcast information regarding the
allocation of a IP addresses to subscribing DNS sewers,
which then may be added to the DNS databases or the
database may be updated with the new information. The
broker may also broadcast information regarding the revo-
cation of IP addresses to subscribing DNS servers, which
may then be used to clear DNS entries in the database.
Revocation of dynamically allocated IP addresses "m net-
works with multiple DHCP sewers may also be simplified
by using the broker, where the broker broadcasts informa-
tion regarding the revocation of IP addresses to subscribing
DHCP servers. Utilization ofthe broker within a segment of
the lntemet allows a user to determine the dynamically
allocated IP'addres5 of a user within the segment simply by
making a standard DNS query.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a prior art block diagram of the lntemet.
FIG. 2 is a prior art block diagram illustrating the hier-

archy of some top level domain names.

FIG. 3 is a flow diagram illustrating a method for man-
aging IP addresses in a network including one or more
Domain Name Sewice (DNS) sewers in accordance with a
presently preferred embodiment of the invention.

FIG. 4 is a flow diagram illustrating a method for man-
aging IP addresses in a network including one or more
Dynamic Host Configuration Protocol (DHCP) servers in
accordance with a presently preferred embodiment of theinvention.

DETAILED DESCRIPTION OF A PREFERRED
EMBODIMENT

Those of ordinary skill in the art will realize that the
following description of the present invention is illustrative
only and not in any way limiting. Other embodiments of the
invention will readily suggest themselves to such skilledpersons.

The present invention utilizes a broker to publish infor-
mation regarding dynamically allocated addresses to DNS
and DHCP servers. The broker may also be used to update
DNS servers regarding newly assigned static IP addresses.

FIG. 3 is a flow diagram illustrating a method for updating
one or more DNS servers in accordance with a preferred
embodiment ofthe present invention. At step 100, the broker
maintains a list of all subscribing DNS sewers. A subscrib-
ing DNS sewer is any DNS sewer that wishes to be updated
by the broker. Therefore, generally every DNS sewer main-
tained by an ISP will be a subscribing DNS server with
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regards to a broker maintained by the ISP. It is also possible
for DNS sewers outside the ISP to subscribe as well. When

a new DNS server wishes to subscribe or an existing DNS
server wishes to unsubscribe, it need simply send a message
so indicating to the broker. At step 102, the broker receives
information regarding a newly assigned IP address. This
information will most likely have been sent from a DHCP
sewer in the case of dynamically allocated IP addresses and
from a DNS server or ISP coordinator in the case of newly
assigned static IP addresses.

At step 104, the broker broadcasts the information regard-
ing the newly assigned IP address to each subscribing DNS
server. Each DNS server may then add the newly assigned
IP addres to its database. In the case of dynamically
allocated IP address, it is common for the newly assigned IP
address to be replacing an existing IP address (which may
have been assigned to a dilferent user before), in which case
the DNS sewers may update their sewers to indicate this
change. The broadcasting may take the form of sending an
allocation event message throughout the network containing
the appropriate information.

A user may then find out the dynamically allocated or
newly allocated address of another user by simply making a
standard DNS query, allowing for utilities such as lnternet
Chat or Internet Phone to operate at full capability.

FIG. 4 is a flow diagram illustrating a method for updating
one or more DNS sewers in accordance with a another
embodiment of the present invention. At step 150, the broker
maintains a list of all subscribing DHCP and DNS servers.
A subscribing DHCP or DNS sewer is any DHCP or DNS
server that wishes to be maintained by the broker. Therefore,
generally every DHCP or DNS sewer maintained by an ISP
will be a subscribing DHCP or DNS server with regards to
a broker maintained by the ISP. lt is also possible for DHCP
or DNS servers outside the ISP to subscribe as well. When
a new DHCP or DNS sewer wishes to subscribe or an
existing DHCP or DNS server wishes to unsubscribe, it need
simply send a message so indicating to the broker. At step
152, the broker receives information regarding a dynami-
cally allocated IP address that needs to be revoked. This
information will most likely have been sent from a DHCP
sewer which had been alerted as to a user disconnecting
from the Sewice, or directly from software tracking when
users disconnect from the service.

At step 154, the broker broadcasts the information regard-
ing the revocation of the dynamically allocated IP address to
each subscribing DHCP or DNS server. Each subscribing
DHCP or DNS server may then update their databases to
reflect this change, Subscribing DNS sewers will simply
clear the corresponding record from their databases, while
subscribing DHCP sewers may clear the record and return
the dynamic IP address to a pool. This allows for the
elfective management of revoking dynamically allocated IP
addresses. The broadcasting may take the form of sending a
revocation event message through the network containing
the appropriate information. In most systems currently being
used, there is only a single DHCP server, or there are
multiple DHCP sewers but they do not share common
information (i.e. not distributed). In these systems, I119” i5
no need to maintain a list of subscribing DHCP servers as
there is no need for the broker to update the DHCP Scrvcls.

The broker itself may be executed in either a software or
a hardware application. The broker may be designed to
utilize the Common Object Request Broker Architecture
(CORBA), which handles the communication of messages
to and from objects in a distributed, multi—platform enviv
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ronment. CORBA provides a standard way of executing
program modules in a distributed environment. The broker,
therefore, may be incorporated into an Object Request
Broker (ORB) within a CORBA compliant network.

To make a request of an ORB, a client may use a dynamic
invocation interface (which is a standard interface which is
independent of the target object’s interface) or an Object
Management Group Interface Definition Language (OMG
IDL) stub (the specific stub depending on the interface of the
target object). For some functions, the client may also
directly interact with the ORB. The object is then invoked.
When an invocation occurs, the ORB core arranges so a call
is made to the appropriate method of the implementation. A
parameter to that method specifies the object being invoked,
which the method can use to locate the data for the object.
When the method is complete, it returns, causing output
parameters or exception results to be transmitted back to the
client.

The broker may also be applied to any type of network
address, rather than simply IP addresses. The use of the
Internet as an example in this application is not intended to
limit the scope of the invention to use on the Internet, as it
may be used in a wide variety of networks. Likewise, the use
of the terms DNS sewer and DHCP sewer is illustrative only
and should be read to include any type of servers that may
perform tasks that handle network addressing.

While embodiments and applications of this invention
have been shown and described, it would be apparent to
those skilled in the art that many more modifications than
mentioned above are possible without departing from the
inventive concepts herein. The invention, therefore, is not to
be restricted except in the spirit of the appended claims.What is claimed is:

1. A method for assigning network addresses in a network
including one or more Domain Name Sewice (DNS)
sewers, said method including;

allocating a network address;
sending information regarding said allocated network

address to a broker; and

broadcasting said information regarding said allocated
network address to the one or more DNS sewers usingsaid broker.

2. The method ofclaim 1, wherein said allocating includes
dynamically allocating a network address.

3. The method ofclaim 1, wherein said allocating includesallocating a static network address.

4. The method of claim 1, further including:
receiving said broadcast information regarding said allo~

cated network address in each of said one or more DNS
sewers; and

updating each of said one or more DNS sewers with said
broadcast information regarding said allocated networkaddress.

5. The method of claim 1, wherein the one or more DNS
sewers are only those DNS sewers which have S'llbSCl'lbcd
to said broker, and the method further includes maintaining
a list of those DNS sewers which have subscribed to saidbroker.

6. The method of claim 5, wherein said broadcasting
includes sending information regarding said dynamically
allocated network address to only those DNS sewers whichhave subscribed to said broker.

7. A method for revoking network addresses in a network
including one or more DNS sewers, said method including;

revoking a dynamically allocated network address;
sending information regarding said revoked dynamicallyallocated network address to a broker; and
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broadcasting said information regarding said revoked
dynamically allocated network address to the one or
more DNS sewers using said broker.

8. The method of claim 7, further including:
receiving said broadcast information regarding said

revoked dynamically allocated network address in each
of said one or more DNS servers; and

updating each of said one or more DNS servers with said
broadcast information regarding said revoked dynami-
cally allocated network address.

9. The method of claim 7, wherein the one or more DNS
servers are only those DNS sewers which have subscribed
to said broker, and the method further includes maintaining
a list of those DNS sewers which have subscribed to said
broker. '

10. The method of claim 9, wherein said broadcasting
includes sending information regarding said revoked
dynamically allocated network address to only those DNS
servers which have subscribed to said broker.

1.1. 'Il:te method of claim 7, wherein the network further
includes one or more Dynamic Host Configuration Protocol
(DHCP) sewers, and said broadcasting includes broadcast-
ing said information regarding revoked dynamically allo-
cated networked address to the one or more DHCP sewers
using said broker.

12. The method of claim 11, further including:
receiving said broadcast information regarding said allo-

cated network address in each of said one or more DNS
servers;

updating each of said one or more DNS sewers with said
broadcast information regarding said allocated network
address;

receiving said broadcast information regarding said
revoked dynamically allocated network address in each
of said one or more DHCP and one or more DNS
servers; and

updating each ofsaid one or more DHCP servers and one
or more DNS sewers with said broadcast information
regarding said revoked dynamically allocated network
address.

13. The method of claim 11, wherein the one or more
DNS sewers are only those DNS sewers which have sub-
scribed to said broker, the one or more DHCP sewers are
only those DHCP sewers which have subscribed to said
broker, and the method further includes maintaining a list of
those DNS sewers and DHCP sewers which have sub-
scribed to said broker.

14. The method of claim 13, wherein said broadcasting
information regarding said allocated network address
includes sending information regarding said allocated net-
work address to only those DNS sewers which have sub-
scribed to said broker, and said broadcasting information

regarding said revoked dynamically allocated network
address includes sending information regarding said
revoked dynamically allocated network address to only
those DNS sewers and DHCP sewers which have sub-

scribed to said broker. ’
15. A method for managing network addresses 1!]. a

network including one or more Domain Name S€l’VIC¢
(DNS) sewers, said method including:

allocating a network address;
sending information regarding said allocated network

address to a broker;

broadcasting said information regarding said allocatednetwork address to the one or more DNS sewers using
said broker;

10

15

20

25

30

35

4D

45

SD

55

60

65

8

revoking a dynamically allocated network address;
sending information regarding said dynamically allocated

network address to said broker; and

broadcasting said information regarding said dynamically
allocated network address to the one or more DNS
sewers using said broker.

16. The method of claim 15, wherein said allocating
includes dynamically allocating a network address.

17. The method of claim 15, wherein said allocating
includes allocating a static network address.

18. The method of claim 15, further including:
receiving said broadcast information regarding said allo-

cated network address in each of said one or more DNS
sewers;

updating each of said one or more DNS sewers with said
broadcast information regarding said allocated network
address;

receiving said broadcast information regarding said
revoked dynamically allocated network address in each
of said one or more DNS sewers; and

updating each of said one or more DNS sewers with said
broadcast information regarding said revoked dynami-
cally allocated network address.

19. The method of claim 15, wherein the one or more
DNS sewers are only those DNS sewers which have sub-
SCl'lb8d to said broker, and the method further includes
maintaining a list of those DNS sewers which have sub-
scribed to said broker.

20. The method of claim 19, wherein said broadcasting
information regarding said allocated network address
includes sending information regarding said allocated net-
work address to only those DNS sewers which have sub-
scribed to said broker, and said broadcasting information
regarding said revoked dynamically allocated network
address includes sending information regarding said
revoked dynamically allocated network address to only
those DNS sewers which have subscribed to said broker.

21. The method of claim 15, wherein the network further
includes one or more Dynamic Host Configuration Protocol
(DHCP) sewers, and said broadcasting includes broadcast-
ing said information regarding revoked dynamieally allo-
cated networked address to the one or more DHCP sewers
using said broker.

22. The method of claim 21, further including:
receiving said broadcast information regarding said allo-

cated network address in each of said one or more DNSsewers;

updating each of said one or more DNS sewers with said
broadcast information regarding said allocated networkaddress;

receiving said broadcast in formation regarding said
revoked dynamically allocated network address in each
of said one or more DHCP and one or more DNSservers; and

updating each of said one or more DHCP sewers and one
or more DNS sewers with said broadcast information
regarding said revoked dynamically allocated networkaddres.

23. The method of claim 21, wherein the one or more
DNS sewers are only those DNS sewers which have sub-
scribed to said broker, the one or more DHCP 53;-vcrs are
only those DHCP sewers which have subscribed to said
broker, and the method further includes maintaining a 1151 of
those DNS sewers and DHCP sewers which have sub_scribed to said broker.
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24. The method of claim 23, wherein said broadcasting
information regarding said allocated network address
includes sending information regarding said allocated net~
work address to only those DNS sewers which have sub-
scribed to said broker, and said broadcasting information
regarding said revoked dynamically allocated network
address includes sending information regarding said
revoked dynamically allocated network address to only
those DNS servers and DHCP servers which have sub-
scribed to said broker.

25. A method for managing [P addresses in a network
segment of the lntemet, the network segment including one
or more DNS sewers, the method including:

receiving information regarding an assigned [P address;
broadcasting said information regarding an assigned [P

address to the one or more DNS sewers using a broker,
for eventual update of the one or more DNS sewers.

26. The method of claim 25, wherein said receiving
information regarding an assigned [P address includes
receiving information regarding an assigned [P address from
a DHCT sewer.

27. The method of claim 25, wherein said information
regarding an assigned [P address is information regarding a
dynamically allocated IP address.

28. The method of claim 25, wherein said information
regarding an assigned [P address is information regarding a
static [P address.

29. The method of claim 25, further including maintaining
a list of subscribing DNS sewers.

30. The method of claim 29, wherein said broadcasting
said infonnation regarding an asigned [P address includes
broadcasting said information regarding an assigned [P
address only to subscribing DNS sewers.

31. A method for managing [P addresses in a network
segment of the lntemet, the network segment including one
or more DNS sewers, the method including:

receiving information regarding a revoked dynamically
allocated [P address; and

broadcasting said information regarding a revoked
dynamically allocated IP address to the one or more
DNS sewers using a broker, for eventual update of the
one or more DNS sewers.

32. The method of claim 31, wherein said receiving
information regarding a revoked dynamically allocated [P
addrms includes receiving information regarding a revoked
dynamically allocated [P address from a DHCP sewer.

33. The method of claim 25, further including maintaining
a list of subscribing DNS sewers.

34. The method of claim 33, wherein said broadcasting
said information regarding a revoked dynamically allocated
[P address includes broadcasting said information regarding
a revoked dynamically allocated [P address only to subscrib-
ing DNS sewers.

35. The method ofclaim 31, wherein the network segment
of the Internet further includes one or more DHCP sewers

and said broadcasting said information regarding a revoked
dynamically allocated [P address includes broadcasting said
information regarding a revoked dynamically allocated [P
address to the one or more DHCP servers and the one or
more DNS sewers.

36. The method of claim 35, further including maintaining
a list of subscribing DNS sewers and DHCP sewers.

37. The method of claim 36, wherein said broadcasting
said infonnation regarding a revoked dynamically allocated
[P address includes broadcasting said information regarding
a revoked dynamically allocated IP address only to subscrib-
ing DNS sewers and DHCP sewers.
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38. A method for managing IP addresses in a network
segment of the lntemet, the network segment including one
or more DNS sewers, the method including:

receiving information regarding an assigned IP address;
broadcasting said information regarding an assigned [P

address to the one or more DNS sewers using a broker,
for eventual update of the one or more DNS sewers;

receiving information regarding a revoked dynamically
allocated [P address; and

broadcasting said information regarding a revoked
dynamically allocated [P address to the one or more
DNS sewers using said broker, for eventual update ofthe one or more DNS sewers.

39. The method of claim 38, wherein said receiving
information regarding an assigned [P address includes
receiving information regarding an assigned [P address froma DHCP sewer.

40. The method of claim 38, wherein said receiving
information regarding a revoked dynamically allocated [P
address includes receiving information regarding a revoked
dynamically allocated [P address from a DHCP sewer.

41. ‘Die method of claim 38, wherein said information
regarding an assigned [P address is information regarding a
dynamically allocated [P address.

42. "Die method of claim 38, wherein said information
regarding an assigned [P address is information regarding astatic [P address.

43. The method ofclaim 38, further including maintaining
a list of subscribing DNS sewers.

44. The method of claim 43, wherein said broadcasting
said information regarding an assigned [P address includes
broadcasting said information regarding an assigned [P
address only to subscribing DNS sewers, and said broad-
casting said information rega.rding‘a revoked dynamically
allocated [P address includes broadcasting said information
regarding a revoked dynamically allocated [P address only
to subscribing DNS sewers.

45. ‘Die method ofclaim 38, wherein the network segment
of the lntemet further includes one or more DHCP sewers
and said broadcasting said information regarding a revoked
dynamically allocated [P address includes broadcasting said
infonnation regarding a revoked dynamically allocated [P
address to the one or more DHCP sewers and the one or
more DNS sewers.

46, The method ofclaim 45, further including maintaining
a list of subscribing DNS sewers and DHCP sewers.

47. The method of claim 46, wherein said broadcasting
said information regarding an assigned [P address includes
broadcasting said information regarding an assigned [P
address only to subscribing DNS sewers, and said broad-
casting said information regarding a revoked dynamically
allocated [P address includes broadcasting said information
regarding a revoked dynamically allocated [P address only
to subscribing DNS sewers and DHCP sewers.

48. A method for dynamically allocating a network
address to a subscriber in a communications network, the
communications network having one or more DNS sewers,
the method comprising:

assigning a host address to the subscriber by selecting an
address from a pool of available network addresses,
said assigning step performed in response to the sub-
scriber attempting to log-on to the communications .
network;

sending information regarding said subscriber as well as
said host address to a broker;

utilizing said broker to broadcast said information regard-
ing said subscriber as well as said host address to the
one or more DNS sewers; and
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updating the one or more DNS sewers with said infor-
mation regarding said subscriber as well as said host
address.

49. The method of claim 48, wherein the one or more
DNS sewers are only those DNS servers which have sub-
sqibed to said broker, and the method further includes
maintaining a list of those DNS sewers which have sub-
scribed to said broker.

50. A method for revoking a dynamically allocated net-
work address assigned by a DHCP sewer in a communica-
tions network, the communications network having one or
more DNS sewers, the method comprising:

removing the dynamically allocated network address
from the DHCP server which assigned the addrms;

returning the dynamically allocated network address to a
pool of available addresses associated with said DHCP
server which assigned the address;

sending information regarding the dynamically allocated
network address to a broker;

utilizing said broker to broadcast said information regard-
ing the dynamically allocated network address to the
one or more DNS sewers; and

updating the one or more DNS servers with said infor-
mation regarding said dynamically allocated network
address.

51. The method of claim 50, wherein the one or more
DNS sewers are only those DNS sewers which have sub-
scribed to said broker, and the method further includes
maintaining a list of those DNS servers which have sub-
scribed to said broker.

52. The method of claim 50, wherein the communications
network further has a plurality of DHCP servers, and said
utilizing further includes utilizing said broker to broadcast
infonnation regarding the dynamically allocated network
address to the plurality of DHCP servers.

53. The method of claim 52, wherein the plurality of
DHCP servers are only those DHCP sewers which have
subscribed to said broker, and the method further includes
maintaining a list of those DNS sewers which have sub-
scribed to said broker.

54. A communications network including:
one or more DNS sewers, which maintain a list of

assigned host addresses within the communications
network;

an address allocator, which allocates a network address to
a host on the communications network;

a transmitter, which sends information regarding said
allocated network address to a broker; and

said broker having a broadcaster, which broadcasts said
information regarding said allocated network address
to said one or more DNS sewers.

55. The communications network of claim 54, wherein
said address allocator is a DHCP sewer.

S6. The communications network of claim 54, wherein
said network address is a slams network address.

5'7. The communications network of claim 54, wherein
said broker further includes a list of subscribing DNS
sewers and broadcasts said information regarding said allo~
cated network address only to the subscribing DNS servers.

58. The communications network of claim 54, wherein
said one or more DNS servers receive said broadcast infor-
mation regarding said allocatcd network address and update
themselves with said information.
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59. A communications network including:
one or more DNS sewers;

an address revoker, which revokes a dynamically allo-
cated network address from a host on the communica-
tions network;

a transmitter, which sends information regarding said
revoked dynamically allocated network address to a
broker; and

said broker having a broadcaster, which broadcasts said
information regarding said revoked dynamically allo-
cated network address to said one or more DNS sewers.

60. The communications network of claim 59, wherein
said broker further includes a list of subscribing DNS
sewers and broadcasts said information regarding said
revoked dynamically allocated network address only to the
subscribing DNS sewers.

61. The communications network of claim 59, wherein
said one or more DNS sewers receives said broadcast
information regarding said revoked dynamically allocated
network address and update themselves with said informa-tron.

62. A communications network including:
one or more DNS servers, which maintain a list of

assigned host addresses within the communications
network;

an address allocator, which allocates a network address to
a first host on the communications network;

a transmitter, which sends information regarding said
allocated network address to a broker;

said broker having a broadcaster, which broadcasts said
information regarding said allocated network address
to said one or more DNS sewers; and

an address revokcr, which revokes a dynamically allo-
cated network address from a second host on the
communications network.

wherein said transmitter further sends infonnation regard-
ing said revoked dynamically allocated network
addrflts to said broker, and

wherein said broadcaster further broadcasts said informa-
tion regarding said revoked dynamically allocated net-
work address to said one or more DNS sewers.

63. The communications network of claim 62, wherein
said broker further includes a list of subscribing DNS
sewers, and wherein said broadcaster broadcasts said infor-
mation regarding said allocated network address only to the
subscribing DNS sewers and broadcasts said information
regarding said revoked dynamically allocated network
address only to the subscribing DNS sewers.

64. The communications network of claim 62, wherein
said one or more DNS sewers receive said broadcast infor-
mation regarding said allocated network address and update
themselves with said information, and said one or more DNS
sewers receive said broadcast information regarding said
revoked dynamically allocated network address and updatethemselves with said information.

65. The communications network of claim 62, further
including one or more DHCP sewers, wherein said broad-
caster further broadcasts said information regarding said
revoked dynamically allocated network address to said oneor more DHCP sewers.

66. The communications network of claim 65, wherein
said broker further includes a list of subscribing DNS
sewers and DHCP sewers, and said broadcaster broadcasts
said information regarding said allocated network address
only to the subscribing DNS sewers and broadcasts said
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information regarding said revoked dynamically allocated
network address only to the subscribing DNS sewers and
DHCP sewers.

67. The communications network of claim 65, wherein
said one or more DNS sewers receive said broadcast infor-

mation regarding said allocated network address and update
themselves with said information, and wherein said one or
more DHCP sewers receive said broadcast information
regarding said revoked dynamically allocated network
address, update themselves with said information, and return
said revoked dynamically allocated network address to a
pool of available addresses.

68. A broker for managing host addresses assigned to
subscribers in a communications network, including:

a receiver, which receives information regarding ti sub-
scriber and an assigned host address, said assigned host
address assigned to the subscriber by selecting an
address from a pool of available network addresses in
response to the subscriber attempting to log on to the
communications network; and

a broadcaster which broadcasts said information regard-
ing said subscriber as well as said asigned host addrws
to one or more DNS sewers for eventual update.

69. The broker of claim 68, further including a database
manager, which maintains a list ofsubscribing DNS sewers,
wherein said broadcaster broadcasts said information and
said assigned host address only to the subscribing DNSsewers. i

70. A broker for managing host addresses assigned to
subscribers in a communications network, said broker
including:

a receiver, which receives information regarding a
revoked dynamically assigned host address, which was
revoked in response to a subscriber attempting to log
off the communications network; and

a broadcaster which broadcasts said information regard-
ing said subscriber as well as said revoked dynamically
assigned host address to one or more DNS sewers for
eventual update and release of said dynamically
assigned host address into ‘one or more pools of avail-able addresses. '

71. The broker of claim 70, further including a database
manager, which maintains a list ofsubscribing DNS sewers,
wherein said broadcaster broadcasts said information and
said assigned host address only to the subscribing DNSsewers.

72. The broker of claim 70, wherein said broadcaster
further broadcasts said information regarding said sub-
scriber as well as said revoked dynamically assigned host
address to one or more DHCP sewers for eventual’ update
and release of said dynamically assigned host address into
one or more pools of available addresses.

73. 'l'he broker of claim 72, further including a database
manager, which maintains a list of subscribing DHS and
DHCP sewers, wherein said broadcaster broadcasts said
information and said assigned host address only to the
subscribing DNS sewers and DHCP sewers.

74. A broker for managng host addresses asigned to
subscribers in a communications network, said broker
including:

a receiver, which receives information regarding a sub-

scriber and an assigned host addre§. Said assigfléd hos‘
address assigned to said subscriber by selecting an
address from a pool of available network addresses in
response to said subscriber attempting to log on 10 3
communications network, and which receives informa-
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tion regarding a revoked dynamically assigned host
address, which was revoked in response to a subscriber
attempting to log ofi' the communications network; and

a broadcaster which broadcasts said information regard-
ing said aibscriber as well as said assigned host address
to one or more DNS sewers for eventual update, and
which broadcasts said information regarding said sub-
scriber as well as said revoked dynamically assigned
host address to said one or more DNS sewers for
eventual update. i

75. The broker of claim 74, further including a database
manager, which maintains a list of subscribing DNS sewers,
wherein said broadcaster broadcasts said information and
said assigned host address only to the subscribing DNS
sewers, and broadcasts said information regarding said
revoked dynamically allocated host address only to the
subscribing DNS servers.

76. A broker for managing host addresses assigned to
subscribers in a communications network, said broker
including:

a receiver, which receives information regarding a sub-
scriber and an assigned host address, said assigned host
address assigned to said subscriber by selecting an
address from a pool of available network addresses in
response to said subscriber attempting to log on to a
communications network, and which receives informa-
tion regarding a revoked dynamically assigned host
address, which was revoked in response to a subscriber
attempting to log oif the communications network; and

a broadcaster which broadcasts said information regard-
ing said subscriber as well as said assigned host address
to one or more DNS sewers for eventual update, and
which broadcasts said information regarding said sub-
scriber as well as said revoked dynamically assigned
host address to one or more DNS or DHCP sewers for
eventual update and release of said dynamically
assigned host address into one or more pools of avail-able addresses.

77. The broker of claim 76, further including a database
manager, which maintains a list of subscribing DNS sewers
and DHCP sewers, wherein said broadcaster broadcasts said
information and said assigned host address only to the.
subscribing DNS sewers and broadcasts said information
regarding said revoked dynamically allocated host address
only to the subscribing DNS sewers and DHCP sewers.

78. A program storage device readable by a machine,
tangibly embodying a program of instructions executable by
the machine to perform a method for managing network
addresses in a network including one or more Domain Name
Service (DNS) sewers, said method including:

receiving information regarding an allocatcd n5[wofk
address; and

broadcasting said information regarding said allocated
network address to the one or more DNS sewers using
a broker, for the eventual update of the one or moreDNS sewers.

79. The program storage device of claim 78, wherein said
allocated network address is a dynamically allocated net-work address.

80. The program storage device of claim 78, wherein said
allocated network addres is a static network address,

81. The program storage device of claim 78, wherein the
one or more DNS sewers are only those DNS sewers which
have subscribed to said broker, and the method further
includes maintaining a list of those DNS sewers which havesubscribed to said broker.

Petitioner Apple Inc. — Exhibit



Petitioner Apple Inc. - Exhibit 1051, p. 1005

US 6,243,749 B1
15

82. The program storage device of claim 81, wherein said
bro adcasting further includes sending information regarding
said allocated network address to only those DNS servers
which have subscribed to said broker.

83. A program storage device readable by a machine,
tangibly embodying a program of instructions executable by
the machine to perform a method for managing network
addresses in a network including one or more DNS sewers,
said method including:

receiving information regarding a revoked dynamically
allocated network address; and

broadcasting said information regarding said revoked
dynamically allocated network address to the one or
more DNS sewers using a broker, for eventual update
of the one or more DNS servers.

84. The program storage device of claim 83, wherein the
one or more DNS sewers are only those DNS servers which
have subscribed to said broker and the method further
includes the step of maintaining a list of those DNS sewers
which have subsqibed to said broker.

85. The program storage device of claim 84, wherein said
broadcaster sends information regarding said revoked
dynamically allocated network address to only those DNS
servers which have subscribed to said broker.

86. The program storage device of claim B, wherein the
network further includes one or more DHCP servers, and
said broadcasting further includes broadcasting said infor-
mation regarding said revoked dynamically allocated net-
work address to the one or more Dl-ICP sewers using said
broker, for eventual update of the one or more DHCPsewers. '

87. The program storage device of claim 86, wherein the
one or more DHCP servers are only those DHCP servers
which have subscribed to said broker, and the method further
includes of maintaining a list of those DNS sewers and
DHCP sewers which have subscribed to said broker.

88. The program storage device of claim 87, wherein said
broadcasting funher includes broadcasting said information
regarding said revoked dynamically allocated network
address to only those DNS servers and DHCP sewer which
have subscribed to said broker.

89. A program storage device readable by a machine,
tangibly embodying 8 program of instructions executable by
the machine to perfonn a method for managing network
addresses in a network including one or more DNS servers,
the method including:

receiving information regarding an assigned network
address;

broadcasting said information regarding an assigned net-
work address to the one or more DNS servers using a
broker, for eventual update of the one or more DNS
sewers; ‘

receiving information regarding a revoked dynamically
allocated network address; and

broadcasting said information regarding a revoked
dynamically allocated network address to the one or
more DNS servers using said broker, for eventual
update of the one or more DNS servers.
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90. The program storage device of claim 89, wherein said
receiving information regarding an assigned network
address includes receiving information regarding an
assigned network address from a DHCP server.

91. The program storage device of claim 89 wherein said
receiving information regarding a revoked dynamically allo-
cated network address includes receiving information
regarding a revoked dynamically allocated network address
from a DHCP server.

92. The program storage device of claim 89, wherein said
information regardingan assigned network address is infor-
mation regarding a dynamically allocated network address.

93. The program storage device of claim 89, wherein said
information regarding an assigned network address is infor-
mation regarding a static network address.

94. The program storage device of claim 89, wherein the
method further includes maintaining a list of subscribingDNS servers.

95. The program storage device of claim 94, wherein said
broadcasting said information regarding an assigned net-
work address includes broadcasting said information regard—
ing an assigned network address only to subscribing DNS
sewers, and said broadcasting said information regarding a
revoked dynamically allocated network address includes
broadcasting said information regarding a revoked dynami-
cally allocated network address only to subscribing DNSsewers.

96. The program storage device of claim 89, wherein the
network further includes one or more DHCP sewers,
wherein said broadcasting said information regarding an
assigned network address further includes broadcasting said
information regarding said assigned network address to the
one or more DHCP servers using said broker. for eventual
update of the one or more DHCP sewers, and wherein said
broadcasting said information regarding a revoked dynami-
cally allocated network address further includes broadcast-

ing said information regarding said revoked dynamically
assigned network address to the one or more DHCP sewers

using said broker, for eventual update of the one or moreDHCP servers.

97. The program storage device of claim 96, wherein the
one or more DHCP sewers are only those DHCP sewers
which have subscribed to said broker, and the method further
includes maintaining a list of those DNS sewers and DHCP
sewers which have subscribed to said broker.

98. The program storage device of claim 97, wherein said
broadcasting said information regarding said assigned net-
work address further includes broadcasting only to those
DNS sewers and DHCP servers which have subscribed to
said broker, and said broadcasting said infonnation regard~
ing a revoked dynamically allocated network address further
includes broadcasting said information regarding said
revoked dynamically assigned network address to only those
DNS sewers and DHCP sewers which have subscribed tosaid broker.
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DOMAIN NAME ROUTING

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention is directed to a system for using
Internet domain names to route data sent to a destination on
a network.

2. Description of the Related Art
Most machines on the Internet use TCP/IP (Transmission

Control Protocol/Intemet Protocol) to send data to other
machines on the Internet. To transmit data from a source to

a destination, the Internet Protocol (1?) uses an IP address.
An IP address is four bytes long, which consists of a network
number and a host number.

There are at least three different classes of networks
currently in use: ClassA, Class B and Class C. Each class
has a different format for the combination of the network
number and the host number in the IP addresses. A ClassA
address includes one byte to specify the network and three
bytes to specify the host. The first bit of a Class A address
is a 0 to indicate Cla$ A. ACIa$ B address uses two bytes
for the network address and two bytes for the host address.
The first two bits of the Class B address are 10 to indicate
Class B. The Class C address includes three bytes to specify
the network and one byte for the host address. The first three
bits of the Class C network address are 110 to indicate Class
C. The formats described above rdlow for 126 Class A
networks with 16 million hosts each; 16,382 Class B net-
works with up to 64K hosts each; and 4 million Class C
networks with up to 256 hosts each.

When written out, IP addresses are specified as four
numbers separated by dots (e.g. 198.68.70.1). Users and
software‘ applications rarely refer to hosts, mailboxes or
other resources by their numerical IP address. Instead of
using numbers, they use ASCII strings called domain names.
A domain name is usually in the form of prefix.name__of__
organization.top___leve[_,_domain. There are two types of top
level domains: generic and countries. The generic domains
are com (commercial), edu (educational institutions), gov
(the U.S. Federal Government), int (international
organizations), mil (the U.S. Armed Forces), net (network
providers), and org (non~profit organizations). The country
domains include one entry for each country. An example of
a domain name is satum.ttc.com. The term “saturn” is the
prefix and may refer to a particular host in the network. The
phrase “ttc” is the name of the organization and can be Used
to identify one or more networks to the outside world. The
phrase “com” signifies that this address is in the commercial
domain. The Internet uses a Domain Name System to
convert the domain name to an IP address.

The Internet Protocol has been in use for over two
decades. It has worked extremely well, as demonstrated by
the exponential growth of the lntemet. Unfortunately, the
Internet is rapidly becoming a victim of its own P°P“13l'l_‘)'?
it is ninning out of addresses. Over 4 billion addresses exist,
but the practice of organizing the address space into classes
wastes millions of addresses. In particular, the problem is the
Class B network. For most organizations, a ClassAnetworI(,
with 16 million addresses is too big, and a Class C network
with 256 addresses is too small. A Class B network appears
to be the right solution for most companies. In reality.
however, a Class B address is far too large fot most
organizations. Many Class B networks have fewer than 50
host.s.ACIass C network would have done the _l0b» bu”-113")’
organizations that ask for Class B networks thought ma‘ °“°
day they would outgrow the 8 bit host field.
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One proposed solution to the depleting address problem is
Classless Inter Domain Routing (CIDR). The basic idea
behind CIDR is to allocate the remaining Class C networks
in varied sized blocks. If a site needs 2,000 addresses, it is
given a block of contiguous Class C networks, and not a full
Class B network address. In addition to using blocks of
contiguous Class C networks as units, the allocation rules for
Class C addresses are also changed by partitioning the world
into four zones. Each zone includes a predefined number of
Class C networks. Although CIDR may buy a few more
years time, IP addresses will still run out in the foreseeable
future.

Another proposed solution is Network Address Transla-
tion (NAT). This concept includes predefining a number of
Class C network addresses to be or local addresses (also
called private addresses). The remainder of the addresses are
considered global addresses. Global addresses are unique
addresses. That is, no two entities on the Internet will have
the same global address. Local addresses are not unique and
can be used by more than one organization or network.
However, a local address cannot be used on the Internet.
Local addresses can only be used within a private network.
NAT assumes that less all of the machines on a private
network will not need to access the Internet at all times.

Therefore, there is no need for each machine to have a global
address. A company can function with a small number of
global addresses assigned to one or more gateway comput~
ers. The remainder of the machines on the private network
will be assigned local addresses. “Then a particular machine
on the private network using a local address attempts to
initiate a communication to a machine outside of the private
network (eg. via the Internet), the gateway machine will
intercept the communication, change the source machine’s
local address to a global address and set up a table for
translation between global addresses and local addresses.
The table can contain the destination address, poi1 numbers,
sequencing information, byte counts and internal flags for
each connection associated with a host address. Inbound

packets are compared against entries in the table and per-
mitted through the gateway only if an appropriate connec-
tion exists to validate their passage. One problem with the
NAT approach is that it only works for communication
initiated by a host within the network to a host on the
Internet which has a global IP address. The NAT approach
specifically will not work if the communication is initiated
by a host outside of the private network and is directed to a
host with a local address on the private network.

Another solution that has been proposed is a new version
of the Internet Protocol called IPv6 (Internet Protocol ver-
sion 6. also known as IPng). IPv6 is not compatible with the
existing Internet Protocol (IPv4). For example, IPv6 has a
longer address than IPv4. Additionally, the IPv6 header is
different than the IPv4 header. Because IPv6 is not oompat~
ible with IPv4, almost all routing equipment on the lntemet
must be replaced with updated equipment that is compatible
with IPv6. Such widespread replacement of legacy equip-
ment is enormously expensive.

As can be seen, the current proposals to solve the dimin-
ishing IP addresses problem are inadequate andfor unduly
expensive. Therefore. a system is needed that can effectively
alleviate the diminishing IP addresses problem withoutunreasonable costs.

SUMMARY OF THE INVENTION

The present invention, roughly described, provides for a
system for using domain names to route data sent to a
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destination on a network. One example includes routing data
to a destination on a stub network. A stub network is a

network owned by an organization that it is connected to the
Internet through one or more gateways. Nodes in the stub
network may be made visible to other nodes on the Internet
or to other nodes in other stub networks interconnected

through the Internet. Rather than use an entire set of global
addresses for a Class A, B or C network, each corporate
entity or stub network can be assigned one or a small number
of global addresses. Each of the hosts can be assigned alocal
address. The same local addresses can be used by many
difierent organiutions. When a source entity sends data to
a destination entity in a stub network with a local address,
the data is sent to a global address forgthe destination’s
network. The global address is assigned to a Domain Name
Router in communication with the destination‘s network.

The Domain Name Router serves as a gateway between the
Internet and the stub network. The Domain Name Router
routes IP tralfic between nodes on the lntemet (identified by
their globally unique IP addresses) and nodes in its stub
network. The source entity embeds the destination’s domain
name and its own domain name somewhere inside the data.
The Domain Name Router receives the data, extracts the
destination’s domain name from the data, translates that
domain name to a local address in its stub network and sends
the data to the destination. Note that the source entity could
have either a local address or a global address and still be
able to utilize the present invention.

One method for practicing the present invention includes
packaging at least a subset ofdata to be communicated to an
entity on a network into a data unit. That data unit is sent to
a Domain Name Router or other similar entity. Information
representing the domain name of the destination is extracted
from the data unit and used to determine a local address for
the destination. Once a local address is determined, the data
unit is sent to that local address.

The data unit can be formed by receiving a first set ofdata
and a domain name. A field (or other subset) is created,
which includes a first set of information representing the
domain name. The field is appended to the first set of data
to create the data unit. The data unit is sent to the Domain
Name Router. The data unit could be an IP packet, a TCP
segment, or any other data unit suitable for use with the
present invention as long as the domain name can be reliably
extracted from the data. In one embodiment, the information
used to represent the domain name could include an
encrypted version of the domain name, an encoded Version
of the domain name, a compressed version of the domain
name, etc.

In one embodiment, the data unit sent to the Domain
Name Router includes a global IP address for the Domain
Name Router. After translating the domain name to a local
address, the Domain Name Router will replace the global
address for the Domain Name Router with the local address

I of the destination. The step of replacing the global address
with the local address can include adjusting any appropriate
checksurns or any other necessary fields in the data unit.

The Domain Name Router can be implemented using
software stored on a processor readable storage medium and
run on a computer or a router. Alternatively, the Domain
Name Router can be specific hardware designed to carry out
the methods described herein.

These and other objects and advantages of the invention
will appear more clearly from the following dfilfliled
description in which the preferred embodiment of the inven-
tion has been set forth in conjunction with the drawings.

10

15

20

25

30

35

40

45

50

55

60

65

4
BRIEF nrascnnvnow OF THE DRAWINGS

FIG. 1 is a symbolic diagram showing the layers of theTCP/IP Reference Model.

FIG. 2 shows the lntemet Protocol (IP) header.
FIG. 3 shows the Transmission Control Protocol (TCP)header.

FIG. 4shows the nesting ofsegments,packets and frames.
FIG. 5 is a block diagram of two stub networks connected

to the lntemet.

FIG. 6 is a simplified block diagram of one exemplar
hardware platform for implementing a Domain NameRouter.

FIG. 7 is a How chart describing the steps used by an
application process to send data according to the presentinvention.

FIG. 8 is a flow chart describing the steps used by a
transport layer process to send data according to the presentinvention.

FIG. 9 is a flow chan describing the steps used by a
network layer process to send data according to the presentinvention.

FIG. 10 is a flow chart describing the steps performed bya Domain Name Router.

FIG. 11 is a Ilow chart describing the translation step ofFIG. 10.

DETAILED DESCRIPTION

FIG. 1 shows the TCP/IP reference model for designing
and building a network. The model includes four layers:
Physical and Data Link Layer 12, Network Layer 14,
Transport Layer 16, and Application Layer 18. The physical
layer portion of Physical and Data Link Layer 12 is con-
cerned with transmitting raw bits over a communication
channel. The design issues include ensuring that when one
side sends a 1 bit it is received by the other side as a 1 bit,
not as a 0 bit. Typical questions addrcssed are how many
volts should be used to represent a 1 bit, how many volts to
represent a 0 bit, how many microseconds a bit lasts,
whether transmissions may proceed simultaneously in both
directions, how the initial connection is established, how it
is torn down when both sides are finished, and how many
pins the network connector has. The data link portion of
Physical and Data Link Layer 12 takes the raw transmission
facility and transforms it into a line that appears to be
relatively free of transmission errors. It accomplishes this
task by having the sender break the input data up into
frames, transmit the frames and process the aclcno‘wledg-
ment frames sent back by the receiver.

Network Layer 14 permits a host to inject packets into a
network and have them travel independently to the destina-
tion. The protocol used for Network Layer 14 on the lntemet
is called the lntemet Protocol (IP).

Transpon Layer 16 is designed to allow peer entities on
the source and destination to carry on a “conversation.” On
the Internet, two end—to-end protocols are used. The Iirst
one, the Transmission Control Protocol (TCP), is a reliable
connection—oriented protocol that allows a byte stream origi~
nating on one machine to be delivered without error to
another machine on the lntemet. It fragments the incoming
byte stream into discrete packets and passes each one to
Network Layer 14. At the destination, the receiving TCP
process reassembles the received packets mm the output
stream. TCP also handles flow control to make sure a fast
sender cannot swamp a slow receiver with more Packcls
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than it can handle. The second protocol used in Transport
Layer 16 on the Internet, User Datagram Protocol (UDP), is
an unreliable connectiouless protocol for applications that
do not want TCP sequencing or flow control. UDP is used
for one<shot, client server type requests-reply queries for
applications in which prompt delivery is more important
than accurate delivery. Transport Layer 16 is shown as being
above Network Layer 14 to indicate that Network Layer 14
provides a service to Transport Layer 16. Similarly, Trans-
port Layer 16 is shown below Application Layer 18 to
indicate that Transport Layer 16 provides a service to
Application Layer 18.

Application Layer 13 contains the high level protocols,
for example, Telnet, File Transfer Protocol (FTP), Electronic
Mail—Simple Mail Transfer Protocol (SMTP), and Hyper-
Text Transfer Protocol (HTTP).

The following discussion describes the network and trans~
port layers in more detail. The main function of Network
Layer 14 is routing packets from a source entity to a
destination entity. In most subnets, packets will require
multiple hops to make the journey. The Network Layer
software uses one or more routing methods for deciding
which output line an incoming packet should be transmitted
on. There are many routing methods that are well known in
the art that can be used in a network layer. For purposes of
this patent, no specific routing method is required. Any
suitable routing method known in the art will sufiice. Some
examples of known routing methods include shortest path
routing, flooding, flow based routing, distance vector
routing, link state routing, hierarchical routing, routing for
mobile hosts, broadcast routing and multicast routing.
Within a network on the Internet, a suitable routing method
may also be based on the Distance Vector Protocol or its
successor the Open Shortest Path First (OSPF) protocol.
Between networks on the lntemet, the Border Gateway
Protocol (BGP) can be used.

Communication in the lntemet works as follows. Trans-
port Layer l6 breaks up a stream of data from Application
Layer 18 into a number of segments. Network Layer 14,
using the Internet Protocol, transports the segments in one or
more IP packets from source to destination, without regard
to whether these machines or entities are on the same
network. Each segment can be fragmented into small units
as it is transported. When all of the fragments finally get to
the destination machine, they are reassembled by Network
Layer 14 into the original segment. This segment is then
handed to the Transport Layer 16, which inserts itinto the
receiving process’ (Application Layer 18) input stream.

An IP packet consists of a header and a data portion. Theformat of an IP header is shown in FIG. 2. FIG. 2 shows srx

rows making up the header. Each row is 32 bits wide. The
first five rows of the header comprise a 20 byte fixed portion
of the header. The last row of the header provides a variable
sized Options section 22. Version field 24 keeP5 ‘Tack °f
which version of the protocol the packet belongs to. The
current version used on the Internet is version 4. II-IL field

26 describes the length of the header in 32 bit words. Type
field 28 indicates the type of service requested. Various
combinations of reliability and speed are possible. I_;e|'|g‘h
field 30 includes the size of the packet, including both thfi
header and the data. Identification field 32 is needed to allow
the destination host to determine which segment the
received fragment belongs to. All fragments of a segment
contain the same identification value. Next comes three
flags, which include an unused bit 33 and then two 1 bit
fields 34 and 36. In one embodiment of the present
invention, the unused bit 33 is used to indicate that the
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source of the packet uses a domain name for unique iden-
tification on the lntemet instead of using a globally unique
IP address. DF field 34 stands for don’t fragment. It is an
order to the routers not to fragment the segment because the
destination is incapable of putting the pieces back together
again. MF field 36 stands for more fragments. All fragments
except for the last one have this bit set. Fragment ofllset field
38 indicates where in the current segment this fragment
belongs. Time to Live field 40 is used to limit packet
lifetime. It is supposed to count time in seconds, allowing a
maximum life time of 255 seconds. In practice, it may count
hops. The time is decremented on each hop by a router.
When the time to live hits 0, the packet is discarded and a
warning is sent back to the source using an lntemet Control
Messaging Protocol (ICMP) packet. This feature prevents
packets from wandering around forever. Protocol Field 42
indicates which transport layer type is to receive the seg-
ment. TCP is one possibility, UDP is another. The present
invention is not limited to any particular protocol. Check-
sum field 44verifics the header. One method for implement-
ing a checksum is to add up all 16 bit half words as they
arrive and take the ones compliment of the result. Note that
the checlrsum must be recomputed at each hop because the
Time to Live field 40 changes. Source field 46 indicates the
IP address for the source of the packet and destination field
48 indicates the IP address for the destination of the packet.

Options field 22 is a variable length field designed to hold
other information. Currently, options used on the lntemet
indicate security, suggested routing path, previous routing
path and time stamps, among other things. In one embodi-
ment of the present invention, is contemplated that the
source and destination ’s domain names are added to Options
field 22. In one alternative, the actual full ACSII strings can
be added directly into the options field, first listing the
sour-ce’s domain name and followed by the destination’s
domain name (or vice versa). In other alternatives, the two
domain names can be encoded, compressed, encrypted or
otherwise altered to provide more efficient use of storage
space, security or compatibility. In embodiments where the
domain name is encoded, encrypted, compressed, etc., the
infonnation stored is said to represent the domain name.
That is, an entity can read that information and extract (or
identify) the domain name from that information. That
extraction or identification can be by unencoding, decoding,
decompressing, unencrypting, etc.

In another embodiment, the domain names of the source,
destination or both are added to the end of the data portion
(e.g. data field 108 of FIG. 4) of a packet as a trailer, In this
case, Length field 30 needs to account for the extra bytes
added at the end of the data field. Legacy routers can treat
this trailer as an integral part of the data field and ignore it.

Network Layer 14 is comprised of a number ofprocesses
mnning on the source, destination and, possibly, one or more
|'0'-|l°1'5- The P|'°°°$("-5) ifllplcmenting the Network Layer
on the source or destination machines can be in the operating
system kernel, in a separate user process, in 3 Iibra
package, in a network application, on a network interface
card or in other suitable configurations,

The network entity, the process implementing the network
layer, receives a segment from the transport layer proogsg,
The network entity appends a header to the segment to form
a packet. The packet is sent to a router on a network or rm:
Internet. Each router has a table listing IP addresses for a
number of distant networks and IP addresses for hosts in the
network closest to the router. When an IP packet arrives its
destination address is looked up in the routing table. If’the
packet is for a distant network, it is forwarded to the next

VNETOO221253 '
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router listed in the table. lfthe distant network is not present
in the router’s tables, the packet is forwarded to a default
router with more extensive tables. If the packet is for a local
host (e.g. on the router‘s Local Area Network (LAN)), it is
sent directly to the destination.

Although every machine in the Internet has an IP address,
these addresses alone cannot be used for sending packets
because the data link layer does not understand Internet
addresses. Most hosts are attached to a IAN by an interface
board that only understands LAN addresses. For example,
every Ethernet board comes equipped with a 48 bit Elhemet
address. Manufacturers of Ethernet boards request a block of
addresses from a central authority to ensure that no two
boards have the same address. The boards send and receive
frames based on a 48 bit Ethernet address. For one entity to
transmit data to another entity on the same LAN using an
Ethernet address, the entity can use the Address Resolution
Protocol (ARP). This protocol includes the sender broad-
casting a packet onto the Ethernet asking who owns the
particular IP address in question. That packet will arrive at
every machine on the Ethernet and each machine will check
its IP address. The machine that owns the particular IP
address will respond with its Ethernet address. The sending
machine now has the Ethernet address for sending data
directly to the destination on the l,AN.At this point, the Data
Link Layer 12 on the sender builds an Ethernet frame
addressed to the destination, puts the packet into the payload
field of the frame and dumps the frame onto the Elhemet.
The Ethernet board on the destination receives the frame,
recognizes it is a frame for itself, and extracts the IP packetfrom the frame.

The goal of Transport Layer 16 is to provide eflicient and
reliable service to its users (processes in Application Layer
18). To achieve this goal, Transport Layer 16 makes use of
the services provided in Network Layer 14. The one or more
processes that implement the transport layer are called the
transport entity. 'l1te trarsport entity can be in the operating
system kernel, in a separate user process, in a library
package, in network applications or on the network interface
card. Typically, executable software implementing a trans-
port entity or a network entity would be stored on a
processor readable storage medium (eg. a hard disk,
CD—ROM, floppy disk, tape, memory, etc.).

The transport layer improves the quality of service of the
network layer. For example, if a transport entity is informed
halfway through a long transmission that its network con-
nection has been abruptly terminated, it can set up a new
network connection to the remote transport entity. Using this
new network connection, the transport entity can send a
query to the destination asking which data arrived and which
did not, and then pick up from where it left ofl'. In essence,
the existence of Transport Layer 16 makes it possible for 3
transport service to be more reliable than the underlying
network service. Lost data can be detected and compensated
for by the Transport Layer 16. Furthermore, transport ser-
vice primitives can be designed to be independent of the
network service primitives, which may vary considerably
from network to network.

TCP was specifically designed to provide a reliable end»
to—end byte stream over an unreliable internetwork. An
internetwork differs from a single network because different
pans may have ditferent topologies, bandwidths. delays»
packet sizes and other parameters. Each machine supporting
TCP has a TCP entity. A TCP entity accepts user data
streams from local processes (application layer). l3|'°3k5
them up into pieces and sends each piece as a S_5P3”“°
segment to the network entity. When segments arrive at a
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machine they are given to the TCP entity, which reconstructs
the original byte stream. The IP layer gives no guarantee that
segments will be delivered properly, so it is up to the TCP
entity to time out and retransmit them as need be. Segments
that do arrive may do so in the wrong order. It is also up to
the TCP entity to reassemble them into messages in the
proper sequence. In short, TCP must furnish the reliability
that most users want and that the Internet Protocol does not
provide.

TCP service is obtained by having both the sender and
receiver create endpoints called sockets. Each socket has a
socket number (or address) consisting of the IP address of
the host and a 16 bit number local to that host called a port.
To obtain TCP service, a connection must be explicitly
established between a socket on the sending machine and a
socket on the receiving machine. Port numbers below 256
are called well known ports and are reserved for standard
services. For example, any process wishing to establish a
connection to a host to transfer a file using FTP can connect
to the destination host port 21. Similarly, to establish a
remote login session using Telnet, port 23 is used.

When an application wishes to set up a. connection to a
remote application process, the application process issues a
connect primitive requesting that the transport layer set up a
connection between two sockets. If the connect succeeds,
the process returns a TCP reference number used to identify
the connection on subsequent calls. After the connection is
established, the application process can issue a send com-
mand and pass the TCP reference number with the data (or
pointer to data) for sending to the destination. The present
invention also requires that when the application issues its
connect command, in addition to sending the two socket
addresses the application also provides the transport entity
with the domain name for the destination. In addition, the
operating system or the application should make the domain
name of the source available to the connect command. One
alternative to accomplish this is to have the operating system
retrieve the domain name from the DNR or from a local
DNS server through a reverse DNS IP lookup. The souroe’s
domain name can be retrieved at start—up time of a node and
be made available to the network layer. Another alternative
is to have the application provide the domain name of the
source either directly or through a reverse DNS IP lookup.
These domain names will be associated with the TCP
reference number. Alternatively, the domain names can be
passed to the transport layer each time a request to send datais made.

When receiving a request to send data, the TCP entity
builds a data unit called a segment. The TCPentity interfaces
with the network entity by requesting the network entity to
either send a packet or receive a packet. Arequest to send a
packet can include up to seven parameters. The first pa ram-
eter will be a connection identifier. The second parameter is
a flag indicating more data is coming. The third parameter
indicatm the packet type. The fourth parameter is a pointer
to the actual data to be transmitted (i.e. the segment). The
fifth parameter indicates the number of bytes in the segment.
The sixth parameter is the source's domain name_ The
seventh parameter is the destination’s domain name_

The segment that is created by the TCP entity and passed
to the 1P entity includes a header section and a data 5gc[j0n_
FIG. 3 shows a layout of the TCP header, The header
consists of a fixed fortnat 20 byte header followed by a
variable length Options held 80. ‘Die entire header is
appended to the data to comprise a segment. ln FIG. 3, each
of the first five rows represent 32 bits. The option field 80
can be one or more 32 bit words. Source field 62 indicates
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the souroe’s port. Destination field 64 identifies the desti~
nation’s port. Sequence number field 66 and acknowledge
number field 68 are used for tracking the sequence of
segments exchanged between the sender and the receiver.
Header length field '70 indicates the number of 32 bit words
contained in the TCP header. Header length field 70 is
followed by six one bit flags '72. The first flag indicates the
presence of urgent data. The second flag indicates that the
acknowledgment number 68 is valid, The third flag indicates
that the data is PUSHed data (data that should be sent
immediately). The fourth flag is used to reset a connection.
The fifth flag is used to establish connections and the sixth
flag is used to release a connection. Window size field 74
indicates the maximum number of bytes that can be sent
without waiting for an acknowledgment. Checksum field 76
provides a checksum for the header, the data and a concep-
tual pseudo header. The pseudo header includes a 32 bit IP
address of the source, a 32 bit IP addres of the destination,
the protocol number for TCP and the byte count for the TCP
segment (including the header).

Option field 80 was designed to provide a way to add
extra facilities not covered by the regular header. In some
instances, the option field is used to allow a host to specify
the maximum TCP payload it is willing to accept. In one
embodiment of the present invention, the source’s domain
name and/or destination’s domain name are stored in
Options Field 80. In another embodiment, the source’s
and/or destination’s domain name are stored in the data
portion (see data portion 102 nfFIG. 4) ofthe TCP segment.

The TCP/IP reference model also supports the connec-
tionless transP§rt protocol, UDP. UDP provides a way for
applications to send encapsulated raw IP packets and send
them without having to establish a connection. A UDP
segment consists of an 8 byte header followed by the data.
The head includes the source port, destination port, the
length of the header and data, and a checksum.

FIG. 4 shows the relationship between segments, packets
and frames. When an application issues a request to send
data, TCP breaks up the data into segments. The segment
includes a header 104 and a payload (data portion) 102. The
segment is passed to the IP entity (network layer entity). The
IP entity incorporates the segment into the data portion 108
(IP payload) and appends a header 110 to that data portion
to form a packet. Thus, the payload for an IP packet includes
the TCPscg-ment. The IP packet is then given to the data link
layer 12 which takes the packet and appends a header 11410
the packet to create a frame. Thus, the IP packet is the
payload 112 for the frame.

The present invention provides for a Domain Name
Router (DNR) that uses domain names to route data sent to
3 dcsljnafion on a network, The IP address space is divided
into global addresses and local address. Global ad‘-‘l|'<’-558$ are
unique addresses that should only be used by one entity
having access to the Internet. Local addresses are used for
entities not having direct access to the Internet. Since l0Cal
addresses are not generally used on the Internet, many
private networks can have entities using the same local
address, To avoid collisions, no entity should use a local
address on the lntemet.

Rather than use the entire set of global addf‘€S5<’-5 f0|' 3
Class A, B or C network, each corporate entity or network
can be assigned one or a small number of global address to
be “sad by the DNR, Each of the hosts on the network can
be assigned a local address. The same local addresses can be
used by many different networks. V/hen a source entit)’
sends data to a destination entity with a local address, the
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10
data is sent to the global address for the de.stination’s
network. The source entity embeds the destination’s domain
name and its own domain name somewhere inside the data.
Since the DNR for the dest.ination’s network is assigned the
global address for the destination’s network, the DNR
receives the data. The DNR extracts the destination's
domain name from the data, translates that domain name to
a local address and sends the data to the destination. Note
that the source entity could have either a local address or a
global address and still be able to utilize the present inven-tron.

FIG. 5 shows two LANS 120 and 122 connected to
Internet 140. LAN 120 includes three hosts 132, 134 and 136
connected to each other and to DNR 138. DNR 138 is also
connected to lntemet 140. Network 122 includes three hosts
150, 152 and 154 connected to each other and to router 156.
Router 156 is also connected to Internet 140. DNR 138 is
able to route IP packets received from the Internet to a local
host (132, 134, 136) by using the domain name in accor-
dance with the present invention. In one embodiment, router
156 is also a DNR; however, router 156 need not be a DNR.

FIG. 6 shows one example of a hardware architecture for
a DNR. The DNR includes a processor 202, a memory 204,
a mass storage device 206, a portable storage device 208, a
first network interface 210, a second network interface 212
and I/O devices 214. Processor 202 can be a Pentium
Processor or any other suitable processor. The choice of
processor is not critical as long as a suitable processor with
suflficient speed and power is chosen. Memory 204 could be
any conventional computer memory. Mass storage device
206 could include a hard drive, CD—ROM or any other mass
storage device. Portable storage 208 could include a floppy
disk drive or other portable storage device. The DNR
includes two network interfaces. In other embodiments, the
DNR could include more than two network interfaces. The
network interfaces can include network cards for connecting
to an Ethernet or other type of LAN. In addition, one or more
of the network interfaces can include or be connected to a
firewall. Typically, one of the network interfaces will be
connected to the lntemet and the other network interface
will be connected to a LAN. I/O devices 214 can include one
or more of the following: keyboard, mouse, monitor, front
panel, LED display, etc. Any software used to perform the
routing methods and/or the methods of FIGS. 10 and 11 are
likely to be stored in mass storage 206 (or any form of
non-volatile memory), a portable storage media (e.g. floppy
disk or tape) and, at some point, in memory 204. The above
described hardware architecture isjust one suitable example
depicted in a generalized and simplified form. The DNR
could include software running on a computer, dedicated
hardware, a dedicated router with software to implement the
domain name routing or other software and/or hardware
architectures that are suitable.

In one embodiment, the domain name routing is done at
the network layer. Thus, the domain names are inserted into
Options field 22 of an IP header, Other embodiments can
place the domain names in other portions of an IP packet,
including the data portion (such as a trailer to the data). In
other alternatives, the domain name can be stored in the
01350115 field 80 ofa TCP segment, the data portion of a TCP
Seglflefil. other fields ofthe TCP segment, data sent from the
application layer, or in another data unit. If the domain
names are inserted in Options field 22, it is not necessary to
place then} In Options held 80. Similarly, if the domain
MIDCS arc Inserted in Options field 80, it is not necessary that
they "_l7P°“ in 0Pll0ns field 22. However, in one
"mb°d""‘"3”v '1 may bc Simpler to place the domain names
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in multiple data units (e.g. both options fields). The point isthat the domain names must be somewhere inside an IP
packet, whether it is in the payload (or a trailer) or theheader.

FIGS. 7-10 are flow charts which describe the process for
sending data according to the present invention. It is
assumed that a message is being sent from host 150 to host
132. In this example, it is assumed that host 132 has a local
address and host 150 has a global address. For example
purposes, it is assumed that host 150 and 132 are Computers.
Alternatively, host .150 and 152 can be other electronic
devices that can communicate on the Internet.

FIG. 7 describes an application layer process predomi-
nantly run on host 150. In step 302, host 130 resolves the
domain name. The user wants to send data to another
process. The user provides the domain name of the desti-
nation. A resolver process converts the domain name to an
IP address.

Every domain, whether it is a single host or a top level
domain, has a set of resource records associated with it. For
a single host, the most common resource record is its IP
address. When a resolver process gives a domain name to the
domain name system, it gets back the resource records
a$ociated with that domain name.

A resource record has five fields: domain name, time to
live, class, type and value. The time to live field gives an
indication of how stable the record is. Information that is
highly stable is asigned a large Value such as the number of
seconds in a day. The third field is the class. For the Internet
the class is IN. The fourth field tells the type of resource
record. One domain may have many resource records. There
are at least eight types of resource records that are important
to this discussion: SOA, A, MX, NS, CNAME, PTR,
HINFO, mid TXT. The value field for an SOA record
provides the name of the primary source of information
about the name server zone, e—mail address of its
administrator, a unique serial number and various flags and
time outs in the value field. The value field for an A record
holds a 32 bit IP address for the host. The value field for the

MX record holds the domain name of the entity willing to
accept e-mail for that particular domain name. The NS
record specifies name servers. The CNAME record allows
aliases to be created in the value field. A PTR record just
points to another name in the value field, which allows look
up of an IP address for a particular domain name. The value
field of the I-IINFO record indicates the type of machine and
operating system that the domain name corresponds to. An
example of resource records for a host is found below in
Table 1.

TABLE 1 

Domain Name Time to Live Class Type Wlue 
sat'.urn.tu:.ccm1 86400 rN HINFO Sun unix
snt'urn.tlc,corn 86400 IN A J88.6B.70.1
satun:.ttr:.ccn1 86400 IN MX rriars.ttc.con-I 

Table 1 includes three resource records for an entity with
a domain name of saturn.ttc.com. The first resource record
indicates a time to live of 86,400 seconds (one day). The
type of record is HlNT"O and the value indicates that the
entity is a Sun workstation nmning the UNIX operating
system. The second line is a resource record of typeA, which
indicates that the IP address for saturn.ttc.com is
198.68.70.1. The third line indicates that e-mail for satura-
.ttc.com should be sent to mars.ttc.com. It is likely that there
will be a DNS record, which indicates the IP address for
mars.ttc.com.
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The DNS name space is divided into non-overlapping
zones. Each zone is some part of the Internet space and
contains name servers holding the authoritative infomiation
about that zone. Normally, a zone will have one primary
name server and one or more secondary name servers which
get their information from the primary name server. When a
resolver process has a query about a domain name, it passes
the query to one of the local name servers. If the host being
sought falls under the jurisdiction of that name server, then
that domain name server returns the authoritative resource
record. An authoritative record is one that comes from the
authority that manages the record. If, however, the host is
remote and no information about the requested host is
available locally, the name server sends a query message to
the top level name server for the host requested. The top
level name server will then provide the resource records to
the local name server which may cache the information and
forwarded it to the original resolver process. Since the
cached information in the local name server is not the
authoritative record, the time to live field is used to deter-
mine how long to use that information.

In one embodiment, DNR 130 serves as the authority
DNS server for the hosts on LAN 120. Thus, DNR 130
would store resource records for host 132. One of the
resource records for host 132 would be a type A record
correlating the gobal address of DNR 130 with the domain
name for host 132. '

Looking back at FIG. 7, after the domain name has been
resolved the application process is in possession of the IP
address for its desired destination. In step 304, the applica-
tion process requests the transport layer (e.g. TCP) to
establish a connection. A socket must have been set up in
both the source and destination. The application process
submits the sonrce’s socket, the destination’s socket, the
source’s domain name and the destination ’s domain name to
the transport layer. In step 306, the application requests that
the transport layer send data. In step 308, the application
process may request that the transport layer receive data
(optional), In step 310, the connection between the source
and destination is closed.

FIG. 8 explains how the transport layer of host 150 sends
the data in conjunction with the request by the application
layer in the steps of FIG. '7. In step 350, the transport layer
(e.g. TCP) receives the connection request from the appli-
cation Iayer. In step 352, the transport layer establishes a
connection between the source socket and destination

socket. In one embodiment, the connection request includes
the domain names of the destination and the source.

Alternatively, the domain names can be passed during step
354. In step 354, the transport layer receives from the
application layer the data to be sent to the destination socket.
Step 354 can include actually receiving data or a pointer to
data. The data received can be broken up into one or more
segments and each of the segments will be sent separately.
In step 356, one or more segments are created. Creating the
segments includes the step of creating a header (step 358),
adding the source’s domain name and the destination’s
domain name to the header or data portion (step 360), and
appending the header to the data (step 362). If the domain
names are to be added to the IP packet and not to the TCP
segment, then step 360 is skipped. After the segment is
created, the transport layer sends the segmenLs in step 370.
Sending a segment includes passing the segment to the
network layer.

FIG. 9 describes the steps taken by the network layer on
host 150 to send data in response to the steps of FIG. 3. In
step 400, the network layer receives a segment and a request
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to send a packet on the lntemet (or other network). As
discussed above, the request to send a packet passes the
source and destination domain names. Alternatively, the
domain names can be embedded in the data. In step 402, a
packet is created. The step of creating the packet includes
creating the header (step 404), adding the domain names of
the source and destination to the header or data portion (step
406) and appending the header to the data (step 403). If the
domain name is to be added as part of the TCP segment and
not part of the IP packet, step 406 can be skipped. After the
packet is created in step 402, the network layer routes the
packet in step 410. The packet is routed from host 150,
through router 156, through lntemet 140 and to DNR 138.
The IP packets routed include the destination IP address of
DNR 138 and the source IP address of host 150, both of
which are global addrems. The IP packet also includes the
domain name of hosts 132 and 150. In one embodiment, the
IP packet would not include the source’s domain name. Note
that the steps of FIG. 9 can be repeated for each segment.

In one embodiment, host 150 has a local address and
router 156 is a DNR. When an IP packet sent from host 150
is received at router 156, the local address of host 150 is
replaced by the global address of router 156.

FIG. 10 describes the steps performed by DNR 138 when
it receives the IP packet from host 150. In step 502, DNR
138 receives the IP packet. In step 504, DNR: 138 identifies
the destination’s domain name from the packet. Identifying
the domain name could include looking for the domain name
iii the header, data portion or other location in an IP packet,
TCP segment, application data, etc. Identifying the domain
name may include reading an ASCII string. Alternatively, if
the domain names are compressed, encrypted, enooded, etc.,
then DNR 148 would need to decode, decompress,
unencrypt, etc. In step 506, DNR 138 translates the desti~
nation domain name to a local address and in step 508 the
packet is routed to the destination with the local address.

FIG. 11 describes one exemplar embodiment for perform-
ing the step of translating the destination domain name to a
local address (step 506 of FIG. 10). Other suitable methods
of translating a domain name can also be used. Translating
a domain name can include less than all of the steps of FIG.
11. In step 512, DNR 138 looks up the domain name in a
DNR table stored in its memory or other storage device. The
DNR table includes domain names and corresponding local
addresses. In one embodiment, the DNR table could also
include Ethernet addresses. It is also possible that the local
network includes multiple DNRs, forming a tree. Thus, the
entry in the DNR table for a particular domain name could
be just an address for another DNR. The packet would then
be sent to another DNR, and the second DNR that would
then use the domain name to find the final (or next) local
address to the destination or another DNR, etc. The DNR
table can be set up manually by the administrator for the
network or may be set up automatically through embedded
software, firmware or hardware.

In step 514, the DNR determines whether a record for the
domain name was found. If no record was found, then an
error message is sent back to host 150 in step 516. Ifa record
is found, the global address for DNR 138 iii the IP packet is
replaced with the local address in the table. In step 520, the
checksum for the IP header is adjusted if necessary. Since
the destination IP address has changed in the header, the
checlmum may need to be adjusted accordingly. If the
application incorporates information used by the IP packet
into its data payload, such application packets may need to
be adjusted as a result of the change in destination IPaddress.
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When a packet is received by a host, the Network Layer
passes the source and destination domain names to the
Transport Layer (at least once for each connection). The
Transport Layer may pass the source and destination domain
names to the Application Layer. Any of the layers can use the
source’s domain name to send a reply.

Although FIG. 5 shows DNR 138 connected to and
located between the LAN and the Internet, DNR 138 could
also be located inside the LAN. The present invention can be
used with network paradigms other than the TCP/IP refer-
ence model and/or the Internet.

The foregoing detailed description of the invention has
been presented for purposes of illustration and description.
It is not intended to be exhaustive or to limit the invention
to the precise form disclosed, and obviously many modifi—
cations and variations are possible in light of the above
teaching. The described embodiments were chosen in order
to best explain the principles of the invention and its
practical application to thereby enable others skilled in the
art to best utilize the invention in various embodiments and
with various modifications as are suited to the particular use
contemplated. It is intended that the scope of the invention
be defined by the claims appended hereto.I claim:

1. Amethod for communicating data, comprising the stepsof:

receiving a data unit, said data unit includes a destination
address and a first set ofinfonnation representing a first
domain name, said destination address corresponds to
each entity in a set of two or more entities, said domain
name corresponds to a first entity in said set of entities;

translating said first domain name to a first address, said
first address corresponds to said first entity and does not
correspond to any other entity in said set of entities; and

sending said data unit to said first entity using said firstaddress.

2. A method according to claim 1, wherein:
said first set of information includes said first domain

name.

3. A method according to claim 1, wherein:
said first set of information includes said first domain

name and a second domain name, said second domain
name is associated with a source of said data unit.

4. A method according to claim 1, wherein:
said lirst set of information includes a compressed form ofsaid first domain name.

5, A method according to claim 1, wherein:
said first set of information includes an encoded form of

said first domain name.

6. A method according to claim 1, wherein:
said first set of information includes an encrypted form ofsaid first domain name.

7. A method according to claim 1, wherein:
said data unit includes a TCP segment.
8. A method according to claim 1, wherein:
said data unit includes an IF packet.
9. A method according to claim 8, wherein:
said IP packet includes a header; and
said first set of information is stored in said header.
10. A method according to claim 9, wherein:
said header includes an options field; and
said first set of information is stored in said options field.
11. A method according to claim 8, wherein:
said IP packet includes a header; and
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said header includes a flag indicating use of domain name
routing.

12. A method according to claim 8, wherein:

said IP packet includes a header portion and data portion;and

said first set of information is stored in saiddata portion.
13. Amethod according to claim I, wherein:
said step of translating includes finding a record in a table

associated with said first domain name, said record in
said table includes said first address; and

said steps of receiving, translating and sending are per-
formed by a router.

14. A method according to claim 1, wherein:
said step of sending includes sending said data unit to arouter.

15. A method according to claim 1, wherein:
said step of sending includes routing said data unit to said

first entity.
16. A method according to claim 1, wherein:
said destination address is a global address; and
said first address is a local address.

17. A method according to claim 16, further comprising
the step of:

replacing said global address in said data unit with said
local address, said step of replacing being performed
after said step of translating.

18. A method according to claim 17, wherein:
said data unit includes a checksum; and

said method for routing data further comprises the step of
adjusting said checksum in said data unit, said step of
adjusting said checksum being performed afier said
step of replacing said global address.

19. A method according to claim 1, further including the
step of:

acting as an authority domain name server for a
destination, said destination being associated with said
first address.

20. A method according to claim 1, wherein:
said step of receiving is performed by a second entity said

second entity, corresponds to said destination address.
21. A processor readable storage medium having proces—

sor readable code embodied on said processor readable
storage medium, said processor readable code for program-
ming a processor to perform a method comprising the steps
of:

receiving a data unit, said data unit includes a destination
address and a first set of information representing a first
domain name, said destination address corresponds to
each entity in a set oftwo or more entities, said domain
name corresponds to a first entity in said set of entities;

translating said first domain name to a first address, said
first address corresponds to said first entity and does not
correspond to any other entity in said set of entities; and

routing said data unit toward said first entity using said
first address.

22. A processor readable storage medium according to
claim 21, wherein:

said data unit is a TCP segment;
said TCP segment includes a header; and
said first set of information is stored in said header.

2.3. A processor readable storage medium according to
claim 21, wherein:

said data unit is an IP packet;
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said IP packet includes a data portion and a header
portion; and

said first set of information is stored in said data portion.
24. A processor readable storage medium according to

claim 21, wherein:

said data unit is an IP packet;
said lP packet includes a header;
said header includes an options field; and
said first set of information is stored in said options field.
25. A processor readable storage medium according to

claim 21, wherein:

said first set of information includes information repre-
senting a second domain name, said second domain
name associated with a source of said data unit.

26. A processor readable storage medium according to
claim 21, wherein:

said step of translating includes finding a record in a table
usociated with said first domain name, said record in
said table includes said first address.

27. A processor readable storage medium according to
claim 21, wherein:

said destination address is a global address; and
said first address is a local address.

28. A processor readable storage medium according to
claim 27, said method further comprises the step of:

replacing said global address in said data unit with said
local address, said step of replacing being performed
after said step of translating.

29. A processor readable storage medium according to
claim 28, wherein: _

said data unit includes a checksum; and
said method further comprises the step of adjusting said

checlcsum in said data unit, said step of adjusting said
checlcsum being performed after said step of replacing
said global address.

30. A method for communicating data, comprising the
steps of:

receiving a first set of data;
receiving a domain name associated with a destination;and

creating a data unit for use with a protocol below an
application layer, said step of creating a data unit
includes the steps of creating a header, appending said
header to said first set of data and adding a first set of
information representing said domain name to said data
unit, said header includes a destination address, said
domain name being diflferent than said destination
address, said destination addres corresponds to an
intermediate entity associated with a set of two or more
destination entities, said domain name corresponds to a
first entity in said set of destination entities.

31. A method according to claim 30, wherein:
said data unit is an IP packet.
32. A method according to claim 30, wherein:
said header is an IP header,
said 1P header includes an option field; and
said first set of information is stored in said options field.
33. A method according to claim 30, further comprising

the step of:

sending said data unit to another entity.
34. A method according to claim 30, wherein:
said step of adding a first set of information adds said first

set of information as a trailer to said first set of data.
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35. A method according to claim 30, wherein:
said step of adding a first set of information is performed

prior to said step of appending said header to said firstset of data.

36. A method according to claim 30, further including the
steps of:

sending said data unit to said intennediate entity using
said destination address for delivery to said first entity,
said destination address is a global address;

receiving said data unit at said intermediate entity;
translating said domain name to a local address, said local

address corresponds to said first entity and does not
correspond to any other entity in said set of entities; and

sending said data unit to said first entity using said local
address.

37. A prooesor readable storage medium having proces-
sor readable code embodied on said processor readable
storage medium, said processor readable code for program-
ming a processor to perform a method comprising the steps
of:

receiving a first set of data;
receiving a domain name associated with a destination;and ‘

creating a data unit for use with a protocol below an
application layer, said step of creating a data unit
includes the steps of creating a header, appending said
header to said first set of data and adding a first set of
information representing said domain name to said data
unit, said header includes a destination address, said
domain name being different than said destination
address, said destination address corresponds to an
intermediate entity asociated with a set of two or more
destination entities, said domain name corresponds to a
first entity in said wt of destination entities.

38. A processor readable storage medium according to
claim 37, wherein:

said data unit is an IP packet.
39. A prooe$or readable storage medium according to

claim 37, wherein:
said header is an IP header;
said 1P header includes an options field; and
said first set of information is stored in said options field.
40. A procesor readable storage medium according to

claim 37, wherein:
said data unit is an IP packet; and
said step of adding a first set oi information addssaid first

set of information as a trailer to said first set of data.

41. A processor readable storage medium according to
claim 37, further including the step of:

sending said data unit to a router using said destination
address for delivery to a destination host, said destina-
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tion address is a global address, said domain Dflfne
corresponds to said destination host, said destinallfm
host addressed by a local address.

42. An apparatus for communicating data, comprising?
a processor;
a first network interface in communication with Said

procesor;
a second network interface in communication with Said

processor; and

a processor readable storage element in comrnum'C3'-i°“
with said processor, said processor readable 510733‘
element storing processor readable code for program’
ming said processor, said processor readable C0d°
comprising:
first code for receiving a data unit at said first n6|W°"k

interface, said data unit includes a global addre‘-‘-5 35_'d
a first set of information representing a first doma_m
name, said global address corresponds to 531‘!
apparatus, said domain name corresponds to 3 fi‘5‘
entity in a set of entities not including said app3f3t“5>

second code for translating said first domain namé 10'“
local address, said local address corresponds to 53_1d
first entity and does not correspond to any other enmy
in said set of entities, and _
third code for sending said data unit to said first enmy

using said second network interface and said 1°‘-'31address.

43. An apparatus according to claim 42, wherein:
said second network interface is an Ethernet interface-
44. An apparatus according to claim 42, wherein:
said processor readable storage element stores 3 law?’

said table includes a set of records, each record Of 53”]
set of records includes a domain name and 3 10°31
address.

45. An apparatus according to claim 42, wherein:
said processor readable storage element stores 3 ‘am?’

said table includes a set of records, each record of 531d
set of records includes a domain name and a global
address.

46. An apparatus according to claim 42, wherein:
said data unit is an IP packet;
said IP packet includes a header portion and 3 dam

portion; and
said first set of information is stored in said data portion.
47. An apparatus according to claim 42, wherein:
said second code replaces said global address in said CW3

unit with said local address.
48. An apparatus according to claim 47, wherein:
said data unit includes a checlcsum; and
said second code adjusts said checksum in said data unit»
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PORT = so

RULE! ={
TIME ==“lAM—12PM"

}

WWW.SRMC.COM ={
.CGI = “PROCESSCGI”
ROOT = “/HOIVIE/SRMC/HTML”

}

WWW.HONOLULU.NET ={
.CGI =“" ‘

ROOT = ‘‘/I-I0ME/HONOLULU/HTML‘’
}

WWW.SANJOSE.NET -- {
.CGI = “PROCESSCGI”
ALLOW =

“'.SRMC.COM
205.133.192.-
205.133.1920/23

}
DENY ={

MISTERPAINEOM

} }
W"WPROXY.SRMC.COM ={

MODE = RT__SERVERPROXY
}
NS.SRMC.COM ={

ALLOW -—=
l92.168.0.*

192.168.]! =RULEI

l92.168.2.* ={

} mm = “IAM-12PM"
192.15s.3.* ==192.15s.2.-

} }
M1U.SRMC.COM =-{

ALLOW =-{

192.l68.0.0/23 = RULE1
}
DENY -—-{

91168.0.‘ =={

} 4 TIME =“12PM-IAM”
}

}
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FIREWALL PROVIDING ENHANCED
NETWORK SECURITY AND USER

TRANSPARENCY

This is a continuation of patent application Ser. No. 5
08/733,361, filed Oct. 17, 1996, now US. Pat. No. 5,898,

_ 830, issued on Apr. 27, 1999, entitled, “Firewall Providing
Enhanced Network Security And User Transparency”,
invented by Wesinger, Jr. et al.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to computer network secu-
rity and more particularly to firewalls, i.e., a combination of
computer hardware and software that selectively allows
“acceptable” computer transmissions to pass through it and
disallows other non-acceptable computer transmissions.

2. State of the Art

In the space of just a few years, the Internet—because it
provides access to information, and the ability to publish
information, in revolutionary ways-has emerged from rela~
tive obscurity to international prominence. Whereas in gen~
eral an internet is a network of networks, the lntemet is a
global collection of interconnected local, mid-level, and
wide-area networks that use the lntemet Protocol (IP) as the
network layer protocol. W'hereas the lntemet embraces
many local~ and wide—area networks, a given local- or
wide»area network may or may not form part of the lntemet
For purposes of the present specification, a “wide-area
network” (“fAN) is a network that links at least two LANs
over a wide geogaphical area via one or more dedicated
connections. The public switched telephone network is an
example of a wide-area network. A “local—area network"
(LAN) is a network that takes advantage of the proximity of
computers to typically offer relatively eficient, higherspeed
communications than wide-area networks.

In addition, 3 network may use the same underlying
technologies as the lntemet. Such a network is referred to
herein as an “Intranet,” an internal network based on lntemet
standards. Because the Internet has become the most pef~
vasive and successful open networking standard, basing
internal networks on the same standard is very attractive
economically. Corporate Intranets have become a strong
driving force in the marketplace of network products andservices.

The present invention is directed primarily toward the
connection of an Intranet to the lntemet and the connection
of intranets to other intranets, and any network connection
where security is an issue.

As the lntemet and its underlying technologies have
become increasingly familiar, attention has become focused
on Internet security and computer network security in gen-
cral. With unprecedented access to information has also
come unprecedented opportunities to gain unauthorized
acccs to data, change data, destroy data, make unauthorized
use of computer resources, interfere with the intended use of
computer resources, etc. As experience has shown, the
frontier of cyberspace has its share of scofflaws, resulting in
increased efiorts to protect the data, resources, and reputa»
tions of those embracing intranets and the lntemet. Firewalls
are intended to shield data and resources from the potential
ravages of computer network intruders. In essence, a firewall
functions as a mechanism which monitors and controls the
flow of data between two networks. All communications,
e.g., data packets, which flow between the networks in either
direction must pass through the firewall; otherwise, security
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is circumvented. The firewall selectively permits the com~
munications to pass from one network to the other, to
provide bidirectional security.

Ideally, a firewall would be able to prevent any and all
security breaches and attacks. Although absolute security is
indeed a goal to be sought after, due to many variables (e.g.,
physical intrusion into the physical plant) it may be diflicult
to achieve. However, in many instances, it is of equal if not
greater importance to be alerted to an attack so that measures
may be taken to thwart the attack or render it harmless, and
to avoid future attacks of the same lcind. Hence a firewall, in
addition to security, should provide timely information that
enables attacks to be detected.

Firewalls have typically relied on some combination of
two techniques atfording network protection: packet filter-
ing and proxy services.

Packet filtering is the action a firewall takes to selectively
control the How of data to and from a network. Packet filters
allow‘ or block packets, usually while routing them from one
network to another (often from the Inlernet to an internal
network, and vice versa). To accomplish’ packet filtering, a
network administrator establishes a set of rules that specify
what types of packets (e.g., those to or from a particular IP
address or port) are to be allowed to pass and what types are
to be blocked. Packet filtering may occur in a router, in a
bridge, or on an individual host computer.

Packet filters are typically configured in a “default permit
stance”; i.e., that which is not expressly prohibited is per-
mitted. ln order for a packet filter to prohibit potentially
harmful traffic, it must know what the constituent packets of
that trafiic look like. However, it is virtually impossible to
catalogue all the various types of potentially harmful packets
and to distinguish them from benign packet traflzic. The
filtering function required to do so is too complex. Hence,
while most packet filters may be eflective in dealing with the

- most common types of network security threats, this math»
odology presents many chinks that an experienced hacker
may exploit. The level of security alforded by packet
filtering, therefore, leaves much to be desired.

Recently, a further network security technique termed
“stateful inspection” has emerged. Stateful inspection per-
forms packet filtering not on the basis of a single packet, but
on the basis of some historical window of packets on the
same port. Although stateful inspection may enhance the
level of security achievable using packet filtering, it is as yet
relatively unproven. Furthermore, although an historical
window of packets may enable the filter to more accurately
id°"llfY hamlfi-ll packets, the filter must still know what it is
looking for. Building a filter with suflicient intelligence to
deal with the almost infinite variety of possible packets and
packet sequences is liable to prove an exceedingly dificulttask.

The 011161’ principal methodology used in present-day
firewalls is proxies. In order to describe prior-art proxy-
b35¢d fifl’-W3]-IS. some further definitions are required. A
“node” is an entity that participates in network communi-
Cali°DS~ A 5“bI1°1W0rk is a portion of a network, or a
physically independent network, that may share network
addresses Willi other portions of the network. An interme-
dialfi 5}’-Slam 15 3 node that '5 connected to more than one
subnetwork and that has the role of forwarding data from
one subnetwork to the other (i.e., a “router”).

A PTOKY is 3 Pmgraln. running on an intermediate system,
that deals with servers (e.g,, Web servers, FTP sewers, etc.)
on behalf of Clients. Clients, e.g. computer applications
which are attempting to communicate with a network [bar is
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protected by a firewall, send requests for connections to
proxy-based intermediate systems. Proxy-based intermedi-
ate systems relay approved client requests to target servers
and relay answers back to clients.

Proxies require either custom software (i.e., proxy-aware
applications) or custom user procedures in order to establish
a connection. Using custom soflware for proxying presents
several problems. Appropriate custom client software is
often available only for certain platforms, and the software
available for a particular platform may not be the software
that users prefer. Furthermore, using custom client software,
users must perfonn extra manual configuration to direct the
software to contact the proxy on the intermediate system.
With the custom procedure approach, the user tells the client
to connect to the proxy and then tells the proxy which host
to connect to. Typically, the user will first enter the name of
a firewall that» the user wishes to connect through. The
firewall will then prompt the user for the name of the remote
hm! the user wishes to connect to. Although this procedure
is relatively simple in the case of a connection that traverses
only a single firewall, as network systems grow in
complexity, a connection may traverse several firewalls.
Establishing a proxied connection in such a situation starts
to become a confusing maze, and a significant burden to the
user, since the user must know the route the connection is to
take.

Furthermore, since proxies must typically prompt the user
or the client software for a destination using a specific
protocol, they are protocol-specific. Separate proxies are
therefore required for each protocol that is to be used.

Another problematic aspect of conventional firewall
arrangements, from a security perspective, is the common
practice of combining a firewall with other packages on the
same computing system. The firewall package itself may be
a combination of applications. For example, one well-known
firewall is a combination Web server and firewall. In other
cases, unrelated services may be hosted on the same com-
puting platform used for the firewall. Such services may
include e-mail, VVeb sewers, databases, etc. The provision of
applications in addition to the firewall on a computing
system provides a path through which a hacker can poten-
tially get around the security provided by the firewall.
Combining other applications on the same machine as a
firewall also has the result of allowing a greater number of
users access to the machine. The likelihood then increases
that a user will, deliberately or inadvertently, cause a secu-
rity breach.

There remains a need for a firewall that achieves both
maximum security and maximum user convenience. Such
that the steps required to establish a connection are trans-
parent to the user. The present invention addresses this need.

SUMMARY OF THE INVENTION

The present invenlion, generally speaking. p|'0Vid¢'«S 3
firewall that achieves maximum network security and maxi-
mum user convenience. The firewall employs “envoys" that
exhibit the security robustness of prior-art proxies and the
transparency and ease-of-use of prior-art packet filters, com-
bining the best of both worlds No trafiic can pass through
the firewall unless the firewall has established an envoy for
that trafiic. Both connection—oriented (e.g., TCP) and con-
nectionless (e.g., UDP-based) services may be handled

. using envoys. Establishment of an envoy may be atbjected
to a myriad of tests to “qualify” the user, the requested
communication, or both. Therefore, a high level of security
may be achieved.

10

4

Security may be further enhanced using out-of-band
authentication. In this approach, a communication channel,
or medium, other than the one over which the network
communication is to take place, is used to trarsmit or convey
an access key. The key may be transmitted from a remote
location (e.g, using a pager or other transmission device) or
may be conveyed locally using a hardware token, for
example. To gain access, a hacker must have access to a
device (e.g., a pager, a token etc.) used to receive the
out-of-band information. Pager beep-back or similar authen-
tication techniques may be especially advantageous in that,
if a hacker attempts unauthorized access to a machine while
the authorized user is in possession of the device, the user
will be alerted by the device unexpectedly receiving the

. access key. The key is unique to each transmission, such that15
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even if a hacker is able to obtain it, it cannot be used at other
times or places or with respect to any other connection.

Using envoys, the added burden associated with prior-art
proxy systems is avoided so as to achieve full
transparency--the user can use standard applications and
need not even know of the existence of the firewall- To
achieve full transparency, the firewall is configured as two
sets of virtual hosts. The firewall" is, therefore, “multi-
homed,” each home being independently configurable. One
set of hosts responds to addresses on a first network interface
of the firewa1l.Another set of hosts responds to addresses on
a second network interface of the firewall. In accordance
with one aspect of the invention, programmable transpar-
ency is achieved by establishing DNS mappings between
remote hosts to be accessed through one of the network
interfaces and respective virtual hosts on that interface. In
accordance with another aspect of the invention, automatic
transparency may be achieved using code for dynamically
mapping remote hosts to virtual hosts in accordance with a
technique referred to herein as dynamic DNS, or DDNS.

The firewall may have more than two network interfaces,
each with its own set of virtual hosts. Multiple firewalls may
be used to isolate multiple network layers. The full trans-
parency attribute ‘of a single firewall system remains
unchanged in a multi-layered system: a user may, if
authorized, access a remote host multiple network layers
removed, without knowing of the existence of any of the
multiple firewalls in the system.

Furthermore, the firewalls may be configured to also
transparently perform any of various kinds of channel
processing, including various types of encryption and
decryption, compression and decompression, etc. In this
way, virtual private networks may be established whereby
two remote machines communicate securely, regardless of
the degree of proximity or separation, in the same manner as
if the machines were on the same local area network.

The problem of lntemet address scarcity may also he
addressed using multi-layer network systems of the type
described. Whereas addresses on both sides of a single

, firewall must be unique in order to avoid routing errors,55

65

network segments separated by multiple firewalls may reusethe same addresses.

BRIEF DESCRIPTION OF THE DRAVHNG

The present invention may be further understood from the
following description in conjunction with the appended
drawing. In the drawing:

FlG._l is a block diagram of a multi-layerul computer
enterprise network in which the present invention may beused;

FIG. 2 is a block diagram of a network similar to the
network of FIG. 1 but in which a two-sided firewall has been
replaced by a three-sided firewall;
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FIG. 3 is a block diagram showing in greater detail a
special-purpose virtual host used for configuration of a
firewall;

FIG. 4 is a block diagram of a 1oad—sharing firewall;
FIG. 5 is a block diagram of one embodiment of the

firewall of the present invention;

FIG. 6 is a block diagram illustrating the manner in which
the present firewall handles connection requests;

FIG. 7 is an example of a portion of the master configu-
ration file of FIG. 5;

FIG. 8 is a block diagram illustrating in greater detail the
structure of the present firewall; and

FIG. 9 is a block diagram of a combination firewall that
allows the bulk of the entire Internet address space to beused on both sides of the firewall.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

The following terms are used in the present specification
in accordance with the following definitions:

 

Cartcep|JI'-‘enture Definition 

Mulri-hunting Multiple virtual hosts running on a
singlaphysiul machine, using multiple
network addressu on a single network
interface. A virtual host assumes the
identity of one of multiple,
independently-configurable "homes" to
handle a particular connection at a
particular time.
The ability to establish in connection
through a firewall without requiringthat the user be aware of the firewall.
An intervening program that fun|:t.ion.s
as a transparent applimtinns gateway.
The use of progammable transparencyto achieve and-to-end connection
across an arbitrary number of networks
that are connected by multiple multi-
homing firewalls.
Code that provides a Web-like
interfiace, accessible remotely through
a secure port, for configtzring afirewall.
A firewall having N network interfaces
and configured to provide multiplevirtual hosts for each interface.
In deciding whether to allow or
disallow a connection by a user, theuse of information communicated to
the user through means other than theduired connection.
Processing performed on data flowing
through a communications channel to
enhance some attrizute of the data,
such as security, reproduction quality.
content, etc.
An intemel in which envoys
(intervening programs) are Ised to
perform encrypted comrnuniationsfrom one secure network to another
throufl I non-secure network.

Proyammable transparency

Envoy

Mutridayering

Ccnfiguratnr

N~din-rensional firewall

0ut—of«band authentication

Channel processing

Virtual private network

DDNS The dynamic assignment of networkaddresses to virtual hosts on a Lime-
limited basis.

Lmd sharing The use at DDNS to assign a network
address for a particular connection In a
virtual host on one of multiplemachines based on the load of the
machines.

10

I5

6

-continued 

Cnnceptltf-‘eature Definition 
Address reuse The use of the same network address

within dim-.rent networks separated byfirewalls.
Programmable The use of envoys Ear counectionless
Lransparency- (A-..g, UDP) communications in which n
conncctionless time~out value is used to achieve the
protocol: equivalent of a connection. 

The present firewall provides a choke point used to
control the flow of data between two networks. One of the
two networks may be the Internet, or both of the two

’ networks may be intranets——the nature and identity of the

20

30

35

40

45

50

55

60

65

two networks is immaterial, The important point is that all
traflic between the two networks must pass through a single,
narrow point of controlled access. Afirewall therefore brings
a great deal of leverage to bear on the problem of network
security, allowing security measures to be concentrated on
this controlled access point. To avoid possible security
compromises, the firewall should ideally run on a dedicated
computer, i.e. one which does not have any other user-
accessible programs ntnning on it that could provide a path
via which communications could circumvent the firewall.

One environment in which firewalls are particularly desir-
able is in enterprise network systems, in which a number of
individual networks that may be respectively associated with
different departments or divisions of a company, for
example, are connected with one another. In such an
environment, firewalls can be employed to restrict access to
the individual networks. While not limited to this particular
situation, the present invention will be described hereinafter
in such a context, to facilitate an understanding of its
underlying principles.

Referring now to FIG. I; assume that the accounting
departmenhs of two remote corporate sites are networked,
and that these two dilfercnt accounting networls are to be
connected via the Internet or a similar non-secure, widc—area
network. For purposes of illustration, a first site 101 having
a first accounting network 103 might be located in
California, and a second site 151 having a second accounting
network 153 might be located in Japan. Within each site,
each accounting network may be part of a larger corporate
network (109, 159). Precautions are required to safeguard
sensitive accounting data such that it cannot be accessed
over the general corporate network. A first firewall (105,
155) is used for this purpose. The first firewall is interposed
between the accounting network and the general corporatenetwork.

A convenient way to place the two accounting networks
in communication with each other is through the lntemet
120. which comprises another layer of a r.nu1ti—layer nct~
Work. As compared to other forms of connection, the Inter-
net may be more economical, more easily accessible, and
more robust. Connecting to the Internet, however, requires
that access between the Internet and the respective sites be
strictly controlled. A second firewall (107, 157) is used at
each site for this purpose.

In the following description, the present firewall is illus-
trated most often as a rectangle having along each of two
edges thereof a network connection and a row of boxes

representing multiple “homes,” corresponding to respective
virtual hosts. A virtual host along one edge may be used to
initiate a connection only in response to a request from the
network connection that enters the firewall at that edge. The
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connection, once established, is fully bi—directional, with the
same virtual host paming data between the originating
network connection and the network connection at the
opposite edge of the firewall.

More generally, the firewall may be N-sided, having N
network connections and being illustrated as an N-sidcd
polygon. Any virtual host may establish a connection
between any pair of network connections so long as the
connection originated from the network connection adjoin-
ing that virtual host. Again, the connection, once established,
is fully bi—directional.

The firewalls 105, 107, 155 and 157 are each of a
construction to be more particularly described hereinafter.
Each firewall is multi-homing. Thnt means that each firewall
is configured as multiple virtual hosts ntnning on a physical
computer. In the example of FIG. 1, a firewall is depicted as
a single computer having multiple virtual hosts on each of its
two interfaces. In practice, the multiple virtualhosts can be
configured in this manner or, alternatively, implemented in
any number of computers, m explained in detail hereinafter.
Each virtual host corresponds to a “home”, i.e. a site via
which a connection is made between the two networks on
either side of the firewall. At different times, the same virtual
host might correspond to different homes associated with
dilferent connections. At any given time, however, a virtual
host represents one home. In the following description of the
particular example illustrated in FIG. 1, therefore, homes
and virtual hosts are described as being synonymous with
one another. Each virtual host is fully independently con-
figurable and unique from each of the other virtual hosts.
Considering the firewall 105 as being exemplary of each of
the firewalls 105, 107, 155 and 157, one set of hosts 105a
responds to addresses on a first network interface of the
firewall. Another set of hosts 10517 responds to addresses on
a second network interface of the firewall.

Normally, in accordance with the prior art, connecting
from one computer to another remote computer along a
route traversing one or more firewalls would require the user
to configure a prior—art proxy for each firewall to be tra-
versed- In accordance with one aspect of the invention,
however, programmable transparency is achieved by estab-
lishing DNS mappings between remote hosts to be accessed
through one of the network interfaces and respective virtual
hosts on that interface.

DNS is a distributed database system that translates host
names to IP addresses and IP addresses to host names (e.g,
it might translate host name homer.odyssey.com to
129.186.424.43). The information required to perform such
trarslations is stored in DNS tables. Any program that uses
host names can be a DNS client. DNS is designed to
translate and forward queries and responses between clientsand servers.

When a client needs a particular piece of infonnation
(e.g., the IP address of homer.odyssey.com), it asks ifi 10Ca1
DNS server for that information. The local DNS server fits!
examines its own local memory, such as a cache, to see if it
already knows the answer to the client’s query. lf not, the
local DNS server asks other DNS servers, in turn, to
discover the answer to the client's query. When the local
DNS server gets the answer (or decides that for some reason
it cannot), it stores any information it received and answers
the client. For example, to find the IP address for
homer.odyssey.com, the local DNS server first asks a public
root name server which machines are name sewers for the
corn domain. It then asks one of those “ccm" name sewers
which machines are name servers for the odysseycom
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8
domain, and then it asks one of those name servers for the
IP address of homer.odyssey.con:t.

This asking and answering is all transparent to the client.
As far as the client is concerned, it has communicated only
with the local server. It does not know or care that the local
server may have contacted several other servers in the
process of answering the original question.

Referring still to FIG. 1, the firewall 105 is associated
with a respective domain name server 115. Each of the other
firewalls 107, 155, 157 is also associated with a respective
domain name server 117, 165, 167. The domain name sewer
may be a dedicated virtual host on the same physical
machine as the firewall. Alternatively, the domain name
server may be a separate machine. A domain name server is
provided for each layer in the multi«layer network.

In operation, assume now that a client C on the accounting
network 103 is to connect to a host D on the accounting
network 153 on a repeated basis. The DNS tables of each of
the firewalls may then be programmed so as to enable such
a connection to be established transparently, without the user
so much as being aware of any of the firewalls 105, 107, 155,
l5'7~——hence the term programmable transparency. Both for-
ward and reverse table entries are made in the domain name

sewers. Within a domain name server 115, for example, D
(the name of the remote host, e.g., mach1.XYZcorp.com)
might be mapped to a virtual host having a network address
that concludes with the digits 1.1, and vice vetsa. Within the
domain name server 117, D might be mapped to 5.4, within
the domain name server 167, D might be mapped to 3.22,
and within the domain name server 165, D might be mapped
to 4.5, where each of the foregoing addresses has been
randomly chosen simply for purposes of illustration. Finally,
within a conventional DNS sewer (not shown), D is mapped
to the “real” network address (e.g, the IP address) of D, say,55.2.

When client C tries to initiate a connection to host D using
the name of D, DNS operates in the usual manner to
propagate a name request to successive levels of the network
until D is found. The DNS server for D returns the network
address of D to a virtual host on the firewall 155. The virtual
host retums its network address to the virtual host on the

firewall 157 from which it received the lookup request, and
so on, until a virtual host on the firewall 105 returns its

network address (instead of the network addrem of D) to the
client C. This activity is all transparent to the user.

Note that at each network level, the virtual host handling
a connection is indistinguishable to the preceding virtual (or
real) host from D itself. Thus, to the client’ C, the virtual host
1.1 is D, to the virtualahosl 1.1, the virtual host 5.4 is D, etc.
There is no limit to the number of network layers that may
be traversed in this fashion, or any difference in operation as
the number of network layers increases. This multi—layering
capability allows two remote machines to communicate with
the same case as if the machines were on the same local area
network, regardless of the degree of proximity or separation.

Programmable transparency is based upon what may be
termed “envoys.” Important difierences exist between
envoys as described herein and conventional proxies.
Normally, 3 Prior-art proxy would have to prompt the user
to enter a destination. To enable such prompting to occur,
different proxy code has conventionally been required for
each Pl'°|0C01 10 be proxied. Using programmable
ll’3Il5P3|'€DCY. the dflslililalion is provided to an envoy using
DNS and/or DDN3 as described more fully hereinafter.
There is therefore no need to always prompt the user for a
dtfiiflflliofl and D0 Decd for the user to always enter a
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destination (although a mode of operation may be provided
in which the user is prompted for and does enter a
destination). Instead of a collection of conventional
protocol~specific proxies, a single generic envoy program
may be used.

The foregoing discussion has focused on the program-
mable transparency aspects of the present firewall. Of
course, a primary function of a firewall is to selectively
allow and disallow communications. Hence, in the course of
establishing a connection, each virtual host examines a
configuration table to detennine, based on the particulars of
the requested connecti.on—5ource, destination, protocol,
time-of—day, port number, etc.——whether such a connection
will be allowed or disallowed. The process by which con—
nection requests may be scrutinized is descn'bed in greater
detail in U.S. patent application Ser. No. 08/595,957 entitled
FIREWALL SYSTEM FOR PROTECTING NETWORK
ELEMENTS CONNECTED TO A PUBLIC NETWORK,
filed Feb. 6, 1996 and incorporated herein by reference.

The firewall may have more than two network interfaces,
each with its own set of virtual hosts. Referring to FIG. 2,
for example, the two—sided firewall «dismissed previously in
relation to FIG. 1 has been replaced by a three~sided firewall
205. An accounting department network 203 and a general
corporate network 209 are connected to the firewall 205 as
previously described. Also connected to the firewall 205 is
an engineering department network 202. In general, a fire-
wall may be N-sided, having N different network connec-
tions. For each network connection there may be multiple
virtual hosts which operate in the manner described above.

Referring again to FIG. 1, configuration of the firewalls
may be easily accomplished by providing on each firewall a
special-purpose virtual host that runs “Configurator"
softwarve—software that provides a Vveb-based front-end for
editing configuration files for the other virtual hosts on the
firewall. The special-purpose virtual host (116, 118, 166 and
168 in FIG. 1) is preferably configured so as to allow only
a connection from a specified secure client. The Configu-
rator software running on the special—purpose virtual host is
HTML-based in order to provide an authorized system
administrator a familiar “point—and-click" interface for con-
figuring the virtual firewalls in as convenient a manner as
possible using a standard Web browser. Since Web browsers
are available for virtually every platform, there results a
generic GUI interface that takes advantage of existing
technology.

Referring more particularly to FIG. 3, there is shown a
firewall 305 having a first set of virtual hosts 30512, a second
set of virtual hosts 30517, and a DNS/DDNS module 315.
The virtual hosts do not require and preferably do not have
access to the disk files of the underlying machine. Instead,
virtual host processes are spawned from a daemon process
that reads a master configuration file from disk once at
start~up. The DNS/DDNS module and the special—purpose
virtual host 317 do have access to disk files 316 of the

underlying physical machine. The special-purpose virtual
host 317, shown in exploded view, runs an HTML-based
Configurator module 319. Access to the special-purpose
virtual host is scrutinized in accordance with rules stored on
disk within configuration files 32]. Typically, these rules
will restrict access to a known secure host, will require at
least username/password authentication and optionally more
rigorous authentication. Once access is granted, the Con—
figurator module will send to the authorized accessing host
a first HTML page. From this page, the user may navigate
through different HTML pages using a conventional Web
browser and may submit information to the special-purpose
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virtual host. The special—purpose virtual host will then use
this infonnation to update the configuration files 321.

As will be appreciated more fully from the description of
FIG. 7 hereinafter, configuration is based on host names, not
IP addresses.As a result, two mappings are required in order
to handle a connection request. The requestor needs an IP
address. To this end, a first mapping maps from the host
name received in the connection request to the IP address of
a virtual host. The virtual host, however, news the host
name of the host to be connected to. To this end, the second
mapping maps back to the host name in order to read an
appropriate configuration file or sub—file based on the host
name. Thus, when a connection request is received for
homer. odyssey.com, DNS/DDNS in effect says to the
requestor “Use virtual host X.X.X.X," where X.X.X.X rep-
resents an IP address. Then, when the virtual host receives

the request, it performs a reverse lookup using DNS/DDNS,
whereupon DNS/DDNS in effect says “Virtual host
X.X.X.X, use the configuration information for homer.od-
yssey.com.”

Security may be further enhanced, both With respect to
connections to the special-purpose virtual host for configu-
ration purposes and also with respect to connections
generally, by using out-of—band user authentication. Out~of-
band authentication uses a channel, a device or any other
communications method or medium which is different from
that over which the inter-network communication is to take
place to transmit or convey an access key. Hence, in the
example of FIG. 1, the firewall 155, upon receiving a
connection request from a particular source, might send a
message, including a key, to a pager 119 of the authorized
user of the source client. The user might be requested to
simply enter the key. In more sophisticated arrangements,
the user may be required to enter the key into a special
hardware token to generate a further key. To gain aoces, a
hacker must therefore steal one or more devices (eg, a pager
used to receive the out~of-band transmissions, a hardware
token, etc.). Funhermore, if a hacker attempts unauthorized
access to a machine while the authorized user is in posses-
sion Of the pager or other communications device, the user
will be alerted by the device unexpectedly receiving a
message and access key.

Other methods may be used to communicate out-of—band
so as to deliver the required access key. For example, the
firewall 155 might send a fax to the fax number of the user
of the source machine. Alternatively, identifying informa-
tion may be sent to the user across the network, after which
the user may be required to dial an unpublished number and
enter the identifying information in order to receive a voice
message containing the required key.

In each of the foregoing methodologies, the key is
connection—$ecific. That is, once the connection is closed or
the attempt to establish a connection is abandoned, if a user
again attempts to establish a connection, the key that pre-

viotltsly applied or would have applied is no longer appli~cab e.

The difierent virtual hosts may also be configured to
perform channel processing of various sorts as trafiic
traverses difierent network segments. Channel processing
may include encryption, decryption, compression,
decompression, image or sound enhancement, content
filtering, etc. Channel processing is the processing per.
formed on data flowing through a communications channel
to enhance some attribute of the data, such as secumy,
reproduction quality, etc. In some instances, Channel pm-
cessing may actually afiect the content of the data, for
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example “bleeping” obscenities by replacing them with a
distinctive character string. Alternatively, channel process-
ing may intervene to cause a connection to be closed if the
content to be sent on that connection is found to be objec-
tionable.

Channel processing may be performed using existing
standard software modules. In the ease of encryption and
decryption, for example, modules for DES, RSA, Cylink,
SET, SSL, and other types of encryption/decryption and
authentication may be provided on the firewall. In the case
of compression and decompression, standard modules may
include MPEG, JPEG, LZ-based algorithms, etc. Based on
information contained in the configuration files, information
passing through the firewall may be processed using one or
more such modules depending on the direction of data flow.

Channel processing may be used to perform protocol
translation, for example between IP and some other protocol
or protocols. One problem that has recently received atten-
tion is that of using IP for satellite uplink and downlink
transmissions. The relatively long transit times involved in
satellite transmissions can cause problems using IP. One
possible solution is to perform protocol translation between
IP and an existing protocol used for satellite transmissions.
Such protocol translation could be performed transparently
to the user using a firewall of the type described.

Channel processing may also be used to perform virus
detection. Blanket virus detection across all platfon-ns is a
daunting task and may not be practical in most cases. A
system administrator may, however, configure the system to
perform specified virus checking for specified hosts.

Encryption and decryption are particularly important to
realifing the potential of the lntemet and network commu~
nications. In the example just described, on the network
segment between firewall 105 and 107, DES encryption
might be used, in accordance with the configuration file on
firewalls 105 and 107. Across the Internet, between firewall
107 and firewall 155, triple DES may be applied. On the
network segment between firewall 155 and 157 RSA encryp«
tion may be used. Alternatively, encryption could be per«
formed between firewalls 105 and 155 and also between 107

and 155 and also between 157 and 155. Thus the firewall 157
may then decrypt the cumulative results of the foregoing
multiple encryptions to produce clear text to be passed on to
host D. Combining encryption capabilities with program-
mable transparency as described above allows for the cre-
ation of virtual private nerworks—networks in which two
remote machines communicate securely through cyberspace
in the same manner as if the machines were on the same
local area network.

Using DDNS, mappings between a host machine and a
virtual host are performed dynamically, on-the-fly, as
required. Any of various algorithms may be used to seled a
virtual host to handle a connection request, including, for
example, a least-recently-used strategy. A time-out period is
established such that, if a connection has been closed and is
not reopened within the timeout period, the virtual host that
was servicing that connection may be re-mapped so as to
service another conneetion——i.e., it becomes associated with
a diflerent node. In this manner, the number of clients that
may be serviced is vastly increased. In particular, instead of
the number of clients that may use a particular network
interface being limited to the number of virrual hosts on that
interface as would be the case using static DNS entries.
using DDNS, any number of hosts may use a particular
network interface subject to availability of a virtual host.
Moreover, instead of making static DNS entries at each level
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of a multi-level network, using DDNS, such cm;-ies are
rendered unnecessary.

DPNS allows for dynamic load sharing among dilferent
physical machines. Hencx, instead of a single physical
machine, one or more of the firewalls in FIG. 1 might be
realized by two or more physical machines, when perform-
ing mapping, DDNS can take account of the load on the
physical machine using conventional techniques. If one
physical machine fails, the functions of that machine may
5m] be Performed bl’ virtual hosts running on another
physical machine. DDNS likewise allows a firewall to be

scaled~up very easily, by adding one or more additional
physical machines and configuring those machines as addi-
tional virtual hosts having identical configurations as on the
ezdsting physical machine or machines, but different net-work addresses.

Referring more particularly to FIG. 4, a load-sharing
firewall is realized using a firs! firewall 407 and a second
firewall 408 connected in parallel to a network 420 such as
the Internet. Redundancy is provided by conventional DNS
procedures. That is, in DNS, redundant name sewers are
required by the DNS specification. If a query addremed to
one of the redundant name servers does not receive a
response, the same query may then be addressed to another
name server. The same result holds true in FIG. 4. If one of
the physical firewall machines 407 or 408 is down, the other
machine enables normal operation to continue,

The configuration of FIG. 4, however, further allows the
physical firewall machines 407 and 408 to share the aggre-
gate processing load of current connections. Load sharing
1115)’ be achleved in the following manner. Each of the DNS
IJ-‘xodlllcs Of all Of the machines receive all DNS queries,
because the machines are connected in parallel. Presumably,
the DNS module of the machine that is least busy will be the
first to respond to a query. An ensuing connection request is
then mapped to a virtual host on the responding least-busymachine.

As the popularity and use of the lntemet continues to
grow. there is a ooncem that all available addresses will be
used, thereby lirniting further expansion. An important result
of DDNS is that network addresses may be reused on
P°l“’°‘k Scglnents between which at least one firewall
intervenes. More particularly, the addresses which are
employed on opposite sides of a firewall are mutually
exclusive of one another to avoid routing errors. Referring
again to the example of FIG. 1, users of the lntemet 120 are
unaware of the addresses employed on a network segment
110. Cenam addresses can be reserved for use behind a
fi|'€W811~ AS Shown in FIG. 1, for example, the subset of
addresses represented as 192.168.X.X can be used on the
network segment 110. So long as an address is not used on
both sides of the same firewall, no routing errors will be
introduced. Therefore, the same set of addresses can be used
on the network segment 160, which is separated from the
lntemet via the firewall 157. On network segment 102 and
network segment 152, the entire address space may be used,
less those addresses used on the segments 110_ 120 of [he
respective firewalls 105 and 155. Thus by isolating lmemgr
Service Providers (ISPS) from the lntemet at large using
firewalls of the type described, each ISP could enjoy use of
almost the full address space ofthe lntemet (232 addresses),
Exhaustion of network addresses, presently a grave conccm
within the lntemet community, is [hcfgfofc mad: highlyunlikely. ‘
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Address reuse may be further facilitated by providing
multiple rnulti-homing firewall programs running on a
single physical machine and defining a virtual network
connection between the two firewall progams using an IP
address within the range 192.168.X.X as described previ-
ously. To the user and to the outside world, this “compound
firewall" appears as a single multi—homi.ug firewall of the
type previously described. However, since internally the
firewall is really two firewalls, the entire lntemet address
space may be used on both sides of the firewall, except for
the addresses 192.168.X.X. This configuration is illustrated
in FIG. 9.

In esence, the use of firewalls as presently described
allows the prevailing address model of network communi-
cations to be transformed from one in which IP addresses are
used for end-to-end transport to one in which host names are
used for end-to-end transport, with IP addresses being of
only local significance. The current use of IP addresses for
end—to-end transport may be referred to as address-based
routing. Using address-based routing, address exhaustion
becomes a real and pressing concern. The use of host names
for endvto-end transport as presently described may be
referred to as name~based routing. Using name-based
routing, the problem of address exhaustion is eliminated.

The firewall as described also allows for envoys to handle
connectionless (e.g, UDP—-User Datagram Protocol) traflic,
which has been problematic in the prior art. UDP is an
example of a connectionless protocol in which packets are
launched without any end—to-end handshaking. In the case of
many prior-art firewalls, UDP traffic goes right through the
firewall unimpeded. The present firewall handles connec-
tionless traflic using envoys. Rules checking is performed on
a first data packet to be sent from the first computer to the
second computer. If thelresult of this rules checking is to
allow the first packet to be sent, a time-out limit associated
with communications between the first computer and the
second computer via UDP is established, and the first packet
is sent from one of the virtual hosts to the second computer
on behalf of the first computer. Thereafter, for so long as the
time-out limit has not expired, subsequent packets between
the first computer and the second computer are checked and
sent. A long~lived session is therefore created for UDP
trafiic. After the time-out limit has expired, the virtual host
may be remapped to a difierent network address to handle a
different connection.

The construction of a typical firewall in accordance with
the present invention will now be described in greatcr detail.
Referring to FIG. 5, the firewall is a software package that
runs on a physical machine 500. One example of a suitable
machine is a supepminicornputer such as a Sparcserver
machine available from Sun Microsystems of Menlo Park,
Calif. The firewall may, however, run on any of a wide
variety of suitable platforms and operating systems. The
present invention is not dependent upon a particular choice
of platform and operating system.

Conventionally, the logical view of the firewall on the
Internet, an intranet, or some other computer network is the
same as the physical view of the underlying hardware. A
single network address has been associated with a single
network interface. As a result, no mechanism has existed for
distinguishing between communications received on a
single network interface and hence directing those commu-
nications to difiierent logical machines.

10

15

20

25

30

35

45

50

55

60

65

14

As described previously, this limitation may be overcome
by recognizing multiple addresses on a single network
interfacz, mappingbetween respective addresses and respec-
tive virtual hosts, and directing communications to dilferent
addremes to diflerent virtual hosts. Therefore, the present
firewall, although it runs on a limited number of physical
machines, such as a single computer 500, appears on the
network as a larger number of virtual hosts VH1 through
VH1). Each virtual host has a separate configuration sub-file
(sub—database) C1, C2, etc., that may be derived from a
master configuration file, or database, 510. The configura—
tion sub-files are text files that may be used to enable or
disable clilferent functions for each virtual host, specify
which connections and types of trafic will be allowed and
which will be denied, etc. Because the configuration files are
text files, they may be easily modified at any time followinginitial installation.

Preferably, each virtual host also has its own separate log
file L1, L2, etc. This feature allows for more precise and
more effective security monitoring,

The firewall is capable of servicing many simultaneous
connections. The number of allowable simultaneous con-

nections is configurable and may be limited to a predeter-
mined number, or may be limited not by number but only by
the load currently experienced by the physical machine. The
number of maximum allowable connections or the maxi-
mum allowable machine load may be specified in the
configuration file.

As described in greater detail in connection with FIG. 7,
each configuration file C1, C2, etc., may have an access rules
database 513, including an Allow portion 515, a Deny
portion 517, or both. Using the access rules database 513,
the firewall selectively allows and denies connections to
implement a network security policy.

The firewall is self—daemoning, meaning that it is not
subject to the limitations ordinarily imposed by the usual
Internet meta-daemon, INETD, or other operating- system
limitations. Referring to FIG. 6, when the firewall is brought
up, it first reads in the master configuration file and then
becomes a daemon and waits for connection requests. When
a connection request is received, the firewall spawns a
process, or execution thread, to create a virtual host VHn to
handle that connection request Each proces runs olf the
same base code. However, each process will typically use its
own sub~database from within the master configuration
database to determine the configuration of that particular
virtual host. Processes are created “on demand” as connec-
tion requesls are received and terminate as service of those
connection requests is completed.

An example of a portion of a master configuration file is
shown in FIG. 7. Within the master configuration file
database, different portions of the file form sub—databases for
different virtual hosts. Each sub—database may specify a root
directory for that particular virtual host. Also as part of the
configuration file of each virtual host, an access rules
database is provided governing access to and through the
virtual host, i.c., which connections will be allowed and
which connections will be denied. The syntax of the access
mlcs database is such as to allow greater flexibility in
specifying not only what machines are or are not to be
allowed access, but also when such access is allowed to
occur and which users are authorized. The access rules
database may have an Allow portion, a Deny portion or both.
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Processing with respect to the Allow database is performed
prior to processing with respect to the Deny database.

’ Therefore, if there is an entry for a the requested connection
in the Allow database and no entry for that connection in the
Deny database, then the connection will be allowed. If there
is no Allow database and no entry in the Deny database, then
the connection will also be allowed. if there is an entry for
the requested connection in the Deny database, then the
connection will be denied regardless. Machines may be
specified by name or by ll’ address, and may include
“wildeards,” address masks, etc., for example:
MisterI’ain.cot.u, ‘.srmc.oorn, 192.168.0.“, 192.168.0.0f24,and so on.

Time restrictions may be included in either the Allow
rules or the Deny rules. For example, access may be allowed
from 1 am to 12 pm; alternatively, access may be denied
from 12 pm to 1 am. Also, rules may be defmed by
identifiers, such as RULE1, RULE2, etc., and used else-
where within the configuration sub—file of the virtual host to
simplify and alleviate the need for replication.

All access rules must be satisfied in order to gain access
to a virtual host. Depending on the virtual host, however, and
as specified within the configuration sub—file, separate access
scrutiny may be applied based on DNS entries. The acoe§-
ing machine may be required to have a DNS (Domain Name
Services) entry. Having a DNS entry lends at least some
level of legitimacy to the uccming machine. Furthermore,
the accessing machine may in addition be required to have
a reverse DNS entry. Finally, it may be required that the
forward DNS entry and the reverse DNS entry match each
other, i.e., that an addres mapped to from a given host name
map back to the same host name.

If access is ganted and a connection is opened, when the
connection is later closed, a log entry is made recording
information about that access. Log entries may also be made
when a connection is opened, as data transport proceeds, etc.

Referring now to FIG. 8, the logical structure of the
present firewall is shown in greater detail. The main execu-
tion of the firewall is controlled by a daemon. ln FIG. 8, the
daemon includes elements 801, 803 and 805. Although the
daemon mode of operation is the default mode, the same
code can also be run interactively under the conventional
INETD daemon. Hence, when the firewall is first brought
up, command~line processing is performed in block 801 to
detennine the mode of operation (daemon or interactive),
which configuration tile to read, etc. For purposes of the
present discussion, the daemon mode of operation, which is
the default, will be assumed.

In the daemon mode of operation, a process first reads the
configuration file before becoming a daemon. By daemon»
izing after the configuration file (e.g., the master configu-
ration file) has been read, the configuration file in eliect
becomes “hard coded" into the program such that the
program no longer has to read it in. The daemon then waits
to receive a connection request.

When a connection request is received, the daemon
spawns a process to handle the connection request. This
process then uses a piece of code referred to herein as an
INET Wrapper 810 to check on the local side of the
connection and the remote side of the connection to

determine, in accordance with the appropriate Allow and
Deny databases, whether the connection is to be allowed.

First the address and name (if possible) are obtained of the
virtual host for which a connection is requested. Once the
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virtual host has been identified by name or at least by IP
address, the master configuration database is scanned to see
if a corresponding sub-database exists for that virtual host.
If so, the sub-database is set as the configuration database of
the virtual host so that the master configuration database
need no longer be referred to. if no corresponding sub-
database is found, then by default the master configuration
database is used as the configuration database. There may be
any number of virtual hosts, all independently configurable
and all running on the same physical machine. The deter-
mination of which virtual host the process is to become is
made in block 803, under the heading of “multi~homing.”

Once the process has determined which host it is, imme-
diately thereafter, the process changes to a user profile in
block 805 as defmed in the configuration, so as to become
an unprivileged user. This step of becoming an unprivileged
user is a security measure that avoids various known secu-
rity hazards. The INET Wrapper is then used to check on the
remote host, i.e., the host requesting the connection. First,
the configuration database is consulted to detemrine the
level of access scrutiny that will be applied. (The default
level of access scrutiny is that no DNS entry is required.)
Then, the address and name (if possible) are obtained of the
machine requesting the connection, and the appropriate level
of access scrutiny is applied as determined from the con-
figuration database. ’

If the remote host satisfies the required level of access
scrutiny insofar as DNS entries are concerned, the INET
Wrapper gets the Allow and Deny databases for the virtual
host. First the Allow database is checked, and if there is an
Allow database but the remote host is not found in it, the
connection is denied. Then the Deny database is checked. If
the remote host is found in the Deny database, then the
connection is denied regardless of the allow database. All
other rules must also be satisfied, regarding time of access,
etc. If all the rules are satisfied, then the connection isallowed.

Once the connection has been allowed, the virtual host
process invokes code 818 that performs protocol-based
connection processing and, optionally, code 823 that per-
forms channcl processing (encryption, decryption,
compression, decompression, etc.). When processing is
completed, the connection is closed, if it has not already
been closed implicitly.

it will be appreciated by those of ordinary skill in the art
that the invention can be embodied in other specific forms
without departing from the spirit or essential character
thereof. The presently disclosed embodiments are therefore
considered in all respects to be illustrative and not restric—
tive. The scope of the invention is indicated by the appended
claims rather than the foregoing description, and all changes
which come within the meaning and range of equivalents
thereof are intended to be embraced therein.

What is claimed is:

1. In a computer networking environment having a plu-
rality of firewall nodes on a path between a first terminal and
a host terminal, where the firewall nodes delineate one
network segment from another network segment, a method

og establishing a communication link comprising the steps0 :

providing a plurality of virtual hosts on each of the
plurality of firewall nodes;

forming forward and reverse DNS tables for each of said
plurality of firewall nodes wherein the DNS entries
correspond to addresses of the virtual hosts on a given
network segment and the virtual hosts correspond toactual hosts;
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in response to the first terminal’s DNS query to determine
the addres of the host, providing the addres of the
virtual host assigned to handle requests for the host
terminal;

transmiuing a connection request using the address of the
virtual host;

at the virtual host assigned to handle requests for the host,
and subsequently, at each successive virtual host
located on firewall nodes on the path:
receiving a connection request;
obtaining a host name using reverse DNS, the host

name oonesponding to the requested address;
obtaining an address for use on the next network

segment using DNS corresponding to the host name;
requesting a connection using the address for the next

network segment;

receiving a connection request at the host and responding
to the request; and,

5

10

15

18
transmitting the response in the reverse direction travers~

ing the same path from virtual host to virtual host until
the response reaches the firs! terminal.

2. The method of claim 1 wherein the virtual hosts of a

given firewall node resides on more than one physicalmachine.

3. The method of claim 2 wherein the DNS service is
dynamically updated depending upon the load associated
with the physical machines.

4. The method of claim 1 wherein the virtual hosts
perform channel processing.

5. The method of claim 1 wherein each virtual host has a
set of configuration parameters.

6. The method of claim 1 wherein one of the virtual hosts
on each firewall node is a configuration host allowing for the
configuration of the firewall node.

I 1 4‘ it t
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METHOD AND APPARATUS FOR AN
INTERNET PROTOCOL (IP) NETWORK

CLUSTERING SYSTEM

CROSS-REFERENCE TO RELATED
APPLIQATIONS

This application is related to application Ser. No. 09/197,
018 entitled “Method and Apparatus for TCP/IP load bal-
ancing in an IP Network Clustering System,” concurrently
filed Nov. 20, 1998, and still pending.

TECHNlCAL FIELD

This invention relates to the field of Computer Systems in
the general Network Communications sector. More
specifically, the invention is a method and apparatus for an
Internet Protocol (IP) Network clustering system.

BACKGROUND ART

As more and more businesses develop electronic com-
merce applications using the lntemet in order to market and
to manage the ordering and delivery of their products, these
businesses are searching for cost—eEective Internet links that
provide both security and high availability. Such mission-
critical applications need to run all day, every day with the
network components being highly reliable and easily scal-
able as the mesage traflic grows. National carriers and local
Internet Service Providers (lSPs) are now olfering Virtual
Private Networks (VPN)—enhanced Internet-based back-
bones tying together corporate workgroups on farvflung
Local Area Networks (LANS)-~as the solution to these
requirements.

Anumber of companies have recently announced current
or proposed VPN products and/'or systems which variously
support IPSec, IKE (ISAKIWP/Oakley) encryption-key
management, as well as draft protocols for Point-to-Point
Tunneling protocol (PPTP), and Layer 2 Tunneling protocol
(L2TP) in order to provide secure trallic to users. Some of
these products include lBM’s Nways Multiprotocol Routing
Services"”2.2, Bay Networks Optivity“‘ and Centillion'"‘
products, Ascend Commun.ication’s MultiVPN"'“ package,
Digital B1uipment’s ADI VPN product family, and Indus
River’s RiverWorks'"‘ VPN planned products. However,
none of these products are Icnown to ofler capabilities which
minimizes delay and session loss by a controlled fail—over
process.

These VPNs place enormous demands on the enterprise
network infrastructure. Single points of failure components
such as gateways, firewalls, tunnel servers and other choke
points that need to be made highly reliable and scaleable are
being addressed with redundant equipment such as “hot
standbys” and various types of clustering systems.

For example, CISCOT” Inc. now ofiets a new product
called LocalDirector'”‘ which functions as a front-end to a
group of servers, dynamically load balances TCP traflic
between servers to ensure timely access and response to
requests. The LocalDirector provides the appearance, to end
users, of a “virtual” server. For purposes of providing
continuous access if the I./:>calDirector fails, users are
required to purchase a redundant LocalDirector system
which is directly attached to the primary unit, the redundant
unit acting as a “bot” standby. The standby unit does no
processing work itself until the master unit fails. The
standby unit uses the failover IP addres and the secondary
Media Access Control (MAC) address (which are the same
as the primary unit), thus no Address Resolution Protocol
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(ARP) is required to switch to the standby unit. However,
because the standby unit does not keep state information on
each connection, all active connections are dropped and
must be re-established by the clients. Moreover, because the
“hot standby" does no concurrent processing it offers no
processing load relief nor scaling ability.

Similarly, Valence“ Research Inc. (recently purchased
by Microsoft® Corporation) offers a software product called
Convoy Cluster?" (Convoy). Convoy installs as a standard
Windows NT networking driver and runs on an existing
LAN. It operates in a transparent manner to both server
applications and TCP/IP clients. These clients can access the
cluster as if it is a single computer by using one IP addrem.
Convoy automatically balances the networking trafiic
between the clustered computers and can rebalance the load
whenever a cluster member comes on-line or goes ofilline.
However this system appears to use a compute inlensive and
memory wasteful method for determining which message
type is to be processed by which cluster member in that the
message source port address and destination port address
combination is used as an index key which must be stored
and compared against the similar combination of each
incoming message to determine which member is to process
the message. Moreover, this system does not do failover.

There is a need in the art for an IP network cluster system
which can easily scale to handle the exploding bandwidth
requirements of users. There is a further need to maximize
network availability, reliability and performance in terms of
throughput, delay and packet loss by making the cluster
overhead as eflicient as possible, because more and more
people are getting on the Internet and staying on it longer. A
still further need exists to provide a reliable failover system
for TCP based systems by efiiciently saving the state infor-
mation on all connections so as to minimize packet loss andthe need for reconnections.

Computer cluster systems including “single-systenzr
image” clusters are known in the art. See for example,
“Scalable Parallel Computing” by Kai I-Iwang & Zhiwei Xu,
McGraw-Hill, 1998, ISBN O-O'7—031798—4, Chapters 9 & 10,
Pages 453-564, which are hereby incorporated fully herein
by reference. Various Commercial Cluster System products
are described therein, including DEC’s TruCIusters““
system, IBM’s SP7” system, Microsoft's Wolfpackm sys-
tem and The Berkeley NOW Project. None of these systems
are known to provide eflicient IP Network cluster capability
along with combined scalability, load—balancing and con-trolled TCP fail—over.

SUMMARY OF THE INVENTION‘

The present invention overcomes the disadvantages of the
aboverdescribed systems by providing an economical, high-
performance, adaptable system and method for an IP Net»work cluster.

The present invention is an IP Network clustering system
which can provide a highly scalable system which optimizes
message throughput by adaptively load balancing its
components, and which minimizes delay and packet loss
especially in the TCP mode by a controlled fail—over proces.
No other known tunnel-server systems can provide this
combined scalability, load-balancing and controlled fail-over

The present invention includes a cluster apparatus com-
prising a plurality of cluster members, with all cluster
members having the same intemet machine name and IP
address, and each member having a general purpose
pl'00£‘-5801’. I IIICUJDTY “nil. in program in the memory unit, a
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display and an input/output unit; and the apparatus having a
filter mechanism in each cluster member which uses a highly
emcient hashing mechanism to generate an index number
for each message session where the index number is used to
determine whether a cluster member is to process a particu-
lar message or not. The index number is further used to
designate which cluster member is responsible for process-
ing the message and is further used to balance the processing
load over all present cluster members.

The present invention further includes a method for
operating a plurality of computers in an IP Network cluster
which provides a single-system«image to network users, the
method comprising steps to interconnect the cluster
members, and assigning all cluster members the same inter-
net machine name and IP address whereby all cluster mem-
bers can receive all messages arriving at the cluster and all
messages passed on by the members oi‘ the cluster appear to
come from a single unit, and to allow them to communicate
with each other; to adaptively designate which cluster mem~
bar will act as a master unit in the cluster, and the method
providing a filter mechanism in each cluster member which
uses a highly efficient hashing mechanism to generate an
index number for each message session where the index
number is used to determine whether a cluster member is to
process a particular message or not. The index number is
further used to designate which cluster member is respon~
sible for processing which message type and is further used
to balance the processing load over all present clustermembers.

Other embodiments of the present invention will become
readily apparent to those skilled in these arts from the
following detailed description, wherein is shown and
described only the embodiments of the invention by way of
illustration of the best mode known at this time for carrying
out the invention. The invention is capable of other and
different embodiments some of which may be described for
illustrative purposes, and several of the details are capable of
modification in various obvious respects, all without depart-
ing from the spirit and scope of the present invention.

BRIEF DESCRIPTION OF THE DRAWINGS

The features and advantages of the system and method of
the present invention will be apparent from the following
description in which:

FIG. 1 illustrates a typical Internet network configuration.
FIG. 2 illustrates a representative general purpose

computer/clusIer—member configuration.
FIG. 3 illustrates a representative memory map of data

contained on a related Flash Memory card.
FIG. 4 illustrates a typical IP Network cluster
FIG. 5 illustrates a general memory map of the preferred

embodiment of a cluster member acting as a tunnel~server.
FIG. 6 illustrates a flow—chart of the general operation of

the cluster indicating the cluster establishment process.
FIG. 7 illustrates an exemplary TCP state data structure.
FIGS. 8A~3I illustrate flow-charts depicting the events

which the master processes and the events which the non-
rnaster cluster members (clients) must process.

FIGS. 9 illustrates a flowchart depicting the normal
packet handling process after establishing the cluster.

BEST MODE FOR CARRYING OUT THE
INVENTION

Amethod and, apparatus for operating an Internet Protocol
(IP) Network cluster is disclosed. In the following descrip-
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tion for purposes of explanation, specific data and configu-
rations are set forth in order to provide a thorough under-
standing of the present invention. In the presently preferred
embodiment the IP Network cluster is described in terms of

a VPN tunnel—server cluster. However, it will be apparent to
one skilled in these arts that the present invention may be
practiced without the specific details, in various applications
such as a firewall cluster, a gateway or router cluster, etc. In
other instances, well-known systems and protocols are
shown and described in diagrammatical or block diagram
form in order not to obscure the present invention unnec-
essarily.

Operating Environment

The environment in which the present invention is used
encompasses the general distributed computing scene which
includes generally local area networks with hubs,'routers,
gateways, tunnel-servers, applications servers, etc. con-
nected to other clients and other networks via the Internet,
wherein programs and data are made available by various
members of the system for execution and access by other
members of the system. Some of the elements of a typical
internet network configuration are shown in FIG. 1, wherein
a number of client machines 105 possibly in a branch ofice
of an enterprise, are shown connected to a Gateway/hub/
tunnel-server/etc. 106 which is itself connected to the inter-
net 107 via some internal service provider (ISP) connection
108. Also shown are other possible clients 101, 103 similarly
connected to the internet 107 via an ISP connection 104,
with these units communicating to possibly a home oflice via
an ISP connection 109 to a gateway/tunnel-server 110 which
is connected 1]] to various enterprise application sewers
112, 113, 114 which could be connected through another
hub/router 115 to various local clients 116, 117, 118.

The present IP Network cluster is made up of a number of
general purpose computer units each of which includes
generally the elements shown in FIG. 2, wherein the general
purpose system 201 includes a motherboard 203 having
thereon an input/output (“[10”) section 205, one or more
central processing units (“CPU") 207, and a memory section
209 which may have a flash memory card 211 related to it.
The [/0 section 205 is connected to a keyboard 226, other
similar general purpose computer units 225, 215, a disk
storage unit 223 and a CD-ROM drive unit 217. The
CD—ROM drive unit 217 can read a CD»ROM medium 219
which typically contains programs 221 and other data. Logic
circuits or other components of these programmed comput-
ers will perform series of specifically identified operations
dictated by computer programs as described more fullybelow. .

Flash memory units typically contain additional data used
for various purposes in such computer systems. In the
preferred embodiment of the present invention, the flash
memory card is used to contain certmn unit “personality”
information which is shown in FIG. 3. Generally the flash
card used in the current embodiment contains the followingtype of information:

Cryptographically signed kernel-—(301)
Configuration files (such as cluster name, specific unit IP

address, cluster address, routing information configuration,
etc.)—(303)

Pointer to error message logs——(305)
Authentication certificate—(307).
Security policies (for example, encryption needed or not,

etc.)—(309)
The Invention

The present invention is an lntemet Protocol (IP) clus-
teriug system which can provide a highly scalable system
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which optimizes throughput by adaptively load balancing its
components, and which minimizes delay and session loss by
a controlled fail-over process. A typical IP cluster system of
the preferred embodiment is shown in FIG. 4 wherein the
internet 107 is shown connected to a typical lP cluster 401
which contains programmed general purpose computer units
403, 405, 407, 409 which act asprotocol stack processors for
message packets received. The IP cluster 401 is typically
connected to application servers or other similar type units
411 in the network. In this figure it is shown that there
purposes of further illustration the cluster will be depicted as
having three units, understanding that the cluster of the
present invention is not limited to only three units. Also for
purposes of illustration the preferred embodiment will be
described as a cluster whose applications may be VPN
tunnel protocols however it should be understood that this
cluster invention may be used as aclustcr whose application
is to act as a Firewall, or to act as a gateway, or to act as a
security device. etc.

In the preferred embodiment of the present invention,
each of the cluster members is a computer system having an
Intel motherboard, two Intel Pentium“ processors, a 64
megabyte memory and two Intel Ethernet controllers, and
two Hi.Fn cryptographic proeesors. The functions per-
fonned by each processor are generally shown by reference
to the general memory map of each processor as depicted in
FIG. 5. Each cluster member has an Operating System
kernel 501, TCP/IP stack routines 503 and various cluster
management routines (described in more detail below) 505,
program code for processing application #1 507, which in
the preferred embodiment is code for processing the lPSec
protocol, program code for processing application #2 509,
which in the preferred embodiment is code for processing
the PPTP protocol, program code for processing application
#3 511, which in the preferred embodiment is code for
processing the L2'I'P protocol, and program code for pro-
cessing application #4 513, which in the preferred embodi-
ment is code space for processing an additional protocol
such as perhaps a “Mobile IP” protocol. Detailed informa-
tion on these protocols can be found through the home page
of the IETF at “http://www.ietf.org". The following specific
protocol descriptions are hereby incorporated fully herein by
reference;

“Point-to-Point 'I‘unneli.ng Protocol-—-—PPTP", Glen Zorn,
G. Pall, K. Hamzeh, W. Verthein, J. Taarud, W, Little, Jul.
28, 1998;

“Layer Two Tunneling Protocol”, Allan Rubens, William
Palter, T. Kolar, G. Pall, M. Littlewood, A. Valencia, K.
Hamzeh, W. Verthein, J. Taarud. W. Mark Townsley, May
22, 1998;

Kent, S., Atkinson, 11., “IP Authentication Header,” draft-
ietf-ipsec-auth-header-07.txt.

Kent, 8., Atkinson, R., “Security Architecmre for the
Internet Protocol,” draft-ietf-ipsec-arch-sec-07.txt.

Kent, S., Atkinson, R., “IP Encapsulating Security Pay-
load (ESP),” draft-ietf-ipsec-esp-v2-06.txL

Pereira, R., Adams, R., “The ESP CBC-Mode Cipher
Algorithms,” draft—ietf-ipsec—ciph-cbc-04.txt.

Glenn, R., Kent, S., “The NULL Encryption Algorithm
and Its Use With lPsec,” draft-ietf-ipsec—ciph-null-0.1.txt.

Madson, C., Doraswamy, N., “The ESP DES~CBC Cipher
Algorithm With ‘Explicit IV,” draft-ictf—ipsec£iph-des-
expiv-CYZ.txt.

Madson, C., Glenn, R., “The Use of HMAC—MD5 within
ESP and Ali," draft-ietf-ipsec-auth-hmac-md5-96-03.txI.
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Madson, C., Glenn, R., “The Use of I-[MAC-SI-lA—1—96
Within ESP and AH," draft-ietf-ipsec—auth—hmac-sha 196-03.txt.

Harkim, D., Carrel, D., “The Internet Key Exchange
(IKE),” draft-ietf-ipsec—isakmp4)a.kley-08.txt.

Maughan, D., Schertler, M., Schmeider, M., and Turner,
1., “Internet Security Association and Key Management
Protocol (lSAKMP),” draft—ietf-ipsec-isakmp-10.{ps,txt}.

H. K. Orman, “The OAKLEY Key Determination
Protocol,” draft~ietf-ipsec-oakley-02.txt.

Piper, D. “The Internet IP Security Domain of Interpre-
tation for ISAKMP,” draft-ietf-ipsec-ipsec-doi-10.txt.

Tunneling protocols such as the Point-to-Point Tunneling
Protocol (PPTP) and Layer 2 Tunneling Protocol (l.2'l"P)
although currently only “draft” standards, are expected to be
confirmed as oflicial standards by the Internet Engineering
Task Force (IETF) in the very near future, and these proto-
cols together with the lntemet Security Protocol (lPSec),
provide the basis for the required security of these VPNS.

Referring again to FIG. 5, the preferred embodiment in a
cluster member also contains a work assignment table 515
which contains the message/session work-unit hash numbers
and the cluster member id assigned to that work-unit; a table
containing the application state table for this cluster member
517; a similar application state table for the other members
of the cluster 519; an area for containing incoming messages
521; and data handler routines for handling data messages
from other members of the cluster 523. Those skilled in the
art will recognize that various other routines and message
stores can be implemented in such a cluster member’s
memory to perform a variety of functions and applications.

The general operation of the preferred embodiment of the
IP cluster is now described in terms of (1) cluster establish-
ment (FIG. 6) including processes for members joining the
cluster and leaving the cluster; (2) master units events
processing (FIGS. 8A—8F) and client units events processing
(FIGS. 8G—-81); and (3) finally, normal message processing
activity (FIG. 9).

Referring now to FIG. 6 the cluster establishment activity
is depicted. At system start-up 601 cluster members try to
join the cluster by sending (broadcasting) a “join request”
message 603. This “join” message contains an authentica-
tion oertificate obtained from a valid certificate authority.
When the master unit receives this ‘join" message it checks
the certificate against a list of valid certificates which it holds
and ifit finds no match it simply tells him the join has failed.
Note that normally when a system administrator plans to add
a hardware unit to an existing cluster, he requests that his
security department or an existing searrity certificate author-
ity issue a certificate to the new unit and send a copy of the
certificate to the master unit in the cluster. This process
guarantees that someone could not illegally attach a unit to
a cluster to obtain secured messages. If the master unit does
match the certificate from the join message with a certificate
it holds in its memory it sends an “OK to join” message. If
a “OK to join” message is received 605 then this unit is
designated a cluster member (client or non-master) 607.
Note that each cluster member has a master-watchdog timer
(i.e. a routine to keep track of whether the member got a
keepalive message from the master during a certain interval,
say within the last 200 milliseconds) and if the timer expires
(i.e. no keepalive message from the master during the
interval) it will mean that the master unit is dead 607 and the
cluster member/client will try tojoin the cluster again (611).
Another event that will cause the cluster member/client 607
to try to join up again is if it geLs an “exit request” message
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(Le. telling it to “leave the cluster") 609 If the member
sending out the join request message (603) does not get a
“OK to join” message 613 the member sends out
(broadcasts) packets oflering to become the masterunit 615.
If the member gets a "other master exists” message 617 the
member tries to join again 603. l f after the member sends out
the packets offering to become the master, he gets no
response for 100 milliseconds 619 he sends broadcast
Address Resolution Protocol (ARP) responses to tell anyone
on the network what Ethernet address to use for the cluster
IP address 621 and now acts as the cluster master unit 623.
If in this process the cluster member got no indication that
another master exists (at 617) and now thinking it is the only
master 623 but yet gets a message to “exit the cluster” 641
the member must. return to try to join up again 642. This
could happen for example, if this new master's configuration
version was not correct. He would return, have an updated
configuration and attempt to rejoin. Similarly, if this member
who thinks he is the new master 623 gets a “master kee-
palive” message 625 (indicating that another cluster member
thinks he is the master unit) then he checks to see if
somehow the master keepalive message was from him 627
(normally the master doesn’t get his own keepalive mes~
sages but it could happen) and if so he just ignores the
message 639. If however the master kcepalive message was
not from himself 629 it means there is another cluster
member who thinks he is the master unit and somehow this
“tie” must be resolved. (This tie breaker process is described
in more detail below with respect to “Master event”
processing). If the tie is resolved in favor of the new cltmter
member who thinks he is the master 635 he sends an “Other

master exists” message to the other master and once again
sends broadcast Address Resolution Protocol (All?)
responses to tell anyone on the network what Ethernet
address to use for the cluster IP address 637 (because that
other master could have done the same). If this new cluster
member who thinks he is the master loses the tie—brcaker 633
then he must go and join up again to try to get the cluster
stabilized. This process produces a single cluster member
acting as the master unit and the other cluster members
understanding they are merely members.
Master Unit Events Processing

Afier a cluster has formed, there are various events that
occur which the master unit must address. How these are
handled in the preferred embodiment are now described with
reference to FIGS. 8A——8F. Referring to FIG. 8A the first
master unit event describes the “tie-breaker” process when
two clrnater members claim to be the “master" unit. Recalling
from above that the master normally does not receive his
own “keepalive” mesage so that if a master gets a “master
keepalive” message 801 it likely indicates that another
cluster member thinks he is the master. In the preferred
embodiment, the “master keepalive” message contains the
cluster member list, the adaptive keepalive interval (which
is described in more detail below) and the current set of
work assignments for each member which is used only for
diagnostic purposes. So when a master gets a master kee—
palive message 801 he first asks “is it from me?” 803 and if
so he just ignores this mesage 807 and exits 808, If the
master keepalive message is not from this master unit 804
then the “tie-breaker” process begins by asking “Do I have
more cluster members than this other master?” 809 If this
master does then he sends a “other master exists” message
825 telling the other master to relinquish the master role and
rejoin the cluster. The remaining master then once again
sends broadcast Address Resolution Protocol (ARP)
responses to tell anyone on the network what Ethernet
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8
address to use for the cluster IP address 827 and exits 808.
If the current master does not have more cluster members
than this other master 811 he asks “do I have less cluster
members than the other master?” 813 and if so 816 he must

give up the master role to the other one by exiting the cluster
821 and rejoining the cluster as a member/non-master 823)
exiting to 601 in FIG. 6. lfthe current master does not have
less members than the other master 815 (which indicates
they both have the same number) then the final tie-breaker
occurs by asking “is my IP address less than his ” 817 and
if so then again the current master wins the tie-breaker B18
and sends the “other master exists” message as before 825
If however he loses this final tie-breaker 819 then he exits
the cluster to rejoin as a non—master member 821.

Referring now to FIG. 8B another master event occurs
when the master gets a “client keepalive message” (that is
one from a nonomaster cluster member) 830. The master
asks “is this client in my cluster?" 831 and if not the master
sends the client an “exit cluster" message 833 telling the
client to exit from this cluster. If the client is from this
master’s cluster the master calculates and stores a packet
loss average value using the sequence number of the client
keepalive message and the calculated adaptive keepalive
interval. 835 The master then resets the watchdog timer for
this client 837. The watchdog timer routine is an operating
system routine that checks a timer value periodically to see
if the failover detection interval has elapsed since the value
was last reset and if so the watchdog timer is said to have
expired and the system then reacts as ifthe client in question
has left the cluster and reassigns that clients work-load to the
remaining cluster members.

1%; indicated above, the master periodically sends out a
master keepalive memage containing the cluster member
list, the adaptive keepalive interval (which is described in
more detail below) and the current set of work assignments
for each member which is used only for diagnostic purposes.
(See FIG. 8C).ln addition, the master periodically (in the
preferred embodiment every 2 seconds) checks the load-
balance ofthe cluster members. In FIG. SD when the timer
expires 855 the master calculates the load difierence
between most loaded (say “K”) and least loaded (say “J")
cluster member 857 and then asks “would moving 1 work
unit from most loaded (K) to least loaded (J) have any
effect?" that is, if K>J is K-1 ?.=J-1‘? 359. If so then the
master sends a “work dc~assign” request to the most loaded
member with the least loaded member as the target recipient
863 and then the master checks the load numbers again 865.
ll’ the result of moving 1 work unit would not leave the least
loaded less than or equal to the most loaded 860 then the
master makes no reassignments and exits 861.

Another master event occurs when a watchdog timer for
-1 Clififllfcluster member expires wherein the master deletes
that client from the cluster data list and the deleted unit's
work goes into a pool of unassigned work to get reassigned
normally as the next message arrives. (See FIG. 81?).

Referring now to FIG. BF another master event in the
preferred embodiment occurs when the master gets a client
join request message 875. The master initially tells the client
to wait by sending a NAK with an “operation in progress”
reason. 877 The master then notifies the applications that are
present that a client is trying to join the cluster as some
applications want to know about it. 879. For example if
IPSec is one of the applications then IPSec may want to
validate this client before agreeing to let it join the cluster.
If any application rejects the join request the master sends a
NAK with the reason 855 and exits. If all applications
approve the join request the master sends an ACK and the
join proceeds as normal. 887.
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Client Cluster Member Events

The non-master cluster members (clients) must also send
keepalive messages and monitor the watchdog timer for the
master. Referring now to FIG. 8G when a client gets a
master lceepalive mesage 890 it updates its adaptive kee-
palive interval 891, and checks the ltt of cluster members
to see if any members have been lost 893. If so this client
notifies its applications that a cluster member has departed
895 (for example, lPSec wants to know). The client also
checks to see ifany members have been added to the cluster
897 and if so notifies the applications 898 and finally resets
the watchdog timer for monitoring the master 899 and exits.
Each client also has a periodic timer which is adaptive to the
network packet loss value sent by the master which requires
the client to send a client lreepalive message (containing a
monotonically increasing numeric value) to the master peri-
odically (See FIG. SH). Also each client has a master
watchdog timer it must monitor and if it expires the client
must exit the cluster and send a new join message to re-enter
the cluster. (See FIG. 81).

Normal [P Packet Processing

In order for a cluster member to correctly process only its
share of the workload, one of three methods is used:

1. The MAC address of the master is bound to the cluster
IP address (using the AR? protocol). The master applies the
filtering function (described in more detail below) to classify
the work and forward each packet (if necessary) to the
appropriate cluster member.

2. A cluster—wide Unicast MAC address is bound to the
cluster [P address (using the ARP protocol). Each cluster
member programs its network interface to accept packets
from this MAC destination addres. Now each cluster mem-
ber can see all packets with the cluster [P addrem destina-
tion. Each member applies the filtering function and discards
packets that are not part of its workload.

3. method 2 is used but with a Multicast MAC address
instead of a Unicast MAC address. This method is’ required
when intelligent packet switching devices are part of the
network. These devices learn which network ports are
associated with each Unicast MAC address when they see
packets with a Unicast MAC destination address, and they
only send the packets to the port the switching device has
determined is associated with that MAC address (only 1 port
is associated with each Unicast MAC address). A Multicast
MAC address will cause the packet switching device to
deliver packets with the cluster IP destination address to all
cluster members.

In the preferred embodiment, there is a mechanism for
designating which cluster member is to process a message
and allow the other members to disregard the message
Without inadvertently sending a "reset" message to the
originating client. The preferred embodiment makes use of
a “filter” process in each cluster member which calculates a
hash function using certain fields of the incoming message
header. This hash calculation serves as a means of both
assigning a work unit number to a message and assigning a
work unit to a particular cluster member for processing. This
technique allows a cluster member to tell whether the
incoming message must be processed by it, therefore the
possibility of an inadvertent “reset” message is precluded. [t
is noted that other solutions to this problem of “how to get
the work to the right member of the cluster with minimum
overhead” could include a hardware filter device sitting
between the network and the cluster wherein the hardware

filter would do the member assignment and load balancing
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function. Note that since all cluster members have the same
MAC address, all cluster members get all messages and the
way they tell whether they must process the message further
is to calculate the work unit number using the hashing
method shown above and then to check the resulting work
unit. number against their work load table to see if it is
assigned to them. If not they dump the memage from their
memory. This is a fast and etficient scheme for dumping
messages that the units need not process further and yet it
provides an efficient basis for load—balaneing and eficient
fail—over handling when a cluster member fails.

The normal processing of IP packets is described with
reference to FIG. 9. Upon the receipt of a packet 901 a
determination is made as to whether the packet is addressed
to a cluster IP address 903 or not. If not 905 then it is
determined if the IP address is for this cluster member and

if so it is processed by the [P stack locally 909. If the packet
is to be forwarded (here the system is acting like a router)
908 a forward filter is applied in order to classify the work913.

This designates whether the packet is for normal work for
the cluster clients or is forwarding work. If at step 903 where
the addres was checked to see if it was a cluster IP address,
the answer was yes then a similar work set filter is applied
911 wherein the [P source and destination addresses are
hashed modulo 1024 to produce an index value which is
used for various purposes. This index value calculation (the
processing filter) is required in the cun-ent embodiment and
is described more fully as follows;

Basically the fields containing the IP addresses, IP
protocol, and TCP/UDP port numbers, and if the application
is LZTP, the session and tunnel ID fields are all added
together (logical XOR) and then shifted to produce a unique
“work unit” number between 0 and 1023.

For example, in the preferred embodiment the index could
be calculated as follows:

 
I.
" Sample Cluster Filtering function0
/

italic int Cluster__Fi[teri.ng_Ptrncl.iDn(voil'Packet, int Fonnrding)
struct ip ‘ip — (struct ip ")Pac.ket;
int i, length;/-
' Select filtering scheme based on whether or not we are

forwarding this packet‘I
if (Forwarding) (,-

' Filta Forwarded packets on source & destination[P address

i -1- ip—>ip__dst.a._,nddr;
i -==ip—>ip,,,src.s_addr;

} else (I.
' Not forwarding: Put in the [P source address'/

i -4 ip->ip__:rc.s__adclr,/.

:,Get the packet header length and dispatch on protocol
lcllgtll - ip—>i.p_hl << 2;
if (tp->ip,__p—[[’PROTO__UDl’) (,-

' UDP: Hash on UDP Source Port and Source [PAddress
'/

i ' - - ‘"(ism-'5‘ “GP”! )((Cha 1 th I: :-

) =17: ir rp—>ap_p-xrt>nar'o_)i’ci>)‘{"g »->" “SF” ’
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-continued 
' Hash on the TCP Source Part and Source lPAddress
‘I

i s=((struct tcphdr ‘)((char ')ip + lengtlt))—>th__sport;
} else (I.

' Any other protocol: Hash on the Destination and
Source IP Addresses

‘I
i. A==ip—>ip,dst.s_,nddr,

l
},.
' Collapse it into a work-set number.
I

retum(IP__CLUSl'ER,_.HASH(D);
l 

Referring again to FIG. 9, and having the work set index
value calculated each member making this Calculation uses
the index value as an indirect pointer to determine for this
work set if it is his assigned work set 915, 917. If the index
value does not indicate that this work set has been assigned
to this cluster member, if this cluster member is not the
cluster master, then the packet is simply dropped by this
cluster member 921, 923, 925. If on the other hand this
cluster member is the master unit 926 then the master must
check to see if this work set has been assigned to one of the
other cluster members for processing 927. If it has been
assignedlto another clustermember 929 the master checks to
see if that cluster member has acknowledged receiving the
assignment 931 and if so the master checks to see if he was
in the multicast mode or unicasl/forwarding mode 933, 935.
If he is in the unicast or multicast mode the master drops the
packet because the assigned cluster member would have
seen it 936. If however, the master was in the forwarding
mode the master will forward the packet to the assigned
member for processing 943. If the assigned cluster member
has not acknowledged receiving the assignment yet 940 then
save the packet until he does acknowledge the assignment
941 and then forward the packet to him to process 943. lf
when the master checked to see if this work set had been

asigned at 927 the answer is no 928 then the master will
assign this work set to the least loaded member 937 and then
resume its previous task 939 until the assigned member
aclmowledges receipt of the assignment as described above.
If work is for this member, the packet is passed on to Lhe
local TCP/IP Slack.
State Maintenance

RFC 1180 ATCP/IF Tutorial, T. Socolofsky and C. Kale,
January 1991 generally describes the TCP/lP protocol suite
and is incorporated fully herein by reference. In the present
invention, a key element is the ability to separate the TCP
state into an essential portion of the state and a calculable
portion of the state. For example, the state of a TCP message
changes constantly and accordingly it would not be practical
for a cluster member to transfer all of this TCP state I0 all
of the other members of the cluster each time the 51816

changed. This would require an excessive amount ofstorage
and promssing time and would essentially double the tralfic
to the members of the cluster. The ability of the member
units to maintain the state of these incoming messages is
critical to their ability to handle the failure of a member unit
without requiring a reset of the message session. FIG. 7
depicts the preferred embodiment’s definition of which
elements of the TCP state are considered efiienlial and
therefore must be transferred to each member of the cluster
70] when it changes, and which elements of the TCP state
are considered to be calculable from the essential state 703
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and therefore need not be transferred to all members of the
cluster when it changes. The TCP Failover State 700 in the
present embodiment actually comprises three portions, an
Initial State portion 702 which only needs to be sent once to
all cluster members; the Essential State Portion 701 which
must be sent to all cluster members for them to store when
any item listed in the Fssential portion changes; and the
Calculable State portion 703 which is not sent to all mem-
bers. The data to the right of the equals sign (“a”) for each
element indicates how to calculate that elements value
whenever it is needed to do so.
Failover Handling

As indicated above, the preferred embodiment of the IP
cluster apparatus and method also includes the ability to
monitor each cluster member's operation in order to manage
the cluster operation for optimal performance. This means
insuring that the cluster system recognize quickly when a
cluster member becomes inoperative for any reason as well
as have a reasonable process for refusing to declare a cluster
member inoperative because of packet losses which are
inherent in any TCP/IP network. This monitoring process is
done in the preferred embodiment by a method whereby
each non-member cluster member keeps a “master watchdog
timer” and the master keeps a “client watchdog timer” for all
cluster members. These watchdog timers are merely routines
whereby the cluster member’s OS periodically checks a
“watchdog time-value" to see if it is more than “t” Lime
earlier than the current time (that is, to see if the watchdog
time value has been reset within the last “I” time). If the
routine finds that the difl'erence between the current time and
the watchdog time value is greater than “t” time then it
declares the cluster member related to the watchdog timer to
be inoperative. These watchdog time values are reset when-
ever a cluster member sends a “keepalive" packet
(sometimes called a “heartbeat” message) to the other mem-bers.

Generally a “keepalive” message is a message sent by one
network device to inform another network device that the

virtual circuit between the two is still active. In the preferred
embodiment the master unit sends a “master keepalive"
packet that contains a list of the cluster members, an
“adaptive keepalive interval” and a current set of work
assignments for all members. The non—master cluster mem-
bers monitor a Master watchdog timer to make sure the
master is still alive and use the “adaptive lceepalive interval”
value supplied by the master to determine how frequently
they (the non—master cluster members) must send their
“client keepalive” packets so that the master can monitor
their presence in the cluster. The “client keepalive” packets
contain a monotonically increasing sequence number which
is used to measure packet loss in the system and to adjust the
probability of packet loss value which is used to adjust the
adaptive keepalive interval. Generally these calculations are
done as follows in the preferred embodiment, however it
W1” be understood by those skilled in these arts that various
programming and logical circuit processes may be used to
accomplish equivalent measures of packet loss and related
watchdog timer values.

Each client includes a sequence number in its “client
keepalive” packet. When the master gets this keepalive
packet for chent “x” he makes the following calculations:

5a"’[‘hiS sequence |‘.Iu|nbeI'}—[Ia£l sequence numher]-2l

11115 V31‘-1° 5a '5 ‘YPi°3UY~0 or 1 and represents the
U‘-“fiber of d"°PP3d Pafikels between the last two keepalive
messages, or the current packet loss for client “x”.

This value is then used in an exponential smoothing
formula to calculate current average pack“ 1055 up» asfollows;

VN ETOO
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P,,,_,,-P,,j([121/t2s}+s,,t(1n2s]

This P,__,,, then represents the probability of a lost packet,and

P" (P to the nth power) would represent the probability of
getting “n" successive packet losses. And 1/?‘ would be how
often we would lose “:1” packets in a row.

So “n" is defined as the number of lost packets per
interval, and P‘ then is the probability of losing “n” packets
in an interval. Obviously ifwe lose more than some number
of packets in a given interval the cluster member is either
malfunctioning, inoperative or the network is having prob
lems. In the preferred embodiment we assume “n” is a
number between 2 and 20 and calculate its value adaptivelyas follows

We call the interval “K” and set 1/K=n P". By policy we
set K--3600 (which is equivalent to a period of 1 week) and
then calculate the smallest integer value of“n” for which n
P". <1/aesun. In the preferred embodiment this is done by
beginning the calculation with n=2 and increasing n by 1
iteratively until the condition is met. The resulting value of
“n" is the adaptive keepalive interval which the master then
sends to all of the cluster members to use in determining
how often they are to send their “Client keepalive” mes
sages.

Having described the invention in terms of a preferred
embodiment, it will be recognized by those skilled in the art
that various types of general purpose computer hardware
may be substituted for the configuration described above to
achieve an equivalent result. Simflarly, it will be appreciated
that arithmetic logic circuits are configured to perform each
required means in the claims for processing internet security
protocols and tunneling protocols; for permitting the master
unit to adaptively distribute processing assignments for
incoming messages and for permitting cluster members to
recognize which messages are theirs to process; and for
recognizing messages from other members in the cluster. It
will be apparent to those skilled in the art that modifications
and variations of the preferred embodiment are possible,
which fall within the true spirit and scope of the invention
as measured by the following claims.

‘What is claimed is:

1. An lntemet Protocol (IP) Network cluster apparatus
comprising:

a. a plurality of cluster members with all cluster members
being addressable by a single dedicated Internet
machine name and IP address for the cluster, each
cluster member comprising a computer system having
a processor, a memory, a program in said memory, a
display screen and an input/output unit;

b. a filter mechanism in each cluster member, the filter
mechanism using a hashing mechanism to generate an
index number for each message session received by the
cluster member, the index number being used to indi-
cate to which workset a message belongs, worksets
being assigned to cluster members to balance process-
ing load, each cluster member checking whether lhc
workset has been assigned to it in order to determine
whether the cluster member must process the message
received or ignore it.

2. The apparatus of claim 1 further comprising an assign-
ment mechanism in each cluster member, for use by a cluster
member designated as a master unit, the assignment mecha-
nism uscd when a message of an unassigned message
session is received by the master unit, the assignmcnl
mechanism using the index number calculated by the filler
mechanism to assign sets of message sessions to cluster

5

ID

14

members for further processing in order to load balance
processing of incoming memages.

3. The apparatus of claim 1 further comprising a tirst
program code mechanism in each of the plurality of cluster
members configured to save state for each message session
including TCP state.

4. The apparams of claim 3 further comprising a second
program code mechanism in each of the plurality of cluster
members configured to transfer an essential portion of the
saved state for each message session to each of the other
cluster members, whenever required.

5. The apparatus of claim 4 further comprising a third
program code mechanism in each of the plurality of cluster

‘ members configured to permit a cluster member acting as a
15
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master unit to recognize an equipment failure in one of the
other members in the cluster, to reassign the work of the
failed cluster member to remaining members in the cluster
thereby rebalancirtg the processing load and maintaining themessage sessions.

6. The apparatus of claim 5 further comprising a fourth
program code mechanism in each of the plurality of cluster
members configured to permit units which are not acting as
the master unit to recognize an equipment failure in the
master unit, to immediately and cooperatively dmignate one
of the remaining cluster members as a new master unit, the
new master unit to reassign the work of the failed cluster
member to remaining cluster members thereby rebalancing
the processing load and maintaining the message sessions.

7. The apparatus of claim 1 wherein the memory of each
of the cluster members includes a flash memory card con-
taining a program code mechanism which describes the
personality of the cluster member including its clusteraddress.

8. A method for operating a plurality of computers in an
Internet Protocol (IP) Network cluster, the cluster providing
a single-system—i.mage to network users, the method com»
prising the steps of;

a. providing a plurality of cluster members, each chtster
member comprising a computer system having a
procegor, a memory, a program in said memory, a
display screen and an input/output unit;

b. interconnecting the cluster members ‘together, and
assigning all cluster members a same internet machine
name and a same IP address whereby a message
arriving at the cluster will be recognized by the appro-
priate member in the cluster and an output from any
cluster member will be recognized as coming from the
cluster, and whereby the cluster members can commu-
nicate with each other; and
providing a filter mechanism in each cluster member,
the filter mechanism using a hashing mechanism to
generate an index number for each message session
received by the cluster member, the index number
being used to indicate to which workset a message
belongs, Worksels being assigned to cluster members to
balance processing load, each cluster member checking
whether the workset has been assigned to it in order to
determine whether the cluster member must proces the
message received or ignore it.

9. The method of claim 8 further comprising an assign-
ment mechanism in each cluster member, for use by a cluster
member designated as a master unit, the assignment mecha-
nism used when a message of an unassigned message
session is reccived by the master unit, the assignment
mechanism using the index number calculated by the filter
mechanism to assign sets of message sessions to cluster
members for further processing in order to load balance
pi-owssing of incoming messages,
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10. The method of claim 8 comprising the additional step
of each cluster member saving state for each message
session connection including TCP state, and for segregating
this state into an essential state portion and a non-essential
state portion.

11. The method of claim 10 comprising the additional step
of each cluster member transferring to each other cluster
member the saved essential state portion for message ses-
sions for which that cluster member is responsible, such
transfer to be made whenever the essential portion of the
state changes, whereby all cluster members maintain essen-
tial state for all message sesion connections.

12. The method of claim 11 comprising the additional step
of each cluster member recognizing the equipment failure of
one of the cluster members, immediately reassigning a task
of being the master if it is the master unit that failed, the
master unit reasigning the work which was assigned to the
failed cluster member, rebalancing the load on the remaining 'tunnel-servers.

13. An Internet Protocol (IP) network cluster apparatus
comprising:

a. a plurality of interconncctedcluster members, each
cluster member comprising a computer system having
a processor, a memory, a program in said memory, a
display screen and an input/output unit;

b. means in each of the plurality of cluster members for
recognizing other members of the plurality of cluster
members which are connected together and cooperat-
ing with the other members to adaptively designate a
master unit; and

10

15

2D
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c. means for generating an index number for each mes-
sage session received by a cluster member, the index
number being used to indicate whether the cluster
member must pmcem the message received or ignoreit.

14. The apparatus of claim 13 further comprising means
in each of the plurality of cluster members for saving
essential state for each message session.

15. The apparatus in claim 14 further comprising means
in each of the plurality of cluster members for periodically
transferring the saved essential state for each message
session to each of the other members in the cluster.

16. The apparatus of claim 15 further comprising means
in each of the plurality of cluster members for permitting a
cluster member acting as a master unit to recognize an
equipment failure in one of the other cluster members, and
for reassigning work of the failed cluster member to remain-
ing members in the cluster thereby rebalancing the process-
ing load and maintaining message session connections, and
for pennitting cluster members which are not acting as a
master unit to recognize an equipment failure in the master
unit, to immediately and cooperatively designate one of the
remaining cluster members as a new master unit, the new
master unit to reassign work of the failed cluster member to
remaining members in the cluster thereby rebalancing the
processing load and maintaining message session connec-tions.
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MANAGED NETWORK DEVICE SECURITY
METHOD AND APPARATUS

Reference to Related Application

This application is related to the following application
having the same assignee and inventorship and containing
common disclosure, and is believed to have an identical
effective filing date: “System and Method for Detecting and
Preventing Security Intrusions in Campus LAN Networks”,
Ser. No. 08/780804.

BACKGROUND OF THE lNVEN'I'lON

This invention relates in general to computer network
security systems and in particular to systems and methods
for detecting and preventing intnision into a campus local
area network by an unauthorized user.

As local area networks (LANS) continue to proliferate,
and the number of personal computers (PCS) connected to
IANs continue to grow at a rapid pace, network security
becomes an ever increasing problem for network adminis—
trators. As the trend of deploying distributed LANs
continues, this provides multiple access points to an enter-
prise’s network. Each of these distributed access points, if
not controlled, is a potential security risk to the network.

To further illustrate the demand for improved network
security, an IDC report on network management, “LAN
Management: The Pivotal Role of Intelligent Hubs”, pub-
lished in 1993, highlighted the importance of network secu-
rity to LAN administrators. When asked the importance of
improving management of specific LAN devices, 75% of the
respondents stated network security is very important. When
further asked about the growing importance of network
security over the next three years, many respondents indi-
cated that it would increase in importance.

More recently, a request for proposal from the US.
Federal Reserve specified a requirement that a LAN hub
must detect an unauthorized station at the port level and
disable the port within a 10—second period. Although this
requirement will stop an intmder, there is an inherent
weakness in this solution in that it only isolates the security
intrusion to the port ofentry. The rest of the campus network
is unaware of an attempted break-in. The detection of the
unauthorized station and the disabling of the port is the first
reaction to a security intrusion, but many significant
enhancements can be made to provide a network-Wide
security mechanism. Where the above solution stops at the
huh/pen level, this invention provides significant enhance-
ments to solving the problem of network security by pre-
senting a system wide solution to detecting and preventing
security intrusions in a campus LAN environment.

In today’s environment, network administrators focus
their attention on router management, hub management,

server management, and switch management, with the goals
of ensuring network up time and managing growth (C3P3C“Y
planning). Security is often an afterthought and at b_eSl
administrators get security as a by-product of employing
other device functions. For example, network adfl1il1i51f3l0|'5
may set filters at router, switch, or bridge ports 1701' P°|'f°l"
mance improvements and implicitly realize some level Of
security as a side effect since the filters control the How of
frames to LAN segments.

The problem with using filters is that their primary FOCUS
is on performance improvements, by restricting the flow of
certain types of network traffic to specified LAN 5"«3m°“‘5-
The filters do not indicate how many times the filter has
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2
actually been used and do not indicate a list of the media
access control (MAC) addresses that have been filtered.
Therefore, filters do not provide an adequate detection
mechanism against break—in attempts.

Another security technique that is commonly employed i.n
hubs is intrusion control. There are token ring and Ethernet
managed hubs that allow a network administrator to define,
by MAC address, one or more authorized users per hub port.
If an unauthorized MAC address is detected at the hub pon,
then the port is automatically disabled. The problem with
this solution is that prevention stops at the hub and no further
action is taken once the security intrusion has been detected.
This solution does not provide a network—centric, system~
wide solution. It only provides a piecemeal solution for a
particular type of network hardware namely, the token ring
and Ethernet managed hubs. The result is a fragmented
solution, where security may exist for some work groups
that have managed hubs installed, but not for the entire
campus network. At best, the security detection/prevention
is localized to the hub level and no solution exists for a
network~wide solution.

Other attempts to control LAN access have been done
with software program producLs. For example, IBM Corpo»
ration’s Lan Network Management (LNM) products LNM
for 052 and LNM for AJX both provide functions called
access control to token ring LANS. There are several prob-
lems with these solutions. One problem with both of these
solutions is that it takes a long time to detect that an
unauthorized station has inserted into the ring. An intruder
could have ample time to compromise the integrity of a LAN
segment before LNM could take an appropriate action.
Another problem with the LNM products is that once an
unauthorized MAC address has been detected, LNM issues
a remove ring station MAC frame. Although this MAC
frame removes the station fiom the ring, it does not prevent
the station from reinserting into. the ring and potentially
causing more damage. Because these products do not pro-
vide foolproof solutions, and significant security exposure
still exists, they do not provide a viable mlution to the
problem of network security for campus LAN environments.

Thus, there is a need for a mechanism in the managed
devices of a computer network that enables a comprehensive
solution and that not only provides for detection of security
intrusions, but also provides the proactive actions needed to
stop the proliferation of security intmsions over the domain
of an entire campus network. ‘

SUMMARY OF THE INVENTION

It is, therefore, an object of the invention to provide an
apparatus and method in a managed device for detecting and
preventing security intrusions in a computer network.

It is another object of the invention to provide an appa-
ratus and method in a managed hub for detecting and
preventing security intrusions in a computer network.

Overall, this invention can be described in terms of the
following procedures or phases: discovery, detection,
prevention, hub enable, and security clear. During each of
these phases, a series of frames are transmitted between the
interconnect devices on a campus network. These frames are
addressed to a group address (multicast address). This well
known group address needs to be defined and reserved for
the LAN security functions that are described herein. This
group address will be referred to as LAN security feature
group address throughout the rest of this description.

The campus LAN security feature relies on managed hubs
discovering the interconnect devices in the campus LAN
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segment that support this LAN security feature. The term
“LAN interconnect device” is used throughout this descrip—
tion to refer to LAN switches (token ring and Ethernet
10/100 Mbps), LAN bridges and routers. The managed hub
maintains a list of authorized MAC addresses for each port
in the managed hub. If the managed hub detects an unau-
thorized station connecting to the LAN, the hub disables the
port and then transmits a security breach detected frame to
the LAN security feature group address. Each of the LAN
interconnect devices on the campus LAN segment copies the
LAN security feature group address and performs the fol-
lowing steps: 1) set up filters to filter the intruding MAC
address; 2) fonvard the LAN security feature group address
to othcr segments attached to the LAN interconnect device;
and 3) send an acknowledgement back to the managed hub
indicating that the intruding address has been filtered at the
LAN interconnect device. Once the managed hub receives
acknowledgements from all of the interconnect devices in
the campus LAN, the port where the security intntsion was
detected is re~enahled for use. Another pan of the invention
provides a network management station with the capability
to override any security filter that was set in the above
process.

The following is a brief description of each phase in the
preferred embodiment of the invention:
1. Discovery

In this phase, the managed hub determines the intercon-
nect devices in the campus network that are capable of
supporting the LAN security feature. The managed hub
periodically sends a discovery frame to the LAN security
feature group address. The managed hub then uses the
responses to build and maintain a table of interconnect
devices in the network that suppon the security feature.2. Detection

In the detection phase, the managed hub compares the
MAC addresses on each port against a list of authorized
MAC addresses. If an unauthorized MAC address is
detected, then the managed hub disables the port and notifies
the other interconnect devices in the campus network by
transmitting a security breach detected frame to the LAN
sermrity feature group address.
3. Prevention

The prevention phase is initiated when a LAN intercon-
nect device receives the security breach detected frame.
Once this frame is received, the LAN interconnect device
sets up a filter to prevent frames with the intruding MAC
address from flowing through this network device. TheLAN
interconnect device then fontvards the security breach
detected frame to the other LAN segments attached to the
interconnect device. The LAN interconnect device also
transmits a filter set frame back to the managed hub.
4. Hub Enable

The hub enable phase takes place when the managed hub
has rerxived all acknowledgements from the LAN intercon-
nect devices in the campus network. When the acknowl-
edgements have been received, the managed hub re-enables
the pen where the security intrusion occurred.
5. Security Clear Condition

In this phase, a network management station can remove
a filter from a LAN interconnect device that was previously
set in the prevention step.

BRIEF DESCRIFIION OF THE DRAWINGS

The invention will be described with respect to a preferred
embodiment thereof which is further illustrated and

described in the drawings.
FIG, 1 is a block diagram of a campus network in which

the present invention can be implemented.
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FIG. 2 is a component block diagram for an SNMP
managed device.

FIG. 3 is a component block diagram for a network
management station.

FIGS. 4A—-4C show general frame formats for Ethernet
and token ring frames.

FIGS. 5A-—5E show the information contained in the

Ethernet and token ring frame data fields to represent the
difl'erent frame types that are implemented in the preferredembodiment.

FIG. 6 illustrates the structure of the Interconnect Device
List (ICD).

FIG. 7 illustrates the structure of the Breach List.
FIG. 8 illustrates the structure of the Intrusion List.

FIG. 9 is a flow chart of the processing that occurs in the
managed hub to initiate the discovery phase of the invention.

FIG. 10 is a flow chart of the processing that occurs in the
interconnect device during the discovery phase of the inven-non.

FIG. 11 is a flow chart of the processing that occurs in the
managed hub during the discovery phase of the invention in
response to the receipt of a discovery response frame.

FIG. 12 is a flow chart of the processing that occurs in the
managed hub during the detection phase of the invention.

FIG. 13 is a flow chart of the processing that occurs in an
interconnect device during the prevention phase of thisinvention.

FIG. 14 is a flow chart of the processing that occurs in the
managed hub during the hub enable phase of the invention.

FIG. 15 is a flow chart ofthe processing that occurs in the
interconnect devices in response to the receipt of a securityclear condition frame.

FIG. 16 is an example of the implementation of the
invention in a campus LAN environment.

FIG. 17 is an example of the data flows corresponding to
the example implementation in a campus LAN environment.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENT

The preferred embodiment of this invention uses the
SNMP network management protocol, since SNMP is the
most prevalent network management protocol in the indus-
try and is the most widely deployed in campus networks. It
should be noted that the concepts in this invention related to
network management could also be applied to other network
management protocols such as CMIP or SNA.

FIG. 1 illustralm a typical campus network environment
in which the present invention can be implemented. As
shown in the figure, the campus network 10 contains inter-
connect devices, such as router 12, router 14, token ring
switch 16, bridge 18, managed hubs 20, 22, 24, network
management station 26, workstation 28 and file server 30.

The managed hubs and interconnect devices depicted in
FIG. 1 are considered SNMP managed devices. The typical
component block diagram for an SNMP managed device is
illustrated in FIG. 2. Atypical managed device is an embed.
ded system that includes a system bus 50, random access
memory (RAM) 52, NVRAM 54 to store configuration
information, FLASH El"-‘ROM 56 to store the operational
and boot—up code, a processor or CPU 58 to execute the code
instructions, and a media access control (MAC) chip as that
connects the device to the network 10, [«‘]G_ 2 3150 shows
operational code 60, TCP/IP protocol stack 62 and SNMP
agent C0616 54- In 131051 IUSIBDCCS. the operational code and
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the frame processing code execute in FIASH memory 56 or
in RAM 52. The code U'rat implements several phases in this
invention is included as a part of the operational code
(microcode or finnware) of the managed device. The MAC
chip 615 copies the frames corresponding to the dilferent
phases into RAM 52 and notifiesgthe processor 58, usually
via an interrupt, that a frame is ready for processing. The
operational code 60 handles the interrupt and processes theframe.

FIG. 3 illustrates the typical component block diagram for
a network management station such as that indicated by
reference numeral 26 in FIG. 1. The network management
station includes a processor 70, with a system bus 90 to

10

which RAM 72, direct access storage device (DASD) 74, '
other peripherals 76, dkplay monitor 78, keyboard 80,
mouse 82 and network interface card 84 are connected.

FIGS. 4A—4C show the general frame fonnats for Ether-
net and token ring frames. The LAN security feature group
address is placed in the destination address (DA) field of the
discovery request, security breach detected and security
clear condition (optionally) flames as discussed more fully
below. The data. field portion of each frame is used to pass
the additional information related to this security feature.

The following describes the information that is included
in the data fields of the Ethernet and token ring frame types
to represent the difierent flames that are specific to the
preferred embodiment of the invention.

The discovery request frame shown in FIG. 5A is sent to
the LAN security feature group address and the data field
includes a one byte field which indicates that the frame type
(frame typc identifier x '01‘) is a discovery request frame.
The time stamp field is the system time value when the
discovery request frame is transmitted. It is used to correlate
the discovery response frame with the dficovery requestframe.

The discovery response frame shown in FIG. 5B is sent to
the individual MAC address of the managed hub that
initiated the request. The data field in this flame includes a
one byte field which indicates that the frame type is a
discovery response frame (frame type identifier )1: ‘O2’), and
also contains the MAC address of the LAN interconnect

device sending the frame, a description of the LAN inter»
connect device (e.g., IBM 8272 Model 108 Token Ring
Switch), and a time stamp that is used to correlate the
discovery response flame with the discovery request flame.

The security breach detected frame shown in FIG. 5C is
sent to the LAN security feature group address and the data
field includes a one byte field which indicates that the frame
type is a security breach detected frame (frame type iden-
tifier x ‘03’) and contains the MAC address that was
detected as the security intnrder. Other fields of this frame
contain the module number and port number where the
security breach was detected and the system time when the
seatrity breach was detected. When the time stamp value is
used in combination with the intruding MAC address and
module and port numbers, it forms an intrusion identifier as
will be referred to subsequently. Following the time stamp
are device field length indicating the length of the field that

follows and address fields. The address field contains the list
of addresses that have processed and forwarded the security
breach detected frame. It starts with the originating MAC
address of the managed hub. Each successive inteI’C0Elfl€Ct
device that receives the frame, appends its MAC addl’‘’-55 10
the end of this field and updates the device field leflglb
before it forwards the frame. It provides an audit trail or path
that the security breach detected frame followed throughout
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the network. A network management station can monitor the
progress of the security breach detected frame through
information in the trap frames that it reczives.

The filter set frame shown in FIG. SD is sent to the
individual MAC address of the managed hub that initiated
the security intrusion condition. The data field includesa one
byte field which indicates that the flame type is a tilt er set
frame (frarne type identifier x ‘04’) and contains the MAC
address of the LAN interconnect device sending the frame.
Other fields in this frame are the MAC address of the
detected intnrsion, the module and port number of the
managed hub where the security intnrsion was detected, and
the time stamp representing the system time when the
security breach was detected.

The security clear condition frame shown in FIG. 5B can
be sent to the LAN security feature group address or to the
individual MAC address of a LAN interconnect device. The
data field includes a one byte field which indicates that the
frame type is a security clear condition frame (frame type
identifier x ‘05’) and contains the intmding MAC address toremove as a filter.

Trap frames are sent to the network management station
at various times depending upon the phase of the invention
that is being performed. All trap frames have the same basic
format with the information in each trap frame varying
according to the phase.

In the discovery phase, traps are sent as a result of the
managed huh deleting an interconnect device from the list of
devices that are in the security domain of interconnect
devices. The discovery trap frame contains the trap identifier
(x ‘01’), the MAC address of the interconnect device and
device description. This trap indicates that an interconnect
device was removed from a managed hub interconnect
device list because it did not respond to the managed hub
with a discovery response frame within the allotted time
period of the discovery window.

Traps sent in the detection phase indicate that the man-
aged hub detected an intrusion on one of the hub ports.
Information in this trap frame includes trap identifier (x
‘O2’), the MAC address of the intruding device, the module
and port number of the detected intrusion, and the time when
the security intrusion was detected.

Traps sent in the prevention phase indicate that the
interconnect device has completed the processing of a
received security breach detected frame. This trap flame
contains the trap identifier (x ‘03’), the MAC address of the
intruding device, the module and port number of the
detected intrusion, the time when the security breach was
detected and a variable length address field. This last field
contains a list of MAC addresses for all the devices that have
processed the security breach detected frame. This informa-

tion provides to the network management station the path
that the security breach detected frame followed through thenetwork.

Traps sent in the hub enable phase indicate that the
managed hub has recnabled a hub port as a result of
“icelvmg fillet’ set frames from all of the interconnect
d6VlCeS in the discovered security domain, ie, all the
discovered interconnect devices. This trap frame contains
the trap identifier (x ‘04’), the MAC address of the intruding
device, the module and port number of the detected
intrusion, and the time when the security breach wasdetected.

F0’ “*9” Ting Il=tW0|'l<S, the information in the trap
frames can be included in frames addressed to the functional
address of the LAN manager. The LAN management frame
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format and defined functional address are specified in the
IBM Token Ring Network Architecture (SC30—3374-O2)
publication.

For managed hubs, the authorized address list (AAL)
controls which MAC addresses are allowed to connect to
specified ports. Each entry in the AALconsisls of two fields:
port number and authorized address. The port number iden-
tifies a specific port on the hub; the authorized address field
specifies the address or addresses that are allowed to connect
to the port.

ThcAALcan be built by the network administrator as part
of the configuration of the managed hub. The network
administrator identifies the addresses that are allowed to
connect to specific ports on the hub. After the initial
configuration, the AAL can be updated in several ways. The
network management station can add or delete entries in the
AAL by sending SNMP management frames. Since most
managed hubs provide a Telnet interface into the device to
change configuration parameters, a Telnet session could be
used to add or delete entries in the AAL. Also, since most
managed hubs provide for the attachment of a local console
over an RS232 serial port connection which can be used to
change configuration parameters, a local console session can
be used to add or delete entries in the AAL.

Alternatively, the AAL can be built dynamically through
a learning process. Most managed hubs provide a mecha«
nism in the hardware to capture the addresses of the stations
that are attached to the ports of a hub. These learned
addresses can be provided to the network management
station as those stations authorized to access the hub. These

learned addresses are then used as the AAL for the managedhub.

The discovery phase is initiated by each managed hub in
the campus network. Its purpose is to determine the LAN
interconnect devices in the campus LAN that support the
LAN security feature. Each managed hub periodically trans-
mits a discovery frame (FIG. 5A) to the LAN security
feature group address. The managed hub then uses the
information in the response frame (FIG. 5B) to build and
maintain a list of all of the devices that support the LAN
security feature. This list is referred to as the Interconnect
Device List (lCD). The addresses in this list are used in the
hub enable phase to correlate the reception of the filter set
frame (FIG. 5D) with entries in the list. The managed hubs
typically store these ICD lists in management information
base (MIB) tables where they can be retrieved, upon request,
from a network management station.

The discovery phase can also be used to provide an
integrity check on the ICD list of devices supporting the
LAN security feature. By periodically transmitting the dis-
covery frame (FIG. 5A) to the LAN security feature group
address, checks can then be made to ensure that all of the
devices are still in the ICD security list. If any discrepancies
are detected, e.g., if a station is removed from the list or
added to the list, then an SNMP trap is sent to the I1etW0I'k
management station. This notification alerts the network
administrator that a potential security exposure exists In the
campus network._FlG. 6 illustrates the structure of the ICD
list along with the information stored in the list f0|’ “Ch
discovered interconnect device. Other lists that are buflt and
maintained in the detection and prevention phases are the
Breach List shown in FIG. 7 and the Intrusion List in
FIG. 8. Their use will be explained below in the descr'lP“°"
of the detection and prevention phases.

The detection phase operates at the managed hub level.
Each port on the managed hub can be configured to hold one
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8
or more MAC addresses of users that are authorized to
access the network. The managed hubs can be 10 or 100
Mbps Ethernet or token ring hubs. Current hub chipsets
provide the capability to detennine the last source MAC
address that is seen on a port. VVhen a station attempts to
connect to a network, either by inserting into the token ring
or by establishing a link state with an Ethernet hub, the last
source address seen on the port is compared to the autho-
rized list of MAC addresses that has been defined for this
port. If the address is authorized then normal network
operations occur. If the address is not authorized, then the
managed hub performs the following actions:

1. disables the port;
2. sends an SNMP trap frame to the network managementstation;
3. sends an alert frame to the functional address of the

LAN Manager (token ring); and
4. transmits a security breach detected frame (FIG. SC) to

the LAN security feature group address.
Additional variables in the SNMP trap provide informa-

tion about the point of intrusion: e.g. the module id (in the
case of stackable hubs), the port number, the network
number (in cases where hubs have multiple backplanes), and
a time stamp (sysUpT1me) of when the intnrsion was
detected. SysUpTrme is an SNMP MIB variable that repre-
sents the time (units of 0.015) since the network manage-
ment portion of the system was last re-initialized.

Some managed hubs support multiple backplancs or net-
works. In this case, the security breach detected frame is
transmitted on all of the active backplanes/networks withinthe hub.

The well known group address needs to be defined and
reserved for LAN security functions. The security breach
detected frame (FIG. 5C) containing the MAC address of the
station that intruded into the network is sent to the LAN
security feature group address.

The prevention phase spans the network. Each intercon-
nect device in the campus network is configured to copy
frames addressed to the LAN security feature group address.
Upon a security intrusion, the network interconnect devices

copy the security breach detected fr'ame (FIG. 5C) and
perform the following functions:

1. set filters based on the intruder’s MAC address.

2. transmit a security breach detected frame (FIG. SC) to
the LAN security feature group address.

3. send an SNMP trap frame to the network managementstation.

4. send an alert frame to the functional address ofthe LAN
manager (token ring).

5. transmit filter set frame (FIG. 5D) to the MAC address
of the hub that initiated the security breach process.

Setting filters by the network interconnect device prevents
inl.I'llSl0EI attempts with this MAC address originating else-
where in the campus network from flowing through this
i|Jl¢I'O0nn€-Cl dcvicc. This protects an enterprise's data on
this segment of the network from any attacks via theintruder‘s MAC address.

The interconnect device extracts the intrusion identifier
information from the security breach detected frame. If this
is the first time the interconnect device has received a
security breach detected frame with this intrusion identifier,
the interconnect device adds this information to the Intrusion
List, then checks to ensure the filter has been set for the
intruding MAC address and resets, if required. The inter-
connect device then transmits the security breach detected
{Tame 0“ all P0115 9333131 the port on which the securitybreach detected frame was racaiVed_
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Sending the trap frame indicates that the filter has been set
as a result of receiving the security breach detected frame.
Likewise, sending the alert frame indicates that the filter has
been set as a result of receiving the security breach detected
frame. r p

The hub enable phase operates at the network level. The
hub that initiates the security breach process receives the
filter set frames from the interconnect devices in the campus
network. The hub then waits to receive responses back from
all of the interconnect devices that were determined in the
discovery phase to be in the campus network. When all the
interconnect devices in the network have responded to the
hub with the tiller set frame, the hub then re-enables the port
for use and then sends a TRAP frame back to the network
management station indicating that all filters have been set
for the intruding MAC address. The network management
station can optionally forward this information to a network
management application such as IBM Corporation's
NetView/390 product via an alert.

The security clear condition phase of this invention pro-
vides the capability for a network administrator to manually
override, if necessary, one of the filters that has been set in
the prevention phase. The network management station
could globally clear, i.e., remove a filter from all LAN
interconnect devices by transmitting the security clear con~
dition frame (FIG. SE) to the LAN security feature group
address. The network management station could selectively
clear, i.e., remove a filter from a LAN interconnect device by
transmitting the security clear condition frame to the MAC
address of the specific LAN interconnect device.

FIGS. 9-15 are flow charts that illustrate the processing
that occurs in the managed hub and in the interconnect
devices during each phase of the invention. The code to
implement the discovery phase of this invention runs within
the managed hub and interconnect device as event driven
threads within the real time OS embedded system. The flows
in FIG. 9 depict the processing that occurs in the managed
hub to initiate each discovery phase. This task manages the
initialization and update of the Interconnect Device List and
timing of the next iteration of the discovery phase. The
following briefly describes each logic block in the figure.

Step 100: Entry to this task can be caused by a power on
and/or reset. This would be one of many tasks that would run
in response to this event.

Step 10]: There are two lists, a period, a window, and two
flags that are used by the managed hub in this invention. The
ICD (Interconnect Device) List contains information on the
devices found during the discovery phase. The Breach I-I5‘
contains information on intmsions recognized by the hub
and in the proces of being secured. The period is the time
between discovery phases. The window is the time between
when a discovery phase is initiated and when an Intercon-
nect Device must respond before being assumed inacces-
sible due to network or device outage. One flag is an
indication that initialization has completed. The other flag 15
an indication that the security feature is enabled. The 1155;
the period, the window and the enabled flag may be cleared
or loaded from persistent memory. The initialized flag 15 5°‘
to True. _

Step 102: Test for whether the security feature is enabled.
Step 103: Each managed hub maintains a MIB Vanflblc

that is called SysUpTime. This is used as a time stamp f°'
security feature frames.

Step 104: The discovery frame is built with the data field
containing the type of the frame—-Request. _

Step 105: The frame is sent to the LAN security fealllfe
group address.
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Step 106: The discovery phase is initiated periodically as
an integrity check on the security feature coverage within
the network. The period is adjustable to reflect variable path
lengths or round-trip—tirnes between a managed hub and
interconnect devices. The period can be set via SNMP. The
longer t he period, the less the integrity of the network
coverage. The shoner the period, the higher the traflic rate
required for the security feature.

Step 107: Set a pointer to the he ad of the list of ICD
(Interconnect Device) List items. The pointer may point to
an item or nothing if there are not items in the list. (The ICD
List is a list of the interconnect devices that responded in a
previous discovery phase). This part of the task is to update
the Interconnect Device List by updating items as appropri-
ate or deleting them as necessary.

Step 108: Does the pointer point to an item in the list or
does it point beyond the end of the list? .

Step 109: Each ICD List item has a time stamp from the
last discovery response frame received from the device.

Step 110: Is the time for the item in the ICD List later than
current time?

Step 111: If yes, the managed hub has reset or rolled over
its SysUpTune since the last response from the ICD. Set the
time in the ICD List item to current time.

Stop 112: Is the difl'erence between the current time and
the last response time from the item greater than the dis-
covery window‘?

Step 113: Assume the device is inaccessible due to
network or device outage and purge the item from the ICD
List. Also, decrement the outstanding filter set count on all
the Breach List items.

Step 114: If there is a network management station (NMS)
that is receiving traps from the managed hub and the traps
are enabled, send a trap indicating that the interconnect
device is no longer accessible. If there is an LNM for OSIZ
station available and traps are enabled, send a trap to the
LNM for 08/2 station.

Step 115: Move the ICD List pointer to the next item or
to the end of the list if no more entries exist. This is for
stepping through the entire list of ICD items.

Step 116: End the task and return to the embedded systemOS.

Step 117: Enter this task due to a timer driven interrupt
(set in step 106).

The flows i.n FIG. 10 depict the processing that occurs in
the interconnect devices during each iteration ofthe disoov~
ery phase. This task responds to the receipt of a discovery
request frame by sending a discovery response frame. The
following briefly describes each logic block in the figure.

Step l43:'l1:te task is initiated by the receipt of a discoveryrequest frame.

' Step 144: Acheck is made for whether the security feature
is enabled. This determines if any additional processing isrequired.

Step 145: The source MAC address and time stamp are
extracted for building the response.

Step 146: The discovery response frame is built using the
information from the discovery request frame that was justreceived.

h Etcp 147: The frame is sent to the orignating managedu .

Step 148: The task ends, returning control to the embed-ded OS. '

The flows in FIG. 11 depict the processing that occurs in
the managed hub in resporse to the receipt of a discovery
response frame. This task maintains the state of this iteration
of the discovery phase. The following briefly describes eachlogic block In the figure.
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Step 130: The task is initiated in the managed hub by the
receipt of a discovery response frame.

Step 131: The interconnect device information is
extracted Erom the frame.

Step 132: The Interconnect Device List is searched for an
item with a MAC address matching the source address of the
discovery response frame.

Step 133: Has a match been found?
Step 134: If a match is found, update the last response

time in the [CD List item with the time stamp that was
extracted from the discovery response frame.

Step 135; If there is no match, assume that the device is
not in the list because of either network/device outages or
the device has just started utilizing the security feature. It is
necessary to detemtine if the discovery window is still large
enough. The round—trip~time is calculated, and multiplied by
2 to derive a potential discoverylwindow. If this is larger
than the current discovery window, the discovery window
needs to be changed.

Step 136: Change the discovery window.
Step 137: Create a new Interconnect Device List item

using the source address from the discovery response frame,
the device description from the frame, and the time stampfrom the frame. Add it to the list,

Step 138: Optionally send a trap to the network manage-
ment station(s) and if this is a token ring, to the LAN
manager functional address.

Step 139: The task ends, returning control to the embed-ded OS.

The code to implement the detection phase of this inven-
tion runs as a separate task independent from the other tasks
in the managed hub. The flows in FIG. 12 depict the
processing that occurs during the dispatch of the detection
phase task. This task simply checks all the ports in the hub
to ensure that the station attached to the port has been
authorized to establish a connection on this port. The AAL
(Authorized Address List) defines which MAC addresses are
allowed to connect to specific ports on the hub. The follow-
ing briefly describes each logic block in the figure.

Step 200: This is the entry point for the detection phase
task. Processing starts at port number 1 in the hub and
continues until all of the ports in the hub have been pro-cessed.

Step 210: This step checks if a station is attached to the
port in the hub. If a station is attached, then an address exists
for the port. If an address is detected for the port (i.e., a
station is attached to the port), then processing continues
with step 220. if there is no address detected for this port
(i.e., no station is attached), then processing continues with
step 230.

Step 220: Acheck is made here to ensure that the address
that has been detected on this port is in the list of authorized
addresses. If the address detected on the port is authorized,
then continue processing at step 230. If the address detected
on the port is not in the authorized list, then processing
continues at step 250.

Step 230: A check is made here to see if all of the ports
in the hub have been processed. If all of the ports have been
processed, then processing resumes at step 200 with the
processing of port number 1. if this was not the last port and
there are more ports to process, then processing continues at
step 240. V

Step 240: In this step, the next port in the hub is set up to
be processed. Processing then continues at step 210. .

Step 250: In this step a check is made to see if the port 15
already disabled. If the port is already disabled, then th.¢‘«
port/network is already secure from intruders on this port. if
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the port is already disabled, then processing continues at step
230. If the port is enabled, processing then continues at step260.

Stop 260: In this step, the port is disabled. Processing then
continues at’ step 265.

Step 265: In this step, an entry is added to the Breach List
containing the following: MAC address that was detected as
the intntdcr, the module and port number where the intrusion
was detected, the time (sysUpTi.me) when the security
breach was detected, and the outstanding filter set count
which is set to the number of entries in the ICD list.
Processing then continues at step 270. ’

Step 270: In this step, the security breach detected frame
is transmitted on all network segments of the hub. The info
field of the security breach detected frame includes the
following: MAC Address of the intruder, module number,
port number, time stamp (sysUpTime), the device field
length initialized to 6 (bytes), the 6 byte MAC address ofthe
managed hub. Processing then continues at step 280.

Step 280: In this step, a trap frame is optionally sent to the
network management station. The trap frame includes the
following information:

(a) trap identifier x ‘02’;
This indicates that the managed hub detected in intrusion

on one of the hub ports.
(b) MAC addrms of the intruding device;
(c) module number of the detected intrusion;
(cl) port. number of the detected intrusion;
(e) time when the security breach was detected;
Processing then continues at step 290.
Step 290: In this step, a check is made to see if this

invention has been implemented in a token ring network.
The token ring architecture defines a special functional
address that is used by LAN management stations. Func-
tional addresses are only used in token ring environments. If
the invention is implemented in a token ring network,
processing then continues at step 295. If the invention is
implemented in a non-—tDkcn ring network, processing then
continues at step 230.

Step 295: in this step, a frame is sent to the functional
address of the LAN manager with the information from step
280. Processing then continues at step 230.

FIG. 13 depicts the flows for the prevention phase of the
invention. The prevention phase is implemented in the
interconnect devices of the network. The following briefly
describe each logic block in the figure.

Step 300: The processing is initiated when the intercon-
nect device receives a frame from the network. The inter~
connect device copies the frame and saves the port number
that the frame was received on. Processing then continues at
step 302.

Step 302: In this step, the frame that wa s copied in step
300 is interrogated and ‘a check is made to determine if the
destination address of the frame is equal to the LAN security
feature group address. if the received frame is addressed to
the LAN security feature group address, then processing
continues at step 306. Otherwise, the frame is of some other
type and the processing continues with step 304.

Step 304: This step is encountered for all frame types
other than the LAN security feature. The normal frame
processing code of the interconnect device runs here.

Step 306: in this step. the intrusion identifier information
is copied fit)!!! the frame. The intrusion identifier consists ofthe following information:

(a) MAC address of the intruder;
(b) module number;
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(c) port number;
(d) time stamp;
Proceming then continues at step 308.
Step 308: In this step, a check is made to determine if the

intrusion identifier is already in the Intrusion List of this
interconnect device. If yes, processing then continues at step
316. If no, processing then continues at step 312.

Step 312: In this step, the intrusion identifier infonnation
is added to the Intrusion List. Processing then continues at
step 316.

Step 316: In this step, the current port of the interconnect
device is set to port number 1. Processing then continues at
step 313.

Step 318: In this step, a check is made to determine if the
intruding MAC address is already filtered on the current
port. If yes, processing then continues at step 322. If no,
processing then continues at step 320.

Step 320: In this step, a filter is set for the intruding MAC
address on the current port. Processing then continues at step322.

Step 322: In this step a check is made to determine if the
filter processing has been applied to all of the ports in the
interconnect device. If all of the ports have been processed,
processing then continues at step 326. If there are more ports
to process, processing then continues at step 324.

Step 324: In this step, the current port is set to the next
port in the interconnect device. Processing then continues at
step 318.

Step 326: In this step, the security breach detected frame
is propagated throughout the network. The interconnect
device transmits the security breach detected frame on all
ports other than the port the original frame was received on.
(Reference step 300 where it is determined which port the
frame was received on). Before transmitting the security
breach detected frame, the ICD appends its MAC address to
the addresses field of the frame and increments the device
field length field of the frame by 6. This provides the audit
trail or the path information for the security breach detected
frame. Processing then continua at step 332.

Step 332: In this step, the interconnect device transmits
the filter set frame to the originator of the security breach
detected frame. The originator is determined by extracting
the source address from the frame that was copied in step
306. Processing then continues at step 334.

Step 334: In this step, a trap frame is sent to the network
management station. The trap frame includes the following
information:

(a) trap identifier x ‘03’;
This indicates that the interconnect device has completed

the processing of a received security breach detected frame.
(b) MAC address of the intruding device;
(c) module number of the detected intrusion;
(:1) port number of the detected intrusion;
(e) time when the security breach was detected;
(1) addresses field;
This is a variable length field that contains a list of all of

the devices that have processed the security breach detected
frame. This infonnation provides to the network manage‘
ment Station the path that the security breach detected frame
followed throughout the network.

Processing then continues at step 336. ‘
Step 336: In this step, a check is made to see if this

invention has been implemented in a token ring '1°“’V°'k~
The token ring architecture defines a special functional
address that is used for LAN management stations. Func-
tional addresses are only used in token ring environments. If

20

15

20

14

the invention is implemented in a token ring network,
processing then continues at step 338. If the invention is
implemented in a non-token ring network, processing then
continues at step 340.

Step 338: In this step, a frame containing the same
information in the trap frame in step 334 is sent to the
functional address of the LAN manager. Processing then
continues at step 340.

Step 340: In this step, processing resumes again at step300.

The code to implement the hub enable phase of this
invention runs within the managed hub as event driven
threadswithin the real time 08 embedded system. The flows
in FIG. 14 depict the processing that occurs in the managed
hub in response to receipt of each filter set frame. The task
maintains the necessary lists of interconnect devices and
breaches to complete the hub enable phase for each breach.
The following briefly describes each logic block in the
figure.

Step 400: The task is initiated in the managed hub by the
receipt of a filter set frame.

Step 401: Get the source address of the frame for findingthe associated ICD List item.
Step 402: ‘The Interconnect Device List is scanned for an

item with the same MAC address as the source address ofthe frame.

Step 403: Was a match found? If not, assume that the
interconnect device is no longer accessible.

Step 404: If a match is found, decrement the outstanding
breach response count in ICD List item by 1. This provides
an up—to-date count of outstanding responses for each ICD.
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Step 405: Extract intrusion identifier infonnation from theframe.

Step 406: Scan the Breach List for an item with a
matching intrusion identifier.

Step 407: Match found?

Step 408: If a match is found, decrement the outstanding
filter set count by 1 in the matching Breach List item.

Step 409: Have all interconnect devices responded? Areall filters set’!

Step 410: Since the intruder is now being filtered and has
been removed from the network, remove the Breach Listitem.

Step 411: If there is a listening network management
station(s), send a trap. If this is a token ring, send an alert to
the LAN manager functional address.

Step 412: Optionally reenable the port. This is a policy
decision. It may also reflect the likelihood of the intruder
still attempting to intrude via this same port.

:tep 413: End the task and return control to the embeddedO .

The code to implement the security clear condition phase
of this invention runs within the interconnect devices as
event driven threads within the real time OS embedded
system: The flows in FIG. 15 define the processing that
occurs in the interconnect devices in response to receipt of
each Security clear condition frame. The task updates the
Intruder List of breaches and completes the security clear
condition phase for each breach. The following briefly
descnlnes cad: logic block in the figure.

Step 500: The task is initiated in the interconnect device
by the receipt of a security clear condition frame from anetwork management station.

Step 501: Extract the intruder MAC address from the
security clear condition frame.

Step 502: Search the Intrusion List for a tnatching MACaddress.
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Step 503: Is there a match‘?
Step 504: If there is a match, remove the item from the

Intrusion List.

Step 505: Remove filter for the intruding MAC address.
Step 506: End the task and return control to the embedded

OS.

Two examples are given below to illustrate the actions
that are performed by the managed hub and interconnect
devices in an implementation of this invention in an opera-
tional campus environment. Referring again to FIG. I, there
is depicted a workstation 28, attached to an Ethernet hub 24,
that is attempting to gain unauthorized access to a file server
30 that is located on a token ring segrnenL The security
intrusion is detected by the managed Ethernet hub 24, since
the MAC address of the workstation 28 is not authorized for
this port in the hub. The managed hub 24 then disables the
port and transmits the security breach detected frame to the
LAN interconnect device I4 on this segment, which, in turn,
forwards the security breach detected frame to LAN inter-
connect devices 12, 16 that are attached to subnet 3 and
subnet 4, respectively. LAN interconnect device 12, in turn,
forwards the security breach detected frame to LAN inter-
connect device 18. ’l11e LAN interconnect devices 12, 14,
16, 18 set filters on all ports in the device to prevent frames
with the intruding MAC address from flowing through theinterconnect device.

More specifically, the managed hub 24 disables the port
and transmits the security breach detected frame to router
14. The managed hub 24 also sends a trap frame to the
management station 26. Router 14 applies the intruder’s
MAC address as a filter on all of its ports and forwards the
security breach detected frame on all of its ports, except the
pon the security breach detected frame was received on.
Router 14 then sends a trap to the network management
station 26 and sends a filter set frame back to the managed
hub 24. Router 12 and the token ring switch 16 also receive
the security breach detected frame and perform the same
processing operations as defined above for router 14. The
bridge 18 receives the security breach detected frame and
performs the same processing operations as done by router
14. The managed hub 24 now correlates all of the received
filter set frames with the interconnect devices 12, 14, 16, 18
that were discovered via the discovery requestlresponsc
frames and recnables the port. The managed hub 24 then
sends a trap to the management station 26 to indicate that the
intruder’s port has been reenabled. I

As a practical example of the implementation Of this
invention in a campus LAN environment, FIG. ‘I6 depicts a
university setting in which there is a managed hub on each
floor of the buildings in a campus network. 'I11e network
infrastructure consists of a pair ofEthernet switches attached
to a campus backbone. Each Ethernet switch is also attached
to a plurality of Ethernet managed hubs (one on each floor
in each building). The figure shows a student dormitory thatis attached to the same network that runs the university

administration applications. There are obvious security_con-
cerns about students accessing the proprietary administra-
tive infonnation (i.e., grades, transcripts, payrnll. 3660'-"H5
receivable/payable, etc.).

An intruder trying to access the network via one of the
managed hub ports in the domritory is stopped at the port of
entry to the network and further access to the campus
network is prevented by having the intmder’s MAC addrfiss
filtered on all LAN interconnect devices. The symbols
containing a “B” in FIG. 16 indicate the points in the campus
network where frames with the intruding MAC addl'CS5 are
blocked from access to LAN segments by the setting of
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filters. The data flows corresponding to the example are
shown in FIG. 17 and are self-explanatory.

For simplicity, this invention has used the term managed
hub to refer to traditional token ring and Ethernet port
concentration devices (eg., IBM 8738, IBM 8224, IBM
8225, IBM 8250, IBM 8260). In reality, the functions of the
managed hub can be extended to LAN switches (both token
ring and Ethernet) where dedicated stations could be
attached directly to the switch port. LAN switches would
have to add the functionality of authorizing a set of MAC
addresses that could attach to a switch port and detecting any
unauthorized acc5ses to the switch port.

To describe the key aspects of this LAN security
invention, it was easiest to illustrate with an implementation
using managed hubs. In reality, many large enterprises use
a combination of both managed hubs and unmanaged hubs
throughout their networks. This invention is readily extend»
ible and the security detection mechanism can easily be
integrated into the function of a LAN bridge. The bridge
would keep the list of authorized addresses for a given LAN
segment where access to the LAN is via low cost unmanaged
concentrators. The bridge would then detect any new
addresses on the LAN segment and compare the addresses
against the authorized list. If an unauthorized address was
detected, the bridge would then set up filters for the intrud—
ing MAC addres, and transmit the security breach detected
frame to the other interconnect devices attached to the
campus network. In this case, the intruder would be isolated
to the LAN segment where the intrusion was first detected.
This example shows that the composite function of the
managed hub could be integrated into a LAN bridge and the
bridge could control the security access for a large segment
consisting of unmanaged concentrators.

Another special use of this invention involves the tasks of
a network administrator. A key day-to—day task for most
network administrators falls into the category of moves,
adds, and changes to network configuration. In this
invention, the network management station has complete
awareness of all of the authorized users throughout the
campus network. In the event that a security breach is
detected, in the special case where an authorized user is
trying to gain access through an unauthorized pon, the
network management station could detect this situation and
automatically take the appropriate actions (i.e., remove
filters from the interconnect devices since this is an autho-
rized user). This type of action would amist administrators
that work in dynamic environments where there are frequent
moves, adds and changes.

The preferred embodiment of the invention has relied
upon the detection of unauthorized MAC addresses by the
managed hub. It can easfly be modified to apply to the
network layer (layer 3) or higher layers, in the Open System
Interconnection (OSI) protocol stack and work with such
well known network protocols as TCPIIP, IPX, HTTP,
A-PPl°Ta-lk. DECDCI and NETBIOS among others.

Ctgrrcntly. many LAN switches have custom application
5P°‘31fi° imegfll-ed Circuits (ASICS) that are designed to
detect or recognize frame patterns in hardware. These LAN
swltchw use this frame type recognition capability primarily
f0f_fI’Il11I= fonaiatdiug based on the IP address and for placing
Swllcll P0"5 In -:1 Virtual IAN (VLAN). In order to provide
55‘-'“"l}’ P"0leCtI0n at the network layer, it will be clear to
one skilled in the art that the authorized address list (AAL)
dfisclibed herein can be extended to include IP addresses.
T_l’IF S0-modified AAL, coupled with the LAN switch capa-
blllll’ ‘P dale“ IP addresses in a frame will enable imple-
mefllallofl Of the detection and prevention phases to support
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IP addresses. In the detection phase, the ASIC-based LAN
switch can be used to obtain the IP address that is connected
to a port. The detected IP address would then be compared
to the authorized IP addresses in theAAL. If an unauthorized
IP address is detected, the invention works as previously
described with the disabling of the port and the transmission
of the security breach detected frame. In the prevention
phase, the interconnect devices are notified of intruding 1}’
addresses and then apply filters for the intmding IP address.

The present invention can also be modified to operate at
the application layer (layer 7) of the OSI protocol stack.
Currently, several commercially available LAN switches,
such as the model 8273 and model 8274 LAN switches
available from IBM Corporation, provide a capability for a
user—defined policy for creating a VLAN. This user—defined
policy enables one to specify an offset into a frame and a
value (pattern) to be used to identify the frame. Once the
user—defined policy has been defined, the switch ASIC

’ detects all frames matching the specified pattern and places
them into a specific VLAN. Since the custom ASIC recog-
nizes the user-defined pattern, it can be programmed to
recognize portions of a frame that identify a specific appIi~
cation. This application pattern can then be used as the
detection criteria in the invention and thus provide applica-
tion layer security.

The present invention can be modified further to provide
additional security by encryption of the data fields in the
frames that are used to implement the inventive concepts
described above. One of the most widely known and rec-
ognized encryption algorithms is the Data Encryption Stan~
dard (DES). The implementation of DES or other encryption
algorithm to encrypt the data fields of frames described in
this invention can ensure the privacy and integrity of the
communication between managed hubs, interconnect
devices and network management stations. Security proto-
cols such as Secure Sockets Layer (SSL) utilizing public key
encryption techniques are becoming standardized and can be
used to further enhance the invention described herein.

While the invention has been particularly shown and
described with reference to the particular embodiments
thereof, it will be understood by those skilled in the art that
various changes in form and detail may be made therein
without departing from the spirit and scope of the invention.

Having thus described our invention, what we claim and
desire to secure as Letters Patent is as follows:

1. A method for providing security against intrusion in a
managed device of a computer network having at least one
interconnect device, said method comprising the steps of:

discovering each of said interconnect devices that is
enabled to provide network security;

detecting an unauthorized address on a first port of said
managed device and disabling said first port;

notifying each of said security-enabled interconnect
devices that the unauthorized address has been detected
on said first port; and

reenabling said first port after each of said security-
enabled interconnect devices has notified said managed
device that a filter has been set to prevent frames Wtlh
the unauthorized address from flowing through Said

each security—enabled interconnect device. _
2. The method for providing security against intrusion of

claim 1 wherein said managed device is a managed hub.
3. The method for providing security against intrusion of

claim 1 wherein said managed device is a switch.
4. The method foryproviding security against intrusion of

claim 1 wherein said computer network includes a local areanetwork.

10

15

2|)

25

30

35

45

SD

55

60

65

18

5. The method for providing security against intrusion of
claim 1 further comprising the steps of building and main-
taining an authorized address list of addresses that are
allowed to connect to each port in said managed device.

6. The method for providing security against intmsion of
claim 5 wherein each entry in said authorized address list
includes a port number and an authorized address.

7. The method for providing security against intrusion of
claim 1 wherein said discovering step includes the steps of:

transmitting a discovery request frame, said discovery
request frame having a security feature group address;

receiving a discovery response frame from each of said
security-enabled interconnect devices;

building and maintaining an interconnect device list of
said security-enabled interconnect devices that trans«
mitted said discovery response frame back to said
managed device.

8. The method for providing security against intrusion of
claim 7 wherein each entry in said interconnect device list
includes an address of the security-enabled interconnect
device that sent the discovery response frame and a time
stamp extracted from said discovery response frame.

9. The method for providing security against intrusion of
claim 6 wherein said detecting step includes the steps of:

comparing, for each port, a source address of a station
attempting to connect to said port with the authorized
address list of addresses for said port and detennining
whether said source address is on said authorized
address list. ~

10. The method for providing security against intrusion of
claim 7 wherein following said disabling step said methodfurther includes:

sending a trap frame to a network management station
indicating that an intrusion has been detected on said
first port; and

transmitting a security breach detected frame having said
security feature group address to said security—enabled
interconnect devices that have entries in said intercon—
nect device list.

11. The method for providing security against intrusion of
claim 10 wherein said security breach detected frame
includes a source address of an unauthorized station, the port
number at which the intrusion occurred, and a time stamp
representing the time at which the unauthorized station wasdetected.

12. The method for providing security against intrusion of
claim 11 wherein each of said security-enabled interconnect
devices transmits a filter set frame to said managed device
that includes the address of said each security—enabled
interconnect device sending said filter set frame, the source
address of said unauthorized station, the port number at
which the intntsion occurred, and a time stamp representing
the time at which the unauthorized station was detected.

13. The method for providing security against intnision of
claim 1 wherein following said reenabling step said man-
aged d€ViC<’— Sends a trap frame to a network management
station indicating that said filtering step has been completed.

14. An apparatus for providing security against intrusion
in a managed device of a computer network having at least
one interconnect device, said apparatus comprising:

means for discovering each of said interconnect devices
that is enabled to provide network security;

means for detecting an unauthorized address on a first port
0f 531d managed d€ViC€ and means for disabling saidfirst port;

means for notifying each of said securitwenabled inter-
Connect devioes that the unauthorized address has been
detected on said first pon; and
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means for reenabling said first port after each of said
security~enabled interconnect devices has notified said
managed device that a filter has been set to prevent
frames having the unauthorized address from flowing
through said each security~enabled interconnect device.

15. The apparatus for providing security against intrusion
of claim 14 wherein said managed device is a managed hub.

16. The apparatus for providing security against intrusion
of claim 14 wherein said managed device is a switch.

17. The apparatus for providing security against intrusion
of claim 14 further comprising means for building and
maintaining an authorized address list of addresses that are
allowed to connect to each port in said managed device.

18. The apparatus for providing security against intrusion
ofclaim 17 wherein each entry in said authorized address list
includes a port number and an authorized address.

19. The apparatus for providing security against intrusion
of claim 14 wherein said means for discovering includes:

means for transmitting a discovery request frame, said
discovery request frame having a security feature group
address;

means for receiving a discovery response frame from each
of said security-enabled interconnect devices;

means for building and maintaining an interconnect
device list of said security~enabled interconnect
devices that transmitted said discovery response frame
back to said managed device.

20. The apparatus for providing security against intrusion
of claim 19 wherein each entry in said interconnect device
list includes an address of the security—enabled interconnect
device that sent the discovery response frame and a time
stamp extracted from said discovery response frame.

21. The apparatus for providing security against intrusion
of claim 18 wherein said means for detecting includes:

means for comparing, for each port, a source address of a
station attempting to connect to said port with the
authorized address list of addresses for said port and
means for determining whether said source address is
on said authorized address list.

22. The apparatus for providing security against intrusion
of claim 19 further including:

means for sending a trap frame to a network management
station indicating that an intrusion has been detected on
said first port; and

means for transmitting a security breach detected frame
having said security feature group address to said
security-enabled interconnect devices that have entries
in said interconnect device list. '

23. The apparatus for providing security against intrusion
of claim 22 wherein said security breach detected frame
includes a source address of an unauthorized station, the port
number at which the intrusion occurred, and a time stamp
representing the time at which the unauthorized station was
detected.

24. The apparatus for providing security against intrusion
of claim 23 wherein each of said security—enabled intercon-
nect devices transmits a filter set frame to said managed
device that includes the address of said each secur-ity—
enabled interconnect device sending said filter set frame, “'15
sou ree address of said unauthorized station, the port number
at which the intrusion occurred, and a time stamp represent-
ing the time at which the unauthorized station was detected-

25. The apparatus for providing security against intrusion
of claim 14 wherein said managed device further comprises
means for sending a trap frame to a network management
station indicating that said filter has been set at each of Said
security-enabled interconnect devices.
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26. Amethod for providing security against intrusion in a
managed hub of a computer network having at least one
interconnect device, said method comprising the steps of:

building and maintaining an authorized address list of
addresses that are allowed to connect to each port;

discovering each interconnect device that is enabled to
provide network security;

detecting an unauthorized address on a first port and
disabling said first port;

notifying each security—enabled interconnect device that
the unauthorized address has been detected on said first
port; and

reenabling said first port after each security—enabled inter-
connect devioe has notified said managed hub that a
filter has been set to prevent frames with the unautho-
rized address from flowing through each security«enabled interconnect device.

27. The method for providing security against intrusion of
claim 26 wherein said discovering step includes the steps of:

transmitting a discovery request frame, said discovery
request frame having a security feature group address;

receiving a discovery response frame from each security-
enabled interconnect device;

building and maintaining an interconnect device list of
each security—enabled interconnect device that trans-
mitted said discovery response frame back to said
managed hub.

28. The method for providing security against intrusion of
claim 27 wherein said detecting step includes the steps of:

comparing, for each port, a source address of a station
attempting to connect to said port with an authorized
address list of addresses for said port and determining
whether said source address is on said authorized
address list.

29. The method for providing security against intrusion of
claim 27 wherein following said disabling step said methodfirrther includes:

sending a trap frame to a network management station
indicating that an intrusion has been detected on said
first port; and

transmitting a security breach detected frame having said
security feature group address to each security-enabled
interconnect device that has an entry in said intercon-
nect device list. ,

30. The method for providing security against intrusion of
claim 26 wherein following said rcenabling step said man-
aged hub sends a trap frame to a network management
station indicating that said filtering step has been completed.

31. An apparatus for providing security against irrtntsion
in a managed hub of a computer network having at least one
interconnect device, said apparatus comprising:

means for building and maintaining an authorized address
list of addresses that are allowed to connect to eachport;

means for discovering each interconnect device that is
enabled to provide network security;

means for detecting an unauthorized address on a first port
and means for disabling said first port;

means for notifying each security—enabled interconnect
device that the unauthorized address has been dclcclgd
on said first port; and

means for reenabling said first port after each 5ccumy_
enabled interconnect device has notified said managed
hub that a filter has been set to prevent frames with the
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unauthorized address from flowing through each means for determining whether said source address is
security-enabled interconnect device. on said authorized address list.

32. The apparatus for providing security against intrusion 34. The apparatus for providing security against intrusion
of claim 31 wherein said means for discovering includes: of claim 32 funner including;

‘"9395 fol’ Waflsmiuing 3 di5°0V"-TY 1'59""-5‘ frames Said 5 means for sending a trap frame to a network management
di5‘3°V¢"Y 1'93!‘-155‘ f"3m° hafing 3 5°‘3“"i‘Y f"-3““"’- gm‘-‘P station indicating that an intrusion has been detected on
“dd“"553 ‘ V _ said first port; and

means ff” “"°e“”"g_a d"5°°v°ry respcfnse frame {mm each means for transmitting a security breach detected frame
Se°umy'a"ablEd mmrconfled dewce; ,0 having said security feature group address to each

means for building and maintaining an interconnect 5ecn_rny_cnabled inlerconnnd device that has an entry
device list of each security-enabled interconnect device in said inlerconnecl device ESL
lhfll ifaflsmilled Said diSC°V¢|'Y 7*“-5P0U5"=_ flame back "3 35. The apparatus for providing security against intrusion
Said managed h“b- _ _ of claim 31 wherein said managed hub further comprises

33- The “PP?-|'3‘”5 for P|'°Vidin8 5501-‘1'11Y 3831315‘ 1“”'“5i°’1 ,5 means for sending a trap frame to a network management
of claim 32 wherein said means for detecting includes: sgafion indicating that said fine, has been set 31 “en

means for comparing, for each port, a source address of a security-enabled interconnect device.
station attempting to connect to said port with an
authorized address list of addresses for said port and - wt 4- 4- =-

Petitioner Apple Inc. — Exhibit



Petitioner Apple Inc. - Exhibit 1051, p. 1096

United States Patent [19]
Klaus

Hllllllllllllll llllllllllllll

5,892,903

Apr. 6, 1999

[11] Patent Number:

[45] Date of Patent:

[54] METHOD AND APPARATUS FOR
DETECTING AND IDENTIFYING SECURITY
VULNERABILITIES IN AN OPEN NETWORK
COMPUTER COMMUNICATION SYSTEM

[75] Inventor: Christopher W. Klaus, Atlanta, Ga.

[73] Assignec: Internet Security Systems, Inc.,
Atlanta, Ga.

[21] Appl. No.: 710,162

[22] Filed: Sep. 12, 1996

[51] Int. c1.° G06F 11/00
[52] user. . 395/137.01; 395/200.57
[53] Field of Search . 395118701, 186,

395/188.01, 200.59, 200.57, 183.04, 200.57,

 

 
 

200.68

[56] References Cited

U.S. PATENT DOCUMENTS

4,2B,38O 9/1980 Antonaccio et al. . 364/200
5,204,966 4/1993 Wittcnberg at at. 395ll88.01
5,309,562 S/1994 Li ..... .. .. 395/203
5,311,593 S/1994 Canni . .. 330/B
5,347,450 9/1994 Nugenl. .. 395/2%
5,371;852 12/1994 Attanasio et al
5,515,508 5/1996 Pettus et al.
5,557,742 9/1996 Srnaha ct ai. 395/186
5,623,601 4/1997 Vu .................. .. 395/137.01

OTHER PUBLICATIONS

Guha et al., “Network Security via Reverse Engineering of
TCP Code: Vulnerability Analysis and Proposeed Solu-
lions”, IEEE, pp. 603-610, Mar. 1996.
Garg et 111., “High Level Communication Primitives for
Concurrent Systems”, IEEE, pp. 92-99, 1988.
Hastings et a1_, “TCP,/IP Spoofing Fundamentals”, IEEE, pp.
218-224, May 1995.
Snapp, “Signature Analysis and Communication Issues in a
Distributed Intrusion Detection System", Master Thesis;
University of California, Davis, CA, pp. 140. 1991-

34

SOURCBDESTINATION
ADDRESS GENERATOR
 
 

 

 
 

 
 

SERVlCE COMMAND
GBJERATOR

IP SPOOFlNG
ATTACK GENERATOR

Guha et aL, “Network Security via Reverse Engineering of
TCP Code: Vulnerability Analysis and Proposed Solutions”,
IEEE, pp. 40-48, Jul. 1997. .

Djahandari et al., “An MBone Proxy for an Application
Gateway Firewall”, IEEE, pp. 72-81, Nov. 1997.
Kim et al., “Implementing a Secure rlogin Environment: A
Case Study of Using a Secure Network Layer Protocol",
Department of Computer Science, University of Arizona,
pp. 1-9, Jun. 1995.

Satyauarayanan, “Integrating Security in a barge Distributed
System”, Acm Transactions on Computer Systems, vol. 7,
No. 3, pp. 47-280, Aug. 1989.

Primary Examir:er—Albert Decady
Assistant EIxarniner—Soott T. Badesman

Attorney, Agent, or Fir-m——Morris, Manning & Martin,LLP.

[57] ABSTRACT

A system and method is disclosed for detecting security
vulnerabilities in a computer network. The system includes
an IP spoofing attack detector, a stealth port service map
generator, a source port verifier, source routing verifier, an
RPC service detector and a Socks configuration verifier.
Each of these verifiers may be operated separately or as a
group to detect security vulnerabilities on a network. Each
verifier may be programmed to exhaustively test all ports of
all computers on a network to detect susceptibility to IP
spoofing attacks, access to services with little or no autho-
rization checks or misconfigured routers or Socks sewers.
The detected vulnerabilities or the location of services
having little or no authorization checks may be stored in a
table for reference by a network administrator. The service
map generated by the stealth service map generator may be
used to identify all service ports on a network to facilitate the
operation of the other verifiers which send service command
messages to service ports to detect their accessibility. A
graphic user interface (GUI) may be used to provide input
and control by a user to the security verifiers and to present
options and display information to the user.
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