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REMARKS

Claims 1-25 are pending in the application, ofwhich Claims 1 and 14 are the independent

claims. By this amendment, only dependent claims 23 and 24 are amended. In the Office Action

mailed July 25, 2012 (“Office Action”), claims 1-25 stand rejected under 35 U.S.C. § 103(a)

based on US. Patent No. 5,898,830 (“Wesz’nger”). Applicants respectfully traverse the rejection

and request reconsideration of the same in view of the following remarks.

Applicants'Summaty 211d Clarification ofthe August 23, 2012 and

October 11, 2012 Interviews

Applicants appreciate the courtesies extended to Applicants’ undersigned representative

at the personal interview conducted in the United States Patent and Trademark Office on August

23, 2012 (“first interview”), as well as to Applicants’ undersigned representative and inventor Dr.

Robert Short III at the personal interview on October 11, 2012 (“second interview”). The

Examiner mailed Interview Summaries on August 30, 2012 and October 18, 2012, summarizing

certain aspects of the interviews. Applicants thank the Examiner for the Interview Summaries,

and submit the following comments to address and clarify the Examiner’s summary of those

discussions.

In the first interview, Applicants’ undersigned representative provided an overview of the

claimed subject matter and discussed patentable distinctions of the claimed subject matter over

the asserted reference, Wesz'nger. However, no agreement was reached regarding the

allowability of the claims.

During the second interview, Applicants’ representative and Dr. Short provided an

overview of the claimed subject matter. Additionally, the Examiner, Applicants’ representative,

and Dr. Short discussed distinctions of the claimed subject matter over firewall systems such as

Wesz’nger’s. The Examiner suggested that an exemplary feature discussed by Applicants’

representative and Dr. Short while providing the overview — interception of a request to look up

a network address of a network device and a determination whether the network device is

available for a secure communications service — was distinguishable over the prior art. As such,

the Examiner suggested that Applicants amend the claims accordingly.
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However, in the second Interview Summary, the Examiner summarized the discussions

of such allowable features as the “gist of the invention.” Although Applicants agree that

“interception of a request to look up a network address of a network device and a determination

whether the network device is available for a secure communications service” is one feature that

distinguishes the disclosed subject matter from the cited art, Applicants disagree with the second

Interview Summary to the extent that it suggests that the above mentioned “intercepting” feature

is the only novel and nonobvious aspect of Applicants’ disclosed and/or claimed embodiments.

Indeed, as discussed during the interview and described below, Applicants’ disclosed and

claimed embodiments include other novel and nonobvious aspects of the claimed subject matter.

Other novel and unobvious aspects of the claimed subject include features that are found in the

currently pending claims and in the claims presented prior to this Amendment. Thus, while

Applicants appreciate the Examiner’s suggestion to expedite allowance of this application,

Applicants decline to amend the claims because they already patentably distinguish from

Wesz'nger and other cited prior art, for at least the reasons below.

Claim Rejections — 35 US. C. § 103

Claims 1-25 are rejected under 35 U.S.C. § 103(a) over Wesz'nger. As explained below,

because Wesz'nger does not disclose or suggest each and every limitation of claims 1-25,

Applicants request that the rejection be withdrawn and the claims be allowed.

To support an obviousness rejection, “all of the claim limitations must be taught or
 

suggested by the prior art applied and that all words in a claim must be considered in judging the

patentability of that claim against the prior art.” Ex Parte Karl Burgess, Appeal 2008-2820,

2009 WL 291172 (B.P.A.I. 2009), at *3 (citing In re Royka, 490 F.2d 981, 984-85 (CCPA 1974),

In re Wilson, 424 F.2d 1382, 1385 (CCPA 1970)) (emphases added). A rejection based on

obviousness “cannot be sustained with mere conclusory statements; instead, there must be some

articulated reasoning with some rational underpinning to support the legal conclusion of

obviousness.” KSR Int’l Co. v. Teleflex Inc., 126 S. Ct. 1727, 1741 (2007) (citing In re Kahn,

441 F.3d at 988). Here, the Office Action fails to demonstrate that each and every limitation of

claims 1-25 are disclosed or suggested by Wesz’nger.

Wesz'nger discloses a firewall that is configured as two or more sets of virtual hosts, with

DNS mappings between the virtual hosts and respective remote hosts to be accessed through

7
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network interfaces of the firewall. (Wesinger Abstract.) These virtual hosts and DNS mappings

enable transparent communications through the firewall. The firewall “selectively allows

‘acceptable’ computer transmissions to pass through it and disallows other non-acceptable

computer transmissions.” (Id. at 1:8-12.) In Wesz’nger, “[w]hen a connection request is received,

the firewall spawns a process, or execution thread, to create a virtual host VHn to handle that

connection request.” (Id. at 15:9-12.) “Each virtual host has a separate configuration sub-file

(sub-database) Cl, C2, etc., that may be derived from a master configuration file, or database,

510. The configuration sub-files are text files that may be used to enable or disable different

functions for each virtual host, specify which connections and types of traffic will be allowed

and which will be denied, etc.” (Id. at 14:46-52.) “Also as part of the configuration file of each

virtual host, an access rules database is provided governing access to and through the virtual host,

i.e., which connections will be allowed and which connections will be denied.” (Id. at 15:24-28.)

The process in Wesz’nger uses the access rules database to “allow only a connection from a

specified secure client.” (Id. at 10:14-16.)

Wesz’nger also discusses processing of DNS requests:

When client C tries to initiate a connection to host D using the name of D, DNS

operates in the usual manner to propagate a name request to successive levels of
the network until D is found. The DNS server for D returns the network address

of D to a virtual host on the firewall 155. The virtual host returns its network

address to the virtual host on the firewall 157 from which it received the lookup

request, and so on, until a virtual host on the firewall 105 returns its network

address (instead of the network address of D) to the client C.

(Id. at 9:16-24.)

Accordingly, when client C uses a name of D in a DNS request, C gets back an address

for a virtual host of firewall 105, which faces C. (See id. at Fig. 1).

Wesz’nger describes processes and components different than the embodiments recited in

claims 1-25. For instance, independent claim 1 is representative and recites:

A network device, comprising:

a storage device storing an application program for a secure communications

service; and

at least one processor configured to execute the application program for the secure
communications service so as to enable the network device to:

Petitioner Apple Inc. - Exhibit 1004, p. 753



Petitioner Apple Inc. - Exhibit 1004, p. 754

Serial No. 13/336,958

send a request to look up a network address of a second network device

based on an identifier associated with the second network device;

receive an indication that the second network device is available for the

secure communications service, the indication including the requested

network address of the second network device and provisioning

information for a secure communication link;

connect to the second network device over the secure communication link,

using the received network address of the second network device and the

provisioning information for the secure communication link; and

communicate at least one of video data and audio data with the second

network device using the secure communications service via the secure
communication link.

Wesz’nger does not disclose, for example, receiving “an indication that the second

network device is available for the secure communications service, the indication including the

requested network address of the second network device and provisioning information for a

secure communication li ,” as recited in claim 1. Nor does Wesz’nger disclose the ability to

“connect to the second network device over the secure communication link, using the received

network address of the second network device and the provisioning information for the secure

communication li ” and “communicate . . . with the second network device using the secure

communications service via the secure communication li ,” as recited in claim 1. For these

reasons alone, the rejection of claim 1 in view of Wesinger is improper and should be withdrawn.

For example, nothing in Wesz’nger, including at the cited portions, teaches or suggests at

least the feature of enabling a network device to “receive . . . an indication that the second

network device is available for the secure communications service,” as recited by claim 1. The

virtual hosts and DNS mappings of Wesz’nger enable transparent communications through the

firewall, but provide no such indication that the second network device is available for a secure

communications service.

Wesinger briefly states that encryption may be used in combination with its firewalls, but

does not describe those firewalls as providing any indication that a second device is available for

the secure communications service. (See Wesz’nger at 4:39-42; 12:22-28.) In fact, Wesz’nger

explains that “[o]nce a connection has been allowed, the virtual host process invokes code that

performs . . . channel processing (encryption. . .).” (Id. at l7:l-7.) Invoking code for encryption
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or the like after a connection has already been established does not teach or suggest enabling a

network device to receive an indication that the second network device is available for the secure

communications service. Wesz'nger invokes the code that performs channel processing and

encryption without returning any indication that the second device is available for a secure

communications service.

The Office Action points to a portion of Wesz'nger that describes a piece of software

checking whether the host “requesting the connection”1 has a DNS entry in a database. (CA at 3

(citing Wesz'nger at 16:57-17:5).) However, following that check, Wesinger does not enable the

device requesting the connection to receive an indication that the second network device is

available for a secure communications service. Thus, that passage of Wesz'nger, does not

demonstrate the claimed features. (See Wesinger at 16:57-67.)

Moreover, Wesinger merely describes returning a network address of a virtual host. (Id.

at 9: 15-25.) Wesz’nger makes it clear that the network address is returned alone, and not with any
3,

“indication” or “provisioning information. Consequently, Wesz'nger, does not teach or suggest

“receiving . . . provisioning information for a secure communication link” (emphasis added), as

recited by claim 1. Indeed, in Wesz'nger, after a connection request is received and allowed, the

virtual host invokes code that performs channel processing (including encryption) but does not

return any provisioning information for a secure communication link. (Id. at 17:1-7.) Aside

from the address, nothing else is returned to the requesting device in Wesz’nger.

For the above reasons, Wesz'nger does not support the rejection of claim 1 under 35 U.S.C.

§ 103(a). Accordingly, the rejection should be withdrawn, and the claim should be allowed.

Independent claim 14, though of different scope from independent claim 1, recites similar

features to those discussed above in connection with claim 1. Thus, for at least reasons similar to

those provided above for independent claim 1, Wesz'nger does not teach or suggest each and

every limitation of independent claim 14. Consequently, for the same reasons set forth above for

claim 1, Wesz'nger does not support the rejection of claim 14 under 35 U.S.C. § 103(a). Thus, the

rejection should be withdrawn and the claim should be allowed.
 

1 Wesinger defines a “remote host” as the “host requesting the connection” for the purpose of the cited paragraphs.
(Wesinger at 16:49.)
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Claims 2-13, depend from claim 1. Claims 15-25 depend from claim 14. Thus, for at

least the same reasons set forth above in connection with claims 1 and 14, dependent claims 2-13

and 15-25 are allowable over the cited prior art. Additionally, dependent claims 2-13 and 15-25

are allowable for the additional reason that each of the claims recite additional features not

disclosed or suggested by the cited prior art. Accordingly, Applicants request the timely

allowance of these claims.

CONCLUSION

Applicants respectfully submit that all of the pending claims, claims 1-25, are allowable

over the cited prior art. Applicants respectfully invite the Examiner to contact the undersigned

attorney to promptly address any questions or issues regarding the allowability of the pending

claims.

Applicants’ remarks in support ofpatentability of one claim should not be imputed to any

other claim, even if similar terminology is used. Any absence of a reply to a specific rejection,

issue, or comment does not signify agreement with or concession of that rejection, issue, or

comment. In addition, because Applicants’ remarks are not intended to be exhaustive, as there

may be other reasons for patentability of any or all claims that have not been expressed. Finally,

nothing in this response should be construed as intent to concede any issue with regard to any

claim, and the amendment or cancellation of any claim does not necessarily signify concession

ofunpatentability of the claim prior to its amendment or cancellation.

To the extent necessary, a petition for an extension of time under 37 C.F.R. § 1.136 is

hereby made. Please charge any shortage in fees due in connection with the filing of this paper,

ll
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including extension of time fees to Deposit Account 502203 and please credit any excess fees to

such deposit account.

Respectfully submitted,

McDERMOTT WILL & EMERY LLP

Date: October 25 2012 /Toby H. Kusmer/

Toby H. Kusmer, P.C., Reg. No. 26,418
Customer No. 23630

28 State Street

Boston, MA 02109-1775

Telephone: (617) 535-4065

Facsimile : (617)535-3800

E-mail: tkusmer@mwe.com

  

Kenneth C. Cheney, Reg. No. 61,841
4 Park Plaza

Suite 1700

Irvine, California 92614-25 59

Telephone: (949) 757-7111

Facsimile: (949) 851-9348

E-mail: kcheney@mwe.com

DMiUS 39449563—1.077580.0152
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1. Claims 1-25 are still pending for examination.

2. The following is a quotation of 35 § U.S.C. 103 (a) which forms the basis for all

obviousness rejections set forth in this Office action:

(a) A patent may not be obtained through the invention is not identically disclosed

or described as set forth in section 102 of this title, if the differences between the

subject matter sought to be patented and the prior art are such that the subject
matter as a whole would have been obvious at the time the invention was made

to a person having ordinary skill in the art to which said subject matter pertains.

Patentability shall not be negatived by the manner in which the invention was
made.

The factual inquiries set forth in Graham v. John Deere Co., 383 U.S. 1, 148 USPQ 459

1966), that are applied for establishing a background for determining obviousness under

35 U.S.C. 103(a) are summarized as follows:

Determining the scope and contents of the prior art.

Ascertaining the differences between the prior art and the claims at issue.

Resolving the level of ordinary skill in the pertinent art.

Considering objective evidence present in the application indicating
obviousness or nonobviousness.

99°F)?“

3. Claims 1-25 are rejected under 35 U.S.C. § 103(a) as being unpatentable over

Wesinger [U.S. Patent No. 5,898,830].

4. Wesinger disclosed the invention substantially as claimed. Taking claims 1, 9,

10, 11-14 and 22-25 as exemplary claims, the reference discloses a network device

(i.e., see Internet 120 of Fig. 1 connecting with other network devices), comprising:

a storage device storing an application program for a secure communication service

((i.e., see col. 8 (lines 65) to col. 9 (line 2), col. 16 (line 57) to col. 17 (line 5), col. 12

(lines 23-27)); and

at least one processor configured to execute the application program for the

secure communication service so as to enable the network device to:
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send a request to look up a network address of a second network device (Le.

a host D) based on an identifier associated with the second network device (i.e.

Wesinger disclosed at col. 8 (line 25) to col. 9 (line 25) " DNS is a system that

translates host name address to IP address and IP address to host name stored in

DNS tables When client C tries to initiates a connection to host D The DNS server

for D returns the network address D from which it receives the look up request ...’).

receive an indication that the second network device is available for the secure

communications service, the indication including the requested network address of the

second network device and provisioning information for a secure communication link

(i.e., Wesinger at col. 12 (lines 23-27) disclosed combining encryption capabilities

allows for the creation of virtual private networks-networks in which two

remote machine communicate securely and at col. 8 (line 25) to col. 9 (line 25)

Wesinger disclosed " DNS is a system that translates host name address to IP

address and IP address to host name stored in DNS tables When client C tries to

initiates a connection to host D The DNS server for D returns the network address D

from which it receives the look up request ...”);

connect to the second network device, using the received network address of
 

the second network device and the provisioning information for the secure

communication link (i.e., Wesinger at col. 12 (lines 23-27) disclosed combining

encryption capabilities allows for the creation of virtual private networks-

networks in which two remote machine communicate securely and at col. 8

(line 25) to col. 9 (line 25) Wesinger disclosed " DNS is a system that translates

host name address to IP address and IP address to host name stored in DNS tables

When client C tries to initiates a connection to host D The DNS server for D

returns the network address D from which it receives the look up request ...”);

communicate with the second network device using the secure

communications service via the virtual private network communication link

(i.e., Wesinger at col. 12 (lines 23-27) disclosed combining encryption capabilities

allows for the creation of virtual private networks-networks in which two

remote machine communicate securely ...");
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initiating a secure communication link between the first network device and the

second network device based on a determination that the second network device is

available for the secure communications service (i.e., Wesinger at col. 12 (lines 23-27)

disclosed combining encryption capabilities allows for the creation of virtual

private networks-networks in which two remote machine communicate securely

and Wesinger disclosed at col. 8 (line 25) to col. 9 (line 25) " DNS is a system

that translates host name address to IP address and IP address to host name stored

in DNS tables When client C tries to initiates a connection to host D The DNS

server for D returns the network address D from which it receives the look up

request ...”);

wherein the secure communication link is a virtual private network

communication link and supports data packets (i.e., Wesinger at col. 12 (lines 23-27)

disclosed combining encryption capabilities allows for the creation of virtual

private networks-networks in which two remote machine communicate securely

...");

wherein the data is encrypted over the secure communication link (i.e.,

Wesinger at col. 12 (lines 23-27) disclosed combining encryption capabilities

allows for the creation of virtual private networks-networks in which two remote

machine communicate securely ...");

wherein the identifier associated with the second network device is a domain

name (i.e., see DNS of Fig. 1, cols. 8 and 9); and

wherein the determining of the second network device is available for a secure

communications service is a function of a domain name look up (i.e. Wesinger disclosed

at col. 8 (line 25) to col. 9 (line 25) " DNS is a system that translates host name

address to IP address and IP address to host name stored in DNS tables When

client C tries to initiates a connection to host D The DNS server for D returns the

network address D from which it receives the look up request ...’).

5. As to claims 2-8, and 15-21, those features (i.e., video data, audio data, video

conference, messaging service, e-mail telephone service using modulation based on
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FDM, TDM, or CDMA, mobile device, a notebook computer, etc.) are well known the art

at the time the invention was made and they are not patentably distinguishable features.

6. While Wesinger disclosed, at col. 9 (lines 16-25) the feature of "when a client C

tries to initiate a connection to host D using the name D The DNS server for D returns

the network address of D to a virtual host of the firewall 155. The virtual host returns its

network address to the virtual host on the firewall 157 from which it received the

lookup_ reguest, and so on, until a virtual host on the firewall 105 returns its network

address (instead of the network address of D) to the client C", at col. 12 (lines 23-27)

Wesinger further disclosed combining encryption capabilities allows for the

creation of virtual private networks-networks in which two remote machine

communicate securely and at col. 8 (line 25) to col. 9 (line 25) Wesinger further

disclosed " DNS is a system that translates host name address to IP address and

IP address to host name stored in DNS tables When client C tries to initiates a

connection to host D The DNS server for D returns the network address D from

which it receives the look up request ...’), Wesinger did not mention as exactly as the

claimed language of "an indication that the second network device is available for the

secure communication service, the indication including the reguested network address

of the second network device and providing information for a virtual private network

communication link". It would have been obvious to one of ordinary skill in the art to

obviously recognize that Wesinger's passage above and the claimed language are

obviously the same and the difference is how they are written which is obvious to one of

ordinary skill in the art.

7. Applicant's arguments filed 10/25/2012 have been fully considered but they are

not persuasive. In the remark, applicants argued that:

a) Wesinger does not disclose receiving "an indication that the second network

device is available for the secure communications service, the indication including the

reguested network address of the second network device and provisioning information

for a secure communication link.
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b) Wesinger does not disclose the ability to "connect to the second network

device over the secure communication link, using the received network address of the

second network device and the provisioning information for the secure communication

link".

c) Wesinger does not disclose "communicate with the second network device

using the secure communications service via the secure communication link."

8. As to paragraphs 7 a) to 7 c), Examiner respectfully disagrees because at

paragraph 4 above Wesinger clearly disclosed those features. For example, Wesinger

disclosed, at col. 9 (lines 16-25) the feature of "when a client C tries to initiate a

connection to host D using the name D The DNS server for D returns the network

address of D to a virtual host of the firewall 155. The virtual host returns its network

address to the virtual host on the firewall 157 from which it received the lookup_

reguest, and so on, until a virtual host on the firewall 105 returns its network address

(instead of the network address of D) to the client C", at col. 12 (lines 23-27) Wesinger

further disclosed combining encryption capabilities allows for the creation of

virtual private networks-networks in which two remote machine communicate

securely and at col. 8 (line 25) to col. 9 (line 25) Wesinger further disclosed "

DNS is a system that translates host name address to IP address and IP address to

host name stored in DNS tables When client C tries to initiates a connection to

host D The DNS server for D returns the network address D from which it

receives the look up request ...’). Thus, it would have been obvious to one of

ordinary skill in the art to recognize that Wesinger obviously taught the claimed

language of "an indication that the second network device is available for the secure

communication service, the indication including the reguested network address of the

second network device and providing information for a virtual private network

communication link" because the claimed language would have been broadly read on

the feature of established a secure communication link between two remote machines

based on the use of DNS table look up for the requested network address.
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9. THIS ACTION IS MADE FINAL. Applicant is reminded of the extension of time

policy as set forth in 37 CFR 1.136(a).

A shortened statutory period for reply to this final action is set to expire THREE

MONTHS from the mailing date of this action. In the event a first reply is filed within

TWO MONTHS of the mailing date of this final action and the advisory action is not

mailed until after the end of the THREE-MONTH shortened statutory period, then the

shortened statutory period will expire on the date the advisory action is mailed, and any

extension fee pursuant to 37 CFR 1.136(a) will be calculated from the mailing date of

the advisory action. In no event, however, will the statutory period for reply expire later

than SIX MONTHS from the mailing date of this final action.

Any inquiry concerning this communication or earlier communications from the

examiner should be directed to Krisna Lim whose telephone number is 571 -272-3956

The examiner can normally be reached on Tuesday to Friday from 7:10 AM to 5:40 PM.

If attempts to reach the examiner by telephone are unsuccessful, the examiner's

supervisor, Krista Zele, can be reached on 571-272—7288. The fax phone number

for the organization where this application or proceeding is assigned is 571-273-

8300.

Information regarding the status of an application may be obtained from the

Patent Application Information Retrieval (PAIR) system. Status information for

published applications may be obtained from either Private PAIR or Public PAIR.

Status information for unpublished applications is available through Private PAIR only.

For more information about the PAIR system, see http://pair-direct.uspto.gov. Should

you have questions on access to the Private PAIR system, contact the Electronic

Business Center (EBC) at 866-217-9197 (toll-free) If you would like assistance from a

USPTO Customer Service Representative or access to the automated information

system, call 800-786-9199 (In USA or Canada) or 571-272—100.
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

In re Application of: Victor Larson, et al.

Serial N0.: 13/336,958 : Confirmation No. 1832

Filed: December 23, 2011 : Group Art Unit: 2453

Customer Number: 23630 Examiner: Lim, Krisna

For: System and Method Employing an Agile Network Protocol for Secure Communications

Using Secure Domain Names

Mail Stop AF
Commissioner for Patents

PO. Box 1450

Alexandria, VA 223 13— 1450

AMENDMENT AFTER FINAL REJECTION
UNDER 37 CFR 1.116

Dear Commissioner:

This Reply is being filed in response to the Final Office Action mailed from the United

States Patent and Trademark office on December 7, 2012. Pursuant to 37 CFR. § 1.116,

Applicants propose that this application be amended as follows:

Amendments to the Claims begin on page 2 of this paper.

Remarks begin on page 6 of this paper.
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IN THE CLAIMS

Applicants propose that this listing of the claims replace all prior versions and listings of

claims in the application:

1. (Currently Amended) A network device, comprising:

a storage device storing an application program for a secure communications service; and

at least one processor configured to execute the application program for the secure

communications service so as to enable the network device to:

send a request to look up an internet protocol 1ng wet—network address of a

second network device based on an—identifier a domain name associated with the

second network device;

receive, following interception of the reguest and a determination that the

second network device is available for the secure communications service an 

indication that the second network device is available for the secure

communications service, themdieation—meludmg the requested Enetwor—k

address of the second network device, and provisioning information for a secure

communication link;

connect to the second network device over the secure communication link,

using the received Enetwor—k address of the second network device and the

provisioning information for the secure communication link; and

communicate at least one of video data and audio data with the second

network device using the secure communications service via the secure

communication link.

2. (Original) The network device of claim 1, wherein the secure communications

service includes an audio—video conferencing service.

3. (Original) The network device of claim 2, wherein the at least one processor is

configured to execute the application program so as to encrypt at least one of the video data and

the audio data transmitted over the secure communication link.

4. (Original) The network device of claim 1, wherein the secure communications

service includes a telephony service.
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5. (Original) The system of claim 4, wherein the telephony service uses modulation.

6. (Original) The network device of claim 5, wherein the modulation is based on one of

frequency—division multiplexing (FDM), time—division multiplexing (TDM), or code division

multiple access (CDMA).

7. (Original) The network device of claim 1, wherein the network device is a mobile

device.

8. (Original) The network device of claim 7, wherein the mobile device is a notebook

computer.

9. (Canceled)

10. (Original) The network device of claim 1, wherein the secure communication link

is a virtual private network link.

11. (Original) The network device of claim 1, wherein the secure communication link

is based on inserting into each data packet communicated over the secure communication link

one or more data values that vary according to a pseudo—random sequence.

12. (Original) The network device of claim 1, wherein the secure communication link

is based on a network address hopping regime that is used to pseudo—randomly change network

addresses in packets transmitted between the network device and the second network device.

13. (Original) The network device of claim 1, wherein the indication that the second

network device is available for the secure communications service is a function of the result of a

domain name lookup.

14. (Currently Amended) A method executed by a first network device for

communicating with a second network device, the method comprising:

sending a request to look up an internet protocol 1ng a—networ—k address of a

second network device based on a domain name arr—identifier associated with the second

network device;

Petitioner Apple Inc. - Exhibit 1004, p. 781



Petitioner Apple Inc. - Exhibit 1004, p. 782

Serial No. 13/336,958

following interception of the reguest and a determination that the second network

device is available for the secure communications service receiving an indication that the
 

second network device is available for a secure communications service, therndieation

including the requested Enetwork address of the second network device, and

provisioning information for a secure communication link;

connecting to the second network device over the secure communication link,

using the received Enetwor—k address of the second network device and the provisioning

information for the secure communication link; and

communicating at least one of video data and audio data with the second network

device using the secure communications service via the secure communication link.

15. (Original) The method of claim 14, wherein the secure communications service

includes a video conferencing service.

16. (Original) The method of claim 14, further comprising encrypting at least one of

the video data and the audio data over the secure communication link.

17. (Original) The method of claim 14, wherein the secure communications service

includes a telephony service.

18. (Original) The method of claim 17, wherein the telephony service uses modulation.

19. (Original) The method of claim 18, wherein the modulation is based on one of

frequency—division multiplexing (FDM), time—division multiplexing (TDM), or code division

multiple access (CDMA).

20. (Original) The method of claim 19, wherein the network device is a mobile device.

21 (Original) The method of claim 20, wherein the mobile device is a notebook

computer.

22. (Canceled)

23. (Previously Presented) The method of claim 14, wherein communicating with the

second network device using the secure communications service via the secure communication
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link includes inserting into data packets communicated over the secure communication link one

or more data values that vary according to a pseudo—random sequence.

24. (Previously Presented) The method of claim 14, wherein communicating with the

second network device using the secure communications service via the secure communication

link includes a network address hopping regime that is used to pseudo—randomly change network

addresses in packets transmitted between the first network device and the second network device.

25. (Original) The method of claim 14, wherein the indication that the second network

device is available for a secure communications service is a function of a domain name lookup.

26. (New) The network device of claim 1, wherein the interception of the request

consists of receiving the request to determine that the second network device is available for the

secure communications service.

27. (New) The method of claim 14, wherein the interception of the request consists of

receiving the request to determine that the second network device is available for the secure

communications service.

28. (New) The network device of claim 1, wherein the interception occurs within

another network device that is separate from the first network device.

29. (New) The method of claim 14, wherein the interception occurs within another

network device that is separate from the first network device.
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REMARKS

Claims 1—8, 10—21, and 23—29 are pending in this application, of which Claims 1 and 14

are the independent claims. By this Amendment, Applicants propose to amend independent

claims 1 and 14, add new dependent claims 26—29, and cancel claims 9 and 22 without prejudice

or disclaimer of the subject matter thereof. 1

Summary affe/epflalze [/Z/éfV/EW

Applicants appreciate the courtesies extended to Applicants’ undersigned representative

during the informal telephone interview conducted on February 20, 2013. During the interview,

Applicants’ representative proposed amending the independent claims as set forth in this

Amendment. The Examiner agreed that he would enter the Amendment and allow the claims if

Applicants amended the claims as proposed in this Amendment.

(Ya/I72 Reject/0m" — 35 U5: C 55“ [03

The December 7, 2012, Final Office Action rejects claims 1—25 under 35 U.S.C. § 103(a)

based on U.S. Patent No. 5,898,830 (“Wesinger”). The rejection of canceled claims 9 and 22 is

moot. Applicants respectfully traverse the rejection of the remaining claims. For at least the

reasons discussed in the October 25, 2012 Response, Wesinger does not disclose or suggest the

features recited in independent claims 1 and 14, which are therefore allowable over Wesinger.

Moreover, as discussed above, the Examiner agreed during the February 20, 2013,

telephone interview that he would withdraw the rejection in view of Wesinger and allow the

pending claims, provided that Applicants amend the independent claims as Applicants propose to

amend them by this Amendment. Thus, while Applicants maintain that the original claims

presented on December 23, 2011 and the claims presented in the response of October 25, 2012

distinguish over Wesinger, Applicants amend the claims as listed above solely to expedite

prosecution of this application.

In view of the above, the rejection of independent claims 1 and 14 should be withdrawn

and the claims should be allowed. Moreover, each pending dependent claim ultimately depends

1 Applicants disagree that the original claims submitted on December 23, 2011 or the amended claims
submitted on October 25, 2012 are disclosed or obvious over the prior art. However, Applicants amend the claims

to expedite prosecution of this matter as explained in this Amendment. Applicants reserve the right to pursue patent

protection for the embodiments recited in the original claims and variants thereof, in one or more continuation

applications.
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from one of independent claims 1 and 14 and is therefore allowable based on its dependency

from an allowable base claim as well as for reciting additional features. Accordingly, Applicants

respectfully request that the Examiner enter this Amendment under 37 C.F.R. § 1.116, withdraw

the § 103 rejection, and place claims 1—8, 10—21, and 23—29 in condition for allowance.

Applicants submit that the proposed amendments of claims 1 and 14 and the proposed

addition of dependent claims 26—29 do not raise new issues or necessitate the undertaking of any

additional search of the art by the Examiner. Therefore, this Amendment should allow for

immediate action by the Examiner. Furthermore, Applicants respectfully submit that the entry of

the Amendment would place the application in condition for allowance, as indicated by the

Examiner during the telephone interview. Finally, Applicants submit that the entry of the

Amendment would place the application in better form for appeal, should the Examiner dispute

the patentability of the pending claims.

CONCLUSION

Applicants respectfully submit that all of the pending claims, claims 1—8, 10—21, and

23 29, are in condition for allowance. If any questions remain, or should the present response

not place the claims in condition for allowance, the Examiner is cordially invited to contact the

undersigned attorney so that any such matters may be promptly resolved.

Any remarks in support of patentability of one claim should not be imputed to any other

claim, even if similar terminology is used. Any remarks referring to only a portion of a claim

should not be understood to base patentability on that portion; rather, patentability rests on each

claim taken as a whole. The absence of a reply to a specific rejection, issue, or comment does

not signify agreement with or concession of that rejection, issue, or comment. In addition,

because the arguments made above may not be exhaustive, there may be other reasons for

patentability of any or all claims that have not been expressed. Finally, nothing in this paper

should be construed as an intent to concede any issue with regard to any claim, except as

specifically stated in this paper, and the amendment or cancellation of any claim does not

necessarily signify concession of unpatentability of the claim prior to its amendment or

cancellation.
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To the extent necessary, a petition for an extension of time under 37 C.F.R. § 1.136 is

hereby made. Please charge any shortage in fees due in connection with the filing of this paper,

including extension of time fees, to Deposit Account 501133 and please credit any excess fees to

such deposit account.

Respectfully submitted,

McDERMOTT WILL & EMERY LLP

Date: February 27, 2013 /Toby H. Kusmer/

Toby H. Kusmer, P.C., Reg. No. 26,418
Customer No. 23630

28 State Street

Boston, MA 02109—1775

Telephone: (617) 535—4000

Facsimile : (617)535—3800
E—mail: tkusmer@mwe.com

DMiUS 41322452—10775800152
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Adminfisiramr‘s Guide Herizhn 5.0 (1%?) {Gamflez NT
Adminfiszmmr’s Cmide, Firewall P‘soducts).

Trusted infbmaiicm Systems, inc. Samaria: Enigma: £75m.
waié Hrmmia‘4a—Fimsvai! EMfipfiafl Guide Versiwz 3.1
(1995) (fiannflci Firewfll—{a—Firewafi, Fixewafi Pmducts).
Network Assacéams Samaria: Firewaii fifoémé ifmmi P‘s-in

page Nan-work User‘s: guide far Wiszgfmw NF Versima if)
(1999') (Gamma: NE“ GVPN, GVPN}.

Network Assmiaies Gamzier Emma}! For Uni: {330E152} fir"

ma} Private Newark User’s Guide ‘Evéarsim 5.4? (1099)
(Emma-2:: Unix GWN, Gwm
Dan Siam: ihmmic “mm? Private Newark {May 23.
24300} (Siam: DVPN. ifi’FN).

Ekamli Kindred Dymmz‘c Mm} Privafs Newark: (flVPN;
(Dec. 21, H1993 {Kmdred DWN. DVPN}.
Ban 53211136: at 3.5. T35 Dynamic Sawfly Perimeter stsm’z
iject flenwnsnma‘m (Mar. 9, may (Swami: Sammy
Ferimfier. DVPN).

Elm“ Kindxmi mm:“mm! Primate Nrm'wks Capabil-
ity Desariprim (Jam. 5, 2.330} {Emma DVPN Capabiliiy,
DVPN) I}.
Get. "1’. and 28 1-9??? emaifi E'mm flamenic I, Tut-chi .Er.
(SFARIAWHEZ—JHQ, 1303-1311) {Tumhi BWN
emaii. DVPN).

13mm Just 3: Ban Sterne Security Quirkswn flask {fpdme
{Fail 5. E997) (Sawfly Quicksm, DVPN).
Visual Private Newark Dempnsimfim daifid Mar. 2‘s. 1?}98
(SPAR’IACXJOGiEdp-‘S-mfié} {BWN flemonsaratian. 12VPM}.

GTE. ihiemetwcrking 52: BEN Tibchmlcgias HARM .mfbr»
mflars Assurance ngmm farsgmted Femg’fzz‘iiry 0:,QO
srmrima (EU) 1.1 Plan (Mar. 35.}, 1998} (WE) 3.1, .{WPN}.
Mimseh Carp. Wndnws NT Server E’s-(flue: ifimumcmar-
mm: Administmeion Guiéw—Comtian Point Senricfis,
availabie a: hzzpflwww.nficmwfmam’mchnefiamhive!
winnmsfpmddmsa’immonctstsrviceicpspps.mpx (Emma:—
fian Point Services) (Almangh undamfl, this reference refers
2c: the aperatim of prim m versims pf Microsoft Wigwam.
Accusdingiy, ppm; infflmazion and bciic f, {his raferancz is
prime: an to the paianaswinsmt).
Micmsefi; Carp. Wmdpws NT Sam's: Ermine: Dmumentm
mm: Admixfisstraiiou Ki: Guidp—{kzmmfiun Manatgsr.
available at hitpzlfwww.aficmmfmamfmmmaammfl
wimtaar‘pmfidocsfmptcnzxctscwim’mnakmspx (Confiscation
Manager) {Althuugh undamd. this referm refers m the
aparafian of prim" an versions of Mica‘osafl Windpws such as
Windgws NT 4.0. Awarsijngiy, upm infurmaficn and bflisf,
this mfercncc is prim an. in the pa:en§s~in~suii.}.
Micmmfa Corp. Autodial Hrnrisiics, availabk at hupfisup-
pmnficmsafigmxikbflfiézw mammal Hemisfics}
{Aizhough maimed, this refemnca refers to the epcration 0f
prim an verzianss of Migrpmft Mfifiqwg such as Windows;
mm. Acmrdingly, 13pm: information and belief. this farm:-
mm: is pxicr an m use patemamiamsuiil
Micmmfi Corp, W910: [fiisifibuted Compmesa: abject
EVE-Daft}, (3995) amniiafiic at http:ifmsdn2.m§cmsafi.cemi
err—4.:Eflibmyfmsfiflfiflwrimerlzspx {$359391}.
Marc Levy, (ISM chmet Sendms {Apia 353. 19%}, 311332»
2%: a! hfipflmsdnfi.nficmmfl.mmienvusflibmryi
m5309332(pfinwr).aspx {Levy},
Markus Hommazm and Max)? Kirfiand, DCOM Archiwcm
(1131. :33, E993. avafiable at hfipfilmsdnzmcmsuftwm
amtsilibmyfmsgflém liprimer).zspx Giammmn).
Micmsefl (26:33.. ECGM: A Business. Overview (Apr. 199?}.
availahh‘: 2i: http:fimsdnE.nficmmfmumfien—mflihmxyi
m§809320iprinter).aspx {MGM Enginess Over‘v'iéw E}.
Micmmfl Carp“ 0:303»? Teclmical fiver-«aw (New. $96),
availaifle a: httpjimsdnzmimsa{meJerr—usflibmry!
m330934fltprimer).aspx {DCOM‘ Tecmical vewiaw I}.
Micmwn Carp... SCUM Amhimcsnsxe Whise Paper {W93}
availabk in EDS {Nil—MEWS (DCOM Architectural
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Microstrf‘t Carp. HCOMm-n‘me Distributed C(smponem
Chine: Modeifi Businass Evan'iew White Rape: {Microsafx
199?) avaiiabie if} E’DC E}\’i}—ROM (BCGM Business
Gvarview XE}.
Micwsuf: (30:33., BCGhdwCafipk: Home Banking Over The
Entemet Whit: Papa (Mimomfl 1995} available: in PDQ
DVB—ROM (Casipio {I}
Micmmft Carp, DCQM Sulutitms in Amiga Whita Papcr
{Micmsuft 1995) avajiahle in PDQ DVDrRGM {DCDM
30313330315 in Amen).

Micmscf‘t Com. [ECGM Tachnical Ovarview White: Paper
{Micmmft 32396} available 12 in PIX: DVWRKEM (Dffiifilfi
Tecimicai Dvewiew II).
125. Scat Suhy St Gicm Wit-0d, DNS and Micmsoft W‘ ‘
flaws ET 4.0 (1996} available at hitpflmsdnlmicwsoft
ccssamienmusl’libreuyt‘msfi1927?(ptimer}.aspx {Sum},
125. Aamn Skunnarsi Essential! Maine: 313423 {Adfiison
Wesiey hagman 1&93) (Essentiai Winines.).
Micwsoft Corp. 311533333533, Configuring, and Using E‘PTP
wish Mimmofl {Etienne arid Servers, (H.993) avaiiable at
httpjfmsdnzudcmmfmomr'cnusfiibrarylmsfii EMS
(printcflaspx {Usixig H’T'Pl
Micresnf: Carp, interns: Comecfisa Services for MS RAEE,
Standard Editisn, htzpu’lwww.nficrusaft.c0m’tecimet1
archivefwinntasfpmfidmsiinatwnctsewim‘hcgsmmspx
{Internet Comattim‘: Services I),
Micmsnft (imp. Entemct Connectjen Sewitxs far RAE.
Cowman-cm Editien, avaiiabie athttpzfiwwwmicmsofmam!
teams:5’3thvefwinmzsyprocicincsfinamnmtsewiceibcgsme.
mspx (Internet Cowman Services E1).
Micmsef! (Imp. Entcmztt E-xplemr 5 Shipment Dépioymem
Guide Appendix B:Enab§ing Comaections with the Cam
misfit-m Manager Atiministratim Kit, availabia at httpn’!
www.mficrasoftsom‘mchnetfpmdtechnoliief apioyide-
ployfifappcndhmspx {555 Cameras; Dcvempmem}.
Mark hfinasi. Mmmn‘ng Wrsriows NT Say-var 4 135%}44‘2
(61}: all. Jan. 15, 19g9}(Mastt:ritlg W'induws NT Samar}.
Hands QR, Staff—Paced Framing far Supponing Karim: 41}
3?i-4'?3 {Micmmfi Press 19%} {Hands 0a}.

Ms‘cmsué’t (tarp, MS Potntmmnpcyim hawking mecai
(Windnws NT 4.0), avaiiabie at hnp‘fiwww.micmmfmamf
technetfm:fivefwinnmfmainménifeawsabiiityfpptp“4133.
mspx (MS PH’P}.
Kai-mam Gregg, at alvfiliicmsvfl Madam NI Séwerfia’mirzu
winter’s B‘ibfe 1?3«2t}6y 8834313, £9?é—§0?<3 (EEG Beaks
Worldwide 1999) {Gregg}.
Micmsoft Corp” Remote Accats (Windmvs), availabie at
http:iimsdn2.nficmsci‘t.cofiVen—usiiibrmymbfifii{$87
(v3.8579fimeflmpx {Remotes Access).
Micmssft Corp, Understanding F??? {‘Mndgws NT «1353).
availabie at mtg):ifwww.micmsaftcamimchnemarchiva!
wimtasfpiardpptpudstmspx {Undcmmfiding 9??? NT 4)
(Althqugh undated. this mfereszc: refvsm in am aperatitm 03'
prior 3;: versions cf Micrcsaft Winduws such as Whtéaws
NT 6,1). Accordingly, tape}: informatim amt belief, this rater:
we: is pri or art in the patents—iii—suiw.
Micrmaft Cum, Winds-“is NT 4.1;): V‘inuai Private Newark»
mg, avaitabic BI hapfiiwwvwmicmsafacomfiechnea’archivaf
wtmtasl’cigpinyfcnnfeaiivpntwk.mspx {1’do VPN 31
(Althotsgh undated, this mfamfice refers to the: operaaitm of
prim an varsians sf Micmmfi Winfinws such as Windaws
NT $.43. Accardingiy, upsm infurmatiqn and beliaf, this refer-
mc: is; prim an it) the patcntsénwsuiii

 

Amman}! Ncs‘tfinup, NT Named: Pimbing: Routers, Prox—
ies, (and W533 Services 29943839 {BOG flasks Wnridwésie
1998) (Network E‘Iumbing).
Micmmfi Carp. Chapter iw—Inmducmm m Windtrws NT
Ranting w§th Routing and Emmi: Access Sawice. Available
at mtpzfiwww.micmsoflcanfltccinmfarcifivefwizmtaa’procin
docs] nasaiflfrraschfilmspx (Ingm to ERAS) (Although
undatem this reference Mars to the aperafian nf prim an
vetsians cf Micwmft Windnws such as Windum NT 45}.

Acetardingiy, upon infermaficn and beliefs this reference is
prior an to the paicnisuinasuii.) 13.
Microsoft (Ram. Windaws NT Server Precinct Elincumemsau
ties}: Chapter Summing far Latgamsgale Ctartfig-Ingraticvnst
avaiiable at hi:p:!fwwwimicrasaitcmnftcuimctlarazhivd
wmntasfpmddmsirmfififfiaschflimspx {ngC«-Scaic Cam
figuratitms} {Altheugh undated. this refmnee refers to the
Qpcration 01‘ prior anvcrsions of Micmsgft Windows such as
Windows NT 4.9. Accm‘dingiy, taper: inflammation and Belief,
this utterance is prim“ art ii) the pzztemsm-inmsuit.)
F43swre, ELSawre Exmuation Kit {May i999} (FSECURE.
WEGMS) {Evaflnafim Kit 3).
ELSccum, FaSecura NamsSurfer {May 19%)} (FSECVURE
GWWB) (NamcSurfer 3).
F—Semre, F—Samm VFN Adminisuawr’s Guide (May
1999‘) (from FSECURE 83063063) (ESE-cure VPN 3).
BBL-Sesame, FmSemms SSH User’s £1 Administrator’s (31311de
{May 1999) (flora FSECURE 063111863) (SSH Guide. 3).
F—Semmg F-«S‘emre 15821? far sz’aw N3” @4195 (May
1999) {fmm FSECURE mDfiiXE-E {SSH 2.!) Guide. 3).
lit-5538mm Fué'wure VPN+ Administrator's Said: {May
195393 (from FSECURE 90866003) (VPN-{v Guide 3).
F. Stamina, F—Sacuré ‘S’PN+ 4.! (19¢?) (from FSECURE
09000005) (VPN+ 4’: Guide 5).
FuSccura, F-é'ecaare $532" (1996,}
00088036) (PR-Secure SSH mt
FmSccur-e, .F—Seww SSH Zflfor Winéows Nif'wsd 95 {1993)
{Emma ESECURE wrmwrj} (F~Sacum SSH 2.8 Guide 6}.
11-535mm waz‘ecme Evaluating Ki: (Sap. i998} {FSECURE
0908:1300?) (Evaiuatim; Kit 9).
FwScaure. Fist‘ura SSH L’ser’s £2 Aminmmxorie Gmdg
(Sept. 1998) (fmm FSECUEE 38008809} (SSH Guide 9).

FwSflcure. F~§£mre SSH 2.3}113" 3352353515 NT and 95 {82;}.
E998) (fmm FSECURE EULYFCOGQ) {F‘s-mama: SSH 2J3
Guide 9}.

ELSccure, FL-Sewré VPN+ (Sep. 19%) {from FSECURE
89800099) {VFN+ sum '9).
Hectares, F~Secars Management T0033 Administrator’s
fluid: (199%.!) {from FSECURE mac-0903} (IF—secure Mam
agemem Touts).

11-83mm. F—Semre Desi-mp, {Exam- Guide {i997} {Emm
FSEC‘URE 90803th {F~s&curc Iii-same!) Ham‘s Quick}.
Sachct. ism, VPN Foficy Mmaggr Liam. 2mm WPN Faiicy
Manager).
EFSecure, FAQecm’s VPN+_fa-r tir’imz'on‘rs NT 4.0 {1993) {fmm
FSECEJRE m9) {Fusecum V?N+}.
1R5, 32142., SafiNaz’SofiJ’K Vensitm «1 {Mast 23, 2000)
{Soft-4% Verstan 33).
iREfSafeNet Eric” VFW Reimoiagifi Grervffw (Mar. 28,
mm; (Safemct VPN Qwez‘view}.
IRE, Ina, SafeNeb’Seeufiry [Jamar Tadmimf Refemem
Alfdt‘fidfifm than. ‘22. 1999‘) {Safenei Addamium).
IRE, Inca. System: flescriptimfar VPN fifiifly fifmwgw and
SqfeNeszfé’qfiPK (Mar, 3%. 200(3) (VPN Policy Manager Sys-
tam Dcscn‘ pticm).

{2mm FSECUEE
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37111-3, inc“ About SaffiNebWPN 1’01193’ Manager (1999‘)
(About Safenct VPN Paiicy Managfir}.
IRE 531cm SafaNetNPN mm» Manager? Quick Start Guide
Versims I {1999) (Safeh‘at VPN Peiicy 3213113361").
Tasted infants-ration Systems, 1m.w (Samaria; Inmme: Fire-
wafl, 15311719131! Pmdtxé‘t Furtcrimmi .S’tmmary {In}. 22, 19%)
{Gauntlet Functtianal Summary}.
Trashed inflammation Systems, 1:191, Smssifig 21:3 Gamxter
interns: Fimvah’, An Adminiszrmmft Guides to Gauntlet View
Sign 3.1.1 {M ay 31, 1995) (Filming aha {3911151331 interns: Fire~
wail}, ‘
Ted Harweod, Wirasfows N? Tema’:m§ Server and Kim}

Memfimme (New Riders 1933‘?) (Windows; N1“ Hammett} 79,
Term W. Matehrs and Shawn P. Ganeway, Madam NF
Wing (fliers: §9Ewion$ impiemsming ’iéermim! .‘S’ervar and
Citrix Mgzamee {Macmillan Tachm’ca} Publishing 191219}
(Windcsws NT Mathew)
Barnard Abnha at 3]., Secmfing LETP using EPSEC (Feb. 2.
113-99}

155. Findiag E’s-aw Why Through fits “JPN Maze {1999)
(“PEP“).
Liam: FraanWAN Gvcwiéw (19???) (Linux FraeSiWAN}
flvenisw).
Timcfiifiy, The Business Case: far 53mm VPNS (1993)
{‘"EimeStep’fi.
WatchGuam Technologies, 1:11;, Witcthnd Firebm Sysv
teem Fawarpaim {2000).
Wamafiasm Tecmmagias, 1116., MES Firewaif Spetéficm
Zions (W993.
Watchfluard Technalngigs, Inc” .5364?th for inflammation,
Sawfly Ssrwittm (209231)}.
Watchfiumchlmnhgies, 15m, Pmrsczizzg the interns: my
m'bmgd Entgrgmive, White i’qvc‘r {F81}. 2000).
Watchfium Techmiogicsg ism. Waxxcthtfi fiveEmaMy
fear MSS Powerywim (Feb. 14, 2000}.
Walnhfiuam chtmaicgigs, hm, M35 142931523 2.5, Add-fin
for Watchfimrd SONG Refaasez Nate; (1 113. 3.1, 2000),
A3: Fame Research whammy. §lafem£m ofWm}:fw {afor—
maxim Assurance System Amitm‘wm'e and {mag imim, PR
Na. ALE—{1.11156 (Gamma Na). Fmfieznésuc—mm (Jan. 29,
11198).

(311?. mtcmgtwurkjng & BEN Techmlogjcs DABFA iafor»
maxim Assurance ngmm Integrated Fe'ma’bifily Dewar}:
xtrgm’m {ERIE} 1:2 Regan, Rev. Lil} (Stp, 21, 1993).
BEEN Informaticn Agsuremce Comma, ‘3"!3‘ 11.51323 Momfity
Emms 35pm: (Mar. BEE-$.53: 309 113193}.
DEREK Dynamic Vii’lflfll Private Newark {VP/V) Paws»
yams.
{3TB 111it::‘taatvw'earkjngc Camracrarzs Program Progress
RepartiMar. 16~Apa 30, 1998):
131ml: Kindmd. Dymsir 15125465 Private warb‘{31?1‘?)
Comiemamure Cimracterization (Jan. 30. 2001}.
Vim Private Nxmarfing Camtemmsure Characte‘n‘zw
trim; (Mm: 311, 2090}.
Wrtmi Private Network Qemmsx‘mtion (Min: 2L 1998}.
Infamtinn mamm'fifl Labs, Dynamic 15:11:12! Private
Nan/writs {.VPN:} and Imegmte‘d Security Management
(2500}
infummtim Assurancemm 1.2m};
Efirima‘flmfl).

NA} Labs" EFE 3.1 Jfitegmtian Dama {2000}.
Infarmman Assumaccg Science Fair Agenda (2068).
Email Kindred :21 at, i’mposa‘d firmds far EFE 3.1 {Ian
13, 3mm.

CmmM‘tdzf EFW'W

E’FE 3.} Tachuol’ogy Bepemiencies (2000).
HE 3.1 Tapufogy (Feb. 9, 201130).
Mematim Assurance, Lufamms‘e‘on Assurance Inwgrmicn:
EFE 3.12 vamfiesis 6%: 2‘"th Dwefopmm: (Lin. 30ml 1,
2801)). 1
iazfermatjon Assnmncemm Labs, Bymmic it"s-(mi Private
Newark: Presamarém (206(3).
Mommies: Assumrzm’NAj Labs, {hawk $€ma2§ Private
NemmrJi-ts Pmsamstiarz v.2 (2000).
Infemlatiart Assurancelfifl Labs, Bymmr’c firing? Private
Newark: Presentaa‘s‘m V3 (26043).
T. Bram} a 3L, Wm! Privates Nemwrkfm‘hiwcmre, Charge
ing and Acmuming ’E‘echnoiogy fer the: inwmat (Aug. 1,
1999) (VPNAL '
Naiwmk Associates Pmfiuctsmpflf’ Tami Newark Sew my
Suite. Dynamic Erma! Private Newark: {1999).
Microsnft Cemoration, Mimmft Waxy Saws: 2.!) (199?)
(mey 361%: 2.13, Mica-amt“: PrinrArt ‘JPN Twinning).
David Jainism at 3.1., A Guide T9 Micmettzfi mey Server 21?
(19129} {3131133th Micmsgft Prior A11 VPN Technciagy).
Microsai‘t Cmparafium Setting Server Parmezem (191.)?
99:01:33 Sax-var 2.0 Ci} ishfiisd MSFI’VKCGESYZES} (Scaring
Server 1’mmetm, Micrasoffit Prior Art W’N Tachficlagy},
Kevin Sammy, Micmsofi Proxy Sgrvsrr 3 (1998) {Sahulen
Microsaé'i Prior Art ‘V’FN Technciogy).
Erik Retell at 3.1., MCSE :9me Sen?! 2 Study Gssiée {1998)
(R0351), Micmsafi him 15 Art VFN Tachneiogy.
M. Shame Stiglttr 8.: Mat}: A" Linsefibaxdt, 115 as! and mey
Server 2 (E999) (Slight, Micmsoft Prim Art VFW 'é‘cctmcxlw
way}.
David 1E}~ Schasr, MESS 3:95! Simces’s: i’mxy .Yen'er2 {1W3}
(Samar, MiCEfiSGfl Prior Art VPN Technolagy}.
John Swill. Wise Windaws NT and YMMQM' 2300 Answer

Book (19951} {Swim Micmsm‘t Prim Art VPN Tachmlngy).
Natwsrk Assmiatees Gauntle: Firmrait (Rabat Virtual Pri-

vate Nettwark U527“? Guide for Wiridaws N1‘ Waist: 5,0
(121993 (Gauntlet NT {Ii-VTPN, {WE-W}
Nttxirtsrk Associams Samaria; Fimmli Pb: UNIX 6301512! Vii"-
x‘mi Privase Newark User’s Guide fismim 5.1? {1999}
(fiaamtlet Unix {SVFN‘ (WPN).

File 1113mm: for US. Appi, Na. 13915530361, Appiimmfis):
Wiflg Bryan, E81 ah filed Aug. 31, 2000.
AuraSDCKS v3.1, 331312311561, hZKPJIWEEhmthEDIngQN
199713121201 3409fw WW.3U€:E1E&§§ .coiw‘prwfiautoskdswhiml.
1131': Atkinmn, Lisa 9;" 13M? 1:} Dismfmze K1593, Sap. ’L 1993,
httpzlieps.teammatesynamwmpgmrsinamedmpgem.19%.!
msg{§£}94§.htm}.
Fiz‘SWFN Enterprise Networks‘ Ovewiew.
Chapwr 1: hmeduction 19 Hawaii Tactuxotegy, Adnziniaww
tier: Game: 1213; 19. 2013?. 13ttp:ifwww.hgak524fl.mmi
beefiidflfiflvicwerJ.asp?backid=752&chunkcd=
#1055136}

The TLS Proximal: Varsinm 1.0, .1333. 199?; is. 5:3 as“ 71.
Eiimhath I}. Zwiaky, :21 ;.1. Buiiding lemme: Firewalls, End
Ed.

Vittuzsi Private thwurky-nAsmmd Digitai lucmpmmedm
A1)! 4500:, http:i!webfimmwcesxgiwehfi9913224359335!
www.mwmd—digitzfl.comipxtzductsipmdvptfiafiiafimLiam.
Acmsswammme ma Wave in Newark Security, Cam
claw, from Internet Dynamics: hnpffweh amifivaorgfwahi’
1 13381321001 3S391":nletdyxmflmr‘Accasswam.him?,
Extancied Sysmm Press Rel-£3515? Sep. 2! 1997; Extetezz’asa‘
VPN {1355- Thg (mama: to Enema Viflwl Pawn-z? Networks,
www.3xmndedsystemsxam.
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Socks. Version 5; Executive Summary; httpziiweb.
archivcprgiwetu'19997662mom945iwww.avcntail,comfcdu~
cateiwhétepaperisockswphtml.
Internet Dynamics first to Ship Integmtad Security Solu—
tions fer Enterprise intranets and Extraflfii-‘S; SE5?- 35. 1997;
http:ifwcb.archivaotgfwchll99862 i {it} 1 4150:3ntcpjwtom.
Era-tails from various individuais to Linux {Fates

rc:DNS_LDAP Splicing.
Micmsaft Curpcration’s Fifth Amended Invalidity Cantata.
lions dated Step. 18. 2609, S’ErneIX Inc. and Science Appficm
rims Inzemagionai Corp. v. Micmsofi Cmppmrs'zm and
ittvaiidt‘ty claim charts for 1.3.3. Patent Ntas. 7,183,189 and
6,839,359.
The IPSEC Fromm-l as desaci'ibcd in Atkinson. at a}... “Secu~
{in Architecture for this interact Protocoi.“ Networkng
Working Group. RFC 3491 (New. 1993) (“RFC 2401”);
httpzilweb.archivacrgu’wwil99910579793531http3fiwww.
imib.medmwdresdetmefimiMntenmulitetamrlipsacm
t30cu__cng.htm1.
S. Kent and R. Atkinsan, “I? Authentication Header.“ RFC
2482 (Nov. 1993}; hitpjlweharchiveprgiwcbl
1999i 00707635Blhttp:liwwmimittmedxu—dresdende!
imiIt’lntemetfliteraturfipsecdacu____eng.html,
C. Madam and R. Glenn. “The Use sf EREAC~MDS~96

within ESP and AH.” RFC 2493 (Nev. 1998); http:flweh.
archivaorgfwebil 999 100mm53:?1ttpflwwwimibmedtu—
ds'esdemdefimjbiirtternsULiteraturi‘ipsec—doc‘umfing.him}.
C. Matison and R. Glenn. ‘Thc Us: EiMACmSI-IAulu9tS
with ESP and AH,” RFC 2404 (Nov. 1998); httpjiweh
archive.arglwebi1999 1007070353m1tp:liwwwjmibmcdjm
dtcsdcnder‘imjbilmersletfljteramriipscc-dow_eng.html.
C. Max:503 and N. Domwamy, “The ES}? DES—CBC Cipher
Aigmithm ’With Explicit 3V”. RFC 2485 (Nov. E998); hitting
wctt archivaorgfwcbfl 99919071370353mLtp:i/www.im€b.
meim-drcsden.dea’éntibflmcmcVLitcrmuriépsec—dacufl
eughtml.
5.5{6313 and R. Atkinsm, "i3" Encapsuiafing Security Paylnad
(ESP)? RFC 2496 (NW. 1998); httpif/web.arcifive.orglwebi
19991{3671170353;‘http:flwww.imib.m&d.twdrcsdcmjc}
imitailntemcthitcmmrJ‘ipsec—ducu,eng.him}.
Dist-ml} Piper. ‘Tht: Interact HP Security Domain of interpma
mien For ISAKMR" RFC 2497 (Nov. 1998); httpflwab.
archivaorgjwcby‘l 999 190713703SBmLtpjfwwwjn-fibmedm—v
drcsdcn.dcfimfibflnmrazct’mwramrfipsec—docu_eng.hml.

Bought Maugham ct at, “Internet Security Associatien and
Key Managemtmt Prottactai (ISAKMP).“ RFC 2403 (Nov.
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METHOD AND SYSTEM FOR AUTOMATIC
DISCOVERY OF' NETWORK SERVICES

TECHNICAL FIELD

The invention relates generally to methods and systems
for discovering service elements that enable services avail-
able via a network, as well as for discovering inter-
relationships among the services. Such information may be
used for constructing models ofservices, permitting network
personnel to assess the health of the service and to diagnose
problems associated with the service.

BACKGROUND ART

Originally, computer networks were designed to have a
centralized, network topology. In such a topology, a cen~
tralized mainframe computer is accessed by users at com~
puter terminals via network connections. Applications and
data are stored at the mainframe computer, but may be
accessed by different users. However, a current trend in
network design is to provide a topology that enables dis—
tributed processing and peer»to—peer communications.
Under this topology, network processing power is distrib~
uted among a number of network sites that communicate on
a peer—to—peer level. Often, there are a number of servers
within the network and each server is accessible by a number
of clients. Each server may be dedicated to a particular
service, but this is not critical. SerVers may communicate
with one another in providing a service to a client.

Networks vary significantly in scope. A local area net~
work (LAN) is limited to network connectivity among
computers that are in close proximity, typically less than one
mile. A metropolitan area network (MAN) provides regional
connectivity, such as within a major metropolitan area. A
wide area network (WAN) links computers located in dif‘
ferent geographical areas, such as the computers of a cor—
poration having business campuses in a number of ditferent
cities. A global area network (GAN) provides connectivity
among computers in various nations. The most popular
GAN is the network commonly referred to as the Internet.

The decentralization of computer networks has increased
the complexity of tracking network topology. The network
components (i.e., “nodes”) may be linked in any one of a
variety of schemes. The nodes may include servers, hubs,
routers, bridges, and the hardware for linking the various
components. Systems for determining and graphically dis—
playing the topology of a computer network are known. US.
Pat. Nos. 5,276,789 to Besaw et al. and 5,185,860 to Wu,
both of which are assigned to the assignee of the present
invention, describe such systems. As described in Besaw et
al., the system retrieves a list of nodes and their intercon—
nections from a database which can be manually built by a
network administrator or automatically constructed using
computer software. The system can be configured to provide
any one of three views An intemet view shows nodes and
interconnections of difl'erent networks. A network new
shows the nodes and interconnections of a single network
within the intemet view. A segment view displays nodes
connected within one segment of one of the networks.
Selected nodes on the network, called discovery agents, can

convey knowledge of the existence of other nodes. The
network discovery system queries these discovery agents

and obtains the information necessary to form a graphical
display of the topology. The discovery agents can be pert-
odically queried to determine if nodes have been added to
the network. In a Transmission Controller Protocol/Internet

Protocol (TCP/IP) network, the discovery agents are nodes
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that respond to queries for an address translation table which
translates Internet Protocol (IP) addresses to physicaladdresses.

The Besaw et al. and Wu systems operate well for
graphically dimlaying hardware components and hardware
connections within a network. From this information, a
number of conclusions can be drawn regarding the present
capabilities and future needs of the network. However, these
systems do not discover services, their elements and inter»
dependencies. Moreover, the interdependencies of the com—
ponents in providing a particular service are not apparent
from the graphical display that is presented by the system.
The complexities of such interdependencies continue to
increase in all networks, particularly the Internet. Moreover,
these systems are designed in a monolithic manner. This
does not allow the management system to be extended to
discover and manage new service elements or new services.

Another approach is described by .I. L. Hellerstein in an
article entitled “A Comparison of Techniques for Diagnos—
ing Performance Problems in Information Systems: Case
Study and Analytic Models,” IBM Technical Report,
September, 1994. Hellerstein proposes a measurement navi—
gation graph (MNG) in which network measurements are
represented by nodes and the relationships between the
measurements are indicated by directed arcs. The relation»
ships among measurements are used to diagnose problems.
However, the approach has limitations, since MNGs only
represent relationships among measurements. An ISP opera-
tor must understand the details of the measurements (when,
where, and how each measurement is performed) and their
relationships to the dilferent service elements. This under—
standing is not readily available using the MNG approach.
Automatic discovery capabilities do not exist in this system
to discover relationships among measurements.

The emergence of a variety of new services, such as
World Wide Web (WWW) access, electronic commerce,
multimedia conferencing, telecommuting, and virtual pri—
vate network services, has contributed to the growing inter—
est in network-based services. However, the increasing
complexity of the services offered by a particular network
causes a reduction in the number of experts having the
domain knowledge necessary to diagnose and fix problems
rapidly. Within the Internet, Internet Service Providers
(ISPS) offer their subscribers a number of complex services.
An [SP must handle services that involve multiple complex
relationships, not only among their service components
(e.g., application servers, hosts, and network links), but also
within other services. One example is the web service. This

service will be described with reference to FIG. 1. Although
it may appear to a subscriber of the ISP 10 that the web

service is being cxolusively provided by a web application
server 12, there are various other services and service
elements that contribute to the web service. For instance, to
access the web server 12, a Domain Name Service (DNS)
server 14 is accessed to provide the subscriber with the IP
address of the web site. The access route includes one of the
Points of Presence (POP) 16, a hub 18, and a router 20. Each
POP houses modem banks, tclco connections, and terminal
servers. Asubscn‘ber request is forwarded to and handled by
a web server application. The web page or pages being
accessed may be stored on a back-end Network File System
(NFS) 22, from which it is delivered to the web server on
demand. When the subscnber perceives a degradation in the
Quality of Service (003). the Pr0blem may be due to any of
the web service components (e.g., the web application server
12, the host machine on which the web application server is
executing, or the network links interconnecting the sub-
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scriber to the Web server), or may be due to the other
infrastructure services on which the web service depends
(c.g., DNS or NFS) The [SP system 10 of FIG. 1 is also
shown to include an authentication server 24 for performing
a subscriber authentication service, a mail server 26 for

enabling email service (for logiu and email access), and
front-end and back-end sewers 28, 30 and 32 for allowing
Usenet. access.

Subscribers demand that lSPs offer reliable, predictable
services. To meet the expectations of subscribers and to
attract new subscribers, lSPs must measure and manage the
008 of their service offerings. This requires a variety of
tools that monitor and report on service-level metrics, such
as availability and performance of the services, and that
provide health reports on the individual service components.
Unfortunately, the majority of management systems have
not kept pace with the service evolution. Available manage-
ment systems lack the capability to capture and exploit the
inter-relationships that exist among services available in a
network environment, such as the Internet. Typically, these
management systems discover and manage service elements
in isolation. Moreover, these systems are implemented in a
monolithic manner and are not easily extensible to discov—
ering and managing new network services and service
elements. Adding new discovery and management capabili-
ties to these systems requires extensive redesign and modi—
fication of the management system.

Each network is unique in various respects, such as the
configuration of servers, the types of application servers, the
Service oiIerings, the organizational topology, and the inter»
service dependencies. Therefore, in order to accurately
understind the operations of the network, specific models
must be crafted for the services provided within the network.
However, handcrafting models of network services requires
an enormous elfort on the part of a human expert or group
of eXperts.

What is needed is a comprehensive method and system
that discovers services and service elements of a network,
and discovers the dependencies among the services and
service elements. This information can then be used to

automatically generate models of the discovered services.

SUMMARY OF THE INVENTION

A method of identifying service elements, services and
dependencies among the elements and services of a network
includes executing a two-phase discovery process. In the
first phase of discovery, the services and service elements
are detected, as well as a first set of dependencies. The
second phase of discovery is focused upon the
dependencies, specifically intersservicc dependencies in
which one discovered service is reliant upon one or more
other discovered services.

The term “service” is defined herein as “a functionality
oEcred by a network to a user to perform a specific set of
tasks.” Performance of the service involves a number of

cooperating service elements, such as network routers,
servers, applications and the like. Services include applica—
tion services (such as web and email access) and network
services (such as a Virtual Private Network).

The first phase of discovery may be considered as a
“black-box approach.” At the beginning of the phase, the
system is lflccly to have no information regarding the ser»
vices and service elements that exist in a network, such as

an lnternct Service Provider (ISP). Using a variety of
techniques, this first phase obtains information relating to
the services and service elements in the network. Execution,
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component, organizational and some inter-service depen-
dcncies are discovered during the first phase. Since a black«
box approach is adopted, this first phase of discovery can be
exewted from a management station that is separate from
elements of the network being discovered. For example, in
an {SP environment, subject to the availability of a network
connection from the management station to the server farm
of the ISP, this first phase can be executed when the
management station is outside of the server farm. Thus, this
first phase may be referred to as “external discovery.”
However, it should be understood that the first phase can be
executed exclusively within the network of interest.

The second phase of discovery is targeted at identifying
inter-service dependencies. This phase uses the knowledge
of the services and service elements obtained in the first

phase, and targets the discovered services to obtain depen-
dency information relating to the services. This dependency
information likely requires direct access to the elements of
the network. Therefore, the second phase may be considered
to be “internal discovery.” The step of executing the second
phase to identify the dependencies is a software-based
automated process. The discovery system may include dis-
covery agents that are configured to access the content of
configuration files of applications that were detected in the
first phase of discovery. As an example of processing the
content of a configuration file to discover inter—service

dependencies, a configuration file of a web server may be
accessed to discover whether the web server has a depen—
dency on an N'FS service. Discovery agents may also be
deployed to monitor connections completed via service
elements that were detected in the first phase of discovery.
Information received during the monitoring may be utilized
to identify intercservice dependencies. For example, discov—
ery agents may be deployed by a discovery engine of the
system to identify Transmission Control Protocol (TCP)
connections of at least one host that was detected in the first
phase. This technique exploits the fact that most TCP
implementations enforce a three—minute delay for connec—
tions in a TlME__,WAIT state of TCP, so that a connection
persists for approximately three minutes after it is no longerin use.

As an additional or alternative source of information for

the second phase, network probes may be deployed by the
discovery cng‘ne to access information embedded within
data packets transmitted by service elements detected in the
first phase. Since most TCP/1P communication is based on
source/destiny port numbers, by processing the headers of
captured packets, a software probe can deduce many of the
relationships that exist among services.

Returning to the first phase of identifying services and
service elements, the domain name service (DNS) may be
accessed to obtain information that Specifies services, gar-
vice elements, component dependencies, organizational
dependencies, and some inter—service dependencies. The
DNS of the network may be used to identify some, and
preferably all, of: (1) any external name Servers

(organizational dependency); (2) round-robin service groups
that are utilized to provide scalability and redundancy for the
network (component dependency); (3) naming conventions
that are employed by the network (organizational
dependencies); (4) any external mail gateways of the net—
work (organizational dcpendcncies); and (5) any SMTP
servers corresponding to hosts that run POP3 servers (inter
service dependencies).

The recognition of the naming conventions used by the
network provides cVidence of any Virtual hosts or virtual
servers. For example. an ISP may use a single host machine
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to support multiple customer web sites. While each customer
web site may be associated with a unique IP address, there
will be a naming pattern that identifies the common host
machine. Naming wnventions may also be used to recog-
nize associations between terminal servers of an ISP and
P0P sites.

An advantage of the invention is that the discovery
process may be used to automatically detect services, service
elements and dependencies with regard to a selected core
schice of a network (e.g., Read Mail Service of an [SP).
That is, the method and system may be used to model the
selected core service, permitting network personnel to assess

' the health of the service and to diagnose problems associated
with the service.

Another advantage is that the system is extensible to
discover services or service elements that are added to a
network. When a new service or service element is

introduced, a user can add a new discovery module (e.g., a
discovery agent) for the service or service element. The
discovery engine is then able to discover instances of the
added service or service element without any changes or
enhancements to the discovery engine. This approach per~
mils third-party discovery modules to be introduced into the
system.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a schematic view of an exemplary prior art
Internet Service Provider (ISP) system.

FIG. 2 is a schematic View of a proces for modeling a
selected service available via a network.

FIG. 3 is a block diagram of components of a system for
modeling a selected service available via a network, such as
the [SF of FIG. 1.

FIG. 4 is a block diagram of a management system having
components of FIG. 3.

FIG. 5 is an exemplary layout ofcomponents for utilin‘ng
the Read Mail service of the [SF of FIG. 1.

FIG. 6 is a graph of nodes of a Read Mail service model
configured using the system of FIG. 3.

FIG. 7 is an alternative Read Mail service model graph.
FIG. 8 is a schematic view of first phase internal discov—

ery processing using the system of FIG. 3.

FIG. 9 is a schematic view of second phase external
discovery processing using the system of FIG. 3.

FIG. 10 is a process flow of steps of the first phase
discovery of FIG. 8.

FIG. 11 is a process flow of steps of the second phase
discovery of FIG. 9.

FIG. 12 is a block diagram of the operation of the
discovery engine of FIG. 4.

FIG. 13 is a block diagram ofthe discovery engine ofFIG.
12.

BEST MODE FOR CARRYING OUT THE
INVENTION

The invention relates to the discovery process for
enabling automated detection of service elements and/or
services that are utilized by a specific network to provide a
particular service. One application of the invention is to
model the particular service, so that dependencies among
services and service elements (e.g., servers, hosts and net—
work links) may be readily determined by network person—
nel. While the discovery process will be described primarily
with reference to application to an ISP system, the process
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has other applications. That is, the process may be used in
other network environments (e.g., a corporation’s network).

FIG. 2 is an overview of the auto-discovery process for
generating a service model instance 200 for a particular
network 202. In FIG. 2, the rectangles represent data stores
and the ellipses represent processing elements. A service»
specific discovery template 204 is accessed upon initiation
of the auto—discovery process. The discovery template
defines the services and service elements that are anticipated
as c00perating to provide the core service. Moreover, the
discovery template identifies particular discovery tools (i.e.,
discovery modules and/or agents) that are to be used for each
service and service element, as well as any dependencies
that a particular discovery tool may have on outputs from
other diSCOVery tools. The template preferably includes
instructions for configuring the outputs of the discovery
tools. A more thorough description of the dismvery template
will follow, particularly with reference to Table 2., which is
an example of a discovery template specification. A more
thorough description of the discovery tools 206 will also be
provided below, with reference to FIGS. 12 and 13.

The auto-discovery approach is dividable into two phases.
In the first phase auto-discovery procedure 208, a “black-
box approach” is adopted. Initially, no information about the
services or service elements may be immediately available.
Using a variety of techniques, information is obtained for the
purpose of identifying relevant services, service elements,
component dependencies, execution dependencies, 0rgani~
zational dependencies and some inter—service dependencies.
In one of these techniques, the information that is available
in the domain name system of an ISP is used to discover the
existence and the relationships among difierent services and
service elements. In order to allow subscribers to access a

host using its host name, rather than requiring specification
of an IP address that is more diflicult to remember, DNS is
used to map the host names of the IP addresses for all hosts
in the [SP system. Moreover, the exchange of email mes»
sages acrosr. hosts occurs using the mail exchange records
(MX records) maintained by the DNS. In summary, the
domain name system stores a wealth of information that is
used in the first phase of the auto-discovery process to
discover Internet services and relationships among the ser»
vices. Other techniques may be used in this first phase to
supplement the information acquired from the domain name
system. Since these techniques may be exploited separately
from the servers of the network 202, this first phase may be
referred to as “external discovery.” However, the process
may occur entirely within the network environment.

Instance information 210 is acquired in the first phase
procedure 208. In addition to the identification of services
and service elements, the instance information 210 identifies
dependencies. There are a number of inter—dependencies of
concern to the auto-discovery process. These inter~
dependencies include execution dependencies, component
dependencies, intcr~servicc dependencies, and organiza—
tional dependencies. An execution dependency relates
directly to an application server process being executed on
a host machine. The types of application servers that are
executed on host machines include web, email, news, DNS
and NFS. A component dependency occurs in order to

ensure scalability and redundancy of a service. For example,
a web service may be PmVidCd OOHCCIiVely by a number of
“front-end sewers” (FESs), With round-robin DNS sched—
uljng being used to provide subscribers With a domain name
that maps to one of the FESS. [SP5 often replicate web, email
and news content across a number of sewers. The round-
robin scheduling balances the load among the servers. The

Petitioner Apple Inc. - Exhibit l/ilfilp82%14 7



Petitioner Apple Inc. - Exhibit 1004, p. 843

 

 

US 6,286,047 Bl
7

sewers are grouped together and assigned a single domain
name in the DNS database. When the DNS sewer receives
a request for the domain name, the IP address of one of the
sewers is acquired in the round~robin scheme~

An inter-service dependency occurs when one service
accesses another service for its proper operation. For
example, a web service depends on a DNS service to allow
the subscriber to mnnect the web server host using its IP
address, and an NFS service is used to access the web

content. As another example, a Read Mail service depends
on an authentication service to verify the identity of the
subscriber, uses a DNS sewice to log the subscriber’s IP
address, and uses an NFS service to access the mail content.

Finally, an organization dependency occurs when there
are different 15? operations personnel (e.g., subject matter
experts) who are responsible for different services and
service elements. For example, an ISP may have a first
supervisor managing the web service, a second supervisor
managing DNS, and a third supervisor managing NFS.
Operational responsibilities may be delegated based upon
the geographical location of the service elements. Since the
precise organization structure may vary from one ISP to
another, the auto—discovery mechanism provides a means by
which it can be quickly customized for a particular ISP
system. ~

The first phase auto—discovery procedure 208 provides
discovered instance information 210 that identifies most of
me execution, component and organization dependencies, as
well as some of the inter‘sewice dependencies. A partial
service model instance generator 212 is then used to provide
a partial service model instance 214. Optionally, configura—
tion data 216 may be used to allow an operator to customize
a sewiee model instance 200. Using a configuration inter—
face which will be described with reference to FIG. 4, the
operator can specify categorization criteria for services and
service elements. Thus, the service model instance 200 can
be configured to meet the specific needs of the operator.

In a second phase auto~discovery procedure 218, an
“internal” View of the network 202 is acquired. The internal
discovery of the second phase is intended to fill any “holes”
in the partial service model 214, and particularly focuses on
identifying inter-sewice dependencies. There are two basic
approaches to the internal discovery of the second phase.
One approach is the use of network probes, which are
implemented in software and are installed at strategic loca—
tions on the network to acquire information from headers of
packet transmissions. By processing the headers of packets,
a software probe can deduce many of the relationships that
exist among sewers. The second basic approach is to use
special-purpose discovery agents that are installed on the
ISP hosts to discover relationships among services. Rather
than examining headers ofpacket transmissions, the special-
purpose agents use a number of operating systems and
application—specific mechanisms (such as processing service
configuration information and application-dependent moni-
toring tables) to discover inter—service dependencies.

The inter-sewice dependency information 220 from the
second phase auto—discovery procedure 218 is combined
win: the partial service model instance 214 using a second
service model instance generator 222. The output of the
second service model instance generator is the completed
service model instance 200.

The invention will be described primarily in its preferred ‘
embodiment of using the discovery template to detect both
services and service elements to form a service model.

However, the discovery process may be used without the
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discovery template and without restricting the process to
identifying only the services, service elements and depen-
dencies relevant to a single core service.

One Embodiment for Using the Instance
Information

As previously noted, the use of the discovery template
204 is optionally combined with a service model template in
the process of generating the service model instance 200. An
overview of the template—driven procedure is illustrated in
FIG. 3. The sewioe model template is a generic specification
of the service topology and measurement topology for the
service of interest (e.g., Read Mail service). Depending on
the service being modeled and the service elements that are
likely to be involved, the template defines nodes of various
types (e.g., hosts, servers, network links, and services) and
their assotZiated measurements. Moreover, the template indi—
cates the dependencies among the nodes, such as the depen—
dency of the service on other services (e.g., the Read Mail
service which refers to a subscriber accessing his/her mail—
box depends on the authentication and NFS sewices). In the
preferred embodiment, the template also includes default
state computation rules for specified nodes, so that the state

(i.e., “health”) of a node can be mmputed based upon
measurements associated with the node and upon states of
dependencies of the node.

The service model template 34 is not specific to any [8?
system in the sense that it does not specifically reference any
hosts, sewers, network links, sewicc groups, or other ser—
vices or sewice elements in the ISP system. The template
may be considered as a “lifeless tree.” There is no associa—

tion between nodes in the sewice model template and
mnning elements, such as hosts and sewers. However, the
information contained in the sewice template for a node may
include the element type, the element dependencies, the
measurement definitions (e.g., agent to run, the format of the
urn string, the number and type of parameters, and the
format of the output), default state computation rules,
default thresholds, default baselines, and default alarm gen—-eration and mrrelation rules.

In database terminology, the service model template 34 is
the schema. On the other hand, an instance defines the
records in the database and the values of the static informa»
tion. In FIG. 3, the discovered instance 36 is determined

using auto—discovery, as will be explained fully below.
Information regarding the sewices and sewice elements
(e.g., sewers, hosts and links) that exist in the ISP system or
other service provider systems may be auto—discovered. The
store representing auto—discovered information shall be
referred to as the auto—discovered instance 36.

The service model creation engine 38 of FIG. 3 is used to
generate a sewice model instance 40 based on the service

model template 34 and auto—discovered instance 36. Ideally,
all of the discovered information is available prior to instan»
tiation. However, in many cases, discovery has to be per—
formed in multiple phases, such as the two outlined above.
In such cases, instantiation may occur partially after each
phase of discovery. The main advantage of providing a
partial service model instance is that the partially completed
service model can provide a guide to identify the additional
information needed in subsequent phases of discovery. The
service model creation engine 38 encampasses the functions
of the partial service model instance generator 212 and the
second service model instance generator 222 of FIG_ 2_
Since new elements and serVices may be added to the [SP
system over time, the sewice model instantiation process
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has to be repeated periodically to augment the initiallycreated service model instance.

Unlike the service model template 34, the service model
instance 40 is specific to an ISP system. The process of
constructing the service model instance using the service
model template and the auto—discovered instance 36 is
referred to as the “instantiation” of the service model. As
previously noted, the relationship between the service model
template and the auto—discovered instance is analogous to
the relationship between the schema and records in a data-
base.

The service model instance 40 maps services and service
elements that exist in a particular [SP system with nodes in
the service model template. In doing so, the service model
instance also specifies a set of measurements that must be
made against each of the services and service elements in the
specific [SP system.

The service model instance 40 may be used by a view
generator 42. In the preferred embodiment, the service
model instance is represented as a graph of the nodes and
edges that identify dependencies of the nodes. Different
management functions of an [SP will benefit from viewing
diflferent subsets of nodes and edges of the service model
instance 40. Thus, the view generator 42 may be used by
operations personnel to provide an “operations View” of
only the services and service elementslthat fall in a particular
domain of control of the personnel. 0n the other hand, a
“customer support View” may provide an end-to—end view
for the customer support personnel of the ISP. A“planning
View” may be used to graphically present information about
usage and performance trends, so that future requirementscan be ascertained.

. Even when different management functions are interested
in the same Subset of nodes and edges of the service model
instance 40, there may be dilferent interests with regard to
miles to be used for state computations. For instances, a
management application that visually depicts a color-coded
hierarchical representation of the service model instance to
operations personnel may require that hierarchical state
propagation rules be employed in the service model
instance. In this manner, viewing the state of the top—level
nodes of the service model, an [SP operator can determine
whether any problem has been detected in the [SP system. In
contrast, an application that is responsible for automatically
detecting, diagnosing and reporting the root-causes of prob-
lems in the [SP system may prefer not to use a hierarchical
state propagation rule, since it is intensted in the state of
each node of the service model independently of the state of
other nodes.

The View generator 42 may be used to define the subset
of nodes of a service model instance that are of interest to a

management application, as well as the method for evalu-
ating the states of the nodes of interest. The measurements
that are associated with the nodes in the service model
instance are common across the dilIerent views. However,
the rules that apply to computing the state of a particular
node based upon relevant measurements and the states of
dependent nodes may be dilferent for the different views.

A measurement agent configurator 44 may be used to
extract information from the service model instance 40,
when the information is relevant to scheduling tests and
retrieving test results. At the completion of the service model
instance 40, static configuration information as to how the
tests of various elements are to be run may be merged with
default algorithm descriptions into a service model instance
file. State computation rules, thresholds and alarm correla-
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tion rules defaults may be overridden using the measurement
agent configurator. Specific measuremenm may be enabled
or disabled. A final measurement agent specification 46 is
generated by the configurator for the Specific ISP. The
measurements that are identified in the specification 46 are
executed using software agents 45. The results of the mea-
surements are analyzed and used by a service model man-
ager 47 to compute the states of different nodes in the service
model.

Overview of [nstantation

FIG. 4 represents an overview of the process for gener~
ating the diSCovered instance that is used to form the service

model instance 40 of FIG. 3. As previously noted, a require—
ment of the instantiation of a service model is the generation
of the service model template for the particular service or
services of interest. The template may be handcrafted,
preferably by a domain expert of the service. The template
includes a specification of the elements involved in provid-
ing the service, such as servers and network links, and the
dependencies of the service on other services, such as the
dependency of Read Mail service on the authentication and

N'FS services. As will be explained more fully below, the
discovery process includes designation of a discovery tem—
plate 48. The discovery template specifies the types of
services and the service elements to be discovered. The

discovery template also includes specifications of discovery
modules 50, 52 and S4 to be invoked in the discovery of the
specified services and service elements.

The service model template 34, the discovery template 48,
and the discovery modules 50, 52 and 54 are utilized Within
a management system 56 for forming the service model
instance 4-0. Another key component of the management
system is a discovery engine 58 that processes information
contained within the discovery template 48. The discovery
engine invokes the appropriate discovery modules 50—54,
interprets the outputs of the invoked modules, and stores the
outputs in memory (or in a database) as the discovered
instance 36, which is made accessible to the service model

creation engine 33. The discovery engine 58 supports a
configuration interface 60 that allows [SP operations per-
sonnel to control and customize the dismvery process.
Through the configuration interface 60, an [SP operator can
restrict the discovery to specified IP address ranges or host
name patterns. Furthermore, the operator can specify nam—
ing conventions used by the [SP (e.g., for naming terminal
servers and POP sites), which are used by some of the
dismvery modules 50—54.

The configuration interface 60 serves as a way for an ISP
operator to quickly customize the service model instance 40

that is generated by the process. Using the configuration
interface, the operator can also specify categorization crite-
ria for services and service elements. For instance, all the
mail services could fall in one category, while the DNS
servers could fall in another. The categories assigned to
services and service elements can represent the organiza~
tional structure of the [SP, the geographical location of the
servers offering the services (e.g., sewers in San Francisco
fall in one category, while servers in New York fall in
another), or diflerences in business functions of the service
(5%,, web sewers that an ISP is hosting on behalfof business
customers, as opposed to local web servers that the [SP
ofiers for providing access to the dial«up subscribers).

In the preferred embodiment, the configuration interface
60 is implemented using a graphical user interface (GUI) at
an operator computing station. An example of a configura-
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tion specification that is entered using the interface 60 is
shown in Table 1.

TABLE 1

Hosts exclude ip 10.1t204.1—~10.L205.1
at exclude all hosts with IP addresses in this range. These hosts represent subscriberit home PC:
WebServers category name .tCOm.&kElSP.fld WebHost
I? servers with names of the form ‘.eom.fakeispinet are Web hosting servers
TerminalSei-vers extract name: mxID—9](3}<Pop$ite>[O—9]Lfakeisp.net
mminal servers mint match the naming pattern above. Extract die POP site name# from the terminal server’s name

 

 

The discovery modules 50-54 obtain the configuration 15
criteria from the discovery engine 58. The modules execute
the appropriate discovery techniques, and as part of their
outputs, record the categories to which the different services
and service elements belong. The category information is
stored at the discoch instance 36 and is interpreted by the
service model creation engine 33 in a manner that is reflec—
tive of the service model template 34. [Hosts]

The following sections provide details regarding imple—
mentation of the process described with reference to FIGS.
2 and 3. Since the service models template 34 depends on the
syntax specified in the discovery template 48, the discovery
template specification is considered first. All the templates
and instances presented as examples use the INI file format 30
that is commonly used to represent the content of system
files in Microsoft Windows-based personal computer sys-
tems. However, the process may be implemented using other
specification and schema definition technologies (e.g., the
Common Information Model Specified by the Desktop Man- 35
agement Task Force). Per the [NI format, a template or an
instance is organized as different sections, each of which is
specified by a unique stream enclosed within a pair of square

brackets (“[<scction name>]”). 40

Discovery Template Specification

12

TABLE 2 

[ExternalNameServers]

discovery moduleeDiscoverlkternalNameServers.class
20 discovery-argumentswurl http:llism-ch/scripts/discEngineAPl.pl

discovery—outputsaipAddres, hostNarne, domainN'an-re, category
discovery-instanceKey-edpAddreasxDNS
discovery»dependencies=-

25 discovery-modulewDiscoverHostsclass
discuvery—argumcntsnwurl http://ism—ch/scripmldiscfingineAPLpI
discoveryooutputs—ipAddress, hostName, stale, category
discovery—instameKey=<ipAddress>:Host
discovery-depende ncies=ExternalNameServe rs
[SMFPServers

discoverynrodule=DiscoverSmtpScrversclass
discovery-arguments—url http:l/ism—ch/scriptsldiscEngineApl’pl
disamvery‘ouqautsuipAddress, hostNan-re, category
discovery—instancefiya<ipAddres>:Snup~Mail
discovery—dependenciesflosts, ExternalNameServers
[POPJServers]

discovery—moduleuDiscoverPopBSen/ersdass
discovery-arguments-a-url htth/‘Ism-ch/scripts/discEngineAPLpI
discovery-outputsaipAddress, hostName, relatedSmtpServer, category
discovery-insraucelCey-dpAddress>:Pop3_Mail
discoverydependencimzflosts, EnemaanmeServers
[HTTPServers !

discovery-modulaDiscoverHUpServersclass
discovery-argumentsm—url h ttptllism—pcllscripts/discEngineAprl
drscovermrputsfipAddrm, hostNan-re, server'Iype, category

An example discovery template specification is shown in
Table 2. Each section of the discovery template defines a 45
specific service or service element. The first four sections
represent templates for discovery of external name servers,
hosts, Mail SMTP sewers, and Mail POP3 sewers. The
“module” variable specification in each section identifies the
discovery module 50-54 of FIG. 4 that is to be used for the
particular service or service elc ment. The “arguments” vari—
able represents arguments that are to be passed by the
discovery engine 53 to the discovery module during deploy-
ment. The “outputs" variable defines the number and names 55
of the columns in the output of the discovery module. The
“instanceKey” variable denotes the index that is to be used
to access the discovery instance 36 corresponding to each
row of output generated by the discovery module. The name
or names specified within angled brackets (<>) on the right
side of the instanceKey assignment must correspond to one
of the column names specified in the output assignment.
Finally, the “dependencies” variable indicates the dependen—
cies that a discovery module has on other modules. The as
discovery engine may use this information to select a
sequence in which it processes the discovery templates.

50

60 ategory—

amgoryuz

discovery-inst}!aney-dpAddressteb
discovery-dependenciu=Hosts
WW

discuvery—mdulenDiscDVerNFSSenlelS.dass
discovery—arguments-wurl httpzllism—pc2/scr'ipts/discEngineAprI
discoveryaoutputsv—vipAddrcss, hostName, category
discovery-instancelceyudpAddremel-‘S
discovery-depenendenciesul—Iosts
W

disasvery—modulenDiscoverHostGmupsdass
dismvery—argumentsa—url htth/ism-chfscripts/discEngineAplpl
discovery-outputs=groupflame, group03mponentsLisL, allegory
discovery—instanceKeyu<gzoupName>zHostGroup
discovery—dependencim=ErtemalNameServers
[WebServiceGmups]

hostName=mailf¢x21 .fakeisp.net
relatedSmtpServersmtpfakeispmet

[10.137,196.54:Pop3~Mai1]
ipAddressle.137.19654
hostName—mailf-szzt'akeispmet
relatedSmtpServer—smtp.fakeisp.net

[10.137.196.56:Pop3_Mail]
ipAddmsa-IOJJ7J9656
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TABLE 2—coutinued 
hostName—mailfesB.fakeisp.net
relatedSmtpServer=smtp. firkeispnet
category—
[10.137.19658:ch]
ipAddrmsl 0.137.196.58
hostNameuwww. fakeispnet
serverTypcmNCSA/l .5
Eugene-IutemalWeb
[10.1 37.196.69:Web]
ipAddrcss=10.137.l 96.69
hosd‘fammxyzeomfakeispnct
serverTy-peaApacthl .2
(allegorychbHost
[10.137.196.70;Web]
ipAddrms=10J 37.196.70
hostNamcuwwwzbcsom. fakeispmet
servefl’ypeaApache/l .2
(2tegory=WebHost
[10.1 74. 1 73.23:Nt-‘s]
ipAddrwwIQl'I‘t 1 73.23
hustName-dnsl.fakeisp.net
[poplfakeEsp.netzflostG-mup]
group Namwpoplfakeispmet
groupComponeutsLisculo. 137.196.52:10.137.196.54:10.137196.56
[pop3.fakeisp.net:l’op3_MailSenriceG10up]
serviaGrpName-poplfakeisp.net
serviceGrpComponenlsListnlO. 13 7. 19652110. 137.196.54Z1 0.137. 196.56
[ExternaansServenCategory]
catcgnryNamenExternaiDnsSenrer
[lntemalWebServerzetcgory]
calegoryNameslnternalWeb
[WeansledServer:Category]
(2tegoryName=chHosr 

Because the ISP environment has a heterogeneous set of
elements (e.g., host nodes, routers, application servers, ser—
vices and inter—service dependencies), sections of the dis—
covery template must be processed in an order in which
elements having no dependencies are considered first. See-
tic: have dependencies can be processed after the depen«
dencies have been completed. 'Ihere are at least three
approaches to ordering the processing of sections. One
approach is to order the sections in the template to reflect the
dependencies among sections. Thus, a section appears in the
template only after the appearance of all sections on which
it depends. The discovery engine 58 can then pmos$ the
sections in order. Another approach is to allow the discovery
engine to dictate the sequence of discovery. By considering
the values of the dependencies variable within the sections
of the discovery template, the dismvery engine can deter-
mine the order in which the sections must be processed.
Sections of the template having no dependencies are pro-
cessed first. After all such sections are processed, the dis—
covery engine iterates through the list of template sections,
choosing sections which have not been processed and which
have their dependencies determined by earlier processing.
This procedure is repeated until all of the sections have been
processed. In the third approach, the sequencing is driven by
the discovery modules 50—54 themselves. In this
embodiment, the discovery engine processes the template
once, invoking the discovery modules simultaneously. The
discovery modules determine when the different elements of
the [8? system are discovered. When a new instance is
detected by a discovery module, it forwuds the results to the
diswvery engine. Based on the dependencies on the discov—
ery module, as specified in the discovery template, the
engine forwards the results to other discovery modules for
which the results are relevant. The availability of the new
results may trigger discovery by other modules. This pro—
cedure is repeated until all of the sections have been fully
processed. In an alternative implementation, the discovery
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modules can communicate With one another without involv~
ing the discovery engine.

Discovered Instance Specification

Table 3 is a portion of an example of the discovered
instance 36 of FIG. 4. Section names in the discovered

instance correspond to the instanceKey variable specifica—
tions and the discovery template of Table 2. For each of the
output variables in the discovery template, there is an
assignment in thc discovered instance of Table 3. The ISP

system being discovered in this example is assumed to have
the domain name fakeisp.net.

TABLE 3WW

[10.174.173.E:DNS]
ipAddress=10.174.173.23
hosLNnmeudnslfahfispmet
domainNamc=Bkcisinct
mtegory—EncmaansServer
[10.174.173.3zumi]
ipAddressnlO.174.l73.23
hosfliamwdnsljakeisp. netstate-Alive
category:
[10.137.196.52:Hnar]
ipAddrcss-=10J37.1 9652
hostNamtrAmailfesiLEakeispnensmtp.fakeispnetsmm=Alive
WWW:
[10.137.196.54zflast]
ipAddrfis=10JB7J9654
hostNamemmailfesZZIakeispmetstateuAlive
mwgorys
[10.137.196.56:Hosl]
ipAddresswlfl. 137.196.56
hostName=mailfe523,fakeisp.netsnub-Alive
mmsury=
[10.137.196.58:Host]
[mindless—10.1311 96.58
hostNan-rcrwwwfakeisp.net.stathAlive
ategury=
[10.1 31196.69 :Host]
ipAddms=10.137.196.t59
hostName—wwwxyzcnmfaknispmetslang-Alive
GWEN?”
[10.137.196.701Hofi]
IpAddlwlO.137.196.70
hostName=www.abc.cnm.t‘akeisp.netsmtbAlive
aneury-
[10.137.1965228mtp_Mail]
ipAddm:10.137.19652
hostNammmailfesll .fakzisp.net:smtp.fakei.fi).uetmtegory=ExtemalSmtpServer
[10.137.19 5.52:9op3.Mafl]
ipAddlCSSfllo. 137.196.52
hostNa me—mailfesllfakeispmet
relachquJServer—smtpfakeispmet
angry:
[10.137.196.54:Pop3_Mail]
ipAd-dmlo.137.196.54
hostName=mailtk512.fakei5p.net
relatedSmtpServerx-smtpfakcisp.net
category:
[10.137.196.56zPop3‘Mail]
ipAddless=10J37.196.5 6
hoslName-mailfesfljakeispmet
rclatedSmtpServer—smtpfakeisp.net
camEOVY“
W

Next, a portion of a service model template specification is
presented in Table 4 as an example service model template
34_ The service model template contains the intelligence to
map the discovered instance into the service model nodes.
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The discovery modules (and hence the discovered instance)
are designed independently of the service model instance
being generated. This enables the same discovered instance
to be used in the generation of ditIerent service models (e.g.,
for dilferent sewiow). Each section in the service model 5
template represents a type of node in the service model
instance 40 and contains a series of instructions for creating
a node in the service model instance. The service model

16

creation engine 38 processes sections of the service model
template, one at a time, attempting to match the template
with elements in the discovered instance 36. Each element

in the discovered instance corresponds to a section of the
dismvered instance specification. Lines beginning with a “;"
represent comments. These lines are ignored by the service
model creation engine 38 when it processes the sewice
model template.

TABLE 4 

[ SM'Hosl]

; Host Node in the service model
mstch={ ':Host]
; for each discovered Host
instanceKeya<ipAddress>1SM~Host
measurements—ICP'&nnectionRate(<ipAddrc$>),

VMstat(<ipAddres>), [Fstat(<ipAddrcss>); thesc are measurements of the host
; next Copy its attributes to the SM node
hostname=<hostName>
ipAddrrssadpAddmsrostate=<sta t2.)-
categorya=<mtegory>
£5M~Weh]
; SM node for a web server .—
mateh—{":Web]
; match all discovered Web server instances
instanceKeyxsdpAddreesxSM—Web
components=<ipAddrcm>st-Host, dpAddrms>~msIPrSM—Link
memummenmafl'ITP—‘ICPConnedion'fime(dpAddrese>)
; next mpy all the attributes from the server discovered instance
stateComputationRuleumeasurcmentsOnl y
server'I‘ype—Gerver'l‘ype>
hosthmem<hoslName>
ipAddmss=<ipAddrcss>
wiegoryrappcnflcmtegoryadpAddress>;SM—~Host?<at.egory>)SM—WebService

; a web service node
man‘SM~Web]
; then: is a web service node corresponding to each web server node
instanceKeyudpAddmxSM-WebSen/ice
masuremeW-Availnbility (<ipAddrtx>), H'l'TP‘Tntal ResponseTmm(<ipAddrcsB>),HITP~DnsTime (<ipAddress>)
conlponentsadpAddrcfls>:SM-Wda, <<ipAddress>,ch>:SM-NFS, <<ipAddress>,Web>:SM—DNS

; NR; and DNS service dependencies will be determined by phase 2 discoverymtegorya-«tegorp
SM-WehServiceG-roup]

mntch-{ ‘zWebServiceGroupl
inst:nceKey-aerviceGrpNambSM—WebServiceG-mup
campanents-lisdsenriceGrpComponenlsw) :SM-Webservioe
“MEC’I’Y’Q‘flW

gregaryeappenmisqcerviceGrpComponentsLjsb) :SM-WehSei-vice'kmtegom)
! SMJI‘opLevel—Web]

instancekeyEWchst-ToplevelWeb
companenua'SM-WebService, ‘2SM~WebServiceGmup
; components are all web set-vied and all web service groups
! SM—DNS]

matcb=[*:DNS]
instanceKeyndpAddlessxSMwDNS
ccmponents=<ipAddres>msIP:SM—Link
measurements=DNS«Availability(<ipAddrus>),

DNSCacheEfiLRecpomeTtme(<ipAddress>)
stateCcmpulationtheammsurcmcntsOnty
ipAddress=<ipAddrus>hnsLName=<hostName>
donuinName:<daminName>
categoryuccategorp
[SM‘NFS]
match-l ‘ZN'FSI
instanceKey:<ipAddmss>:SM>N'FS
campanents=<ipAddras>zSM~Host
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TABLE 4-continued

18

 

masurements=NFSflbtalQlls(<ipAddmess>), NFS<DupReqs(<ipAddress>),
NFS—TmeOutPerceanpAddressfl

stateCompulationRulkmeamrementsOnJy
ipMdmdpAMress>
hastName—<hostName>

ism-Pogs_,Mau]

matcH‘zPap3wMaill
instanceKey-dpAddresbtsM-POP3WMafl
compouenktadpAddrespSMJlost
measuremenbc-P0?3-1CPCuunectinnTime(<ipAddress>)hostName=<hostName>
mtegoryhmtcgory>
relatedSmIpSewer=<relaledSmtpServer>
ipAddrmkdpAddrms>
[SM—ReadMailSenriee] 

mtch-{‘:SM—Pup3_Mail]
instanceKey=<ipAddress>:SM—Resd MailService
measurements=POP3—Availahility (dpAddress>),

POP3—TotalResponseTtme(<ipAddrss>),
POPS—Authentimtion'fin'le (<ipAddress>)

statcCamputationRuleudefault
couponans==<ipAddress>st~Pop3wMaiL <<ipAddrus>,Pop3~_Mail:SM~NFS>,

<<ipAddrEss>,Pop3__Mail:SM—Auth>
mtegorysqtategorp
[SM~ReadMailServiceGmup]

match-=[‘:Pop3MailServiceGmup]
instanceKey=<senriceGrpName>15M-ReadMailServiceGroup
componentsxlistksenrioeGrpCcmponenlsLisb) :SM—ReadltrlailService
mtegory=<category> - -
[SM-Tophevel-ReadMail]

instanceKeysRmd Mail :SMJIbplevel-ReadMail
componeuts=‘ :SM— ReadMailService, ‘ :S M~hadMailScrviceGr-oup
[smeategorfl

matcH':Chlegory]
inst:nceKey=<categuryNamc>zSM—(Zategnry
components-' :SM—‘ ?wegory-<r:atcgo ryNama- 

Most sections of the service model template 34 begin with
a “match” criteria. The match criteria for a section of the
service model template specifies the discovery instancesthat
are relevant to the section under consideration. For instance,
the match criteria corresponding to the host node’s specifi-
cation (SM—Host) in the discovery template indicates that the
corresponding discovered instances are those of type Host.
The match criteria is specified as a regular expression that is
matched against section names (instance keys) of the dis—
covered instance 36. For each object (section) in the dis-
covered instance that matches the regular expression speci—
fied in the match criteria, a corresponding node is
instantiated in the service model instance 40.

Each section of the service model template 34 can match
discovered instances of at least one type. When a discovered
instance satisfies the match criteria specified in a section of
the service model template 34, any of the attributes of the
discovered instance can be referred to in the subsequent
instructions of the service model template’s section. The
absence of a match criteria in the specification of a section
of the service model template indicates that there is only one
instance of that type for the particular ISP.

The instancelcey variable in Table 4 denotes the key that
is to be used to refer to a service model node that is

instantiated by the section of the template under consider—
ation. The attributes enclosed within the angled brackets
(“<>”) must be one of the attributes of the elements of the
discovered instance for which there is a reference by the
match criteria.

The “components” instruction specifies the parent-child
relationship in a service model instance. Various types of

45

5D

55

60

65

dependencies (i.e., execution dependencies, component
dependencies, inter—service dependencies and organizational
dependencies) are captured by this Specification. The com«
ponents list specified must make reference to the node in the
service model instance 40 that is to be generated from the
service model template 34. The components list refers to
specific nodes, all nodes of a specific type, and all nodes of
a different specific type that have a specific attribute value.
Sections of the service model template that refer to leaf
nodes of the service model instance do not have componentspeciiiCations.

The “measurements" instruction specifies a list of mea—
surements that must be targeted at the corresponding node in
the service mode instance 40. By processing the measure-
ment specifications of nodes in the service model instance,
the measurement agent configurator 44 of FIG. 3 can deter-
mine the agents that must be scheduled for execution against
each element of the discovered instance 36. It should be
noted that not all nodes in the service model instance have
measurement specifications.

The “StateComputationRule” instruction covets how the
states of the corresponding nodes in the service model
instance 40 are computed. By default, the state of a node in
the service model instance is determined based on the states
of all of the measurements associated with a node and the
states of all of its dependencies (children nodes) in the
service model instance. The service model creation engine
38 may support additional state computation policies. For
example, a “measurementsOnlY” POHCY indicates that only
the states of the measurements associated with a node must
be taken into account in determining the state of that node.

Petitioner Apple Inc. - Exhibit \ii5619%2.2§$§3



Petitioner Apple Inc. - Exhibit 1004, p. 849

 

US 6,286,047 BI
19

Regarding attribute value settings, each service model
node may derive attributes from the discovered instance 36
to which it refers. The service model template syntax also
allows for hierarchical aggregation of attributes. This is
demonstrated in the append construct used for defining
category attributes for the service model nodes.

Service Model Creation Engine

The service model creation engine 38 incorporates the
logic for processing a service model template 34 with the
discovered instance 38 to generate the service model
instance 40. There are alternatives with regard to the order
in which the engine 38 processes the service model template.
In a sequential processing approach, it is assumed that the
service model template was constructed such that the sec—
tions of the service model template are in an order in which
they need to be processed. The engine can then process the
sections sequentially. The sequential processing enables
simplification of the service model creation engine.
However, this approach burdens the template developer with
a requirement of manually determining the placement of
each section in the template based upon the order of pro-
casing. Moreover, since processing typically starts from the
host nodes, this approach may result in a number of service
model host nodes that do not have additional nodes above

them when a service model instance graph is generated in a
manner to be described below. To avoid such “orphaned”
nodes, the created service model instance must be further
procmsed.

10

15

20

20

[n the alternative hierarchical processing, a service model
creation engine 38 can use the “components” Specifications
in the different sections of the service model template 34 to
determine the order for processing the sections of the
template. Since the components list specifies the dependen»
cies of a node, before processing a section, all of the sections
corresponding to each of the nodes types in the components
list must be processed. Based on this rule, sections of the
templates which have no specified components are pro—
cessed first. Although this hierarchical approach requires
more complexity than the sequential approach, it does not
result in any orphaned nodes in the service model instance
40.

Service Model Instance Specification

Table 5 is an example of a portion of a service model
instance specification for the service model template of
Table 4 and the discovered instance of Table 3. The variables
of the table are consistent with the variables of Tables 2—4.
Referring now to FIG. 3, the service model instance 40 may
be used by the view generator 42 to provide any of the three
views. Preferably, the service model instance is represented
as a graph of the nodes and edges that identify dependencies
among the nodes. The service model instance is also USed by
the measurement agent configurator. Information from the
instance may be extracted by the configurator to merge test
information relevant to particular elements with default
algorithm descriptions in order to generate a measurement
agent Specification 46 for the ISP of interest.

TABLE 5WW
[10.174.173.7s—takcisp.nez:DNs]
ipAddresszlO. 1 74.1 73.23
hcscName-dnslfakeispher
domainNameufakeisphet
mtegorysfixternaansServer
[10474.1 73.73:SM-Host]
measurementsaTCPficnncctinn-Rate (10.174.171B), VMstat (10.174.173.23),[Fsrar (10.174.173.23)
ipAddt253=10.174.173.23
hostNameaiuslfakcis-pmetstawalive
category:
[10.137.195.5225M-Host]
measummenna'ICP—Connectinn—Rate (10.137.196.52), VMstat (10.137.196.52),IFstat (10.137.19552)
ipAddress—10.137.19652
hostName—mailfd'fliakeisphetstate‘Alive
category»:
[10.137.196.54:SM—Host]

msummeanTCPfionmCfion—Rateflfll 37.19654), VMstal(1 0.137.] 96.54),[FSIaLUOJJI 19654)
ipAddress=1 0.. 137.1 96.54
hostNa men-mailfesflfakeisphet
stateaAlive
category:
[10.137.19656:SM~Host]

measurements—TCP-Conneetion~Rate(10.:l37.19655), vMsraL(10.137.19655),[Fsmt(10.137.l96.56)
ipAddnsss-IOJSTI 9656
hastName=mailfesZ3.fakeisp. net
state=AliVe
ategory=
[10.137.19658:5M-Host]
measurementsu’ICI-‘fiounemion»Rate(10.137.196.58), VMsIat(10.137.196_53)’

[Fstat(10.137.196.58)
ipAddreB—IDJJ7J9658
hestNa rue=www. flakeisphet

category»:
[10. 137.1 96.6925 M-Host]
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TABLE Scoutinued

22

 

measurementssTCP-CoImectio n— Rate(10.137.196.69) , V'Mstatfl D, 1 37.196.69),
[Fstatfltl 137.196. 69)

ipAddrss=1t1137J 9669
has tNamezwwwxchom.fakeisp.netstate=Alive
mtcgory-
[10.137.196.7D:SM-Host]
measuremenISzTCP—Connectiomllateu 0.137.196.70), VMstat(1 0.1 37.1 96.70),

[Fsta1(10.137.196.70)
ipAddrms-IO.137.196.7D
hostNamexwwwabccomfakeisphetstate-Alive
ategotyr-W

Customizing the Service Model to an lSP’S
Oranganizational Structure

As previously noted, the service model instance 40 of
FIG. 4 is customized to an ISP’s organizational stmcture, so
that lSP operations personnel only view the status of ser-
vices and service elements that are of relevance to the

personnel. A straightforward approach to customizing the
service model instance to an lSP’s organizational structure
is to edit the service model template and explicitly include
nodes that capture the organizational dependencies. For
example, the nodes may be grouped according to categories
(e.g., lntemalWeb services and WebHosting servims). Each
of these categories may be managed by different operations
personnel. To accommodate this case, the service model
template could be modified to define nodes that represent the
individual categories and dependencies that indicate the
components of the different categories. Since the organiza-
tional structure varies from one [SP to another, the approach
would require that each [5? edit the service model templates
to match their organizational structure. Editing the service
model template to define the categories and the components
relationships can be a tedious task, especially for a large lSP.

An alternative approach is to allow an lSP to specify its
organizational structure using the configuration interface 60
previously described with reference to FIG. 4. The service
model template 34 is pre—specified to exploit the configu-
ration specification and to generate a service model instance
that is customized to each lSP. The main advantage of this
approach is that the [SP operator only has to primarily edit
the configuration specification, which is much less complex
than editing the service model template 34.

The application of this less complex approach can be
described with reference to Tables 1.5. Through the con—
figuration interface 60, an lSP operator specifies ways in
which the discovered services and service models are to be

categorized in the discovered instance 36. In Table l, the
configuration specification indicates that the [SP uses the
naming pattern ’.oom.fa.keisp.net to identify web sewers
that are hosted for the businesses. Web servers that do not

match this pattern are internal web sewers that are used by
the lSP’s residential customers. Each of the discovery m0d~
ules 50, 52 and 54 then uses the configuration Specification
to determine a categorization of the services and service
models that are discovered. A discovery module is also
included in the discovery template 48 to discover and report
on all the categories that have been discovered in the ISP’s
system. This information is used by the service model
creation engine 38 to construct a service model instance 40
that represents the [SP’s organizational stmcture. To enable
this, the service model template of Table 4 has a section that
generates a node in the service model instance for each
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category in the discovered instance. The components list in
this section maps all the services and service elements that

are a$ociated with a category to the corresponding node in
the service model instance. Thus, by merely specifying the
categorization of services and service elements using the
configuration specification, an ISP operator can derive a
service model instance that is customized for the ISP.

Example Read Mail Service Model

As an example implementation of the system of FIG. 3,
the email service of “Read Mail” will be considered. The

Read Mail service refers to a' subscriber accessing his/her
mailbox from the mail system of the [SP. FIG. 5 illustrates
a servim topology for this service. Using a client application
that supports the Post Ofiice Protocol-Version 3 (POPS), a
subscriber at a desktop computer 62 attempts to access mail.
Internal to the [SP system, the request from the subscriber’s
computer 62 may be received and processed by one of many
sewers 64, 66 and 68 that constitute a mail sewice group 70.
The sewers within the group are front—end servers (“355).

Before the subscriber can access the appropriate mailbox,
the mail sewer 64—68 that handles the request contacts an
authentication sewer 72 to verify the identity of the sub-
scriber. Typically, password identification is used in the
Read Mail service. A subscriber database 74 is accessed in
this process. Following the authentication process, the mail
FES 64—68 acceses a mailbox 78 of the subscriber from a
back—end content sewer 76 using the NFS service. The
retrieved mail messages are transmitted to the computer 62of the subscriber.

There are several active and passive measurements that
can be made to assess the health of the different elements
involved in supporting the Read Mail service. A measure—
ment system (MS) may be installed in the server farm of the
[SP to perform measurements using agents executing on the
MS and on the different lSP hosts. The difl'erent measure—
ments that characterize the Read Mail service include an
active sewice quality measurement of availability and
response time made from the MS in the sewice farm, an
active measurement of network throughput fiom the MS in
the service farm to the POP sites, passive measurements of
CPU and memory utilization passive measurements of TCP
connection traffic and packet tramc to the mail servers
obtained fi‘om agents executing on the mail servers, and
passive measurements of NFS statistics (e.g., number of
calls, timeouts, and duplicate transmissions) on the mail
servers and the mail content sewers. The active measure-
ments attempt to assess the service quality as vieWed from
subscribers connecting lo the POP sites, while the passive
measurements may be used to assess resource utilization and
uaflic statistics that are critical for problem diagnosis.
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FIG. 6 is an illustration of an example of a view that may
be presented to an lSP operator using the view generator 42
of FIG.3. While the oval~shaped nodes in the service model
graph represent the difi‘erent services and service elements,
the arrows represent measurements of services and service
elements. The root of the service model graph is the Read
Mail service, represented by oval 80. The state of this node
represents the overall health of the Read Mail service, as
assessed by the MS located in the service farm of the ISP.

That is, the overall health is assessed without considering the
state of the network links from the server farm to the POP

sites. In one embodiment, the overall health is represented
by color coding the oval 80. For example, oval 80 may be
shaded green to designate a positive health of the Read Mail
service, and may be shaded red if the Read Mail service has
degraded in its availability or performance.

Typically, there is no direct measure of the overall health
of the Read Mail service. Instead, the state of the service
must be inferred, based on the states of the different mail
FESs 64—68 that together enable the Read Mail service.
Direct active measures of availability and performance, and
passive measurements of TCP statistics to the POP3 service
port, together contribute to the determination of the status of
the Read Mail service. The active and passive measurements
are performed at each of the mail FESs, as indicated by the
arrows corresponding to the second level service oval 82 in
FIG. 6.

The next level of the service model graph reflects the
dependencies of the Read Mail service on one element and
two services. Oval 84 is the dependency of the Read Mail
servia: on a POI-‘3 sewer executing on the mail FES. Oval
86 represents the authentication service for verifying the
identity of the subscriber from which a Read Mail request is
received. Oval 88 represents the NFS service used by the
particular mail FES. Considering the POP3 server 84 first,
the health of the sewer is measured based on the ability to
establish a TCP connection as part of the active Read Mail
service quality measurement and the time required to estab’
lish the connection. In turn, the health of the POP3 server
may be impacted by the link, represented by oval 90,
interconnecting the mail PBS to the measurement station
(flom which the active test is run) and the health of the mail
FES host, represented by oval 92. As shown in FIG. 6, both
the link 90 and the host 92 include four performance
parameters that are measurable in determining the health of
the nodes. While not shown in FIG. 6, the state of the various
nodes may be represented by color coding or by other
display means for distinguishing the states of the nodes

Regarding the dependency of the authentication service
86 on the mail service 82, since it is possible that the
authentication service is healthy but a specific mail FES is
failing to perform authentication, the authentication service
is first represented from the point of view of each of the mail
FESs 94. Direct measures of the authentication delay when
accessing through a mail FES are used to determine the state
of the mail authentiCation service 86 in relation to that mail
PBS 94. The service model for an authentication service

node, whose state atfects the state of the mail PBS—specific
authentication node, is not expanded in the service model
graph of FIG. 6. Likewise, the NFS service 88 is not shown
as being expanded in the service model graph. The service
model dependency is handled in much the same way as the
authentication service dependency.

As previously noted, the service model graph of FIG. 6
represents the Read Mail service in isolation. To represent
the endwtoend service, a service model must take into
account the state of the DNS service used by subscribers to
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resolve the [SP mail domain to each one of the mail FESS,
and the state of the network links between the different POP
sites and the ISP server farm. Clearly, since the diflferent
POP sites use different routes to connect to the service farm,
a subscriber’s perception of the end—to-end service may vary,
depending upon the POP site that the subscriber is using.
FIG. 7 is a service model graph for the Read Mail service as
perceived by a subscriber connected to the [SP system via
POP," The Read Mail POP," service is represented by oval
96 and has the Read Mail service 80 of FIG. 6 as one of its

dependencies. However, the service 80 is not expanded.
While not shown in FIG. 7, the graphing preferably includes
color coding or other designation for nodes, such as the
service 80, which are not frilly expanded.

The other dependencies on the Read Mail POP,_ service
96 include the link 98 and the DNS service 100. The health
of the link is determined by measurements of the perfor-
mance parameters throughput, packet loss, delay and com
nectivity. The health of the DNS service 100 is determined
by measurements of availability and performance. The DNS
service 100 is shown as having the dependency POP",I DNS
server 102. In turn, the server 102 has two dependencies,
namely POP," DNS host 104 and the link 106.

There are several ISP management fiinctions that can
exploit the capabilities of the service models. For example,
a service model for operational monitoring may be config—
tired to indicate the status of the dilferent elements providing
a service. When a failure occurs, the service mOdel indicates

which element or elements have been afiected by the failure.
Moreover, by traversing the service model graph top-down,
an operator can determine the root—cause of the failure. For
example, in FIG. 6, when a problem is noticed with the
overall Read Mail service 80, an operator can traverse the
service model graph to determine whether the problem is
caused by a specific mail PBS or whether all of the mail
FESs are experiencing a problem. Assuming a similar
scenario, moving down the service model graph, the opera-
tor can further determine whether the problem is related to
authentication failure, NFS failure, or a failure of the POP
application server 84.

Since services and service elements can be organized
based on domains of responsibility in a service model, ISP
operations personnel need only monitor and diagnose the
services that fall in their domain of rewonsibility. In the
Read Mail service example of FIG. 5, an email operations
expert who is responsible for the mail service and the mail
servers uses the service model depicted in FIG. 6, since the
expert is mainly interested in the states of the email services
and servers. The authentication and NFS services are
included in the sérVice model representation, since these
services can adversely impact the Read Mail service. In
contrast, the links between the service farm and the POP
sites are not included in the model, since they do not affect
the Read Mail service from the perspective of the email
experL

Measurement Topology and State Representiou

As can be seen in FIGS. 5 and 6, the service model maps
difl'ereut measurements for some of the nodes in the service
model graphs» The node to which a measurement maps
depends on the semantics of the measurement (i.e., which
logic node or nodes are targeted by the measurement) and
the location or locations from which the measurement is
made. In the simplfiil case, each measurement directly maps
to one of the nodes in the service model. In some Cases,
me merits may span multiple Service elements and there

Petitioner Apple Inc. - Exhibit Y65198278152i36



Petitioner Apple Inc. - Exhibit 1004, p. 852

 

 

US 6,286,047 B1
25

may not be a direct mapping of a measurement to a node in
the service model. In such cases, composite measurements,
which are combinations of measurements being made in the
ISP system, may have to be composed and mapped to the
nodes in the service model. For example, suppose Link (x,y)
is a network link interconnecting hosts x and y in an ISP
system, and suppose Link (x,y) is comprised of Link (x,z)
and Link (z,y). If measurements are made from x, Link (x,y)
and Link (x,z) can be directly measured. The status of Link
(z,y) has to be derived from the status of Link (x,y) and Link
(x,z).

Each of the nodes in the service model has an instanta~
neous state associated with it. As previously noted, the state
of a node reflects the health of the service or service element
that it represents. A number of policies can be used to
compute the state of service model nodes. One policy
computes the state of a node based on all of its measure-
ments. Another policy assigns weights to the dilferent mea—
surements based on an estimate of their reliability, as gauged
by a domain expert. Yet another policy determines the state
of a node based on its measurements in combination with the

states of its dependencies in the service model graph. The
states of the measurements associated with a node may be
determined by applying baselining and thresholding tech-
niques to the measurement results.

Discovery Methodologies

Returning to FIGS. 2 and 4, the preferred embodiment of
the management system 56 includes a discovery engine 58
that automatically discovers services, service elements and
dependencies among services and service elements. FIGS. 7
and 8 illustrate applicable discovery methodologies. Similar
to existing management system implementations, a first
phase of discovery is performed fiom a management station
108, which may be internal or external to the service farm
of the ISP system. Predominantly, this phase involves active
tests that generate test traffic and query all of the ISP hosts
to detect the existence of different types of servers 12, 14,
22, 26 and 28. That is, the phase detects execution
dependencies, as defined above. Component and organiza-
tional dependencies are also detected during this phase.
Moreover, some of the inter-service dependencies are
discovered, but the second phase is focused on the inter—
service dependencies, since it may not be possible to dis—
cover all the inter-service dependencies that exist using tests
executed from outside the [SP host. The second phase uses
an internal view of the ISP system. Preferably, the two
phases are executed sequentially, with the second phase
utilizing the discovered information output by the first phase
to direct its operations. Dilferent mechanisms can be
employed in the internal discovery phase. Both phases of
discovery must be executed periodically, so as to discover
new services and service elements that may have been
introduced into the ISP environment.

In FIG. 8, a single discovery agent 110 is used in the first
phase discovery process. The solid line 112 represents the
discovery agent contacting the DNS server 14 to get a list of
hosts in the ISP system. The dashed lines from the discovery
agent 110 indicate active tests being executed by the dis-
covery agent to detect various types of dependencies that
exist.

FIG. 9 is an illustration of the second phase discovery
process. In this phase, a number of internal discovery agents
114, 116, 118 and 120 are utilized. The solid lines having
arrows at one end indicate the discovery of intereservicc
dependencies. The dashed lines indicate the flow of discov—
ered instance information back to the management station
108.
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Both phases of the discovery process may employ one or
more dilferent basic categories of discoch techniques.
Under the service-independent techniques, hosts and net-
working equipment (routers 20, hubs 18, and POP sites 16)
which are not specific to any service are discovered. As a

second category, service~generic techniques (which may be
the same techniques, but with appropriate parameterization
for each service) may be used to discover instances of

difl'erent services. In order to do so, typically, such discovery
techniques exploit common characteristiq; of different ser-

vices to discover instances of the services. An example of
this second category is a discovery technique for News, Web
and email services. Since all of these services rely upon the
same transport protocol (i.e, TCP), a dbcovery technique
can discover the existence of application servers by moniv
toring the TCP ports corresponding to the xrvices.

Another category of techniques may be referred to as the
service-specific-but-application~independent techniques.
Techniques in this category are specific to the service. They
are intended to monitor, but may be used for discovery that
is independent of the specific application server that is being
used to implement the service. For example, the discovery of
the relationship between the services ofered by POP3 email
servers and the service provided by SMTP—based email
servers is possible using application«independent
techniques, since the relationship is accessible fiom the
domain name service in the form of mail exchange (MX)records.

A fourth category may be referred to as application“
specific techniques. Many inter-service dependencies may
need to be discovered in a manner that is very specific to the
application servers providing the services. For example, to
discover the dependency of the web service on NFS, the
discovery technique may have to query the configuration file
in the web application server that is providing the web
service. Since the format and contents of a web application
server’s Configuration file are speCiftc to the application, the
discovery technique is application~specific.

First Phase Discovery

An often under utilized component of an ISP system is the
domain name service (DNS). In order to allow subscribers
to access hosts using their host names, rather than their more
difiicult to remember IP addresses, DNS stores the host
name~to—IP address mapping for all of the hosts in the ISP
system. Moreover, the exchange of email messages across
hosts occurs using the mail exchange records maintained by
the DNS. Name Server (NS) records in the DNS database
serve to identify authoritative name service for the [SP
domain—these are name sewers that are externally acces-
sible from the global Internet and are the authorities that are
contacted when users in the global Internet attempt to access
any hosts in the ISP system. Moreover, service groups, such
as an email service group, are enabled via round—robin
scheduling mechanisms implemented in the DNS servers. In
summary, the domain name system holds a wealth of infor-
mation that is critical for auto-discovery of [SP services.
However, additional mechanisms are necessary to comple-ment DNS-based discovery mechanisrns

One of the first Steps in discovery is to determine all of the
hosts that exist in the ISP system. Most existing network
management systems have taken one of two approaches. A
first approach is to scan an address range that is either
specified by an operator or is determined based on the local
subnet of the measurement host. The address range is
scanned using ping to sohcn responses fiom all lP—enabled
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hosts. The second approach is to use the default router
configured for a host to bootsstrap the discovery. Commu-
nication using SNMP with the router and using its routing
tables may be used to discover hosts in the local subnet.
Also, routing table information may be used to discover
other routers that can provide additional host information.

An alternative approach that is complementary to either of
the two traditional approaches is to obtain a list of all of the
hosts in the [SP system using information available with the
domain name service. From the host name of the manage—
ment station in which the discovery process executes, the
[SP domain name can be deduced. Using the default name
service configured for the management system, the discov-
ery process queries DNS to obtain the NS records that list
the authoritative name sewers for the [SP domain. One or

more of these name servers are contacted by the discovery
process to obtain a list of named hosts in the [SP system.
Zone transfer capabilities supported by all DNS servers are
used for this purpose, as is known in the art. While ISPs
usually manage a single domain, some [SP5 may have
multiple domains under their control. To discover all of the
hosts that exist in the different domains, the discovery
process must be informed of the existence of all the different
domain names. This information cannot be automatically
deduced by the discovery process.

The steps that are executed in the first phase of discovery
are identified in FIG. 10. [t is not critical that the steps be
followed in the order shown in the figure. Following the step
122 of discovering the hosts, the application servers are
discoVered in step 124. The existence of application servers
of diflferent types (e.g., Web, Email, News, FTP, DNS, NFS,
and Radius) is verified by active tests that emulate typical
client requests directed at the different TCP and UDP ports
corresponding to the dilferent service types. A response to an
emulated request has to be interpreted in a sewice~specific
manner. By obsewing the header in a rmponse from the web
service, the discovery process determines the type of web
server that is executing on the host machine. Likewise, by
processing the response returned by the email and News
sewers, the discovery proce$ determines the type of serv—
ers. This information can be used to customize the second

phase of discovery. For instance, discovery agents installed
on the [SP host machines in the second phase of discovery
may process a web application sewer’s oonfiguran'on files to
discover NFS dependencies that the server may have. Since
web server configuration files are typically specific to the
type of server, the server type information provided by the
first phase of discovery can be used to determine the
processing capabilities of the discovery agent or agents that
must be deployed in the second phase. The server type
information may also be used to determine specific mea—
surements which must be targeted for the server to monitor
its status.

In step 126, the existence of Web, Email, News, DNS and
other service groups has to be determined using the DNS. By
querying the DNS, the discovery process determines a list of
domain names that have multiple [P addresses associated
with them. For each name in the list, the discovery process
then determines whether each of its [P addresses hosts a

common application server. If so, the name Lflcely represents
a DNS round~robin sewice group that supports a common
service. For example, suppose that all of the [P addresses
corresponding to the name www.fakeisp.net host web sew-
ers. [n this case, www.fakeisp.net represents a web service
group. Note that in this process, a host that has two network
interfaces, and therefore is assigned to difl'erent IP addresses,
may be listed as a service group. Using the virtual host]
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server discovery heuristics discussed below, all such hosts
can be removed from the service group list.

In step [28, the MX records for the [SP domain are
accessed from the DNS system. The MX remrds indicate the
mail servers that must be contacted to deliver mail to the [SP
domain. The list of SMTP-based mail servers thus deter~

mined represent the servers that handle delivery of incoming
mail to the subscribers of the ISP. Discovery of these servers
is essential to automatically generating a service model for
the email service that represents the delivery of mail from
the Internet to the subscribers. Moreover, the mail gateways
may be managed by a ditferent entity than the one that
manages mail sewers that are internal to the ISP.

One of the critical measures of the performance of an
email service of an [SP is the round—trip delay between the
transmission of an email message from a source host and its
reception at the intended destination. This measurement can
be used to assess email delivery times in the [SP domain,
from the [SP domain to locations on the Internet, and from
locations on the [ntemet to the [SP domain. Since the email

service uses diEerent protocols and, hence, ditferent appli—
cation sewers to send mail and to receive mail, in order to
initiate round-trip delay measurements of email, it is essen-
tial to determine relationships between the dilferent types of
email servers on the [SP domain (e.g., which SMTP sewer
can be used to send mail to a POPS/[MAP-based sewer).
This discovery is executed at step 130. Since mail forward—-
ing is predominantly based on the MX records maintained in
the DNS database, by querying the DNS system for MX
records corresponding to each of the POPS/[MAP servers,
the discovery process determines the mail service relation—
ships in the [SP domain.

Various approaches can be adopted to discover the ter—
minal sewers that exist in an [SP POP site in step 132. The
most straightforward app roach uses SNMP queries to obtain
the MIB—[I system description from all the hosts in the ISP
network. Based on the replies, the discovery procws can
identify the hosts that are terminal sewers. An alternative
approach is based on the observation that because they need
to operate and manage thousands of terminal sewers, most
[SP5 have specific naming Conventions that they use when
naming their terminal sewers. In fact, the naming conven—
tion more often indicates the association between terminal

sewers and POP sites, so that when a problem is reported by
a subscriber using a POP site, the [SP operations staff can
quickly decide which of the terminal sewers needs to be
checked in order to diagnose the problem. “lith this
approach, an [SP provides a regular expression representing
the naming convention used as input to the discovery
process. By matching the list of hosts that are discovered

with the naming convention, the discovery process not only
determines the terminal servers that exist, but also deter-
mines the POP site to which a terminal sewer is assigned.
Another key advantage of this approach is that it performs
discovery Without generating any additional network traflic.

The approach of exploiting name conventions may also be
used in step 134 to categorize the other services of the ISP.
As an example, for each Web site that it hosts for its business

form '_com.fakeisp.n¢l, so that a hosted web site named
WWW.customer-domain.com will haVe a corresponding entry
for www.customer~domain.com.fakeisp.net in the internal
DNS database of the ISP. As in the case of terminal sewers,
by permitting 3-11 [SP ‘0 chf)’ its naming Conventions, the
discovery process composes a Categorimtion of services that
is customized l0 the lalrgfit [SP system. This categorization
can be based on geographical locations ofsewices, based on
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business relationships, and/or based on the delegation of
responsibilities among Operators. The categorization infor-
mation can be used to automatically define the customized
service model for each ISP, with special nodes in the service
model representing a collection of nodes pertaining to the
same category.

Second Phase Discovery

By treating the 15? system as a “black box,” the first phase
of discovery detects most of the execution, component and
organizational dependencies of the ISP. Additionally, some
of the inter—service dependencies are discovered. The second
phase of the discovery process is focused solely on detecting
inter-sewice dependencies, particularly those that are not
discovered by taking an external viewpoint. For example,
the relationship between a mail server and an NFS server is
not discoverable from an external viewpoint.

There are two basic appmaches for conducting the second
phase discovery. One approach uses network probes, while
the other approach uses special-purpose discovery agents.
Regarding the first approach, software probes installed at
strategic loeations on the network can snoop on packet
transmissions. Since most TCP/1P communication is based
on source/destiny port numbers, by processing the headers
of packets that are captured by the probe, a software probe
can deduce many of the relationships that exist among
services. For example, a UDP packet transmitted from a mail
server to the NFS port of an NFS server indicates that the
mail server depends on the NFS sewer for its content
storage.

An advantage of the approach that utilizes network probes
is that the approach enables discovery of inter-sewice
dependencies independently of the specific types of appli~
cation sewers residing on the host. Moreover, since it relies
on just the ability to capture packets on the wire, this
approach handles UDP and TCP—based servims equallywell.

The key difference between the approach of using net~
work probes and the approach of using special—pmpose
discovery agents is that unlike the network probes, the
discovery agents do not snoop on packet transmissions.
Instead, the discovery agents use a number of operating
systems and application—specific mechanisms to discover
inter—sewice dependencies. These mechanisms include (1)
processing service configuration information and (2)
application—dependent monitoring tools. Referring first to
the processing service configuration information, applica—
tion servers determine their dependencies on other services
from one or more configuration files. By processing the
content of the configuration files, discovery agents can
discover inter~service dependencies. An example of this is
the processing of the web server’s configuration file to
discover whether it has a dependency on an NFS service.
While processing the web sewer’s configuration file, the
discovery agent can also determine if the same application
is being used to host multiple “virtual” sewers (which is
commonly used by ISPS to host web sites on behalf of their
business customers). Typically, web server configuration
files are specific to the type of server executed on the web
server in use. The server type determination performed
during the first phase of discovery is used for deciding the
location and format of the configuration files.

While many Unix operating systems use configuration
files that are defined in an application—specific manner,
Windows NT~based systems store all application configura~
tion information in the registry. 1n the Windows NTsystems,
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while the registry can be processed in an application-
independent manner, the specific configuration attributes
have to be interpreted in an application—specific manner.

Thus far, only forward-looking discovery agents have
been identified. These are agents that discover dependencies
of a service on other services by querying configuration files
of the application providing the service. Sometimes it is

easier to implement backward-looking discovery agents to
discover the dependencies on a service (i.e., discover which
other services are using the sewice). For example, the
configuration file of the mail authentication server may
indicate which of the mail sewers are depending on the
authentication sewer. One of the ways of implementing
backward-looking discovery agents is by processing appli-
cation sewer configuration files.

Turning now to the second mechanism of using
application—independent monitoring tools, this approach is
particularly attractive for services that communicate using
TCP. The netstat utility can be used to determine the TCP
connections that exist on an 181’ hosL Adiscovery agent that .
executes this tool can periodically discover information
about the source and destination ports and the host locations
for TCP connections, which can then be used to deduce
inter—service dependencies.

This second approach of using application—independent
monitoring tools exploits the fact that most TCP implemen~
tations enforce a three—minute delay for connections in the
TIME_WAIT state of TCP, so that a connection persists for
about three minutes even after it is no longer in use.
Consequently, whenever the discovery agent is executed, it
is likely to detect all the TCP connections that may have
been established in the three minutes prior its execution.
This same approach does not work for UDP-based sewices,
since UDP is connectionless, and there is no state that is
maintained at either the source or the destination.

The approach of monitoring TCP connections can be used
to discover dependencies such as those that exist beIWeen
mail sewers and mail authentication servers, between sew—
ers and back—end databases, betwoen Radius/TACACS
authentication sewers and terminal sewers, and beIWeen
similar relationships. Again, discovery agents can be
forward~looking or backward~looking.

Advantages of using discovery agents, as compared to
network probes, include the reduction of overhead on the
ISP bests, the relaxation of security concerns, and the fact
that all of the discovery agents do not need to be deployed
at the same time. lnstead, the deployment of discovery
agents can occur at the discretion of the ISP. As and when
new discovery agents are installed on the ISP hosts, addi—
tional information is discovered about the [SP system.

FIG. 11 is a process flow of steps relevant to the second
phase of the discovery process. In steps 136 and 137, the
information that is obtained in the first phase of discovery is
used to generate an incomplete sewice model instance. As
previously noted, the first phase of discovery provides the
necessary information for identifying component
dependencies, organizational dependencies, execution
dependencies and some of the inter-sewice dependencies. A
first instance generator matches the service model template
with the auto~disoovered information fiom the first phase to
generate the incomplete sewice model instance. However
other inter—service dependencies are not discoverable using
the techniques of the first phase (e.g., the relationship
between a mail sewer and an NFS sewer).

['1 steps 138 and 139, the holes in the incomplete sewice
model instance are identified and information obtained in the
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first phase is used to determine appropriate discovery
actions. The incomplete service model instance is used to
determine the types of relationships that must be examined
In the mail service example, if a host is discovered in the first
phase to be running a POPS server, the second phase may be
used to discover the name file service and authentication
sewice used by the POP3 server on the particular host.

In step 140, the network probes and/or the special~
purpose discovery agents are deployed in a manner deter«
mined during execution of the step 139. For example,
application-specific knowledge may be used to parse con~
figuration files or log files, or may be used to search a
configuration registry for a particular server instance execut-
ing on a particular host. The network probes and/or discov-
ery agents generate service dependency outputs in step 141.
The outputs are used in a second instance generation to
complete the service model instance in step 143.

Discovery of Web Hosting Environments

An [SP system that hosts web sites for business customers
poses several challenges for discovery. Typically, each web
site of a business customer of the [SP has a unique name
(e.g., www.customer—domain.com). The [SP is typically
authoritative for the customer domain, i.e, one or more of the
[SP’s name servers advertise the customer’s domain to the
global Internet. There are three different models for web

hosting in an [SP system: (1) dedicated hosts; (2) virtual
hosts; and (3) virtual servers. In the dedicated hosts model,
the web site of the customer may be supported on one or
more dedicated hosts at the site of the [SP, in which case,
there are one or more [P addresses associated with the
customer’s web site. On the other hand, the virtual hosts
model is an approach in which multiple customer web sites
are supported using the same host machine in the [SP
system. In this case, there is a unique [P address associated
with each customer’s web site. Using capabilities built into
the newer operating systems, the [SP can set up multiple
virtual interfaces that map to one of the physical interfaces
on the host machine. Each virtual interface is associated with
an [P address, which in turn maps to one of the virtual hosted
web sites. The web application server configuration file
defines the root directory corresponding to each customer’s
web site. When it receives an HTTP request, the web server
processes the [P address of the sewer, which is specified in
the HTTP request header, to determine which root directory
is used for servicing the request.

With regard to the virtual servers model, such servers are
found when all of the customer web sites supported using a
single host machine have an [P address that is common to the
host machine. To map an incoming request to a virtual web
site, the web server application executing on the host
exploits recent modifications made to the HTTP protocol in
Version 1.1. Web browsers that are compatible with H'I'I'P/
1.1 specify the web site being accessed as part of the H'ITP
request. Web servers mat are compatible with HTTP/1.1
process the web site name and the request to determine
which of the various virtual servers the request is destined
for and, therefore, which of the many configurations (root
directory, access list, etc.) must be used to service the
request. To support this approach, the [SP associates the
virtual servers with the IP address of the host using canoni—
cal name (CNAME) records in the DNS database.

There are two approaches for discovering the customer
domains for which an [SP hosts web sites. In a first

approach, the naming patterns of hosts in the [SP domain are
exploited. As previously noted, some [SP5 have host names
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in their domain representing the business customer web
sites. For example, for each customer web site (e,g.,
www.customer-domaincom), the [SP may have an altema—
tive name listed in the domain of the [SP (e.g.,
www.customer—domain.corn.fakeisp.net). In this example,
by scanning the list of all hosts in the [SP domain (i.e.,?
fakeisp.net) and searching for host names that match the
naming pattern *.corn.fakeisp.net, the discovery process
determines all the customer domains for which fakeiSp.nethosts web sites.

In the second approach for discovering the customer
domains, a discovery agent is used on each of the authori-
tative name sewers of the ISP. [n the event that the customer
web sites are not listed in the [SP’s domain, this alternative
discovery approach becomes necessary. For a majority of
sites that they host, the name sewers of the [SP are also
authoritative for the corresponding customer domains.
Unfortunately, the DNS system does not support queries that
permit an external discovery agent to query a DNS server for
all domains for which it is authoritative—almost all forms of
DNS queries assume that a customer is aware of the domain
name of interest. Hence, to discover all of the customers

whose web sites have been hosted by the ISP, a discovery
agent on one or more of the main name servers of the [SP
is used. For each domain name that it supports, there is a
unique database that the DNS server maintains. The discov—
ery agent on the DNS server accesses this information and
reports back to the management station 108 of FIG. 9.

Once the customer domains that are supported by the [SP
are determined, the discovery process executes the first and
second phase discovery methodologies to discover the hosts
and services in the different customer domains. In order to

enable service models to be created for web hosting services,
it is essential to discover the virtual hosts and the virtual
sewers. There are two possrble approaches to executing the
discovery of the virtual hosts. [n a first approach, first phase
discovery is implemented by interpreting application sewer
responses. Akey obsewation guiding this approach is that in
an [SP system, only web servers support virtual hosting.
That is, the email (POPS, SMTP), News, and FTP applica—
tion sewers typically do not support virtual hosting. When
the email, News, and FTP application sewers are targeted
with active tasks during the first phase discovery process,
they return the name of the host machine from which they
are executed as part of the response. Since the email, News,
and FTP application sewers are not aware of the existence
of the virtual hosts, when the sewers execute on a host that
supports other virtual hosts, the sewers return the name of

the host machine (not the names of the virtual hosts) as part
of their response. To discover the virtual hosts within this
first approach, the discovery prom determines all the host

names that exist in the [SP system. The discovery process
then targets each of the host names, attempting to connect to
the email, News, or FTP application sewers. [n the event that

a connection succeeds, the discovery process logs the name
or names returned by the application sewers as part of their
response. The host name corresponds to a virtual host if its
host name in the DNS database does not match the name
returned by the email, News, or FTP application sewers in
response to active tests. For a virtual host, the name returned
by me email, News, or FTP application sewers represean
the identity of the host machine that supports the virtualhost.

In file second approach to diScoven'ng virtual hosts,
second phase discovery “565 diSCOVcry agents executing on
the [SP hosts. In this implementation, a potentially more
reliable method for discovering virtual hosts is accessed by

Petitioner Apple Inc. - Exhibit “51993281850



Petitioner Apple Inc. - Exhibit 1004, p. 856

 

 

US 6,286,047 BI
33

using discovery agents installed on different hosts of the [SP
system. By checking the host application server configura-
lion files or by checking the configuration of network
interfaces on the host machine, a discovery agent can
determine whether a host supports virtual hosting or does
noL Since virtual hosts are relevant mainly in the context of
web sites, the discovery agents may be installed only on
hosts that have web servers executing on them (as discov—
ered during the first phase discovery process).

The virtual servers must also be discovered. All IP
addresses that have multiple host names associated with
them in the DNS database are candidates for hosting virtual
servers. However, this is not a suflicient condition for

identifying vinual servers, since many times multiple host
names are associated with the same host for naming con—
venience or for other administrative purposes. A more reli—
able method of identifying virtual servers and hosts that
support them is to use discovery agents that can process the
web application server configuration film.

Extensible Discovery Architecture
Since new network services and service elements are

being deployed at a rapid pace, it is important that the
discovery methodologies be implemented in an extensible
manner, allowing new discovery capabilities to be incre—
mentally added to the management system. FIG. 12 depicts
the extensible architecture for discovery components previ—
ously described with reference to FIG. 4. The discovery
modules 50, 52 and 54 represent the logic used for discovery
of different services and service elements. The discoch
template 48 is the key to the extensibility of the auto-
discovery architecture in the sense that it drives how dis-
covery is performed. The template defines the different
services and service elements that need to be discovered, and
the specific discovery modules that can be used to discover
these elements. The template also establishes the format of
the outputs from the modules.

The discovery engine 58 drives the auto-discovery pro—
cess. The discovery engine interprets the discovery template
48 and for each of the service or service element types
specified in the template, the engine invokes the correspond-
ing discovery module 50, 52 and 54 specified in the tem-
plate. All of the discovery modules report the rrsults of their
execution back to the discovery eng’ne. The discovery
template contains instructions for the discovery engine to
process the output of the discovery modules and to record
them as a discovered instance 36.

Some discovery modules may rely on the discovery
results of other discovery modules. For example, a DNS
round-robin service group discovery module for web ser-
vices relies on identifying which hosts support web services,
which is an output of the web service discovery module 50.
To accommodate these relationships, as part of the interface
that the discovery engine 58 exposes to the discovery
modules, the engine provides ways for accessing and search
ing the instances discovered by other discovery modules.

In contrast to the discovery modules 50, 52 and 54, the
discovery engine 58 is designed to be independent of the
services that need to be discovered. Consequently, to dis-
cover new services or service elements, a user merely has to
provide a discovery template specification or one or more
discovery modules for each new element. By providing an
alternate discovery module for a service that is already
supported, a user can also enhance capabilities of an existing
discovery system.

In practice, there are two significantly different
approaches to designing the discovery engine 58 and the
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discovery modules 50~54. A first approach is to enable the
discovery engine to control the discovery process. The
discovery engine accesses the discovery template and deter~
mines the order in which sections of the template are
processed. 0n the other hand, in the second approach, the
discovery modules drive the discovery process. In effect,
this is an event-driven approach, since the results obtained
from one module will trigger subsequent activities by othermodules.

Regarding the first approach in which the discovery
process is driven by the discovery engine 58, FIG. 13
illustrates the logical building blocks of the discovery
engine. The discovery engine executes periodiqu and each
time it starts, the engine processes the discovery template.

By considering the values of the dependencies variable
for each of the sections in the discovery template, the
discovery engine determines the order in which the sections
must be processed. Thus, the discovery engine includes a
template parser 142. Sections of the template which have no
dependencies are processed first. A module loader 144

directs the relevant information to the appropriate discovery
module 146 for processing a particular section in which no
dependencies are identified. After all such sections are
processed, the discovery engine iterates through the list of
template sections, choosing sections which have not been
processed and which have their dependencies determined by
earlier processing. This process is repeated periodically to
discover new instances as and when they are added to the
system being discovered. In one application, the discovery
engine uses the exec system call to invoke the discovery
modules at separate processes. By doing so, the discovery
engine is able to handle discovery modules written in a
variety programming environments.

A query processor148 of the discovery engine 58 per-
forms two functions. First, when a module 146 is activated,
the processor 148 queries the discovery engine to obtain
configuration information that guides the discovery mod-
ules. In FIG. 4, the configuration information is generated
from the configuration interface 60 that is manipulable by a
user. Table 1 was previously included to depict a typical
configuration file. Each line in the file represents an instruc-
tion for one of the discovery modules. The first column of
the line identifies the discovery module to which the instruc—
tion pertains. There are three types of instructions that are
specified in the configuration file. All of these instructions

specify regular expression patterns that must be applied
against the [P address or host name of the service or service

element. The instructions in the configuration file are (1)
criteria that instruct the discovery modules to include or
exclude specific services or service elements, (2) criteria that
instruct the discovery modules to associate specific services
or service elements with certain categories, and (3) criteria
for discovering terminal servers and for extracting POP
site—to-terminal server mapping from the terminal servernames.

The second function of the query procesor 148 is to
provide the discovery modules 146 with access to previously
discovered instances. Based on configuration and discovered
instance information obtained from the query pmmr, the
discovery modules perform tests on the [SP system and
repon their discovery output to the discovery engine. A
discovery instance generator module 150 of the discovery
engine processes the results of the discovery modules and
outputs the discovery instance in an appropriate format. An
example of such a format was previously set forth in Table
3. The formats of the discovery template and the discovery
instance are thereby hidden from the discovery modules,
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As previously noted, the second approach to designing the
discovery engine 58 and the discovery modules 50—54 of
FIG. 12 is to establish an arrangement in which the discov~
cry process is driven by the modules. In this alternative
embodiment, the discovery engine processes the template
once, invoking the discovery modules simultaneously. From
this point, the discovery modules determine when dilferent
elements in the 131’ system are discovered. The discovery
modules execute periodically, looking for new instances.
Some discovery modules are independent in the sense that
they are not reliant on other modules for discovery. These
independent modules begin executing immediately.

As and when a discovery module 50—54 cfiscovers a new
instance, the discovery module forwards its results to the
discovery engine 58. Based on the dependencies on a
discovery module, as specified in the discovery template 48,
the engine 58 forwards the results to other discovery mod«
ules for which the results are relevant. The availability of
new results (e.g., the discovery of a new host) may trigger
discovery by other modules (cg, the Web server module
checks to determine if a web server is executing on the new
host), and this process continues. A key advantage to this
approach, as compared to the engine—driven discovery
approach, is that multiple discovery modules may be execut-
ing in parallel, discovering the ISP’s services. In this
approach, the discovery engine 58 mainly functions as a
facilitator of mmmunication among the discovery modules.
A variant of this approach may not even involve the dis-
covery engine, with the discovery modules registering inter—
est in other discovery modules and information concerning
newly discovered instances being directly communicated
among the discovery modules, without involving a discov»
ery engine.

Integrating Discovery with Service Models

In the scenario in which the management system uses
service models for management of Internet services, there
are two ways in which discovery can be integrated with
service models. In a looser integration, the output of dis~
covery (the discovered instance) is integrated with a service
model template that outlines the structure of a service, and
the integration automaticflly generates a service model
instance that is customized for the 181’ system being man—
aged. HOWever, the preferred integration is one that provides
a tighter integration, and involves driving auto—discovery
and service model instantiation from a common template. In
this preferred approach, for each node in the service model,
corresponding discovery template specfications are pro-
vided. The discovery and service model-specific compo-
nents of the template can either be processed in a single
application or can be processed separately. This approach
towards tighter integration of dismvery and service model
templates is attractive for several reasons. Firstly, the service
model template can serve to constrain the discovery process,
since only services and service elements that are specified in
the service model template need to be discovered. Secondly,
depending upon its design, the service model template could
end up using some of the outputs of the cfiscovery process.
Using a common template permits tighter syntax checking
across the discovery and service model components of a
template. Thirdly, the two-phase approach to discovery
described above fits in well with the service model concept.
The inter—service dependencies that need to be discovered in
the second phase (internal dismvery) can be determined
based on the service model template. Finally, the discovery
process itself can be determined based on the service model
template specification. The discovery process may attempt
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to traverse the service model template tree from a root node
down. At each level, it attempts to discover all services or
service elements of the types specified by the node, provid—
ing all of the children of a node that have been discovered.
If this is not the case, the discovery process proceeds to first
discover fll instances of the children nodes. Continuing the
tree traversal recursively, the discOVery process discovers all
instances that are necessary to build the service model for
the [81’ system being managed.

What is claimed is:

1. A method of identifying elements, services and depen—
dencies among said elements and services of a network
comprising steps of:

executing a first phase of discovery such that a plurality
of services and service elements that are cooperative in
performing said services within said network are

detected, including discovering a first set of dependen'
cies among said services and service elements, where
said services are functionalities offered by said network
to perform specific tasks;

executing a second phase of discovery using discovery
results of said first phase such that inter—service depenv
dencies among said services detected in said first phase
are identified, each said identified inter-service depen-
dency being related to a reliance ofone of said services
upon at least one other of said services; and

forming a network model that is specific to at least one
said specified service detected in said first phase such
that said network model maps said first set of depen-
dencies and said interservioe dependencies that are
relevant to said at least one specified service.

2. The method of claim 1 wherein said step of executing
said second phase to identify said inter—service dependencies
is an automated process that is based on said detection of
said services and service elements in said first phase of
discovery.

3. The method of claim 1 wherein said step of eXecuting
said second phase includes deploying discovery agents
implemented in computer software, including enabling said
discovery agents to access content of configuration files of
applications that are detected in said first phase of discovery,
such that acce$it1g said content is specific to determining
said inter—service dependencies.

4. The method of claim 1 wherein said step of executing
said second phase includes deploying discovery agents
implemented in computer software, including enabling said
discovery agents to monitor connections completed via
specified service elements detected in said first phase of
diSCOVery, such that said inter-service dependencies areidentified.

5. The method of claim 4 wherein said step that includes
deploying said discovery agents includes enabling said
discovery agents to identify Transmission Control Protocol
(TC?) connections of at least one host that is detected in said
first phase.

6. The method of claim 1 wherein said step of executing
said second phase includes deploying network probes to
access information embedded within data packets transmit-
ted betWeen said service elements detected in said first
phase, said second phase further including utilizing said
accessed information of said data packets to detect said
inter—service dependencies.

7. The method of claim 1 wherein said step ofglrecuting
said first base includ ‘ ' afiou of a aomam
name service DN said etw rk, including identifying
at least two of (1) internal and external name servers, (2) .
round-robin service groups of saia‘mmirrml ,-" !.‘

network—\servers and virtual hosts of said
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3. The method of claim 1 wherein said step of executing
said first phase includes recognizing naming conventions
within said network, including recognizing and utilizing
naming conventions relating to terminal sewers of said
network, said step of executing said first phase further
including identifying execution dependencies relating
directly to an application server being executed on a host
machine and including identifying component dependencies
that ensure redundancy of said servicm.

9. The method of claim 8 wherein said step of recognizing
said naming conventions includes recognizing and utilizing
patterns of host names to identify World Wide Web (WWW)
sites that are stored on a common host machine of said
network.

10. The method of claim 1 further comprising a step of
selecting a particular core service of said network, said steps
of executing said first and second phases and forming said
network model being implemented in a manner specific to
modeling said core service, said step of forming said net—
work model thereby providing a representation of nodes and
node—to-node connections which link all of said services,
service elements and dependencies that are relevant to said
care service.

11. A method of identifying elements, services and depen—
dencies among said elements and services comprising stepsof:

accessing information of a domain name service (DNS) of
a network; and

utilizing said information of said DNS as a basis for
determining a plurality of:
(a) a group of service elements that are generally

equivalent with respect to executing a particular
service within said network;

(15) a host supporting virtual hosting;
(c) a host supporting virtual servers; and
(d) name servers that are authoritative for a domain.

12. The method of claim 11 further comprising a step of
selecting a core service of said network, said step of utilizing
said information of said DNS being executed to model said
core service, including modeling said core service such that
said network compOnents that are used to perform said core
service are represented as nodes and network dependencies
among said network components are represented as edges
among said nodes.

13. The method of claim 12 wherein said step of selecting
said core service includes identifying a service of an Internet
Service Provider (ISP) and said step of modeling is executed
to represent the cooperation within said ISP to perform said
core service.

14. The method of claim 13 wherein said step of utilizing
said information further includes determining SMTP servers
that correspond to hosts which run POP3 servers.

15. The method of claim 14 wherein said step of utilizing
said information further includes determining external mail
gateways for the ISP.
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16. A system for identifying service elements, services
and dependencies among said service elements and services
of a network comprising:

a discovery engine means for driving first and second
phases of discovering said service elements, services
and dependencies, where said services are functional-

ities offered by said network to perform specific tasks
and where said service elements are cooperative in
performing said services;

first discovery tools, responsive to said first phase of said
discovery engine means, for accessing first information
indicative of said service elements, services and a first
set of dependencies among said service elements and
services, including first information indicative of appli-
cations and first information indicative of dependencies
among said service elements;

second discovery tools, responsive to said second phase
of said discovery engine means and based on said first
information, for accessing second information indica-
tive of a second set of dependencies among said service
elements and services, said second discovery tools
including discovery agents executed in computer soft-
ware that is configured to detect inter-service depen-
dencies among said services; and

means for generating a discovered instance of at least a
preselected portion of said network based on said first
and second information from said first and second

discovery tools thereby generating a network model
which maps said first and second information as inter-
connected nodes in said discovered instance of said
prwclected portion.

17. The system of claim 16 wherein said discovery agents
are configured to access configuration files of said applica~
[ions and detect said inter—service dependencies based on
said configuration files.

18. The system of claim 16 wherein said discovery agents
are configured to monitor connections completed via speci—
fied service elements detected by said first discovery tools,
said connections including TCP connections completed via
a specified host machine.

19. The system of claim 16 wherein said first discovery
tools include software configured to access a DNS of said
network and to retrieve information indicative of at least two

of (1) name servers, (2) round-robin service groups, and (3)virtual servers and virtual hosts

20. The system of claim 16 wherein said first discovery
tools include means for recognizing naming conventions of
said service elements of said network, thereby enabling
classification of said service elements at least partially based
on type and geographic location.

'3 >3 1“ t 3
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do not repeat the access check.
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(57) ABSTRACT

A method and protocol for Distributed Network Address
Translation (“DNAT”) is provided. DNAT is used to oven
come the limited address 32-bit address space used for
versions of the Internet Protocol (“11?"). DNAT is used with
small olfice or home ofiice networks or other legacy local
network that have multiple network devices using a common
external network address to communicate with an external
network. The protocol includes a port allocation protocol to
allocate globally unique ports to network devices on a local
computer network. The globally unique ports are used in a
combination network address with a common external net—
work address such as an lP address, to identify multiple
network devices on a local network to an external network
such as the Internet, an intranet, or a public switched
telephone network. The method includes requesting one or
more globally unique ports from network devices on a local
network, receiving the ports, and replacing local ports with
the globally unique ports. The network devices on the local
network use the combination network address with the
common external network address and the globally unique
port to uniquely identify themselves during communications
with an external network. DNAT overcomes the large com~
putation burdens encountered when network address trans-
lation is done by a router for multiple network devices on a
local network using a common external network address and
simplifies routers since a router in a DNAT system does not
have to support multiple individual protocols. DNAT helps
extend the life of versions of [P using 32-bit addressing,
allows a local network to efficiently switch between external
network service providers and allows a local network to
purchase a smaller block of external network addresses.

Boebnen

42 Claims, 10 Drawing Sheets
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 of:

into which a user enters a URL resulting in‘the DNS request.

(0

(ii)

(iii)

83.

84.

85.

 

  
when the inter epted DNS request corresponds to a secure server, automatically

initiating an em: ted channel between the client and the secure server.

The data processing e i?of claim 82, wherein step (iii) comprises the steps of:
(a) determining w t er the client is authorized to access the secure server; and

   
 

  
 

(b) when the client i authorized to access the secure server, sending a request to

the secure server to stablish an encrypted channel between the secure server

and the client.

The data processing device. of cla' 83, wherein step (iii) further comprises the step

(c) when the client is not authoriz d to access the secure server, returning a host

unknOWn error message to the c em.

The data processing device of claim 84, wher ' the client comprises a web browser
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86. A data proc ssing device, comprising memory storing a domain name server (DNS)

proxy module that intercept DNS requests sent by a client and, for each intercepted DNS request,

 

 
 

 
 
 

when the intercepted DNS 1' uest corresponds to a secure server, determines whether the client is

authorized to access the secur server and, if so, automatically initiates an encrypted channel between

the client and the secure server

87. A computer read e medium storing a domain name server (DNS) proxy module

comprised ofcomputer readable ins mction at, when executed, cause a data processing device to

yzant by a client;
te epted DNS request corresponds to a secure server;

perform the steps of:

(i) intercepting a DNS req

(ii) determining whether the '

(iii) when the intercepted DNS equest does not correspond to a secure server, forwarding

the DNS request to a DN function that returns an I]? address of a nonsecure

computer; and

   

  

(iv) when the intercepted DNS re ucst corresponds to a secure server, automatically

initiating an encrypted channel tween the client and the secure server.

88. The computer readable medium of laim 87, wherein step (iii) comprises the steps of:

(a) determining whether the clie t is authorized to access the secure server; and

(b) when the client is authorized t access the secure server, sending a request to

the secure server to establish an ncrypted channel between the secure server

and the client.
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89. The compute readable medium ofclaim 88, wherein step (iii) further comprises the

step of:

(c) when the lient is not authorized to access the secure server, returning a host

unknown ea or message to the client.

90. The computer readab ' lrycfium of claim 89, wherein the client comprises a web
browser into which a user enters a ' l r ulting in the DNS request.

91. A computer readable medi comprising computer readable instructions that, when

executed, cause a domain name server (D , ) proxy module to intercept DNS requests sent by a

client and, for each intercepted DNS request, hen the intercepted DNS request corresponds to a

secure server, determines whether the client is uthorized to access the secure server and, if so,

automatically initiates an encrypted [channel betwn the client and the secure server.

Remarks

Applicants have added new claims 82 - 91 to more completely claim the disclosed invention.

Support for the new claims may be found at least on pages 59-60 and in FIG. 26.WW 
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If the Examiner has any questions or wishes to discuss this amendment, the Examiner is

invited to telephone the undersigned representative at the number set forth below.

Respectfully submitted,

BANNER & WITCOFF, LTD.

UlslPIT-ol

Reg. No. 49,024

Date: Z 5 1 lg OZ. By: &W
Bradley C. Wright
Registration No. 38,061

 

11th Floor

1001 G Street NW.

Washington, DC. 20001

(202) 508—9100
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1

DYNAMIC NETWORK ADDRESS UPDATING

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to managing host addresses.
More particularly, the present invention relates to managing
dynamically allocated host addresses to allow subscribers to
reliably locate other subscribers who have been dynamically
allocated host addremes.

2. The Backgoumd
As shown in FIG. 1, the Internet, or any large computer

network, 10 may be described as a youp of interconnected
computing networks (not shown) that are tied together
through a backbone 12. The computing networks, in turn,
provide access points, such as acces points 14, 16 and 18,
through which users may connect to the Internet via a station
(a computer having a connection to a network) or host, such
as hosts 20, 22, 24, and 26. An access point is essentially a
location on the Intemel that permits access to the Internet.
An access point may include a modern pool (not shown)
maintained by an ISP (Internet Services Provider) which
enables its subscribers to obtain Internet access through a
host having a dial-up connection. Those of ordinary skill in
the art will recognize that other types of access methods may
be provided by an ISP such as frame relay, leased lines,ATM
(asynchronous transfer mode), ADSL, and the like.

Regardless of the access method used, each device (e.g.,
a host or router) that receives, sends and/or routes informa—
tion between or among other devices on Internet 10 is
configured to communicate with other devices using a
communication protocol that may be understood by the
other devices. The current communication protocol used by
these devices on the Internet is TCP/IP (transmission control
protocol/internet protocol). In addition, each device that can
send or receive information (e.g.,' a host device) must also
have a unique host address. The type of host address used for
the Internet, or an equivalent switched network that uses
TCP/IP, is commonly referred to as an IP address.Astandard
TCP/IP address is 4 bytes (32 bits) in length, providing a
total of 232 possible IP addresses. Those of ordinary skill in
the art will readily recognize that not all of these possible IP
addresses are available due to administrative expediencies,
such as reserving blocks of IP addresses for future use.

Sending or receiving information using the TCP/IP pro-

tocol requires encapsulating information into packets. Each
packet includes a header and a payload. The header contains
information related to the handling of the payload by a
receiving host or routing device, whfle the payload contains
part or all of the user information. The information in the
header includes the sender’s and the recipient’s addresses
and is used to route the packet through the Internet until the
packet is received by a host having an IP address that
matches the packet’s destination address (when referrmg to
the source address and destination address of a packet, the
source address and destination address are commonly

referred to as “SA" and “DA”, respectively). This‘enables
users to accurately send and receive information WIIIJ each

other through their respective host computers. .
By implementing a protocol common to all devices usmg

Internet 10, users may send and reocive information With
other users on the Internet in a seamless manner regardless
of geographic location or the type of host and/or intercon—nected network used. While IP addresses themselves are In

numerical form, in order to make navigating the sea of
addresses simpler, the Domain Name Service (DNS) was
formed. DNS enables the central managing of host names to
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IP addresses. It is actually a distributed database which
allows for the dissemination of new host information as
needed. There are a great many DNS servers distributed
throughout the Internet, and most large ISPs maintain theirown DNS server.

FIG. 2 is a diagram illustrating the DNS hierarchy, which
is similar to that of a computer file system, At the top ofthe
hierarchy is the root domain 50, which consists of a group
of root servers to service the top-level domains. The top
level domains are separated into organizational and geo-
graphical domains. Many countries have their own top-level
domains, such as .uk for the United Kingdom, .de for
Germany, and jp for Japan (not shown). The United States
has no country’specific top-level domain, but is the main
user of the six organizational top~level domains, which are
net for network support organizations 52, .gov for govern-
ment agencies 54, mil for military users 56, org for not for
profit organizations 58, .com for commercial enterprises 60,
and .edu for educational facilities 62. There are also a near
infinite number of lower level domains. Each level of
domain names may have another level of domain names
below it. For example, a lower level domain .work 64 may
be located under the .com domain 60, and the lower level
domain .univ 66 may be located under the .edu domain 62.
At the lowest level are the hosts. For example, the host
labeled overtime 68 may be located under the .work sub-
domain under the .com domain while the host labeled vax 70
may be located under the .univ sub—domain under the .edu
domain. The proper way to read these two DNS host names
would then be overtime.work.com and vax.univ.edu.

The steps of locating an IP address from a host, sub-
domain, and domain name proceeds as in the following
example. If a user in the vax.univ.edu domain wishes to
contact a user with the uscr name sun in the work.com
domain, the first step is to contact its own DNS server.
Therefore, if the vax.univ.edu host is configured with a DNS
server at the IP address 13331.3, ‘the user sends a DNS
request to that IP address. The DNS server then searches for
the entry in its database. Generally, DNS servers only
maintain a databasc of host addresses (or sub-domain
names) within its own subnet. "therefore, the DNS server
would look for an IP address corresponding to the domain]
sub—domain combination .univ.edu. It may or may not have
information that precise. It may only have information
regarding the IP address of the .com domain and not the
.work.mm domain. Ifit has information about the IP address
of the DNS server of the .work.com domain, it passes this
information to the user, which then contacts the .work.com
DNS server and requests the IP address of the precise user
it wishes to contact in the .work.com domain. If however,
the DNS server associated with the vax.univ.edu host only
has information about the addres of the DNS server of the
.com domain, it retums only that address, and the user must
recursively navigate down the branches of DNS servers in
the com domain until locating the address it needs (in the
present example, it only searches down one level, but in
more complicated hierarchies it may need to search throughmany levels of DNS sewers).

It is also possible that a higher level DNS server will
simply forward the request packet down the hierarchy and
wait to inform the user of the host address until it heats back
from the lower level DNS sewer, thus avoiding having to
contact the user at each step in the hierarchy. However, this
still presents the problem of recursing, which increases the
complexity of a search.

The dramatic increase in popularity of the Internet in
recent years hn created a concern about the number of
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available IP addresses. ISPS and domains are generally
allocated a finite number of IP addrmses. The ISPs and
domains, therefore, are constantly looking for ways to limit
the number of IP addresses they use while still providing
access to the greatest number of users.

One solution for mitigating the effect of the number of
users requiring host addresses is to dynamically allocate host
addresses for users who do not have dedicated connections
to the Internet, such as users who use dial-up access methods
to connect to an ISP. Dynamic allocation of IP addresses
entails having a pool of IP addresses, such as IP address
pool, from which an ISP can draw from each time a valid
subscriber (who does not use a dedicated connection or a
connection that does not have a framed IP address, i.e., a
static IP addres) seels to seems the Internet. Once the
subscriber logs on to an ISP and is properly authenticated,
the ISP allocates an IP address for use by the user. This task
is normally performed by a Dynamic Host Configuration
Protocol (DHCP) server existing on the ISP (or other local
segment of the Internet).

Upon log-0E, the DHCP sewer releases the asigned/
allocated IP address, rendering that IP address available for
subsequent use by another user. In this way, a set of IP
addresses can be used to provide access to a number of users
that exceed the number of IP address comprising the IP
address pool, assuming that at any given time the number of
users seeking to log-on and obtain dynamic IP addresses is
less than or equal to the number of IP address available in
the IP address pool.

Recently, software advances have allowed users to begin
to merge existing technologies, like telephone service, into
their Internet sewice. One example of this phenomenon is a
utility known as Internet Phone. With the lntemet Phone
utility installed on his computer, a user may “dial” a friend’s
computer and speak (either through a microphone connected
to the computer or through an integrated telephone) with his
friend, who has a similar system. Communication is accomv
plished over the Internet utilizing a protocol called Voice
over IP (VolP). VoIP utilizes leackeIs to carry digital audio
transmissions. Through data compression techniques (which
includes filtering out much 0 the silences that accompany
most conversations), it is possible to conduct real—time
conversations through the Internet.

Another example of the technology-merging phenomenon
is in Internet Chat. Internet Chat is similar to e-mail in that
users type messages to one another on Lheir screens.
However, and Internet Chat session takes place in real—time.
Therefore, when a user types a sentence on his screen and
prescs <enter>, the message is transmitted instantaneously
to the recipient, who then may respond to the message. The
recipient may then respond in a similar fashion, creating a
real-time, typed “conversation”.

Aproblem arises in using these technologies when a user
wishes to initiate a conversation or chat session with a

dial-up user. There is currently no way for a system to
resolve a dynamically assigned destination address.

Therefore, programs like lntemet Chat or Internet Phone are
virtually useless when used in conjunction With dial-upusers. The one solution is to determine the users actual

dynamic IP address. This, however, requires efl'orts on both
parties to the conversation.

Additionally, it has become more and more common to
have multiple DHCP servers, rather than a single DHCP
server, for a single 13? or local segment of the lntemet.
These multiple DHCP servers are distributed throughout the
ISP or local segment of the Internet and may contain
different information.

10

15

20

30

35

4o

45

SD

55

60

65

4

Multiple DHCP sewers may tend to create a problem with
regards to revocation of dynamically allocated IP addresses.
When an 18? determines it should revoke a dynamically
allocated IP addresses (such as when a dial-up user discon-
nects from the ISP), it must then search each of the DHCP
servers to make sure the address is removed from all DHCP
servers which have stored the dynamically allocatedaddress.

What is needed is a solution which overcomes the draw-
backs of the prior art.

SUMMARY OF THE INVENTION

An information broker is provided which receives infor~
mation regarding the updating of IP addresses and distrib~
utes the information to subscribing Domain Name Service
(DNS) or Dynamic Host Configuration Protocol (DHCP)
servers. A list of subscribing servers is maintained by the
broker. The broker may broadcast information regarding the
allocation of 3 IP addresses to subscribing DNS sewers,
which then may be added to the DNS databases or the
database may be updated with the new information. The
broker may also broadcast information regarding the revo-
cation of IP addresses to subscribing DNS servers, which
may then be used to clear DNS entries in the database.
Revocation of dynamically allocated IP addresses m net-
works with multiple DHCP sewers may also be simplified
by using the broker, where the broker broadcasts informa-
tion regarding the revocation of IP addresses to subscribing
DHCP sewers. Utilization oflhe broker within a segment of
the Internet allows a user to determine the dynamically
allocated IP'address of a user within the segment simply by
making a standard DNS query.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a prior art block diagram of the Internet.
FIG. 2 is a prior art block diagram illustrating the hier-

archy of some top level domain names.

FIG. 3 is a flow diagram illustrating a method for man-
aging IP addresses in a network including one or more
Domain Name Service (DNS) sewers in accordance with a
presently preferred embodiment of the invention.

FIG. 4 is a flow diagram illustrating a method for man-
agjng IP addresses in a network including one or more
Dynamic Host Configuration Protocol (DHCP) servers in
accordance with a presently preferred embodiment of theinvention.

DETAILED DESCRIPTION OF A PREFERRED
EMBODIMENT

Those of ordinary skill in the art will realize that the
following description of the present invention is illustrative
only and not in any way limiting. Other embodiments of the
invention will readily suggest themselves to such skilledpersons.

The present invention utilizes a broker to publish inforv
mation regarding dynamically allocated addresses to DNS
and DHCP servers. The broker may also be used to update
DNS servers regarding newly assigned static IP addresses.

FIG. 3 is a flow diagram illustrating a method for updating
one or more DNS servers in accordance with a preferred
embodiment ofthe present invention. At step 100, the broker
maintains a list of all subscribing DNS sewers. A subscrib-
ing DNS sewer is any DNS sewer that wishes to be updated
by the broker. Therefore, generally every DNS sewer main—
tained by an 13? will be a subscribing DNS server With
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regards to a broker maintained by the ISP. It is also possible
for DNS sewers outside the ISP to subscribe as well. When

a new DNS server wishes to subscribe or an existing DNS
server wishes to unsubscribe, it need simply send a message
so indicating to the broker. At step 102, the broker receives
information regarding a newly assigned IP address. This
information will most likely have been sent from a DHCP
server in the case of dynamically allocated IP addresses and
from a DNS server or ISP coordinator in the case of newly
assigned static IP addresses.

At step 104, the broker broadcasts the information regard-
ing the newly assigned IP address to each subscribing DNS
server. Each DNS server may then add the newly assigned
IP address to its database. In the case of dynamically
allocated IP address, it is common for the newly assigned 1?
address to be replacing an existing IP address (which may
have been assigned to a dilIerent user before), in which case
the DNS servers may update their servers to indicate this
change. The broadcasting may take the form of sending an
allocation event message throughout the network containing
the appropriate information.

A user may then find out the dynamically allocated or
newly allocated address of another user by simply making a
standard DNS query, allowing for utilities such as lnternet
Chat or Internet Phone to operate at full capability.

H6. 4 is a flow diagram illustrating a method for updating
one or more DNS servers in accordance with a another
embodiment of the present invention. At step 150, the broker
maintains a list of all wbscribing DHCP and DNS servers.
A subscribing DHCP or DNS server is any DHCP or DNS
server that wishes to be maintained by the broker. Therefore,
generally every DHCP or DNS server maintained by an ISP
will be a subscribing DHCP or DNS server with regards to
a broker maintained by the ISP. It is also possible for DHCP
or DNS servers outside the ISP to subscribe as well. When
a new DHCP or DNS server wishes to subscribe or an
existing DHCP or DNS server wishes to unsubscribe, it need
simply send a message so indicating to the broker. At step
152, the broker receives information regarding a dynami-
cally allocated IP address that needs to be revoked. This
information will most likely have been sent from a DHCP
server which had been alerted as to a user disconnecting
from the service, or directly from software tracking when
users disconnect from the service.

At step 154, the broker broadcasts the information regard-
ing the revocation of the dynamically allocated IP address to
each subscribing DHCP or DNS server. Each subscribing
DHCP or DNS server may then update their databases to
reflect this change. Subscribing DNS servers will simply
clear the corresponding record from their databases, while
subscribing DHCP servers may clear the record and return
the dynamic IP address to a pool. This allows for the
effective management of revoking dynamically allocated IP
addresses. The broadcasting may take the form of sending a
revocation event message through the network containing
the appropriate information. In most systems currently being
used, there is only a single DHCP server, or there are
multiple DHCP servers but they do not share common
information (i.e. not distributed). In these systems, there is
no need to maintain a list of subscribing DHCP servers as
there is no need for the broker to update the DHCP servers.

The broker itself may be executed in either a software or
a hardware application. The broker may be designed to
utilize the Common Object Request Broker Architecture
(CORBA), which handles the communication of messages
to and from objects in a distributed, multi—platforrn enviv
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ronment. CORBA provides a standard way of executing
program modules in a distributed environment. The broker,
therefore, may be incorporated into an Object Request
Broker (ORB) within a CORBA compliant network.

To make a request of an ORB, a client may use a dynamic
invocation interface (which is a standard interface which is
independent of the target object’s interface) or an Object
Management Group Interface Definition Language (OMG
IDL) stub (the specific stub depending on the interface of the
target object). For some functions, the client may also
directly interact with the ORB. The object is then invoked.
When an invocation occurs, the ORB core arranges so a call
is made to the appropriate method of the implementation. A
parameter to that method specifies the object being invoked,
which the method can use to locate the data for the object.
When the method is complete, it returns, causing output
parameters or exception results to be transmitted back to the
client.

The broker may also be applied to any type of network
address, rather than simply IP addresses. The use of the
Internet as an example in this application is not intended to
limit the scope of the invention to use on the Internet, as it
may be used in a wide variety of networks. Likewise, the use
of the terms DNS server and DHCP server is illustrative only
and should be read to include any type of servers that may
perform tasks that handle network addressing.

While embodiments and applications of this invention
have been shown and described, it would be apparent to
those skilled in the art that many more modifications than
mentioned above are possible without departing from the
inventive concepts herein. The invention, therefore, is not to
be restricted except in the spirit of the appended claims.What is claimed is:

1. A method for assigning network addresses in a network
including one or more Domain Name Service (DNS)
servers, said method including;

allocating a network address;
sending information regarding said allocated network

address to a broker; and

broadcasting said information regarding said allocated
network address to the one or more DNS servers usingsaid broker.

2. The method ofclaim 1, wherein said allocating includes
dynamically allocating a network address.

3. The method ofclaim 1, wherein said allocating includesallocating a static network address.

4. The method of claim 1, further including:
receiving said broadcast information regarding said allo~

cated network address in each of said one or more DNS
sewers; and

updating each of said one or more DNS servers with said
broadcast information regarding said allocated networkaddress.

5. The method of claim 1, wherein the one or more DNS
serVers are only those DNS servers which have subscribed
to said broker, and the method further includes maintaining
a list of those DNS servers which haVe subscribed to saidbroker.

5_ The method of claim 5, wherein said broadcasting
includes sending information regarding said dynamically
allocated network address to only those DNS servers whichhave subscribed to said broker.

7. A method for reVOking network addresses in a network
including one or more DNS sewers, said method including;

revoking a dynamically allocated network address;
sending information regarding said revoked dynamicallyallocated network address to a broker; and
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broadcasting said information regarding said revoked
dynamically allocated network address to the one or
more DNS sewers using said broker.

8. The method of claim 7, further including:
receiving said broadcast information regarding said

revoked dynamically allocated network address in each
of said one or more DNS servers; and

updating each of said one or more DNS servers with said
broadcast information regarding said revoked dynami—
cally allocated network address.

9. The method of claim 7, wherein the one or more DNS
servers are only those DNS servers which have subscribed
to said broker, and the method further includes maintaining
a list of those DNS sewers which have subscribed to said
broker. '

10. The method of claim 9, wherein said broadcasting
includes sending information regarding said revoked
dynamically allocated network address to only those DNS
servers which have subscribed to said broker.

1].. 'Ilae method of claim 7, wherein the network further
includes one or more Dynamic Host Configuration Protocol
(DHCP) sewers, and said broadcasting includes broadcast-
ing said information regarding revoked dynamically allo-
cated networked address to the one or more DHCP servers
using said broker.

12. The method of claim 11, further including:
receiving said broadcast information regarding said allo-

cated network address in each of said one or more DNS
servers;

updating each of said one or more DNS servers with said
broadcast information regarding said allocated network
address;

receiving said broadcast information regarding said
revoked dynamically allocated network address in each
of said one or more DHCP and one or more DNS
sewers; and

updating each ofsaid one or more DHCP servers and one
or more DNS servers with said broadcast information
regarding said revoked dynamically allocated network
address.

13. The method of claim 11, wherein the one or more
DNS servers are only those DNS servers which have sub-
scribed to said broker, the one or more DHCP servers are
only those DHCP servers which have subscribed to said
broker, and the method further includes maintaining a list of
those DNS servers and DHCP servers which have sub-
scribed to said broker.

14. The method of claim 13, wherein said broadcasting
information regarding said allocated network address
includes sending information regarding said allocated net-
work address to only those DNS servers which have sub‘
scribed to said broker, and said broadcasting information

regarding said revoked dynamically allocated network
address includes sending information regarding sa1d
revoked dynamically allocated network address to only
those DNS sewers and DHCP servers which have sub-

scribed to said broker. .
15. A method for managing network addresses in a

network including one or more Domain Name Servrce
(DNS) servers, said method including:

allocating a network address;
sending information regarding said allocated network

address to a broker;

broadcasting said information regarding said allocatednetwork address to the one or more DNS servers usmg
said broker;

10

15

20

25

30

35

4D

45

SD

55

60

65

8

revoking a dynamically allocated network address;
sending information regarding said dynamically allocated

network address to said broker; and

broadcasting said information regarding said dynamically
allocated network address to the one or more DNS
sewers using said broker.

16. The method of claim 15, wherein said allocating
includes dynamically allocating a network address.

17. The method of claim 15, wherein said allocating
includes allocating a static network address.

18. The method of claim l5, further including:
receiving said broadcast information regarding said allo-

cated network address in each of said one or more DNS
servers;

updating each of said one or more DNS servers with said
broadcast information regarding said allocated network
address;

receiving said broadcast information regarding said
revoked dynamically allocated network address in each
of said one or more DNS servers; and

updating each of said one or more DNS servers with said
broadcast information regarding said revoked dynami-
cally allocated network address.

19. The method of claim 15. wherein the one or more
DNS servers are only those DNS servers which have sub-
scribed to said broker, and the method further includes
maintaining a list of those DNS servers which have sub~
scribed to said broker.

20. The method of claim 19, wherein said broadcasting
information regarding said allocated network address
includes sending information regarding said allocated net—
work address to only those DNS servers which have sub-
SCI'Iled to said broker, and said broadcasting information
regarding said revoked dynamically allocated network
address includes sending information regarding said
revoked dynamically allocated network address to only
those DNS sewers which have subscribed to said broker.

21. The method of claim 15, wherein the network further
includes one or more Dynamic Host Configuration Protocol
(DHCP) servers, and said broadcasting includes broadcast~
ing said information regarding revoked dynamically allo—
cated networked address to the one or more DHCP sewers
using said broker.

22. The method of claim 21, further including:
receiving said broadcast information regarding said allo—

cated network address in each of said one or more DNSsewers;

updating each of said one or more DNS sewers with said
broadcast information regarding said allocated networkaddress;

receiving said broadcast in formation regarding said
revoked dynamically allocated network address in each
of said one or more DHCP and one or more DNSservers; and

updating each of said one or more DHCP sewers and one
or more DNS sewers with said broadcast information
regarding said revoked dynamically allocated networkaddres.

23_ The method of claim 2], wherein the one or more
DNS sewers are only those DNS sewers which have sub-
scribed to said broker, the one or more DHCP sewers are
only those DHCP sewers which have subscribed to said
broker, and the method further includes maintaining a list of
those DNS servers and DHCP servers Which have sub—scribed to said broker.
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24. The method of claim 23, wherein said broadcasting
information regarding said allocated network address
includes sending information regarding said allocated net~
work address to only those DNS sewers which have sub-
scribed to said broker, and said broadcasting information
regarding said revoked dynamically allocated network
address includes sending information regarding said
revoked dynamically allocated network address to only
those DNS servers and DHCP servers which have sub~
scribed to said broker.

25. A method for managing IP addresses in a network
segment of the Internet, the network segment including one
or more DNS sewers, the method including:

receiving information regarding an assigned IP address;
broadcasting said information regarding an assigned IP

address to the one or more DNS sewers using a broker,
for eventual update of the one or more DNS servers.

26. The method of claim 25, wherein said receiving
information regarding an assigned IP address includes
receiving information regarding an assigned IP address from
a DHCT sewer.

27. The method of claim 25, wherein said information
regarding an assigned IP address is information regarding a
dynamically allocated IP address.

28. The method of claim 25, wherein said information
regarding an assigned IP address is information regarding a
static lP address.

29. The method of claim 25, further including maintaining
a list of subscribing DNS servers.

30. The method of claim 29, wherein said broadcasting
said information regarding an assigned IP address includes
broadcasting said information regarding an assigned IP
address only to subscribing DNS sewers.

31. A method for managing IP addresses in a network
segment of the Internet, the network segment including one
or more DNS servers, the method including:

receiving information regarding a revoked dynamically
allocated IP address; and

broadcasting said information regarding a revoked
dynamically allocated IP address to the one or more
DNS sewers using a broker, for eventual update of the
one or more DNS sewers.

32. The method of claim 31, wherein said receiving
information regarding a revoked dynamically allocated IP
addrms includes receiving information regarding a revoked
dynamically allocated IP address from a DHCP sewer.

33. The method of claim 25, further including maintaining
a list of subscribing DNS sewers.

34. The method of claim 33, wherein said broadcasting
said information regarding a revoked dynamically allocated
IP address includes broadcasting said information regarding
a revoked dynamically allocated ll:I address only to subscrib-
ing DNS sewers.

35. The method ofclaim 31, wherein the network segment
of the Internet further includes one or more DHCP sewers

and said broadcasting said information regarding a revoked
dynamically allocated IP address includes broadcasting said
information regarding a revoked dynamically allocated IP
address to the one or more DHCP sewers and the one or
more DNS sewers.

36. The method of claim 35, further including maintaining
a list of subscribing DNS servers and DHCP sewers.

37. The method of claim 36, wherein said broadcasting
said information regarding a revoked dynamically allocated
IP address includes broadcasting said information regarding
a revoked dynamically allocated IP address only to subscnh—
ing DNS sewers and DHCP servers.
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38. A method for managing IP addresses in a network
segment of the lntemet, the network segment including one
or more DNS sewers, the method including:

receiving information regarding an assigned IP address;
broadcasting said information regarding an amigned IP

address to the one or more DNS sewers using a broker,
for eventual update of the one or more DNS servers;

receiving information regarding a revoked dynamically
allocated IP address; and

broadcasting said information regarding a revoked
dynamically allocated IP address to the one or more
DNS sewers using said broker, for eventual update ofthe one or more DNS sewers.

39. The method of claim 38, wherein said receiving
information regarding an assigned IP address includes
receiving information regarding an assigned IP address froma DHCP sewer.

40. The method of claim 38, wherein said receiving
information regarding a revoked dynamically allocated IP
address includes receiving information regarding a revoked
dynamically allocated lP address from a DHCP sewer.

41. The method of claim 38, wherein said information
regarding an assigned IP address is information regarding a
dynamically allocated IP address.

42. The method of claim 38, wherein said information
regarding an assigned 1? address is information regarding astatic IP address.

43. The method ofclaim 38, further including maintaining
a list of subscribing DNS sewers.

44. The method of claim 43, wherein said broadcasting
said information regarding an assigned IP address includes
broadcasting said information regarding an assigned IP
address only to subscribing DNS sewers, and said broad—
casting said information regarding‘a revoked dynamically
allocated IP address includes broadcasting said information
regarding a revoked dynamically allocated IP address only
to subscribing DNS sewers.

45. The method ofclaim 38, wherein the network segment
of the lntemet further includes one or more DHCP sewers
and said broadcasting said information regarding a revoked
dynamically allocated IP address includes broadcasting said
information regarding a revoked dynamically allocated IP
address to the one or more DHCP sewers and the one or
more DNS sewers.

46. The method ofclaim 45, further including maintaining
a list of subscribing DNS sewers and DHCP sewers.

47. The method of claim 46, wherein said broadcasting
said information regarding an assigned IP address includes
broadcasting said information regarding an assigned IP
address only to subscribing DNS sewers, and said broad—
casting said information regarding a revoked dynamically
allocated IP address includes broadcasting said information
regarding a revoked dynamically allocated IP address only
to subscribing DNS sewers and DHCP sewers.

48. A method for dynamically allocating a network
address to a subscnber in a communications network, the
communications network having one or more DNS sewers,
the method comprising:

assigning a host address to the subscriber by selecting an
address from a pool of available network addresses,
said assigning step performed in response to the sub-
scriber attempting to log-on to the communications .
network;

sending information regarding said subscriber as well as
said host address to a broker;

utilizing said broker to broadcast said information regard-
ing said subscriber as well as said host address to the
one or more DNS sewers; and
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updating the one or more DNS servers with said infor-
mation regarding said subscriber as well as said host
address.

49. The method of claim 48, wherein the one or more
DNS servers are only those DNS sewers which have sub”
sqibed to said broker, and the method further includes
maintaining a list of those DNS sewers which have sub-
scribed to said broker.

50. A method for revoking a dynamically allocated net~
work address assigned by a DHCP server in a communica-
tions network, the communications network having one or
more DNS servers, the method comprising:

removing the dynamically allocated network address
from the DHCP server which assigned the address;

returning the dynamically allocated network address to a
pool of available addresses associated with said DHCP
server which assigned the address;

sending information regarding the dynamically allocated
network address to a broker;

utilizing said broker to broadcast said information regard-
ing the dynamically allocated network address to the
one or more DNS servers; and

updating the one or more DNS servers with said infor—
mation regarding said dynamically allocated network
address.

51. The method of claim 50. wherein the one or more
DNS servers are only those DNS servers which have sub.
scribed to said broker, and the method further includes
maintaining a list of those DNS servers which have sub-
scribed to said broker.

52. The method of claim 50, wherein the communications
network further has a plurality of DHCP servers, and said
utilizing further includes utilizing said broker to broadcast
information regarding the dynamically allocated network
address to the plurality of DHCP servers.

53. The method of claim 52, wherein the plurality of
DHCP servers are only those DHCP servers which have
subscribed to said broker, and the method further includes
maintaining a list of those DNS servers which have sub-
scribed to said broker.

54. A communications network including:
one or more DNS sewers, which maintain a list of

assigned host addresses within the communications
network;

an address allocator, which allocates a network address to
a host on the communications network;

a transmitter, which sends information regarding said
allocated network address to a broker; and

said broker having a broadcaster, which broadcasLs said
information regarding said allocated network address
to said one or more DNS sewers.

55. The communications network of claim 54, wherein
said address allocator is a DHCP server.

56. The communications network of claim 54, wherein
said network address is a status network address.

5'7. The communications network of claim 54, wherein
said broker further includes a list of subscribing DNS
sewers and broadcasts said information regarding said allo~
cated network address only to the subscribing DNS servers.

58. The communications network of claim 54, wherein
said one or more DNS servers receive said broadcast infor-
mation regarding said allocated network address and update
themselves with said information.
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59. A communications network including:
one or more DNS servers;

an address revoker, which revokes a dynamically allo—
cated network address from a host on the communica-
tions network;

a transmitter, which sends information regarding said
revoked dynamically allocated network address to a
broker; and

said broker having a broadcaster. which broadcasts said
information regarding said revoked dynamically allo—
cated network address to said one or more DNS servers.

60. The communications network of claim 59, wherein
said broker further includes a list of subscribing DNS
servers and broadcasts said information regarding said
revoked dynamically allocated network address only to the
subscribing DNS servers.

61. The communications network of claim 59, wherein
said one or more DNS servers receives said broadcast
information regarding said revoked dynamically allocated
network address and update themselves with said informa-tron.

62. A communications nerwork including:
one or more DNS sewers, which maintain a list of

assigned host addresses within the communications
network;

an address allocator, which allocates a network address to
a first host on the communications network;

a transmitter, which sends information regarding said
allocated network address to a broker;

said broker having a broadcaster, which broadcasts said
information regarding said allocated network address
to said one or more DNS servers; and

an address revoker, which revokes a dynamically allo—
cated network address from a second host on the
communications network,

wherein said transmitter further sends information regard—
ing said revoked dynamically allocated network
address to said broker, and

wherein said broadcaster further broadcasts said informa-
tion regarding said revoked dynamically allocated net—
work address to said one or more DNS sewers.

63. The communications network of claim 62, wherein
said broker further includes a list of subscribing DNS
sewers, and wherein said broadcaster broadcasts said infop
mation regarding said allocated network address only to the
subscribing DNS sewers and broadcasts said information
regarding said revoked dynamically allocated network
address only to the subscribing DNS servers.

64_ The communications network of claim 62, wherein
said one or more DNS sewers receive said broadcast infor-
mation regarding said allocated network address and update
themselves with said information, and said one or more DNS
sewers receive said broadcast information regarding said
revoked dynamically allocated network address and updatethemselves with said information.

65. The communications network of claim 62, further
including one or more DHCP sewers, wherein said broad-
caster further broadcasts said information regarding said
revoked dynamically allocated network address to said oneor more DHCP sewers.

66. The communications network of claim 65, wherein
said broker further includes a list of subscribing DNS
sewers and DHCP servers, and said broadcaster broadcasts
said information regarding said allocated netwark address
only to the subscribing DNS servers and broadcasts said
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information regarding said revoked dynamically allocated
network address only to the subscribing DNS servers and
DHCP sewers.

67. The communications network of claim 65, wherein
said one or more DNS servers receive said broadcast infor—

mation regarding said allocated network address and update
themselves with said information, and wherein said one or
more DHCP sewers receive said broadcast information
regarding said revoked dynamically allocated network
address, update themselves with said information, and return
said revoked dynamically allocated network address to a
pool of available addresses.

68. A broker for managing host addresses assigned to
subscribers in a communications network, including:

a receiver, which receives information regarding a sub-
scriber and an assigned host address, said assigned host
address assigned to the subscriber by selecting an
address from a pool of available network addresses in
response to the subscriber attempting to log on to the
communications network; and

a broadcaster which broadcasts said information regard-
ing said subscriber as well as said assigned host addrms
to one or more DNS servers for eventual update.

69. The broker of claim 68, further including a database
manager, which maintains a list ofsubscribing DNS servers,
wherein said broadcaster broadcasts said information and
said assigned host address only to the subscribing DNSservers. L

70. A broker for managing host addresses assigned to
subScxibers in a communications network, said broker
including;

a receiver, which receives information regarding a
revoked dynamically assigned host address, which was
revoked in response to a subscriber attempting to log
off the communications network; and

a broadcaster which broadcasts said information regard—
ing said subscriber as well as said revoked dynamically
assigned host address to one or more DNS servers for
eventual update and release of said dynamically
assigned host address into ‘one or more pools of avail-able addresses. '

71. The broker of claim 70, further including a database
manager, which maintains a list ofsubscribing DNS sewers,
wherein said broadcaster broadcasts said information and
said assigned host address only to the subscribing DNSsewers.

7'2. The broker of claim 70, wherein said broadcaster
further broadcasts said information regarding said sub-
scriber as well as said revoked dynamically assigned host
address to one or more DHCP sewers for eventual update
and release of said dynamically assigned host address into
one or more pools of available addresses.

73. The broker of claim 72, further including a database
manager, which maintains a list of subscribing DHS and
DHCP sewers, wherein said broadcaster broadcasts said
information and said assigned host address only to the
subscribing DNS sewers and DHCP sewers.

74. A broker for manag’ng host addresses amigned to
subscribers in a communications network, said broker
including:

a receiver, which receives information regarding a sub-
scriber and an assigned host addreS, said assigned host
address assigned to said subscriber by selecting an
address from a pool of available network addresses in
response to said subscriber attempting to log on to a
communications network, and which receives informa-
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tion regarding a revoked dynamically assigned host
address, which Was revoked in response to a subscriber
attempting to log off the communications network; and

a broadcaster which broadcasts said information regard-
ing said subscriber as well as said assigned host address
to one or more DNS sewers for eventual update, and
which broadcasts said information regarding said sub-
scriber as well as said revoked dynamically assigned
host address to said one or more DNS sewers for
eventual update. I

75. The broker of claim 74, further including a database
manager, which maintains a list of subscribing DNS sewers,
wherein said broadcaster broadcasts said information and
said assigned host address only to the subscribing DNS
sewers, and broadcasts said information regarding said
revoked dynamically allocated host address only to the
subscribing DNS servers.

76. A broker for managing host addresses assigned to
subscribers in a communications network, said broker
including:

a receiver, which receives information regarding a sub-
scriber and an assigned host address, said assigned host
address assigned to said subscriber by selecting an
address from a pool of available network addresses in
response to said subscriber attempting to log on to a
communications network, and which receives informa-
tion regarding a revoked dynamically assigned host
address, which was revoked in response to a subscriber
attempting to log off the communications network; and

a broadcaster which broadcasts said information regard-
ing said subscriber as well as said assigned host address
to one or more DNS sewers for eventual update, and
which broadcasts said information regarding said sub-
scriber as well as said revoked dynamically assigned
host address to one or more DNS or DHCP sewers for
eventual update and release of said dynamically
assigned host address into one or more pools of avail—able addresses.

77. The broker of claim 76, further including a database
manager, which maintains a list of subscribing DNS sewers
and DHCP servers, wherein said broadcaster broadcasts said
information and said assigned host address only to the .
subscribing DNS sewers and broadcasts said information
regarding said revoked dynamically allocated host address
only to the subscribing DNS sewers and DHCP sewers.

78. A program storage device readable by a machine,
tangibly embodying a program of instructions executable by
the machine to perform a method for managing network
addresses in a network including one or more Domain Name
Sewice (DNS) sewers. said method including:

receiving information regarding an allocated network
address; and

broadcasting said information regarding said allocated
network address to the one or more DNS sewers using
a broker, for the eventual update of the one or moreDNS servers.

79. The program storage device of claim 78, wherein said
allocated network address is a dynamically allocated net-work address.

80. The program storage device of claim 78, wherein said
allocated network addres is a static network address,

81. The program storage device of claim 78, wherein the
one or more DNS servers are only those DNS sewers which
have subscribed to said broker, and the method further
includes maintaining a list of those DNS sewers which havesubscribed to said broker.

Petitioner Apple Inc. - Exhibit Y6519%2.281§§7



Petitioner Apple Inc. - Exhibit 1004, p. 883

US 6,243,749 B1
15

82. The program storage device of claim 81, wherein said
broadcasting further includes sending information regarding
said allocated network address to only those DNS servers
which have subscribed to said broker.

83. A program storage device readable by a machine,
tangibly embodying a program of instructions executable by
the machine to perform a method for managing network
addresses in a network including one or more DNS sewers,
said method including:

receiving information regarding a revoked dynamically
allocated network address; and

broadcasting said information regarding said revoked
dynamically allocated netWork address to the one or
more DNS servers using a broker, for eventual update
of the one or more DNS servers.

84. The program storage device of claim 83, wherein the
one or more DNS sewers are only those DNS servers which
have subscribed to said broker and the method further
includes the step of maintaining a list of those DNS sewers
which have subscibed to said broker.

85. The program storage device of claim 84, wherein said
broadcaster sends information regarding said revoked
dynamically allocated network address to only those DNS
servers which have subscribed to said broker.

86. The program storage device of claim Kl, wherein the
network further includes one or more DHCP servers, and
said broadcasting further includes broadcasting said inf0r~
mation regarding said revoked dynamically allocated net-
work address to the one or more DHCP servers using said
broker, for eventual update of the one or more DHCPsewers. '

87. The program storage device of claim 86, wherein the
one or more DHCP servers are only those DHCP servers
which have subscribed to said broker, and the method further
includes of maintaining a list of those DNS sewers and
DHCP sewers which have subscribed to said broker.

88. The program storage device of claim 87, wherein said
broadcasting further includes broadcasting said information
regarding said revoked dynamically allocated network
address to only those DNS sewers and DHCP server which
have subscribed to said broker.

89. A program storage device readable by a machine,
tangibly embodying a program of instructions executable by
the machine to perform a method for managing network
addresses in a network including one or more DNS sewers,
the method including:

receiving information regarding an assigned network
address;

broadcasting said information regarding an assigned net—
work address to the one or more DNS servers using a
broker, for eventual update of the one or more DNS
servers; ‘

receiving information regarding a revoked dynamically
allocated network address; and

broadcasting said information regarding a revoked
dynamically allocated network address to the one or
more DNS servers using said broker, for eventual
update of the one or more DNS servers.
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90. The program storage device of claim 89, wherein said
receiving information regarding an assigned network
address includes receiving information regarding an
assigned network address from a DHCP server.

91. The program storage device of claim 89 wherein said
receiving information regarding a revoked dynamically allo-
cated network address includes receiving information
regarding a revoked dynamically allocated network address
from a DHCP server.

92. The program storage device of claim 89, wherein said
information regardingan assigned network address is infor—
mation regarding a dynamically allocated network address.

93. The program storage device of claim 89, wherein said
information regarding an assigned network address is infor-
mation regarding a static network address.

94. The program storage device of claim 89, wherein the
method further includes maintaining a list of subscribingDNS servers.

95. The program storage device of claim 94, wherein said
broadcasting said information regarding an assigned net-
work address includes broadcasting said information regard—
ing an assigned network address only to subscribing DNS
servers, and said broadcasting said information regarding a
revoked dynamically allocated network address includes
broadcasting said information regarding a revoked dynami—
cally allocated network addres only to subscribing DNSsewers.

96. The program storage device of claim 89, wherein the
network further includes one or more DHCP servers,
wherein said broadcasting said information regarding an
assigned network address further includes broadcasting said
information regarding said assigned network address to the
one or more DHCP servers using said broker, for eventual
update of the one or more DHCP servers, and wherein said
broadcasting said information regarding a revoked dynami~
cally allocated network address further includes broadcast-

ing said information regarding said revoked dynamically
assigned network address to the one or more DHCP servers

using said broker, for eventual update of the one or moreDHCP servers.

97. The program storage device of claim 96, wherein the
one or more DHCP servers are only those DHCP servers
which have subscribed to said broker, and the method further
includes maintaining a list of those DNS servers and DHCP
sewers which have subscribed to said broker.

98. The program storage device of claim 97, wherein said
broadcasting said information regarding said assigned net-
work address further includes broadcasting only to those
DNS sewers and DHCP sewers which have subscribed to
said broker, and said broadcasting said information regard—
ing a revoked dynamically allocated network address further
includes broadcasting said information regarding said
revoked dynamically assigned network address to only those
DNS sewers and DHCP sewers which have subscribed tosaid broker.
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[57] ABSTRACT

The present invention provides for a Domain Name Router
(DNR) that uses domain names to route data sent to a
destination on a network (e.g., a stub network). Each cor-
porate entity or stub network can be assigned one or a small
number of global addresses, Each of the hosts on the stub
network can be assigned a global address. When a source
entity sends data to a destination entity with a local address,
the data is sent to the DNR using a global address. The
source entity embeds the destination’s domain name and its
own domain name inside the data The DNR extracts the
destination’s domain name from the data, translates that
domain name to a local address and sends the data to the
destination.
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DOMAIN NAME ROUTING

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention is directed to a system for using
Internet domain names to route data sent to a destination on
a network.

2. Description of the Related Art
Most machines on the Internet use TCP/IP (Transmission

Control Protocol/Intemet Protocol) to send data to other
machines on the Internet. To transmit data from a source to

a destination, the Internet Protocol (1?) uses an IP address.
An IP address is four bytes long, which consists of a network
number and a host number.

There are at least three different classes of networks
currently in use: CIassA, Class B and Class C. Each class
has a different format for the combination of the network
number and the host number in the IP addresses. A ClassA
address includes one byte to specify the network and three
bytes to specify the host. The first bit of a Class A address
is a 0 to indicate Clam A. ACIam B address uses two bytes
for the network address and two bytes for the host address.
The first two bits of the Class B address are 10 to indicate
Class B. The Class C address includes three bytes to specify
the network and one byte for the host address. The first three
bits of the Class C network address are 110 to indicate Class
C. The formats described above :dlow for 126 Class A
networks with 16 million hosts each; 16,382 Class B net-
works with up to 64K hosts each; and 4 million Class C
networks with up to 256 hosts each.

When written out, IP addresses are specified as four
numbers separated by dots (e.g. 198.68.70.1). Users and
software applications rarely refer to hosts, mailboxes or
other resources by their numerical IP address. Instead of
using numbers, they use ASCII strings called domain names.
A domain name is usually in the form of prefix.namew_of_
organization.top__levelwdornain. There are two types of top
level domains: generic and countries. The generic domains
are com (commercial), edu (educational institutions), gov
(the U.S. Federal Government), int (international
organizations), mil (the U.S. Armed Forces), net (network
providers), and org (non~prof1t organizations). The country
domains include one entry for each country. An example of
a domain name is saturn.ttc.con1. The term “Saturn” is the
prefix and may refer to a particular host in the network. The
phrase “ttc” is the name of the organization and can be used
to identify one or more networks to the outside world. The
phrase “corn” signifies that this address is in the commercial
domain. The Internet uses a Domain Name System to
convert the domain name to an IP address.

The Internet Protocol has been in use for over two
decades. It has worked extremely well, as demonstrated by
the exponential growth of the Internet. Unfortunately, the
Internet is rapidly becoming a victim of its own popularity:
it is muning out of addresses. Over 4 billion addresses exist,
but the practice of organizmg the address space into classes
wastes millions of addresses. In particular, the problem is the
Class B network. For most organizations, a ClassA network,
with 16 million addresses is too big, and a Class C network
with 256 addresses is too small. A Class B network appears
to be the right solution for most companies. In reality,
however, a Class B address is far too large for most
organizations. Many Class B networks have fewer than 50
hosts.AClass C network would have done the job, but many
organizations that ask for Class B networks thought that one
day they would outgrow the 8 bit host field.
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One proposed solution to the depleting address problem is
Classless Inter Domain Routing (CIDR). The basic idea
behind CIDR is to allocate the remaining Class C networks
in varied sized blocks. If a site needs 2,000 addresses, it is
given a block of contiguous Class C networks, and not a full
Class B network address. In addition to using blocks of
contiguous Class C networks as units, the allocation rules for
Class C addresses are also changed by partitioning the world
into four zones. Each zone includes a predefined number of
Class C networks. Although CIDR may buy a few more
years time, IP addresses will still run out in the foreseeable
future.

Another proposed solution is Network Address Transla-
tion (NAT). This concept includes predefining a number of
Class C network addresses to be or local addresses (also
called private addresses). The remainder of the addresses are
considered global addresses. Global addresses are unique
addresses. That is, no two entities on the Internet will have
the same global address. Local addresses are not unique and
can be used by more than one organization or network.
However, a local address cannot be used on the Internet.
Local addresses can only be used within a private network.
NAT assumes that less all of the machines on a private
network will not need to access the Internet at all times.

Therefore, there is no need for each machine to have a global
address. A company can function with a small number of
global addresses assigned to one or more gateway comput~
ers. The remainder of the machines on the private network
will be assigned local addresses. When a particular machine
on the private network using a local address attempts to
initiate a communication to a machine outside of the private
network (e.g. via the Internet), the gateway machine will
intercept the communication, change the source machine’s
local address to a global address and set up a table for
translation between global addresses and local addresses.
The table can contain the destination address, port numbers,
sequencing information, byte counts and internal flags for
each connection associated with a host address. Inbound

packets are compared against entries in the table and per—
mitted through the gateway only if an appropriate connec-
tion exists to validate their passage. One problem With the
NAT approach is that it only works for communication
initiated by a host within the network to a host on the
Internet which has a global IP address. The NAT approach
specifically will not work if the communication is initiated
by a host outside of the private network and is directed to a
host with a local address on the private network.

Another solution that has been proposed is a new version
of the Internet Protocol called IPv6 (Internet Protocol ver-
sion 6, also known as IPng). IPv6 is not compatible with the
existing lntemet Protocol (va4). For example, IPv6 has a
longer address than IPv4. Additionally, the IPv6 header is
different than the IPv4 header. Because IPv6 is not compat~
ible with IPv4, almost all routing equipment on the lntemet
must be replaced with updated equipment that is compatible
with IPv6. Such Widespread replacement of legacy equip-
ment is enormously expensive.

As can be seen, the current proposals to solve the dimin-
ishing IP addresses problem are inadequate andfor unduly
expensive. Therefore, a system is needed that can effectively
alleviate the diminishing IP addresses problem withoutunreasonable costs.

SUMMARY OF THE INVENTION

The present invention, roughly described, provides for a
system for using domarn names to route data sent to a
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destination on a network. One example includes routing data
to a destination on a stub network. A stub network is a

network oered by an organization that it is connected to the
Internet through one or more gateways. Nodes in the stub
network may be made visible to other nodes on the Internet
or to other nodes in other stub networks interconnected

through the Internet. Rather than use an entire set of global
addresses for a Class A, B or C network, each corporate
entity or stub network can be assigned one or a small number
of global addresses. Each of the hosts can be assigned alocal
address. The same local addresses can be used by many
difi’ercnt organizations. When a source entity sends data to
a destinalion entity in a stub network with a local address,
the data is sent to a global address forthe destination’s
network. The global address is assigned to a Domain Name
Router in communication with the destination’s network.

The Domain Name Router serves as a gateway between the
Internet and the stub network. The Domain Name Router
routes IP traflic between nodes on the lntemet (identified by
their globally unique IP addresses) and nodes in its stub
network. The source entity embeds the dostination’s domain
name and its own domain name somewhere inside the data.
The Domain Name Router receives the data, extracts the
destination’s domain name from the data, translates that
domain name to a local address in its stub network and sends
the data to the destination. Note that the source entity could
have either a local address or a global address and still be
able to utilize the present invention.

One method for practicing the present invention includes
packaging at least a subset ofdata to be communicated to an
entity on a network into a data unit. That data unit is sent to
a Domain Name Router or other similar entity. Information
representing the domain name of the destination is extracted
from the data unit and used to determine a local address for
the destination. Once a local address is determined, the data
unit is sent to that local address.

The data unit can be formed by receiving a first set ofdata
and a domain name. A field (or other subset) is created,
which includes a first set of information representing the
domain name. The field is appended to the first set of data
to create the data unit. The data unit is sent to the Domain
Name Router. The data unit could be an [1’ packet, a TCP
segment, or any other data unit suitable for use with the
present invention as long as the domain name can be reliably
extracted from the data, In one embodiment, the information
used to represent the domain name could include an
encrypted version of the domain name, an encoded version
of the domain name, a compressed version of the domain
name, etc.

In one embodiment, the data unit sent to the Domain
Name Router includes a global IP address for the Domain
Name Router. After translating the domain name to a local
address, the Domain Name Router will replace the global

. address for the Domain Name Router with the local address
of the destination. The step of replacing the global address
with the local address can include adjusting any appropriate
checksums or any other necessary fields in the data unit.

The Domain Name Router can be implemented using
software stored on a processor readable storage medium and
run on a computer or a router. Alternatively, the Domain
Name Router can be specific hardware designed to carry out
the methods described herein.

These and other objects and advantages of the invention
will appear more clearly from the following detailed
description in which the preferred embodiment of the inven-
tion has been set forth in conjunction with the drawings.
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BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a symbolic diagram showing the layers of theTCP/IP Reference Model.

FIG. 2 shows the lntemet Protocol (IP) header.
FIG. 3 shows the Transmission Control Protocol (TCP)header.

FIG. 4shows the nesting ofsegments,packets and frames.
FIG. 5 is a block diagram of two stub networks connected

to the Internet.

FIG. 6 is a simplified block diagram of one cxemplar
hardware platform for implementing a Domain NameRouter.

FIG. 7 is a flow chart describing the steps used by an
application process to send data according to the presentinvention.

FIG. 8 is a flow chart describing the steps used by a
transport layer process to send data according to the presentinvention.

FIG. 9 is a flow chart describing the steps used by a
network layer process to send data according to the presentinvention.

FIG. 10 is a flow chart describing the steps performed bya Domain Name Router.

FIG. 11 is a flow chart describing the translation step ofFIG. 10.

DETAILED DESCle0N

FIG. 1 shows the TCP/IP reference model for designing
and building a network. The model includes four layers:
Physical and Data Link Layer 12. Network Layer 14,
Transport Layer 16, and Application Layer 18. The physical
layer portion of Physical and Data Link Layer 12 is con-
cerncd with transmitting raw hits over a communication
channel. The design isues include ensuring that when one
side sends a 1 bit it is received by the other side as a 1 bit,
not as a 0 bit. Typical questions addrcssed are how many
volts should be used to represent a 1 bit, how many volts to
represent a 0 bit, how many microseconds a bit lasts,
whether transmissions may proceed simultaneously in both
directions, how the initial connection is established, how it
is torn down when both sides are finished, and how many
pins the network connector has. The data link portion of
Physical and Data Link Layer 12 takes the raw transmission
facility and transforms it into a line that appears to be
relatively free of transmission errors. It accomplishes this
task by having the sender break the input data up into
frames, transmit the frames and process the acknowledg~
ment frames sent back by the receiver.

Network Layer 14 permits a host to inject packets into a
network and have them travel independently to the destina—
tion. The protocol used for NeMork Layer 14 on the lntemet
is called the lntemet Protocol (1?).

Transport Layer 16 is designed to allow peer entities on
the source and destination to carry on a “conversation.” On
the Internet, two end-to~end protocols are used. The first
one, the Transmission Control Protocol (TCP), is a reliable
connection—oriented protocol that allows a byte stream origiv
nating on one machine to be delivered without error to
another machine on the lntemet. It fragments the incoming
byte stream into discrete packets and pages each one to
Network Layer 14. At the destination, the receiving TCP
process reassembles the received packets into the output
stream. TCP also handls flow control to make sure a fast
sender cannot swamp a slow receiVer with more packets
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than it can handle. The second protocol used in Transport
Layer 16 on the Internet, User Datagram Protocol (UDP), is
an unreliable connectionless protocol for applications that
do not want TCP sequencing or flow control. UDP is used
for oneshot, client server type requests-reply queries for
applications in which prompt delivery is more important
than accurate delivery. Transport Layer 16 is shown as being
above Network Layer 14 to indicate that Network Layer 14
provides a service to Transport Layer 16. Similarly, Trans-
port Layer 16 is shown below Application Layer 18 to
indicate that Transport Layer 16 provides a service to
Application Layer 18.

Application Layer 18 contains the high level protocols,
for example, Telnet, File Transfer Protocol (FTP), Electronic
Mail—Simple Mail Transfer Protocol (SM'I‘P), and Hyper-
Text Transfer Protocol (HTTP).

The following discussion describes the netWork and trans‘
port layers in more detail. The main function of Network
Layer 14 is routing packets from a source entity to a
destination entity. In most subnets, packets will require
multiple hops to make the journey. The Network Layer
software uses one or more routing methods for deciding
which output line an incoming packet should be transmitted
on. There are many routing methods that are well known in
the an. that can be used in a network layer. For purposes of
this patent, no specific routing method is required. Any
suitable routing method known in the art will sufiice. Some
examples of known routing methods include shortest path
routing, flooding, flow based routing, distance vector
routing, link state routing, hierarchical routing, routing for
mobile hosts, broadcast routing and multicast routing.
Within a network on the Internet, a suitable routing method
may also be based on the Distance Vector Protocol or its
successor the Open Shortest Path First (OSPF) protocol.
Between networks on the Internet, the Border Gateway
Protocol (BGP) can be used.

Communication in the lntemet works as follows. Trans—
port Layer 16 breaks up a stream of data from Application
Layer 18 into a number of segments. Network Layer 14,
using the Internet Protocol, transports the segments in one or
more IP packets from source to destination, without regard
to whether these machines or entities are on the same
network. Each segment can be fragmented into small units
as it is transported. When all of the fragments finally get to
the destination machine, they are reassembled by Network
Layer 14 into the original segment. This segment is then
handed to the Transport Layer 16, which inserts itinto the
receiving process’ (Application Layer 18) input stream.

An IP packet consists of a header and a data portion. Theformat of an IP header is shown in FIG. 2. FIG. 2 shows srx

rows making up the header. Each row is 32 bits wide. The
first five rows of the header comprise a 20 byte fixed portion
of the header. The last row of the header provides a variable
sized Options section 22. Version field 24 keeps track of
which version of the protocol the packet belongs to. The
current version used on the Internet is version 4. ll-IL field
26 describes the length of the header in 32 bit words. Type
field 28 indicates the type of service requested. Various
combinations of reliability and speed are possible. Length
field 30 includes the size of the packet, including both the
header and the data. Identification field 32 is needed to allow
the destination host to determine which segment the
received fragment belongs to. All fragments of a segment
contain the same identification value. Next comes three
flags, which include an unused bit 33 and then two 1 bll
fields 34 and 36. In one embodiment of the present
invention, the unused bit 33 is used to indicate that the
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source of the packet uses a domain name for unique iden-
tification on the lntemet instead of using a globally unique
IP address. DF field 34 stands for don’t fragment. It is an
order to the routers not to fragment the segment because the
destination is incapable of putting the pieces back together
again. MF field 36 stands for more fragments. All fragments
except for the last one have this bit set. Fragment ofl'set field
38 indicates where in the current segment this fragment
belongs. Time to Live field 40 is used to limit packet
lifetime. It is supposed to count time in seconds, allowing a
maximum life time of 255 seconds. In practice, it may count
hops. The time is decremented on each hop by a router.
When the time to live hits 0, the packet is discarded and a
warning is sent back to the source using an lntemet Control
Memaging Protocol (ICMP) packet. This feature prevents
packets from wandering around forever. Protocol Field 42
indicates which traumort layer type is to receive the seg—
ment. TCP is one possibility, UDP is another. The present
invention is not limited to any particular protocol. Check-
sum field “verifies the header. One method for implement.—
ing a checksum is to add up all 16 bit half words as they
arrive and take the ones compliment of the result. Note that
fine checksum must be recomputed at each hop because the
Time to Live field 40 changes. Source field 46 indicates the
IP address for the source of the packet and destination field
48 indicates the IP address for the destination of the packet.

Options field 22 is a variable Ienglh field designed to hold
other information. Currently, options used on the lntemet
indicate security, suggested routing path, previous routing
path and time stamps, among other things. In one embodi-
ment of the present invention, is contemplated that the
source and destination ’5 domain names are added to Options
field 22. In one alternative, the actual full ACSII strings can
be added directly into the options field, first listing the
source’s domain name and followed by the destination’s
domain name (or vice versa). In other alternativas, the two
domain names can be encoded, compressed, encrypted or
otherwise altered to provide more efficient use of storage
space, security or compatibility. In embodiments where the
domain name is encoded, encrypted, compressed, etc., the
information stored is said to represent the domain name.
That is, an entity can read that information and extract (or
identify) the domain name from that information. That
extraction or identification can be by unencoding, decoding,
decompressing, unencrypting, etc.

In another embodiment, the domain names of the source,
destination or both are added to the end of the data portion
(e.g. data field 108 of FIG. 4) of a packet as a trailer. In this
case, Length field 30 needs to account for the extra bytes
added at the end of the data field. Legacy routers can treat
this trailer as an integral part of the data field and ignore it.

Network Layer 14 is comprised of a number ofprocesses
running on the source, destination and, possibly, one or more
routers. The proce$(es) implementing the Network Layer
on the source or destination machines can be in the operating
system kernel, in a separate user process, in a Iibra
package, in a network application, on a network interface
card or in other suitable configurations.

The network entity, the process implementing the network
layer, receives a segment from the transport layer process.
The network entity appends a header to the segment to form
a packet. The packet is sent to a router on a network or the
Internet. Each router has a table listing IP addresses for a
number of distant networks and IP addresses for hosts in the
network closest to the router. When an IP packet arrives its
destination address is looked up in the routing table. If’the
packet is for a distant network, it is forwarded to the next
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router listed in the table. If the distant network is not present
in the router’s tables, the packet is forwarded to a default
router with more extensive tables. If the packet is for a local
host (cg. on the router‘s Local Area Network (LAN)), it is
sent directly to the destination.

Although every machine in the Internet has an IP address,
these addresses alone cannot be used for sending packets
because the data link layer does not understand Internet
addresses. Most hosts are attached to a IAN by an interface
board that only understands LAN addresses. For example,
every Ethernet board comes equipped with a 48 bit Ethemet
address. Manufacturers of Ethernet boards request a block of
addresses from a central authority to ensure that no two
boards have the same address. The boards send and receive
frames based on a 48 bit Ethernet address. For one entity to
transmit data to another entity on the same LAN using an
Ethernet address, the entity can use the Address Resolution
Protocol (ARP). This protocol includes the sender broad-
casting a packet onto the Ethernet asking who owns the
particular IP address in question. That packet will arrive at
every machine on the Ethernet and each machine will check
its IP address. The machine that owns the particular IP
address will respond with its Ethernet address. The sending
machine now has the Ethernet address for sending data
directly to the destination on the LAN.At this point, the Data
Link Layer 12 on the sender builds an Ethernet frame
addressed to the destination, puts the packet into the payload
field of the frame and dumps the frame onto the Ethernet.
The Ethernet board on the destination receives the frame,
recognizes it is a frame for itself, and extracts the IP packetfrom the frame.

The goal of Transport Layer 16 is to provide eflicient and
reliable service to its users (processes in Application Layer
18). To achieve this goal, Transport Layer 16 makes use of
the services provided in Network Layer 14. The one or more
processes that implement the transport layer are called the
transport entity. 'lhe tramport entity can be in the operating
system kernel. in a separate user process, in a library
package, in network applications or on the network interface
card. Typically, executable software implementing a trans-
port entity or a network entity would be stored on a
processor readable storage medium (e.g. a hard disk,
CDAROM, floppy disk, tape, memory, etc.).

The transport layer improves the quality of service of the
network layer. For example, if a transport entity is informed
halfway through a long transmission that its network con—
nection has been abruptly terminated, it can set up a new
network connection to the remote transport entity. Using this
new network connection, the transport entity can send a
query to the destination asking which data arrived and which
did not, and then pick up from where it left ofl'. In essence,
the existence of Transport Layer 16 makes it possflnle for a
transport service to be more reliable than the underlying
network service. Lost data can be detected and compensated
for by the Transport Layer 16. Furthermore, transport ser-
vice primitives can be designed to be independent of the
network service primitives, which may vary considerably
from network to network.

TCP was specifically designed to provide a reliable end-
to-end byte stream over an unreliable internetwork. An
internetwork differs from a single network because different
pans may have difierent topologies, bandwidths, delays,
packet sizes and other parameters. Each machine supporting
TCP has a TCP entity. A TCP entity accepts user data
streams from local processes (application layer). breaks
them up into pieces and sends each piece as a separate
segment to the network entity. When segments arrive at a
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machine they are given to the TCP entity, which reconstructs
the original byte stream. The IP layer gives no guarantee that
segments will be delivered pr0perly, so it is up to the TCP
entity to time out and retransmit them as need be. Segments
that do arrive may do so in the wrong order. It is also up to
the TCP entity to reassemble them into messages in the
proper sequence. In short, TCP must furnish the reliability
that most users want and that the Internet Protocol does not
provide.

TCP service is obtained by having both the sender and
receiver create endpoints called sockets. Each socket has a
socket number (or address) consisting of the IP address of
the host and a 16 bit number local to that host called a port.
To obtain TCP service, a connection must be explicitly
established between a socket on the sending machine and a
socket on the receiving machine. Port numbers below 256
are called well known ports and are reserved for standard
services. For example, any process wishing to establish a
connection to a host to transfer a file using FI‘P can connect
to the destination host port 21. Similarly, to establish a
remote log~in session using Telnet, port 23 is used.

When an application wishes to set up a connection to a
remote application process, the application process issues a
connect primitive requesting that the transport layer set up a
connection between two sockets. If the connect succeeds,
the process returns a TCP reference number used to identify
the connection on subsequent calls. After the connection is
established, the application process can issue a send com-
mand and pass the TCP reference number with the data (or
pointer to data) for sending to the destination. The present
invention also requires that when the application issues its
connect command, in addition to sending the two socket
addresses the application also provides the transport entity
with the domain name for the destination. In addition, the
operating system or the application should make the domain
name of the source available to the connect command. One
alternative to accomplish this is to have the operating system
retrieve the domain name from the DNR or from a local
DNS server through a reverse DNS IP lockup. The source’s
domain name can be retrieved at start—up time of a node and
be made available to the network layer. Another alternative
is to have the application provide the domain name of the
source either directly or through a reverse DNS 1? lookup.
These domain names will be amociated with the TCP
reference number. Alternatively, the domain names can be
passed to the transport layer each time a request to send datais made.

When receiving a request to send data, the TCP entity
builds a data unit called a segment. The TCPentity interfaces
with the network entity by requesting the network entity to
either send a packet or receive a packet. Arequest to send a
packet can include up to seven parameters. The first pa ram-
eter will be a connection identifier. The second parameter is
a flag indicating more data is coming. The third parameter
indicatm the packet type. The fourth parameter is a pointer
to the actual data to be transmitted (i.e. the segment). The
fifth parameter indicates the number of bytes in the segment.
The sixth parameter is the source's domain name. The
seventh parameter is the destination’s domain name.

The segment that is created by the TCP entity and passed
to the 1P entity includes a header section and a data section.
FIG. 3 shows a layout of the TCP header. The header
consists of a fixed format 20 byte header followed by a
variable length Options field 80. The entire header is
appended to the data to comprise a segment. ln FIG. 3, each
of the first five rows represent 32 bits. The option field 80
can be one or more 32 bit words. Source field 62 indicates
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the source’s port. Destination field 64 identifies the desti~
nation’s port. Sequence number field 66 and acknowledge
number field 68 are used [or tracking the sequence of
segments exchanged between the sender and the receiver.
Header length field '70 indicates the number of 32 bit words
contained in the TCP header. Header length field 70 is
followed by six one bit flags '72. The first flag indicates the
presence of urgent data. The second flag indicates that the
acknowledgment number 68 is valid, The third flag indicates
that the data is PUSHed data (data that should be sent
immediately). The fourth flag is used to reset a connection.
The fifth flag is used to establish connections and the sixth
flag is used to release a connection. Window size field 74
indicates the maximum numbEr of bytes that can be sent
without waiting for an acknowledgment. Checksum field 76
provides a checksum for the header, the data and a concep—
tual pseudo header. The pseudo header includes a 32 bit I?
address of the source, a 32 bit IP addrem of the destination,
the protocol number for TCP and the byte count for the TCP
segment (including the header).

Option field 80 was designed to provide a way to add
extra facilities not covered by the regular header. In some
instances, the option field is used to allow a host to specify
the maximum TCP payload it is willing to accept. In one
embodiment of the present invention, the source’s domain
name and/or destination’s domain name are stored in
Options Field 80. In another embodiment, the source’s
and/or destination’s domain name are stored in the data
portion (see data portion 102 of FIG. 4) ofthe TCP segment.

The TCP/IP reference model also supports the connec-
tionless transport protocol, UDP. UDP provides a way for
applications to send encapsulated raw 1? packets and send
them without having to establish a connection. A UDP
segment consists of an 8 byte header followed by the data.
The head includes the source port, destination port, the
length of the header and data, and a checksum.

FIG. 4 shows the relationship between segments, packets
and frames. When an application issues a request to send
data, TCI’ breaks up the data into segments. The segment
includes a header 104 and a payload (data portion) 102. The
segment is passed to the IP entity (network layer entity). The
IP entity incorporates the segment into the data portion 108
(IP payload) and appends a header 110 to that data portion
to form a packet. Thus, the payload for an IP packet includes
the TCPsegtnent. The IP packet is then given to the data link
layer 12 which takes the packet and appends a header 114 to
the packet to create a frame, Thus, the IP packet is the
payload 112 for the frame.

The present invention provides for a Domain Name
Router (DNR) that uses domain names to route data sent to
a destination on a network. The IP address space is divided
into global addresses and local address. Global addresses are
unique addresses that should only be used by one entity
having access to the Internet. LDCaI addresses are used for
entities not having direct access to the Internet. Since local
addresscs are not generally used on the Internet, many
private networks can have entities using the same local
address. To avoid collisions, no entity should use a local
address on the lntemet.

Rather than use the entire set of global addresses for a
Class A, B or C network, each corporate entity or network
can be assigned one or a small number of global address to
be used by the DNR. Each of the hosts on the network can
be assigned a local address. The same local addresses can be
used by many different networks. When a source entity
sends data to a destination entity with a local address, the
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10
data is sent to the global address for the dcstinalion’s
network. The source entity embeds the destination’s domain
name and its own domain name somewhere inside the data.
Since the DNR for the destination’s network is assigned the
global address [or the destination’s network, the DNR
receives the data. The DNR extracts the destination's
domain name from the data, translates that domain name to
a local address and sends the data to the destination. Note
that the source entity could have either a local address or a
global address and still be able to utilize the present inven—hon.

FIG. 5 shows two LANs 120 and 122 connected to
Internet 140. LAN 120 includes three hosts 132, 134 and 136
connected to each other and to DNR 138. DNR 138 is also
connected to lntemet 140. Network 122 includes three hosts
150, 152 and 154 connected to each other and to router 156.
Router 156 is also connected to Internet 140. DNR 138 is
able to route IP packets received from the Internet to a local
host (132, 134, 136) by using the domain name in accor—
dance with the present invention. In one embodiment, router
156 is also a DNR; however, router 156 need not be a DNR.

FIG. 6 shows one example of a hardware architecture for
a DNR. The DNR includes a processor 202, a memory 204,
a mass storage device 206, a portable storage device 208, a
first network interface 210, a second network interface 212
and I/O devices 214. Processor 202 can be a Pentium
Processor or any other suitable processor. The choice of
processor is not critical as long as a suitable processor with
sufficient speed and power is chosen. Memory 204 could be
any conventional computer memory. Mass storage device
206 could include a hard drive, CD—ROM or any other mass
storage device. Portable storage 208 could include a floppy
disk drive or other portable storage device. The DNR
includes two network interfaces. In other embodiments, the
DNR could include more than two network interfaces. The
network interfaces can include network cards for connecting
to an Ethernet or other type of LAN. In addition, one or more
of the network interfaces can include or be connected to a
firewall. Typically, one of the network interfaces will be
connected to the Internet and the other network interface
Will be connected to a LAN. I/O devices 214 can include one
or more of the following: keyboard, mouse, monitor, front
panel, LED display, etc. Any software used to perform the
routing methods and/or the methods of FIGS. 10 and 11 are
likely to be stored in mass storage 206 (or any form of
non-volatile memory), a portable storage media (e.g. floppy
disk or tape) and, at some point, in memory 204. The above
described hardware architecture isjust one suitable example
depicted in a generalized and simplified form. The DNR
could include software running on a computer, dedicated
hardWare, a dedicated router with software to implement the
domain name routing or other software and/or hardware
architectures that are suitable.

In one embodiment, the domain name routing is done at
the network layer. Thus, the domain names are inserted into
Options field 22 of an IP header. Other embodiments can
place the domain names in other portions of an IP packet,
including the data portion (such as a trailer to the data). In
other alternatives, the domain name can be stored in the
options field 80 ofa TCP segment, the data portion of a TCP
segment, other fielck ofthe TCP segment, data sent from the
application layer, or in another data unit. If the domain
names are inSCI'ICd in Options field 22, it is not necessary to
place ”3511} in Options field 80. Similarly, if the domain
names are Inserted in Options field 80, it is not necessary that
they appear in Options field 22. However, in one
embodiment, i1 may b5 simpler to place the domain names
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in multiple data units (eg. both options fields). The point isthat the domain names must be somewhere inside an IP
packet, whether it is in the payload (or a trailer) or theheader.

FIGS. 7~10 are flow charts which describe the process for
sending data according to the present invention. It is
assumed that a message is being sent from host 150 to host
132. In this example, it is assumed that host 132 has a local
address and host 150 has a global address. For example
purposes, it is assumed that host 150 and 132 are computers.
Alternatively, host 1.50 and 152 can be other electronic
devices that can communicate on the Internet.

FIG. 7 describes an application layer process predomi-
nantly run on host 150. In step 302, host 130 resolves the
domain name. The user wants to send data to another
process. The user provides the domain name of the desti-
nation. A resolver process converts the domain name to an
IP address.

Every domain, whether it is a single host or a top level
domain, has a set of resource records associated with it. For
a single host, the most common resource record is its IP
address. When a resolver process gives a domain name to the
domain name system, it gets back the resource records
a$ociated with that domain name.

A resource record has five fields: domain name, time to
live, class, type and value. The time to live field gives an
indication of how stable the record is. Information that is
highly stable is asigned a large value such as the number of
seconds in a day. The third field is the class. For the Internet
the class is IN. The fourth field tells the type of resource
record. One domain may have many resource records. There
are at least eight types of resource records that are important
to this discussion: SOA, A, MX, NS, CNAME, PTR,
HINFO, and TX'I". The value field for an SOA record
provides the name of the primary source of information
about the name server zone, e—mail address of its
administrator, a unique serial number and various flags and
time outs in the value field. The value field for an A record
holds a 32 bit IP address for the host. The value field for the

MX record holds the domain name of the entity willing to
accept e-mail for that particular domain name. The NS
record specifies name servers. The CNAME record allows
aliases to be created in the value field. A PTR record just
points to another name in the value field, which allows look
up of an IP address for a particular domain name. The value
field of the HINFO record indicates the type of machine and
operating system that the domain name correSponds to. An
example of resource records for a host is found below in
Table 1.

TABLE 1 

Domain Name Time to Live Class Type \hlueW
satum.tu:.corn 86400 rN HtN F0 Sun unix
Snmrn.tlc,com 86400 [N A 18853.7(“
samm.ttr:.com 86400 IN MX marsttccom 

Table 1 includes three resource records for an entity with
a domain name of saturn.ttc.com. The first resource record
indicates a time to live of 86,400 seconds (one day). The
type of record is HIN'FO and the value indicates that the
entity is a Sun workstation running the UNIX operating
system. The second line is a resource record of typeA, which
indicates that the IP address for saturn.ttc.com is
198.68.70.1. The third line indicates that e-mail for Saturn—
.ttc.com should be sent to mars.ttc.com. It is likely that there
will be a DNS record, which indicates the IP address for
mars.ttc.com.
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The DNS name space is divided into nonoverlapping
zones. Each zone is some part of the Internet space and
contains name sewers holding the authoritative information
about that zone. Normally, a zone will have one primary
name server and one or more secondary name sewers which
get their information from the primary name server. When a
resolver process has a query about a domain name, it passes
the query to one of the local name servers. If the host being
sought falls under the jurisdiction of that name server, then
that domain name server returns the authoritative resource
record. An authoritative record is one that comes from the
authority that manages the record. If, however, the host is
remote and no information about the requested host is
available locally, the name server sends a query message to
the top level name server for the host requested. The top
level name server will then provide the resource records to
the local name server which may cache the information and
forwarded it to the original resolver process. Since the
cached information in the local name server is not the
authoritative record, the time to live field is used to deter-
mine how long to use that information.

In one embodiment, DNR 130 serves as the authority
DNS server for the hosts on LAN 120. Thus, DNR 130
would store resource records for host 132. One of the
resource records for host 132 Would be a type A record
correlating the global address of DNR 130 with the domain
name for host 132. ’

Looking back at FIG. 7, after the domain name has been
resolved the application process is in possession of the IP
address for its desired destination. In step 304, the applica—
tion process requests the transport layer (cg. TCP) to
establish a connection. A socket must have been set up in
both the source and destination. The application process
submits the source’s socket, the destination’s socket, the
source’s domain name and the destination ’5 domain name to
the transport layer. In step 306, the application requests that
the transport layer send data. In step 308, the application
process may request that the transport layer receive data
(optional), In step 310, the connection between the source
and destination is closed.

FIG. 8 explains how the transport layer of host 150 sends
the data in conjunction with the request by the Application
layer in the steps of FIG. 7. In step 350, the transport layer
(e.g. TCP) receives the connection request from the appli-
cation layer. In step 352, the transport layer establishes a
connection between the source socket and destination

socket. In one embodiment, the connection request includes
the domain names of the destination and the source.

Alternatively, the domain names can be passed during step
354. In step 354, the transport layer receives from the
application layer the data to be sent to the destination socket.
Step 354 can include actually receiving data or a pointer to
data. The data received can be broken up into one or more
segments and each of the segments will be sent separately.
In step 356, one or more segments are created. Creating the
segments includes the step of creating a header (step 358),
adding the source’s domain name and the destination's
domain name to the header or data portion (step 360), and
appending the header to the data (step 362). If the domain
names are to be added to the IP packet and not to the TCP
segment, then step 360 is skipped. After the segment is
created, the transport layer sends the segments in step 370.
Sending a segment includes passing the segment to the
network layer.

FIG. 9 describes the steps taken by the network layer on
host 150 to send data in response to the steps of FIG. 3. In
step 400, the network layer receives a segment and a request
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to send a packet on the Internet (or other network). As
discussed above, the request to send a packet passes the
source and destination domain names. Alternatively, the
domain names can be embedded in the data. In step 402, a
packet is created. The step of creating the packet includes
creating the header (step 404), adding the domain names of
the source and destination to the header or data portion (step
406) and appending the header to the data (step 403). If the
domain name is to be added as part of the TCP segment and
not part of the IP packet, step 406 can be skipped. After the
packet is created in step 402, the network layer routes the
packet in step 410. The packet is routed from host 150,
through router 156, through Internet 140 and to DNR 138.
The IP packets routed include the destination IP address of
DNR 138 and the source IP address of host 150, both of
which are global addresses. The IP packet also includes the
domain name of hosts 132 and 150. In one embodiment, the
IP packet would not include the source’s domain name. Note
that the steps of FIG. 9 can be repeated for each segment.

In one embodiment, host 150 has a local address and
router 156 is a DNR. When an IP packet sent from host 150
is received at router 156, the local address of host 150 is
replaced by the global address of router 156.

FIG. 10 describes the steps performed by DNR 138 when
it receives the IP packet from host 150. In step 502, DNR
138 receives the 1? packet. In step 504, DNR-138 identifies
the destination’s domain name from the packet. Identifying
the domain name could include looking for the domain name
in the header, data portion or other location in an IP packet,
TCP segment, application data, etc. Identifying the domain
name may include reading an ASCII string. Alternatively, if
the domain names are compressed, encrypted, encoded, etc.,
then DNR 148 would need to decode, decompress,
unencrypt, etc. In step 506, DNR 138 translates the desti—
nation domain name to a local address and in step 508 the
packet is routed to the destination with the local address.

FIG. 11 describes one exemplar embodiment for perform~
ing the step of translating the destination domain name to a
local address (step 506 of FIG. 10). Other suitable methods
of translating a domain name can also be used. Translating
a domain name can include less than all of the steps of FIG.
11. In step 512, DNR 138 looks up the domain name in a
DNR table stored in its memory or other storage device. The
DNR table includes domain names and corresponding local
addresses. In one embodiment, the DNR table could also
include Ethernet addresses. It is also possible that the local
network includes multiple DNRs, forming a tree. Thus, the
entry in the DNR table for a particular domain name could
be just an address for another DNR. The packet would then
be sent to another DNR, and the second DNR that would
then use the domain name to find the final (or next) local
address to the destination or another DNR, etc. The DNR
table can be set up manually by the administrator for the
network or may be set up automatically through embedded
software, firmware or hardware.

In step 514, the DNR determines whether a record for the
domain name was found. If no record was found, then an
error message is sent back to host 150 in step 516.1fa record
is found, the global address for DNR 138 in the [1’ packet is
replaced with the local address in the table. In step 520, the
checksum for the IP header is adjusted if necessary. Since
the destination IP address has changed in the header, the
checlmum may need to be adjusted accordingly. If the
application incorporates information used by the IP packet
into its data payload, such application packets may need to
be adjusted as a result of the change in destination IPaddress.
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When a packet is received by a host, the Network Layer
passes the source and destination domain names to the
Transport Layer (at least once for each connection). The
Transport Layer may pass the source and destination domain
names to the Application Layer. Any of the layers can use the
source’s domain name to send a reply.

Although FIG. 5 shows DNR 138 connected to and
located between the LAN and the Internet, DNR 138 could
also be located inside the LAN. The present invention can be
used with network paradigms other than the TCP/IP refer—
ence model and/or the Internet.

The foregoing detailed description of the invention has
been presented for purposes of illustration and description.
It is not intended to be exhaustive or to limit the invention
to the precise form disclosed, and obviously many modifi—
cations and variations are possible in light of the above
teaching. The described embodiments were chosen in order
to best explain the principles of the invention and its
practical application to thereby enable others skilled in the
art to best utilize the invention in various embodiments and
with various modifications as are suited to the particular use
contemplated. It is intended that the scope of the invention
be defined by the claims appended hereto.I claim:

1. Amethod for communicating data, comprising the stepsof:

receiving a data unit, said data unit includes a destination
address and a first set ofinformation representing a first
domain name, said destination address corresponds to
each entity in a set of two or more entities, said domain
name corresponds to a first entity in said set of entities;

translating said first domain name to a first address, said
first address corresponds to said first entity and does not
correspond to any other entity in said set of entities; and

sending said data unit to said first entity using said firstaddress.

2. A method according to claim 1, wherein:
said first set of information includes said first domain

name.

3. A method according to claim 1, wherein:
said first set of information includes said first domain

name and a second domain name, said second domain
name is associated with a source of said data unit.

4. A method according to claim 1, wherein:
said first set of information includes a compressed form ofsaid first domain name.

5. A method according to claim 1, wherein:
said first set of information includes an encoded form of

said first domain name.

6. A method according to claim 1, wherein:
said first set of information includes an encrypted form ofsaid first domain name.

7. A method according to claim 1, wherein:
said data unit includes a TCP segment.
8. A method according to claim 1, wherein:
said data unit includes an 1? packet.
9. A method according to claim 8, wherein:
said IF packet includes a header; and
said first set of information is stored in said header.
10. A method according to claim 9, wherein:
said header includes an options field; and
said first set of information is stored in said options field.
11. A method according to claim 8, wherein:
said IF packet includes a header; and
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said header includes a flag indicating use of domain name
routing.

12. A method according to claim 8, wherein:

said IF packet includes a header portion and data portion;and

said first set of information is stored in said'data portion.
13. Amethod according to claim I, wherein:
said step of translating includes finding a record in a table

associated with said first domain name, said record in
said table includes said first addres; and

said steps of receiving, translating and sending are per—
formed by a router.

14. A method according to claim 1, wherein:
said step of sending includes sending said data unit to arouter.

15. A method according to claim 1, wherein:
said step of sending includes routing said data unit to said

first entity.
16. A method according to claim 1, wherein:
said destination address is a global address; and
said first address is a local address.

17. A method according to claim 16, further comprising
the step of:

replacing said global address in said data unit with said
local address, said step of replacing being performed
after said step of translating.

18. A method according to claim 17, wherein:
said data unit includes a checksum; and

said method for routing data further comprises the step of
adjusting said checksum in said data unit, said step of
adjusting said checksum being performed after said
step of replacing said global address.

19. A method according to claim 1, further including the
step of:

acting as an authority domain name server for a
destination, said destination being associated with said
first address.

20. A method according to claim 1, wherein:
said step of receiving is performed by a second entity said

second entity, corresponds to said destination address.
21. A processor readable storage medium having proces—

sor readable code embodied on said processor readable
storage medium, said processor readable code for program’
ming a processor to perform a method comprising the steps
of:

receiving a data unit, said data unit includes a destination
address and a first set of information representing a first
domain name, said destination address corresponds to
each entity in a set oftwo or more entities, said domain
name corresponds to a first entity in said set of entities;

translating said first domain name to a first address, said
first address corresponds to said first entity and does not
correspond to any other entity in said set of entities; and

routing said data unit toward said first entity using said
first address.

22. A processor readable storage medium according to
claim 21, wherein:

said data unit is a TCP segment;
said TCP segment includes a header; and
said first set of information is stored in said header.

2.3. A processor readable storage medium according to
claim 21, wherein:

said data unit is an IP packet;
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said 1? packet includes a data portion and a header
portion; and

said first set of information is stored in said data portion.
24. A processor readable storage medium according to

claim 21, wherein:

said data unit is an IP packet;
said 1P packet includes a header;
said header includes an options field; and
said first set of information is stored in said options field.
25. A processor readable storage medium according to

claim 21, wherein:

said first set of information includes information repre—
senting a second domain name, said second domain
name associated with a source of said data unit.

26. A processor readable storage medium according to
claim 21, wherein:

said step of translating includes finding a record in a table
usociated with said first domain name, said record in
said table includes said first address.

27. A processor readable storage medium according to
claim 21, wherein:

said destination address is a global address; and
said first address is a loeal address.

28. A processor readable storage medium according to
claim 27, said method further comprises the step of:

replacing said global address in said data unit with said
local address, said step of replacing being performed
after said step of translating.

29. A processor readable storage medium according to
claim 28, wherein: .

said data unit includes a checksum; and
said method further comprises the step of adjusting said

checksum in said data unit, said step of adjusting said
checksum being performed after said step of replacing
said global address.

30. A method for communicating data, comprising the
steps of:

receiving a first set of data;
receiving a domain name associated with a destination;and

creating a data unit for use with a protocol below an
application layer, said step of creating a data unit
includes the steps of creating a header, appending said
header to said first set of data and adding a first set of
information representing said domain name to said data
unit, said header includes a destination address, said
domain name being different than said destination
addrem, said destination addrem corresponds to an
intermediate entity associated with a set of two or more
destination entities, said domain name corresponds to a
first entity in said set of destination entities.

31. A method according to claim 30, wherein:
said data unit is an lP packet.
32. A method according to claim 30, wherein:
said header is an IP header,
said IF header includes an option field; and
said first set of information is stored in said options field.
33. A method according to claim 30, further comprising

the step of:

sending said data unit to another entity.
34. A method according to claim 30, wherein:
said step of adding a first set of information adds said first

set of information as a trailer to said first set of data.
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35. A method according to claim 30, wherein:
said step of adding a first set of information is performed

prior to said step of appending said header to said firstset of data.

36. A method according to claim 30, further including the
steps of:

sending said data unit to said intermediate entity using
said destination address for delivery to said first entity,
said destination address is a global address;

receiving said data unit at said intermediate entity;
translating said domain name to a local address, said local

address corresponds to said first entity and does not
correspond to any other entity in said set of entities; and

sending said data unit to said first entity using said local
address.

37. A procesor readable storage medium having proces-
SUI readable code embodied on said processor readable
storage medium, said processor readable code for program-
ming a processor to perform a method comprising the steps
of:

receiving a first set of data;
receiving a domain name associated with a destination;and ‘

creating a data unit for use with a protocol below an
application layer, said step of creating a data unit
includes the steps of creating a header, appending said
header to said first set of data and adding a first set of
information representing said domain name to said data
unit, said header includes a destination address, said
domain name being different than said destination
address, said destination address corresponds to an
intermediate entity associated with a set of two or more
destination entities, said domain name corresponds to a
first entity in said wt of destination entities.

38. A promssor readable storage medium according to
claim 37, wherein:

said data unit is an IP packet.
39. A prooemor readable storage medium according to

claim 37, wherein:
said header is an IP header;
said 11’ header includes an options field; and
said first set of information is stored in said options field.
40. A processor readable storage medium according to

claim 37, wherein:
said data unit is an IP packet; and
said step of adding a first set oi information addssaid first

set of information as a trailer to said first set of data.

41. A processor readable storage medium according to
claim 37, further including the step of:

sending said data unit to a router using said destination
address for delivery to a destination host, said destina-
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tion address is a global address, said domain Baffle
corresponds to said destination host, said destinauon
host addressed by a local address.

42. An apparatus for communicating data, comprising:
a processor;
a first network interface in communication with Sald

procemor;
a second network interface in communication with Said

processor; and

a processor readable storage element in communication
with said processor, said processor readable 510mge
element storing processor readable code for program'
thing said procemor, said processor readable C0d°
oompnsmg:

first code for receiving a data unit at said first nelwork
interface, said data unit includes a global address 39"
a first set of information representing a first domatu
name, said global address corresponds to Sam
apparatus, said domain name corresponds to a film
entity in a set of entities not including said apparatus,

second code for translating said first domain name 10,3
local address, said local address corresponds to Sa‘ld
first entity and does not correspond to any other enttly
in said set of entities, and _
third code for sending said data unit to said first entity

using said second network interface and said 1063]address.

43. An apparatus according to claim 42, wherein:
said second network interface is an Ethernet interface-
44. An apparatus according to claim 42, wherein:
said processor readable storage element stores a ”bl?

said table includes a set of records, each record Of 531‘]
set of records includes a domain name and 3 local
address.

45. An apparatus according to claim 42, wherein:
said processor readable storage element stores a ”'31?

said table includes a set of records, each record Of 531d
set of records includes a domain name and a global
address.

46. An apparatus according to claim 42, wherein:
said data unit is an IP packet;
said 1? packet includes a header portion and a data

portion; and
said first set of information is stored in said data portion.
47. An apparatus according to claim 42, wherein:
said second oode replaces said global address in said data

unit with said local address.
48. An apparatus according to claim 47, wherein:
said data unit includes a checlcsum; and
said second code adjusts said checksum in said data unit»
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}
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ROOT = “/HONfE/SRMC/HTML”

}

WWWHONOLULUNET ={
.CGI =“" ‘

ROOT = “/HOME/HONOLULUIHTML"
},
WWW.SANJOSE.NET --

£6] = “PROCESSCGI”
ALLOW =

*.SRMC.COM
205.138.192.-
205.133.192.003

}
DENY ={

MISTERPAINCOM

} }
WWPROXYSRMCCOM ={

MODE : RT~SERVERPROXY
}
NS.SRMC.COM ={

ALLOW ==
192.168-0.*

192.168.]! =RULEI

l92.168.2.* ={

} M = “1AM.12PM“
192.168.3.* =l92.l68.2.*

} }
MJU.SRMC.COM ={

ALLOW ={

192.168.0003 = RULE]
}
DENY ={

91168.0! ={

} 4 TIME =“12PM—IAM”
}

}

Petitioner Apple Inc. - Exhibit Y8§loggg112267



Petitioner Apple Inc. - Exhibit 1004, p. 913

US. Patent Apr. 13, 2000 Sheet 8 of 9 6,052,788

 

  

 
 

COMIMANDLINE 61 0

PROCESSING

READ CONFIG

WAIT FOR CONNECTIO

REQUEST

VIRTUAL HOST

8 10 
 GET LOCAL

HOST INFO

MULTI- ONIING

(WHICH HOST?)

805

CHIROOT  
 
 

 
  
  

 

  

 

 
 

 

35 GET REMOTE
9* HOST INFO

E 818 820
= CONTENT

CHANNEL

E (PROTOCOL BASED) I PROCESSINGPROCESSING

 

(CLOSE)

FIG. 8 '

Petitioner Apple Inc. - Exhibit i/blEi—ngglzfa



Petitioner Apple Inc. - Exhibit 1004, p. 914

US. Patent Apr. 18, 2000 Sheet 9 of 9 6,052,788

53
a

g

FIG.9192.168.X.X
FIREWALL1 

Petitioner Apple Inc. - Exhibit $519353?



Petitioner Apple Inc. - Exhibit 1004, p. 915

6,052,788
1

FIREWALL PROVIDING ENHANCED
NETWORK SECURITY AND USER

TRANSPARENCY

This is a continuation of patent application Ser. No. 5
08/733,361, filed Oct. 17, 1996, now US. Pat. No. 5,898,

_ 830, issued on Apr. 27, 1999, entitled, “Firewall Providing
Enhanced Network Security And User Transparency”,
invented by Wesinger, Jr. et al.

BACKGROUND OF THE INVENTION

1. Field of the [mention

The present invention relates to computer network secu-
rity and more particularly to firewalls, i.e., a combination of
computer hardware and software that selectively allows
“acceptable” computer transmissions to pass through it and
disallows other non-acceptable computer transmissions.

2. State of the Art

In the space of just a few years, the Interneubecause it
provides access to information, and the ability to publish
information, in revolutionary ways-has emerged from rela~
tive obscurity to international prominence. Whereas in gen~
eral an intemet is a network of networks, the lnternet is a
global collection of interconnected local, mid—level, and
wide-area networks that use the Internet Protocol (IP) as the
network layer protocol. W'hereas the lntemet embraces
many local“ and wide—area networks, a given local— or
wide»area network may or may not form part of the lntemeL
For purposes of the present specification, 3 “wide-area
network” (WAN) is a network that links at least two LANs
over a wide geographical area via one or more dedicated
connections. The public switched telephone network is an
example of a widevarea network. A “local—area network"
(LAN) is a network that takes advantage of the proximity of
computers to typically offer relatively eficient, higherspeed
communications than wide-area networks.

In addition, a network may use the same underlying
technologies as the Internet. Such a network is referred to
herein as an “Intranet,” an internal network based on Internet
standards. Because the Internet has become the most per~
vasive and successful open networking standard, basing
internal networks on the same standard is very attractive
economically. Corporate Intranets have become a strong
driving force in the marketplace of network products andsen/ices.

The present invention is directed primarily toward the
connection of an Intranet to the Internet and the connection
of intranets to other intranets, and any network connection
where security is an issue.

As the Internet and its underlying technologies have
become increasingly familiar, attention has become focused
on Internet security and computer network security in gen-
eral. With Unprecedented access to information has also
come unprecedented opportunities to gain unauthorized
acces to data, change data, destroy data, make unauthorized
use of computer resources, interfere with the intended use of
computer resources, etc. As experience has shown, the
frontier of cyberspace has its share of scofllaws, resulting in
increased efiorts to protect the data, resources, and reputa»
tions of those embracing intranets and the Internet. Firewalls
are intended to shield data and resources from the potential
ravages of computer network intruders. In essence, a firewall
functions as a mechanism which monitors and controls the
flow of data between two networks. All communications,
e.g., data packets, which flow between the networks in either
direction must pass through the firewall; otherwise, security
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is circumvented. The firewall selectively permits the com~
munications to pass from one network to the other, to
provide bidirectional security.

Ideally, a firewall would be able to prevent any and all
security breaches and attacks. Although absolute security is
indeed a goal to be sought after, due to many variables (e.g.,
physical intrusion into the physical plant) it may be ditIicult
to achieve. However, in many instances, it is of equal if not
greater importance to be alerted to an attack so that measures
may be taken to thwart the attack or render it harmless, and
to avoid future attacks of the same kind. Hence a firewall, in
addition to security, should provide timely information that
enables attacks to be detected.

Firewalls have typically relied on some combination of
two techniques atfording netWork protection: packet filter—
ing and proxy services.

Packet filtering is the action a firewall takes to selectively
control the flow of data to and from a network. Packet filters
allow or block packets, usually while routing them from one
network to another (often from the Internet to an internal
network, and vice versa). To accomplish packet filtering, a
network administrator establishes a set of rules that specify
what types of packets (e.g., those to or from a particular IP
address or port) are to be allowed to pass and what types are
to be blocked. Packet filtering may occur in a router, in a
bridge, or on an individual host computer.

Packet filters are typically configured in a “default permit
stance”; i.e., that which is not expressly prohibited is per-
mitted. In order for a packet filter to prohibit potentially
harmful traflic, it must know what the constituent packets of
that tralfic look like. However, it is virtually impossible to
catalogue all the various types of potentially harmful packets
and to distinguish them from benign packet traffic. The
filtering function required to do so is too complex. Hence,
while most packet filters may be effective in dealing with the

- most common types of network security threats, this math»
odology presents many chinks that an experienced hacker
may exploit. The level of security afl‘orded by packet
filtering, therefore, leaves much to be desired.

Recently, a further network security technique termed
“stateful inspection” has emerged. Stateful inspection pen-
forms packet filtering not on the basis of a single packet, but
on the basis of some historical window of packets on the
same port. Although stateful inspection may enhance the
level of security achievable using packet filtering, it is as yet
relatively unproven. Furthermore, although an historical
window of packets may enable the filter to more accurately
identify harmful packets, the filter must still know What it is
looking for. Building a filter with sufficient intelligence to
deal with the almost infinite variety of possible packets and
packet sequences is liable to prove an exceedingly dificulttask.

The other principal methodology used in present-day
firewalls is proxies. In order to describe prior-art proxy-
based firewalls, some further definitions are required. A
“node" is an entity that participates in network communi-
cations. A subnetwork is a portion of a network. or a
physically independent network, that may share network
addresses with omer portions of the network. An interme—
diate system Is a node that '5 connected to more than one
subnetwork and that has the role of forwarding data from
one subnetwork to the other (Le, a “router”).

A proxy is a program, running on an intermediate system,
that deals with servers (e.g,, Web servers, FTP sewers, etc.)
on behalf of clients. Clients, e.g. cemputer applications
which are attempting to communimle with a network that is
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protected by a firewall, send requests for connections to
proxy-based intermediate systems. Proxy-based intermedi-
ate systems relay approved client requests to target servers
and relay answers back to clients.

Proxies require either custom software (i.e., proxy-aware
applications) or custom user procedures in order to establish
a connection. Using custom soflware for proxying presents
several problems. Appropriate custom client software is
often available only for certain platforms, and the software
available for a particular platform may not be the software
that users prefer. Furthermore, using custom client software,
users must perform extra manual configuration to direct the
software to contact the proxy on the intermediate system.
With the custom precedure approach, the user tells the client
to connect to the proxy and then tells the proxy which host
to connect to. Typically, the user will first enter the name of
a firewall that. the user wishes to connect through. The
firewall will then prompt the user for the name of the remote
host the user wishes to connect to. Although this procedure
is relatively simple in the case of a connection that traverses
only a single firewall, as network systems grow in
complexity, a connection may traverse several firewalls.
Establishing a proxied connection in such a situation starts
to become a confusing maze, and a significant burden to the
user, since the user must know the route the connection is to
take.

Furthermore, since proxies must typically prompt the user
or the client software for a destination using a specific
protocol, they are protocol~specific. Separate proxies are
therefore required for each protocol that is to be used.

Another problematic aspect of conventional firewall
arrangements, from a security perSpective, is the common
practice of combining a firewall with other packages on the
same computing system. The firewall package itself may be
a combination of applications. For example, one WelLknown
firewall is a combination Web server and firewall. In other
cases, unrelated services may be hosted on the same com—
puting platform used for the firewall. Such services may
include e-mail, Web sewers, databases, etc. The provision of
applications in addition to the firewall on a computing
system prOVides a path through which a hacker can poten~
tially get around the security provided by the firewall.
Combining other applications on the same machine as a
firewall also has the result of allowing a greater number of
users access to the machine. The likelihood then increases
that a user will, dehberately or inadvertently, cause a secu-
rity breach.

There remains a need for a firewall that achieves both
maximum security and maximum user convenience, such
that the steps required to establish a connection are trans-
parent to the user. The present invention addresses this need.

SUMMARY OF THE INVENTION

The present invention, generally speaking, provides a
fireWaII that achieves maximum network security and maxi-
mum user convenience. The firewall employs “envoys" that
exhibit the security robustness of prior-art proxies and the
transparency and ease-ofvuse of prior-art packet filters, com-
bining the best of both worlds No traffic can pass through
the firewall unless the firewall has established an envoy for
that traffic. Both connection—oriented (e.g., TCP) and con-
nectionlms (e.g., UDP-based) services may be handled

. using envoys. Establishment of an envoy may be atbjected
to a myriad of tests to “qualify" the user, the requested
communication, or both. Therefore, a high level of security
may be achieved.

10

4

Security may be further enhanced using out—of—band
authentication. In this approach, a communication channel,
or medium, other than the one over which the network
communication is to take place, is used to trammit or convey
an access key. The key may be transmitted from a remote
location (e.g, using a pager or other transmission device) or
may be conveyed locally using a hardware token, for
example. To gain access, a hacker must have access to a
device (e.g., a pager, a token etc.) used to receive the
out-of—band information. Pager beepoback or similar authen-
tication techniques may be especially advantageous in that,
if a hacker attempts unauthorized access to a machine while
the authorized user is in possession of the device, the user
will be alerted by the device unexpectedly receiving the

. access key. The key is unique to each transmission, such that15
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even if a hacker is able to obtain it, it cannot be used at other
times or places or with respect to any other connection.

Using envoys, the added burden associated with priorvart
proxy systems is avoided so as to achieve full
transparencymthe user can use standard applications and
need not even know of the existence of the firewall. To
achieve full transparency, the firewall is configured as two
sets of virtual hosts. The firewall is, therefore, “multi~
horned,” each home being independently configurable. One
set of hosts responds to addresses on a first network interface
of the firewall.Another set of hosts responds to addresses on
a second network interface of the firewall. In accordance
with one aspect of the invention, programmable transpar—
ency is achieved by establishing DNS mappings between
remote hosts to be accessed through one of the network
interfaces and reSpective virtual hosts on that interface. In
accordance with another aspect of the invention, automatic
transparency may be achieved using code for dynamically
mapping remote hosts to virtual hosts in accordance with a
technique referred to herein as dynamic DNS, or DDNS.

The firewall may have more than two network interfaces,
each with its own set of virtual hosts. Multiple firewalls may
be used to isolate multiple network layers. The full trans-
parency attribute ’of a single firewall system remains
unchanged in a multi—layered system: a user may, if
authorized, access a remote host multiple network layers
removed, without knowing of the existence of any of the
multiple firewalls in the system.

Furthermore, the firewalls may be configured to also
transparently perform any of various kinds of channel
processing, including various types of encryption and
decryption, compression and decompression, etc. In this
way, virtual private networks may be established whereby
two remote machines communicate securely, regardless of
the degree of proximity or separation, in the same manner as
if the machines were on the same local area network.

The problem of lntemet address scarcity may also be
addressed using multielayer network systems of the type
described. Whereas addresses on both sides of a single

, firewall must be unique in order to avoid routing errors,55

65

network segments separated by multiple firewalls may reusethe same addresses.

BRIEF DESCRIPTION OF THE DRAMNG

The present invention may be further understood from the
following description in conjunction with the appended
drawing. In the drawing:

FIG._1 is a block diagram of a multi-layered computer
enterprise network in which the present invention may beused;

FIG. 2 is a block diagram of a network similar to the
network of FIG. 1 but in which a two-sided firewall has been
replaced by a three-sided firewall;
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FIG. 3 is a block diagram showing in greater detail a
special’purpose virtual host used for configuration of a
firewall;

FIG. 4 is a block diagram of a load—sharing firewall;
FIG. 5 is a block diagram of one embodiment of the

firewall of the present invention;

FIG. 6 is a block diagram illustrating the manner in which
the present firewall handles connection requests;

FIG. 7 is an example of a portion of the master configu-
ration file of FIG. 5;

FIG. 8 is a block diagram illustrating in greater detail the
structure of the present firewall; and

FIG. 9 is a block diagram of a combination firewall that
allows the bulk of the entire Internet address space to beused on both sides of the firewall.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

The following terms are used in the present specification
in accordance with the following definitions:

 

Concept/Feature Definition 

Mum-homing Multiple virtual hosts running on a
singinphysiql machine, using multiple
network addressu on a single network
interface. A virtual host assumes the
identity of one of multiple,
independently—configurable “homes" to
handle a particular connection at a
particular time.
The ability to establish in connection
through a firewall without requiringthat the user be aware of the firewall.
An intervening program that Functions
as a transparent applimtions gateway.
The use of prognmmable transparencyto achieve rud—to—end connection
across an arbitrary number of networks
that are connected by multiple multi
homing firewalls.
Code that provides a Web-like
interfirce, accessible remotely through
a secure port, for configuring afirewall.
A firewall having N network interfaces
and configured to provide multiplevirtual hosts for each interface.
In deciding whether to allow or
disallow a connection by a user, theuse of information communimted lo
the user through mean other than theduired connection.
Processing performed on data flowing
through a communications channel to
enhance same attrirute or the data,
such as security, reproduction quality,
content, etc.
An internal in which envoys
(intervening programs) are Iced to
perform encrypted communiationsfrom one man: network to another
thruufl a non-secure network.

Programmable transparency

Envoy

Multiwlayering

Configurator

N~dimensional firewall

Out~of.band authentication

Channel processing

Virtual private network

DDNS The dynamic assignment of networkaddresses to virtual hosts on a Lime‘
limited basis.

Load sharing The use of. DDNS to assign a network
address for a particular connection to a
virtual host on one of multiplemachim based on the load of the
machines.

10

15

6

-continuedW

ConuthEeanrre DefinitionWWW
Addrem reuse The use or the same network address

within difi’erenl networks separated byfirewalls.
Programmable The use of envoys Err comedionles
Lranspnrency— (mg, UDP) communications in which n
connectionless time~out value is used to achieve the
protocol: equivalent of a connection.mm

The present firewall provides a choke point used to
control the flow of data between two networks. One of the
two networks may be the Internet, or both of the Mo

’ networks may be intranets—the nature and identity of the
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two networks is immaterial, The important point is that all
trafiic between the two networks must pass through a single,
narrow point of controlled access. Afirewall therefore brings
a great deal of leverage to bear on the problem of network
security, allowing security measures to be concentrated on
this controlled access point. To avoid possible security
compromises, the firewall should ideally run on a dedicated
computer, is. one which does not have any other user-
accssible programs running on it that could provide a path
via which communications could circumvent the firewall.

One environment in which firewalls are particularly desir—
able is in enterprise network systems, in which a number of
individual networks that may be respectively associated with
different departments or divisions of a company, for
example, are connected with one another. In such an
environment, firewalls can be employed to restrict access to
the individual networks. While not limited to this particular
situation, the present invention will be described hereinafter
in such a context, to facilitate an understanding of its
underlying principles.

Referring now to FIG. I; assume that the accounting
departments of two remote corporate sites are networked,
and that these two different accounting networlG are to be
connected via the Internet or a similar nonasec'ure, wide—area
network. For purposes of illustration, a first site 101 having
a first accounting network 103 might be located in
California, and a second site 151 having a second accounting
network 153 might be located in Japan. Within each site,
each accountng network may be part of a larger corporate
network (109, 159). Precautions are required to safeguard
sensitive accounting data such that it cannot be accessed
over the general corporate network. A first firewall (105,
155) is used for this purpose. The first firewall is interposed
between the accounting network and the general corporatenetwork.

A convenient way to place the two accounting networks
in communication with each other is through the Internet
120. which comprises another layer of a mtdti-layer nct~
work. As mmpared to other forms of connection, the Inter—
net may be more economical, more easily accessible, and
more robust. Connecting to the Internet, however, requires
that access between the Internet and the respective sites be
strictly controlled. A second firewall (107, 157) is used at
each site for this purpose.

In the following desaription, the present firewall is illus—
trated most often as a rectangle haVing along each of two
edges thereof a network connection and a row of boxes

representing multiple “homes," corresponding to respective
virtual hosts. A virtual host along one edge may be used to
initiate a comedian only in reSponse to a request from the
network connection that enters the firewall at that edge. The
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connection, once established, is fully bi—directional, with the
same Virtual host passing data between the originating
network connection and the network connection at the
opposite edge of the firewall.

More generally, the firewall may be N-sided, having N
network connections and being illustrated as an N-sidcd
polygon. Any virtual host may establish a connection
between any pair of network connections so long as the
connection originated from the network connection adjoin-
ing that virtual host. Again, the connection, once established,
is fully Iii-directional.

The firewalls 105, 107, 155 and 157 are each of a
construction to be more particularly described hereinafter.
Each firewall is multi-homing. This means that each firewall
is configured as multiple virtual hosts running on a physical
computer. In the example of FIG. 1, a firewall is depicted as
a single computer having multiple virtual hosts on each of its
two interfaces. In practice, the multiple virtualhosts can be
configured in this manner or, alternatively, implemented in
any number of computers, 5 explained in detail hereinafter.
Each virtual host corresponds to a “home”, i.e. a site via
which a connection is made between the two networks on
either side of the firewall. At different times, the same virtual
host might correspond to different homes associated with
difl’erent connections. At any given time, however, a virtual
host represents one home. In the following description of the
particular example illustrated in FIG. 1, therefore, homes
and virtual hosts are described as being synonymous with
one another. Each virtual host is fully independently con-
figurable and unique from each of the other virtual hosts.
Considering the firewall 105 as being exemplary of each of
the firewalls 105, 107, 155 and 157, one set of hosts 105a
responds to addresses on a first network interface of the
firewall. Another set of hosts 10517 responds to addresses on
a second network interface of the firewall.

Normally, in accordance with the prior art, connecting
from one computer to another remote computer along a
route traversing one or more firewalls would require the user
to configure a prior—art proxy for each firewall to be tra-
versed- In accordance with one aspect of the invention,
however, programmable transparency is achieved by estab—
lishing DNS mappings between remote hosts to be accessed
through one of the network interfaces and respective virtual
hosts on that interface.

DNS is a distributed database system that translates host
names to IP addresses and IP addresses to host names (e.g,
it might translate host name homer.odyssey.c0m to
129.186.424.43). The information required to perform such
tramlations is stored in DNS tables. Any program that uses
host names can be a DNS client. DNS is designed to
translate and forward queries and responses between clientsand servers.

When a client needs a particular piece of information
(e.g., the IP address of homer.odyssey.com), it asks its local
DNS server for that information. The local DNS server first
examines its own local memory, such as a cache, to see if it
already knows the answer to the client’s query. If not, the
local DNS server asks other DNS servers, in turn, to
discover the answer to the client's query. When the local
DNS server gets the answer (or decides that for some reason
it cannot), it stores any information it received and answers
the client. For example, to find the IP address for
homer.odyssey.com, the local DNS server first asks a public
root name server which machines are name sewers for the
corn domain. It then asks one of those “com" name servers
which machines are name sewers for the odysseycom
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8
domain, and then it asks one of those name servers for the
IP address of homer.odyssey.corn.

This asking and answering is all, transparent to the client.
As far as the client is concerned, it has communicated only
with the local server. It does not know or care that the local
server may have contacted several other servers in the
process of answering the original question.

Referring still to FIG. 1, the firewall 105 is associated
with a respective domain name server 115. Each of the other
firewalls 107, 155, 157 is also associated with a respective
domain name server 117, 165, 167. The domain name server
may be a dedicated virtual host on the same physical
machine as the firewall. Alternatively, the domain name
server may be a separate machine. A domain name server is
provided for each layer in the multidayer network.

In operation, assume now that a client C on the accounting
network 103 is to connect to a host D on the accounting
network 153 on a repeated basis. The DNS tables of each of
the firewalls may then be programmed so as to enable such
a connection to be established transparently, without the user
so much as being aware of any of the firewalls 105, 107, 155,
15'7~——hence the term programmable transparency. Both for-
ward and reverse table entries are made in the domain name

servers. Within a domain name server 115, for example, D
(the name of the remote host, e.g., mach1.XYZcorp.com)
might be mapped to a Virtual host having a network address
that concludes with the digits 1.1, and vice versa. Within the
domain name server 117, D might be mapped to 5.4, within
the domain name server 167, D might be mapped to 3.22,
and within the domain name server 165, D might be mapped
to 4.5, where each of the foregoing addresses has been
randomly chosen simply for purposes of illustration. Finally,
within a conventional DNS server (not shown), D is mapped
to the “real” network address (e.g, the IP address) of D, say,55.2.

When client C tries to initiate a comedian to host D using
the name of D, DNS operates in the usual manner to
propagate a name request to successive levels of the network
until D is found. The DNS server for D returns the network
address of D to a virtual host on the firewall 155. The virtual
host returns its network address to the virtual host on the

firewall 157 from which it received the lockup request, and
so on, until a virtual host on the firewall 105 returns its

network address (instead of the network addrem of D) to the
client C. This activity is all transparent to the user.

Note that at each network level, the virtual host handling
a connection is indistinguishable to the preceding virtual (or
real) best from D itself. Thus, to the client C, the virtual host
1.1 is D, to the virtual‘hosl 1.1, the, virtual host 5.4 is D, etc.
There is no limit to the number of network layers that may
be traversed in this fashion, or any difl‘erence in operation as
the number of network layers increases. This mum—layering
capability allows two remote machines to communicate with
the same ease as if the machines were on the same local area
network, regardless of the degree of proximity or separation.

Programmable transparency is based upon what may be
termed "envoys.” Important difi'erences exist between
envoys as described herein and conventional proxies.
Normally, a prior-art proxy would have to prompt the user
to enter a destination. To enable such prompting to occur,
different proxy code has conventionally been required for
each protocol to be proxied. Using programmable
transparency, the destination is provided to an envoy using
DNS and/or DDNS as described more fully hereinafter.
There is therefore no need to always prompt the user for a
destination and no need for the user to always enter a
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destination (although a mode of operation may be provided
in which the user is prompted for and does enter a
destination). Instead of a collection of conventional
protoccl~specific proxies, a single genetic envoy program
may be used.

The foregoing discussion has foettsed on the program-
mable transparency aspects of the present firewall. Of
course, a primary function of a firewall is to selectively
allow and disallow communications. Hence, in the course of
establishing a connection, each virtual host examines a
configuration table to determine, based on the particulars of
the requested connection—source, destination, protocol,
time-of—day, port number, etc.——whether such a connection
will be allowed or disallowed. The process by which con—
nection requests may be scrutinized is described in greater
detail in US. patent application Ser. No. 08/595,957 entitled
FIREWALL SYSTEM FOR PROTECTING NETWORK
ELEMENTS CONNECTED TO A PUBLIC NETWORK,
filed Feb. 6, 1996 and incorporated herein by reference.

The firewall may have more than two network interfaces,
each with its own set of Virtual hosts. Referring to FIG. 2,
for example, the two—sided firewall discussed previously in
relation to FIG. 1 has been replaced by a three~sided firewall
205. An accounting department network 203 and a general
corporate network 209 are connected to the firewall 205 as
previously described. Also connected to the firewall 205 is
an engineering department network 202. ln general, a fire.
wall may be N-sided, having N different network connec-
tions. For each network connection there may be multiple
virtual hosts which operate in the manner described above.

Referring again to FIG. 1, configuration of the firewalls
may be easily accomplished by providing on each firewall a
special-purpose virtual host that runs “Configurator”
software—software that provides a “lab—based front-end for
editing configuration files for the other virtual hosts on the
firewall. The special-purpose virtual host (116, 118, 166 and
168 in FIG. 1) is preferably configured so as to allow only
a connection from a specified secure client. The Configu—
rator software running on the special—purpose virtual host is
HTML-based in order to provide an authorized system
administrator a familiar “point—and—click" interface for con-
figuring the virtual firewalls in as convenient a manner as
possible using a standard Web browser. Since Web browsers
are available for virtually every platform, there results a
generic GUI interface that takes adVantage of existing
technology.

Referring more particularly to FIG. 3, there is shown a
firewall 305 having a first set of virtual hosts 30511, a second
set of virtual hosts 30517, and a DNS/DDNS module 315.
The virtual hosts do not require and preferably do not have
access to the disk files of the underlying machine. Instead,
virtual host processes are spawned from a daemon process
that reads a master configuration file from disk once at
startvup. The DNS/DDNS module and the special—purpose
virtual host 317 do have access to disk files 316 of the

underlying physical machine. The special»purpose virtual
host 317, shown in exploded View, runs an HTML-based
Configurator module 319. Access to the special-purpose
virtual host is scrutinized in accordance with rules stored on
disk within configuration files 32]. Typically, these mles
will restrict access to a lcnoWn secure host, will require at
least username/password authentication and optionally more
rigorous authentication. Once access is granted, the Con—
figurator module will send to the authorized accessing host
a first HTML page. From this page, the user may navigate
through difierent HTML pages using a conventional Web
browser and may submit information to the Special-purpose
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virtual host. The special-purpose virtual host will then use
this information to update the configuration files 321.

As will be appreciated more fully from the description of
FIG. 7 hereinafter, configuration is based on host names, not
lP addressesAs a result, two mappings are required in order
to handle a connection request. The requester needs an IP
address. To this end, a first mapping maps from the host
name received in the connection request to the IP address of
a virtual host. The virtual host, however, news the host
name of the host to be connected to. To this end, the second
mapping maps back to the host name in order to read an
appropriate configuration file or sub—file based on the host
name. Thus, when a connection request is received for
homer. odyssey.com, DNS/DDNS in effiact says to the
requester “Use virtual host X.X.X.X," where X.X.X.X rep-
resents an IP address. Then, when the virtual host receives

the request, it performs a reverse lookup using DNSIDDNS,
whereupon DNS/DDNS in effect says “Virtual host
X.X.X.X, use the configuration information for homer.od-
ysseycom.”

Security may be further enhanced, both \m‘th respect to
connections to the special—purpose virtual host for configu-
ration purposes and also with respect to connections
generally, by using out-of‘band user authentication. Outvof-
band authentication uses a channel, a device or any other
communications method or medium which is different from
that over which the inter-network communication is to take
place to transmit or convey an access key. Hence, in the
example of FIG. 1, the firewall 155, upon receiving a
connection request from a particular source, might send a
message, including a key, to a pager 119 of the authorized
user of the source client. The user might be requested to
simply enter the key. In more sophisticated arrangements,
the user may be required to enter the key into a speCial
hardware token to generate a further key. To gain acces, a
hacker must therefore steal one or more devices (e.g, a pager
used to receive the out-ofeband transmissions, a hardware
token, etc.). Funhermore, if a hacker attempts unauthorized
access to a machine while the authorized user is in posses—
sion of the pager or other communications device, the user
will be alerted by the device unexpectedly receiving a
message and access key.

Other methods may be used to communicate out—of—baud
so as to deliver the required access key. For example, the
firewall 155 might send a fax to the fax number of the user
of the source machine. Alternatively, identifying informa—
tion may be sent to the user across the network, after which
the user may be required to dial an unpublished number and
enter the identifying information in order to receive a voice
message containing the required key.

In each of the foregoing methodologies, the key is
cmnectiOn—wecific. That is, once the connection is closed or
the attempt to establish a connection is abandoned, if a user
again attempts to establish a connection, the key that pre-
viously applied or would have applied is no longer appli»cable.

The difiercnt virtual hosts may also be configured to
perform channel processing of various sorts as trafiic
traverses difi‘erent network segments. Channel processing
may include encryption, decryption, compression,
decompression, image or sound enhancement, content
filtering, etc. Channel processing is the processing per-
formed on data flowing through a communications channel
to enhance some attribute of the data, such as security,
reproduction quality, etc. In some instances, channel pro»
cessing may actually afleet the content of the data, for
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example “bleeping” Obscenities by replacing them with a
distinctive character string. Alternatively, channel process-
ing may intervene to cause a connection to be closed if the
content to be sent on that connection is found to be objec-
tionable.

Channel processing may be performed using existing
standard software modules. In the case of encryption and
decryption, for example, modules for DES, RSA, Cylink,
SET, SSL, and other types of encryption/decryption and
authentication may be provided on the firewall. In the case
of compression and decompression, standard modules may
include MPEG, JPEG, LZ-based algorithms, etc. Based on
information contained in the configuration files, information
passing through the firewall may be processed using one or
more such modules depending on the direction of data flow.

Channel processing may be used to perform protocol
translation, for example between IP and some other protocol
or protocols. One problem that has recently received atten-
tion is that of using IP for satellite uplink and downlink
transmissions. The relatively long transit times involved in
satellite transmissions can cause problems using 11’. One
possible solution is to perform protocol translation between
IP and an existing protocol used for satellite transmissions.
Such protocol translation could be performed transparently
to the user using a firewall of the type described.

Channel processing may also be used to perform virus
detection. Blanket virus detection across all platforms is a
daunting task and may not be practical in most cases. A
system administrator may, however, configure the system to
perform specified virus checking for specified hosts.

Encryption and decryption are particularly important to
realizing the potential of the Internet and network commuA
nications. In the example just described, on the network
segment between firewall 105 and 107, DES encryption
might be used, in accordance with the configuration file on
firewalls 105 and 107. Across the Internet, between firewall
107 and firewall 155, triple DES may be applied. On the
network segment between firewall 155 and 157 RSA encryp«
tion may be used. Alternatively, encryption could be pep
formed between firewalls 105 and 155 and also between 107

and 155 and also between 157 and 155. Thus the firewall 157
may then decrypt the cumulative results of the foregoing
multiple encryptions to produce clear text to be passed on to
host D. Combining encryption capabilities with program-
mable transparency as described above allows for the cre‘
ation of Virtual private networks-networks in which two
remote machines communicate securely through cyberspace
in the same manner as if the machines were on the same
local area network.

Using DDNS, mappings between a host machine and a
virtual host are performed dynamically, on—the~fly, as
required. Any of various algorithms may be used to seled a
virtual host to handle a connection request, including, for
example, a least-recently-used strategy. A time—out period is
established such that, if a connection has been closed and is
not reopened wi thin the timeout period, the virtual host that
was servicing that connection may be re-mapped so as to
service another connection—Le, it becomes associated with
a diflerent node. In this manner, the number of clients that
may be serviced is vastly increased. In particular, instead of
the number of clients that may use a particular network
interface being limited to the number of virrual hosts on that
interface as would be the case using static DNS entries.
using DDNS, any number of hosts may use a particular
network interface subject to availability of a virtual host.
Moreover, instead of making static DNS entries at each level
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of a multi-level network, using DDNS, such entries are
rendered unnecessary.

DDNS allows for dynamic load sharing among dilIerent
physical machines. Hentx, instead of a single physical
machine, one or more of the firewalls in FIG. 1 might be
realized by two or more physical machines. When perform~
ing mapping, DDNS can take account of the load on the
physical machine using conventional techniques. If one
physical machine fails, the functions of that machine may
still be performed by virtual hosts running on another
physical machine. DDNS likewise allows a firewall to be
scaled~up very easily, by adding one or more additional
physical machines and configuring those machines as addi-
tional virtual hosts having identical configurations as on the
ein’sting physical machine or machines, but different net-work addresses.

Referring more particularly to FIG. 4, a load-sharing
firewall is realized using a first firewall 407 and a second
firewall 408 connected in parallel to a network 420 such as
the Internet. Redundancy is provided by conventional DNS
procedures. That is, in DNS, redundant name sewers are
required by the DNS specification. If a query addressed to
one of the redundant name servers does not receive a
response, the same query may then be addressed to another
name server. The same result holds true in FIG. 4. If one of
the physical firewall machines 407 or 408 is down, the other
machine enables normal operation to continue.

The configuration of FIG. 4, however, further allows the
physical firewall machines 407 and 408 to share the aggre-
gate processing load of current connections. Load sharing
may be achieved in the following manner. Each of the DNS
modules of all of the machines receive all DNS queries,
because the machines are connected in parallel. Presumably,
the DNS module of the machine that is least busy will be the
first to respond to a query. An ensuing connection request is
then mapped to a virtual host on the responding least-busymachine.

As the popularity and use of the Internet continues to
grow, there is a concern that an available addresses will be
used, thereby limiting further expansion. An important result
of DDNS is that netw0rk addresses may be reused on
network segments beEWeen which at least one firewall
intervenes. More particularly, the addresses which are
employed on Opposite sides of a firewall are mutually
exclusive of one another to avoid routing errors. Referring
again to the example of FIG. 1, users of the Internet 120 are
unaware of the addresses employed on a network segment
110. Certain addresses can be reserved for use behind a
firewall. As shown in FIG. 1, for example, the subset of
addresses represented as 192.168.X.X can be used on the
network segment 110. So long as an address is not used on
both sides of the same firewall, no routing errors will be
introduced. Therefore, the same set of addresses can be used
on the network segment 160, which is separated from the
Internet via the firewall 157. On network segment 102 and
network segment 152, the entire address space may be used,
less those addresses used on the segments 110, 120 of the
re5pective firewalls 105 and 155. Thus by isolating lntemet
Service Providers (ISPS) from the Internet at large using
firewalls of the type described, each 18? could enjoy use of
almost the full address space of the Internet (232 addresses).
Exhaustion of network addresses, presently a grave concern
within the Internet community, is therefore made highlyunlikely. ‘
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Address reuse may be further facilitated by providing
multiple multi-homing firewall programs running on a
single physical machine and defining a virtual network
connection between the twa firewall programs using an IP
address within the range 192.168.X.X as described previ-
ously. To the user and to the outside world, this “compound
firewall" appears as a single multi—homing firewall of the
type previously described. However, since internally the
firewall is really two firewalls, the entire lntemet address
space may be used on both sides of the firewall, except for
the addresses 192.163.X.X. This configuration is illustrated
in FIG. 9.

In essence, the use of firewalls as presently described
allows the prevailing address model of network communi-
cations to be transformed from one in which IP addresses are
used for end-to-end transport to one in which host names are
used for end-to—end transport, with IP addresses being of
only local significance. The current use of IP addresses for
end—to—end transport may be referred to as address-based
routing. Using address-based routing, address exhaustion
becomes a real and pressing concern. The use of host names
for end-to~end transport as presently described may be
referred to as name~based routing. Using name-based
routing, the problem of address exhaustion is eliminated.

The firewall as described also allows for envoys to handle
connectionless (cg, UDP—~User Datagram Protocol) trafic,
which has been problematic in the prior art. UDP is an
example of a connectionless protoc:ol in which packets are
launched without any end—to~end handshaking. 1n the case of
many prior-art firewalls, UDP traffic goes right through the
firewall unimpeded. The present firewall handles connec-
tionless traflic using envoys. Rules checking is performed on
a first data packet to be sent from the first computer to the
second computer. If the‘result of this rules checking is to
allow the first packet to be sent, a time-out limit associated
with communications betwaen the first computer and the
second computer via UDP is established, and the first packet
is sent from one of the virtual hosts to the second computer
on behalf of the first computer. Thereafter, for so long as the
time—out limit has not expired, subsequent packets between
the first computer and the second computer are checked and
sent. A long~lived session is therefore created for UDP
traffic. After the time—out limit has expired, the virtual host
may be remapped to a difierent network address to handle a
difi‘erent connection.

The construction of a typical firewall in accordance with
the present invention will now be described in greater detail.
Referring to FIG. 5, the firewall is a software package that
runs on a physical machine 500. One example of a suitable
machine is a super-minionmputer such as a SparcServer
machine available from Sun Microsystems of Menlo Park,
Calif. The firewall may, however, run on any of a wide
variety of suitable platforms and operating systems. The
present invention is not dependent upon a particular choice
of platform and operating system.

Conventionally, the logical view of the firewall on the
Internet, an intranet, or same other computer network is the
same as the physical view of the underlying hardware. A
single network address has been associated with a single
network interface. As a result, no mechanism has existed for
distinguishing between communications received on a
single network interface and hence directing those commu-
nications to difi'erent logical machines.
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As described previously, this limitation may be overcome
by recognizing multiple addresses on a single network
interfacz, mappingbetween respective addresses and respec-
tive virtual hosts, and directing communications to dilIerent
addresses to difi‘erent virtual hosts. Therefore, the present
firewall, although it runs on a limited number of physical
machines, such as a single computer 500, appears on the
network as a larger number of virtual hosts VH1 through
VHn. Each virtual host has a separate configuration sub-file
(sub-database) C1, CZ, etc., that may be derived fiom a
master configuration file, or database, 510. The configura—
tion subnfiles are text files that may be used to enable or
disable dilferent functions for each virtual host, specify
which connections and types of traflic will be allowed and
which will be denied, etc. Because the configuration files are
text files, they may be easily modified at any time followinginitial installation.

Preferably, each virtual host also has its own separate log
file L1, L2, etc. This feature allows for more precise and
more effective security monitoring.

The firewall is capable of servicing many simultaneous
connections. The number of allowable simultaneous con-

nections Ls configurable and may be limited to a predeter-
mined number, or may be limited not by number but only by
the load currently experiean by the physical machine. The
number of maximum allowable connections or the maxi-
mum allowable machine load may be specified in the
configuration file.

As described in greater detail in connection with FIG. 7,
each configuration file C1, C2, etc., may have an access rules
database 513, including an Allow portion 515, a Deny
portion 517, or both. Using the access rules database 513,
the firewall selectively allows and denies connections to
implement a network security policy.

The firewall is self-daemoning, meaning that it is not
subject to the limitations ordinarily imposed by the usual
Internet meta-daemon, INE'I'D, or other operating- system
limitations. Referring to FIG. 6, when the firewall is brought
up, it first reads in the master configuration file and then
becomes a daemon and waits for connection requests. When
a connection request is received, the firewall spawns a
process, or execution thread, to create a virtual host VI-ln to
handle that connection requesL Each proces runs olI the
same base code. However, each process will typically use its
own subvdalabase from within the master configuration
database to determine the configuration of that particular
virtual host. Processes are created “on demand” as connec-
tion requests are received and terminate as service of those
connection requests is completed.

An example of a portion of a master configuration file is
shOWn in FIG. 7. Within the master configuration file
database, different portions of the file form sub—databases for
different virtual hosts. Each sub-database may specify a root
directory for that particular virtual host. Also as part of the
configuration file of each virtual host, an access rules
database is provided governing access to and through the
virtual host, i.e., which connections will be allowed and
which connections will be denied. The syntax of the access
rules database is such as to allow greater flexibility in
specifying not only what machines are or are not to be
allowed access, but also when such access is allowed to
occur and which users are authorized. The access rules
database may have an Allow portion, a Deny portion or both.
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Proassing with respect to the Allow database is performed
prior to processing with respect to the Deny database.

* Therefore, if there is an entry for a the requested connection
in the Allow database and no entry for that mnnection in the
Deny database, then the connection will be allowed. If there
is no Allow database and no entry in the Deny database, then
the connection will also be allowed. If there is an entry for
the requested connection in the Deny database, then the
connection will be denied regardless. Machines may be
specified by name or by IP address, and may include
“wildcards,” address masks, etc., for example:
Misterl’ain.com, ‘.srmc.corn, 191168.03, 192.168.0024,and so on.

Time restrictions may be included in either the Allow
rules or the Deny rules. For example, access may be allowed
from 1 am to 12 pm; alternatively, access may be denied
from 12 pm to 1 am. Also, rules may be defmed by
identifiers, such as RULEI, RULEZ, etc., and used else-
where within the configuration sub-file of the virtual host to
simplify and alleviate the need for replication.

All access rules must be satisfied in order to gain access
to a virtual host. Depending on the virtual host, however, and
as specified within the configuration sub—file, separate access
scrutiny may be applied based on DNS entries. The access-
ing machine may be required to have a DNS (Domain Name
Services) entry. Having a DNS entry lends at least some
level of legitimacy to the accessing machine. Furthermore,
the accessing machine may in addition be required to have
a reverse DNS entry. Finally, it may be required that the
forward DNS entry and the reverse DNS entry match each
other, i.e., that an adde mapped to from a given host name
map back to the same host name.

If access is gamed and a connection is opened, when Ihe
connection is later closed, a log entry is made recording
information about that access. Log entries may also be made
when a connection is opened, as data transport proceeds, etc.

Referring now to FIG. 8, the logical structure of the
present firewall is shown in greater detail. The main execu-
tion of the firewall is controlled by a daemon. ln FIG. 8, the
daemon includes elements 801, 803 and 805. Although the
daemon mode of operation is the default mode, the same
code can also be run interactively under the conventional
INETD daemon. Hence, when the firewall is first brought
up, command‘line processing is performed in block 801 to
determine the mode of operation (daemon or interactive),
which configuration file to read, etc. For purposes of the
present discussion, the daemon mode of operation. which is
the default, Will be assumed.

In the daemon mode of operation, a process first reads the
configuration file before becoming a daemon. By daemon»
izing after the configuration file (eg, the master configu-
ration file) has been read, the configuration file in effect
becomes “hard coded" into the program such that the
program no longer has to read it in. The daemon then waits
to receive a connection request.

When a connection request is received, the daemon
spawns a process to handle the connection request. This
process then uses a piece of code referred to herein as an
INET Wrapper 810 to check on the local side of the
connection and the remote side of the connection to

determine, in accordance with the appropriate Allow and
Deny databases, whether the connection is to be allowed.

First the address and name (if possible) are obtained of the
virtual host for which a connection is requested. Once the
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virtual host has been identified by name or at least by IP
address, the master configuration database is scanned to see
if a corresponding sub-database exists for that virtual host.
If so, the sub-«database is set as the configuration database of
the virtual host so that the master configuration database
need no longer be referred to. if no corresponding sub-
database is found, then by default the master configuration
database is used as the configuration database. There may be
any number of virtual hosts, all independently configurable
and all running on the same physical machine. The deter—
mination of which Virtual host the process is to become is
made in block 803, under the heading of “mold-homing.”

Once the process has determined which host it is, imme-
diately thereafter, the process changes to a user profile in
block 805 as defmed in the configuration, so as to become
an unprivileged user. This step of becoming an unprivileged
user is a security measure that avoids various known secu—
rity hazards. The lNET Wrapper is then used to check on the
remote host, i.e., the host requesting the connection. First,
the configuration database is consulted to determine the
level of access scrutiny that will be applied. (The default
level of access scrutiny is that no DNS entry is required.)
Then, the address and name (if possible) are obtained of the
machine requesting the connection, and the appropriate level
of access scrutiny is applied as determined from the con-
figuration database. ’

If the remote host satisfies the required level of access
scrutiny insofar as DNS entries are concerned, the INET
Wrapper gets the Allow and Deny databases for the Virtual
host. First the Allow database is checked, and if. there is an
Allow database but the remote host is not found in it, the
connection is denied. Then the Deny database is checked. If
the remote host is found in the Deny database, then the
connection is denied regardless of the allow database. All
other rules must also be satisfied, regarding time of access,
etc. If all the rules are satisfied, then the connection isallowed.

Once the connection has been allowed, the virtual host
process invokes code 818 that performs protocol~based
connection processing and, optionally, code 823 that per-
forms channel processing (encryption, decryption,
compression, decompression, etc). When processing is
completed, the connection is closed, if it has not already
been closed implicitly.

It will be appreciated by those of ordinary skill in the art
that the invention can be embodied in other specific forms
without departing from the Spirit or essential character
thereof. The presently disclosed embodiments are therefore
considered in all respects to be illustrative and not restric—
tive. The scope of the invention is indicated by the appended
claims rather than the foregoing description, and all changes
which come within the meaning and range of equivalents
thereof are intended to be embraced therein.

What Ls, claimed is:

1. in a computer netwmking environment having a plu—
rality of firewall nodes on a path between a first terminal and
a host terminal, where the firewall nodes delineate one
network segment from another network segment, a method

0: establishing a communication link comprising the steps0 :

providing a plurality of virtual hosts on each of the
plurality of firewall nodes;

forming forward and reverse DNS tables for each of said
plurality of firewall nodes wherein the DNS entries
correspond to addresses of the virtual hosts on a given
network segment and the virtual hosts correspond toactual hosts;
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in response to the first terminal’s DNS query to determine
the addres of the host, providing the addres of the
virtual host aSsigned to handle requests for the host
terminal;

transmitting a connection request using the address of the
virtual host;

at the virtual host assigned to handle requests for the host,
and subsequently, at each successive virtual host
located on firewall nodes on the path:
receiving a connection request;
obtaining a host name using reverse DNS, the host

name corresponding to the requested address;
obtaining an address for use on the next network

segment using DNS corresponding to the host name;
requesting a connection using the address for the next

network segment;

receiving a connection request at the host and responding
to the request; and,

5

10

15

18
transmitting the response in the reverse direction travers~

ing the same path from virtual host to virtual host until
the response reaches the first terminal.

2. The method of claim 1 wherein the virtual hosts of a

given firewall node resides on more than one physicalmachine.

3. The method of claim 2 wherein the DNS service is
dynamicaily updated depending upon the load associated
with the physical machines.

4. The method of claim 1 wherein the virtual hosts
perform channel processing.

5. The method of claim 1 wherein each virtual host has a
set of configuration parameters.

6. The method of claim 1 wherein one of the virtual hosts
on each firewall node is a configuration host allowing for the
configuration of the firewall node.

i 1 11 it *
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METHOD AND APPARATUS FOR AN
INTERNET PROTOCOL (IP) NETWORK

CLUSTERING SYSTEM

CROSS-REFERENCE TO RELATED
APPLIOATIONS

This application is related to application Ser. No. 09/197,
018 entitled “Method and Apparatus for TCP/1P load bal~
ancing in an IP Netwmk Clustering System,” concurrently
filed Nov. 20, 1998, and still pending.

TECHNICAL FIELD

This invention relates to the field of Computer Systems in
the general Network Communications sector. More
specifically, the invention is a method and apparatus for an
Internet Protocol (IP) Network clustering system.

BACKGROUND ART

As more and more businesses develop electronic com-
merce applications using the lntemet in order to market and
to manage the ordering and delivery of their products, these
businesses are searching for cost—elfective Internet links that
provide both security and high availability. Such mission-
critical applications need to run all day, every day with the
network components being highly reliable and easily scal-
able as the memage traflic grows. National carriers and local
Internet Service Providers (ISPs) are now olfcring Virtual
Private Networks (VFW—enhanced Internet-based back-
bones tying together corporate workgroups on farvflung
Local Area Networks (LANs)-as the solution to these
requirements.

Anumber of companies have recently announced current
or proposed VPN products and/or systems which variously
support IPSec, IKE (ISAmP/Oakley) encryption-key
management, as well as draft protocols for Point-lo—Point
Tunneling protocol (Pm), and Layer 2 Tunneling protocol
(DTP) in order to provide secure tratlic to users. Some of
these products include IBM’s NWays Multiprotocol Routing
Servicesm2.2, Bay Networks Optivity'm and Centillion'm
products, Ascend Communication’s MultiVPNTM package,
Digital Equipment’s ADI VPN product family, and Indus
River’s RiverWorksm VPN planned products. However,
none of these products are Icnown to ofler capabilities which
minimizes delay and session loss by a controlled fail—over
process.

These VPNs place enormous demands on the enterprise
network infrastructure. Single points of failure components
such as gateways, firewalls, tunnel servers and other choke
points that need to be made highly reliable and scaleable are
being addressed with redundant equipment such as “hot
standbys” and various types of clustering systems.

For example, CISCO'"M lnc. now ofi'ers a new product
called LocalDirectorTM which functions as a front-end to a
group of servers, dynamically load balances TCP traflic
betwaen servers to ensure timely access and response to
requests. The LocalDirector provides the appearance, to end
users, of a “virtual” server. For purposes of providing
continuous access if the LocalDirector fails, users are
required to purchase a redundant LocalDirector system
which is directly attached to the primary unit, the redundant
unit acting as a “hot” standby. The standw unit does no
processing work itself until the master unit fails. The
standby unit uses the failover 1P addreS and the secondary
Media Access Control (MAC) address (which are the same
as the primary unit), thus no Address Resolution Protocol
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(ARP) is required to switch to the standby unit. However,
because the standby unit does not keep state information on
each connection, all active connections are dropped and
must be re—cstablished by the clients. Moreover, because the
“hot standby" does no concurrent processing it offers no
processing load relief nor scaling ability.

Similarly, Valence“ Research Inc. (recently purchased
by Microsoft® Corporation) offers a software product called
Convoy Cluster?“ (Convoy). Convoy installs as a standard
Windows NT networking driver and runs on an existing
LAN. It operates in a transparent manner to both server
applications and TCP/1P clients. These clients can access the
cluster as if it is a single computer by using one IP address.
Convoy automatically balances the networking trafiic
betwoen the clustered computers and can rebalance the load
whenever a cluster member comes on-line or goes ofilline.
However this system appears to use a compute inlensive and
memory wasteful method for determining which message
type is to be processed by which cluster member in that the
memage source port address and destination port address
combination is med as an index key which must be stored
and compared against the similar combination of each
incoming message to determine which member is to process
the message. Moreover, this system does not do failover.

There is a need in the art for an IP network cluster system
which can easily scale to handle the exploding bandwidth
requirements of users. There is a further need to maximize
network availability, reliability and performance in terms of
throughput, delay and packet loss by making the cluster
overhead as efficient as possible, because more and more
people are getting on the Internet and staying on it longer. A
still ftu'ther need exists to provide a reliable failover system
for TCP based systems by efiiciently saving the state infor-
mation on all connections so as to minimize packet loss andthe need for reconnections.

Computer cluster systems including “single-system-
image” clusters are known in the art. See for example,
“Scalable Parallel Computing” by Kai Hwang & Zhiwei Xu,
McGrawvHill, 1998, ISBN 0437-0317984, Chapters 9 8t 10,
Page: 453—564, which are hereby incorporated fully herein
by reference. Various Commercial Cluster System products
are described therein, including DEC’s TruClustersT"
system, IBM’s SP7” system, Microsoft’s lNolfpackTM sys»
tem and The Berkeley NOW Project. None of these systems
are known to provide eflicient IP Network cluster capability
along With combined scalability, load.balancing and con-trolled TCP fail-over.

SUMMARY OF THE INVENTION

The present invention overcomes the disadvantages of the
abovedescribed systems by providing an economical, high-
performanoe, adaptable system and method for an IP Net-work cluster.

The present invention is an IP Network clustering system
which can provide a highly scalable system which optimizes
message throughput by adaptively load balancing its
components, and which minimizes delay and packet loss
especially in the TCP mode by a controlled fail-over proces.
No other known tunnel-server systems can provide this
combined scalability, load-balancing and controlled fail-ovan

The present invention includes a cluster apparatus com-—
prising a plurality of cluster members, with all cluster
members having the same intemet machine name and IP
address, and each member having a general purpose
prOcesscr, a memory unit, a program in the memory unit, a
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display and an input/output unit; and the apparatus having a
filter mechanism in each cluster member which uses a highly
efl'icient hashing mechanism to generate an index number
for each megage session where the index number is used to
determine whether a cluster member is to process a particu-
lar message or not. The index number is further used to
designate which cluster member is responsible for process-
ing the message and is further used to balance the processing
load over all present cluster members.

The present invention further includes a method for
operating a plurality of computers in an IP Network cluster
which provides a single-systemaimage to network users, the
method comprising steps to interconnect the cluster
members, and assigning all cluster members the same inter-
net machine name and IP address whereby all cluster mem—
bers can receive all messages arriving at the cluster and all
messages passed on by the members of the cluster appear to
come from a single unit, and to allow them to communicate
with each other; to adaptively designate which Cluster mem~
her will act as a master unit in the cluster, and the method
providing a filter mechanism in each cluster member which
uses a highly efficient hashing mechanism to generate an
index number for each message session where the index
number is used to determine whether a cluster member is to
process a particular message or not. The index number is
further used to designate which cluster member is raspon~
sible for processing which message type and is further used
to balance the processing load over all present clustermembers.

Other embodiments of the present invention will become
readily apparent to those skilled in these arts from the
following detailed description, wherein is shown and
described only the embodimenls of the invention by way of
illustration of the best mode known at this time for carrying
out the invention. The invention is capable of other and
different embodiments some of which may be described for
illustrative purposes, and several of the details are capable of
modification in various obvious respects, all without depart-
ing from the spirit and scope of the present invention.

BRIEF DESCRIPTION OF THE DRAWINGS

The features and advantages of the system and method of
the present invention will be apparent from the following
description in which:

FIG. 1 illustrates a typical Internet network configuration.
FIG. 2 illustrates a representative general purpose

computer/cluster—member configuration.
FIG. 3 illustrates a representative memory map of data

contained on a related Flash Memory card.
FIG. 4 illustrates a typical 1? Network cluster
FIG. 5 illustrates a general memory map of the preferred

embodiment of a cluster member acting as a tunnel~server.
FIG. 6 illustrates a flow—chart of the general operation of

the cluster indicating the cluster establishment process.
FIG. 7 illustrates an exemplary TCP state data structure.
FIGS. 8A~SI illustrate flow—charts depicting the evenls

which the master processes and the events which the non-
master cluster members (clients) must process.

FIGS. 9 illustrates a flow—chart depicting the normal
packet handling process after establishing the cluster.

BEST MODE FOR CARRYING OUT THE
INVENTION

Amethod and. apparatus for operating an Internet Protocol
(IP) Network cluster is disclosed. In the following descrip-
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tion for purposes of explanation, specific data and configu-
rations are set forth in order to provide a thorough under-
standing of the present invention. In the presently preferred
embodiment the IP Network cluster is described in terms of

a VPN tunnel—server cluster. However, it will be apparent to
one skilled in these arts that the present invention may be
practiced without the specific details, in various applications
such as a firewall cluster, a gateway or router cluster, etc. In
other instances, well-known systems and protocols are
shown and described in diagrammatical or block diagram
form in order not to obscure the present invention unnec—
essarily.

Operating Environment

The environment in which the present invention is used
encompasses the general distributed computing scene which
includes generally local area networks with hubs,'routers,
gateways, tunnel-servers, applications servers, etc. con—
nected to other clients and other networks via the Internet,
wherein programs and data are made available by various
members of the system for execution and access by other
members of the system. Some of the elements of a typical
internet network configuration are shown in FIG. 1, wherein
a number of client machines 105 possibly in a branch ofice
of an enterprise, are showu connected to a Gateway/hub/
tunnel-server/etc. 106 which is itself connected to the inter-
net 107 via some internet service provider (ISP) connection
108. Also shown are other possible clients 101, 103 similarly
connected to the internet 107 via an lSP connection 104,
with these units communicating to possibly a home oflfice via
an ISP connection 109 to a gateway/tunneI-server 110 which
is connected 1]] to various enterprise application sewers
112, 113, 114 which could be connected through another
hub/router 115 to various local clients 116, 117, 118.

The present IP Network cluster is made up of a number of
general purpose computer units each of which includes
generally the elemenls shown in FIG. 2, wherein the general
purpose system 201 includes a motherboard 203 having
thereon an input/output (“I/O”) section 205, one or more
central processing unils (“CPU”) 207, and a memory section
209 which may have a flash memory card 211 related to it.
The [/0 section 205 is connected to a keyboard 226, other
similar general purpose computer units 225, 215, a disk
storage unit 223 and a CD-ROM drive unit 217. The
CD—ROM drive unit 217 can read a CDwROM medium 219
which typically contains programs 221 and other data. Logic
circuits or other components of these programmed comput-
ers will perform series of specifically identified operations
dictated by computer programs as described more fullybelow. »

Flash memory units typically contain additional data used
for various purposes in such computer systems. In the
preferred embodiment of the present invention, the flash
memory card is used to contain certain unit “personality”
information which is shown in FIG. 3. Generally the flash
card wed in the current embodiment contains the followingtype of information:

Cryptographically signed kernel—(301)
Configuration files (such as cluster name, wecific unit I?

address, cluster address, routing information configuration,
etc.)—(303)

Pointer to error message logs—(305)
Authentication certificate—(307).
Security policies (for example, encryption needed or not,

etc.)—(309)
The Invention

The present invention is an Internet Protocol (IP) clus-
tering system which can provide a highly scalable system
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which optimizes throughput by adaptively load balancing its
components, and which minimizes delay and session loss by
a controlled fail-over process A typical IP cluster system of
the preferred embodiment is shown in FIG. 4 wherein the
inter-net 107 is showu connected to a typical lP cluster 401
which contains programmed general purpose computer units
403, 405, 407, 409 which act aSprorocol stack processors for
message packets received. The IP cluster 401 is typically
connected to application servers or other similar type units
411 in the network. In this figure it is shown that there
purposes of further illustration the cluster will be depicted as
having three units, understanding that the cluster of the
present invention is not limited to only three units. Also for
purposes of illustration the preferred embodiment will be
described as a cluster whose applications may be VPN
tunnel protocols however it should be understood that this
cluster invention may be used as actustcr whose application
is to act as a Firewall, or to act as a gateway, or to act as a
security device. etc.

In the preferred embodiment of the present invention,
each of the cluster members is a computer system having an
Intel motherboard, two Intel PentiumTM processors, a 64
megabyte memory and two Intel Ethernet controllers, and
two HiFn cryptographic procesors. The functions per-
formed by each processor are generally shown by reference
to the general memory map of each processor as depicted in
FIG. 5. Each cluster member has an Operating System
kernel 501, TCP/IP stack routines 503 and various clutcr
management routines (described in more detail below) 505,
program code for processing application #1 507, which in
the preferred embodiment is code for processing the IPSec
protocol, program code for processing application #2 509,
which in the preferred embodiment is code for processing
the PPTP protocol, program code for processing application
#3 511, which in the preferred embodiment is code for
processing the LZTP protocol, and program code for pro—
cessing application #4 513, which in the preferred embodi-
ment is code space for processing an additional protocol
such as perhaps a “Mobile IP” protocol. Detailed informa-
tion on these protocols can be found through the home page
of the IETF at “http://www.ietforg". The following specific
protocol descriptions are hereby incorporated fully herein by
reference;

“Point-to-Point Tunneling Protocol—PPTP", Glen Zorn,
G. Pall, K. Hamzeh, W. Verthein, J. Taarud, W, Little, Jul.
28, 1998;

“Layer Two Tunneling Protocol”, Allan Rubens, William
Palter, T. Kolar, G. Pall, M. Littlewood, A. Valencia, K.
Hamzeh, W. Verthein, J. Taarud. W. Mark Townsley, May
22, 1998;

Kent, 3., Atkinson, R., “I? Authentication Header,” draft-
ietf‘ipsec-authmeader-07.txt.

Kent, 8., Atkinson, R., “Security Architecture for the
Internet Protocol,” drafbietf—ipsec-arch-sec—O71xt.

Kent, 5., Atkinson, R., “I? Encapsulating Security Pay—
load (ESP),” draft-ietf‘ipsec-esp-VZ-OGJXL

Pereira, R., Adams, R., “The ESP CBCoMode Cipher
Algorithms,” draft‘ietf-ipsec—ciph-cbc-04.lxt.

Glenn, R., Kent, 5., “The NULL Encryption Algorithm
and Its Use With lPsec," draftvietf-ipsec—ciph-nullfl.l.txt.

Madson, C., Doraswamy, N., “The ESP DES~CBC Cipher
Algorithm With 'Explicit IV,” draft~ictf—ipsec—ciph-des-
expiv-CYZ.txt.

Madson, C., Glenn, R., “The Use of HMAC—MDS within
ESP and Ali," draft-ietf-ipseoauth-hmac-mdS-96-03.txt.
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Madson, C., Glenn, R., “The Use of HMAC-SHA—l—96
within ESP and AH," draft-ietf—ipsec-auth—hmac-sha 196—03.txt.

Harkim, D., Carrel, D., “The Internet Key Exchange
(IKE),” draft-ietf-ipsec—isakmpcakley—08.txt.

Maughan, D., Schertler, M., Schmeider, M., and Turner,
1., “Internet Security Association and Key Management
Protocol (ISAKW),” draft—ietf-ipsec-isakrnp-IO.{ps,txt}.

H. K. Orman, “The OAKLEY Key Determination
Protocol,” dmft-ietfvipsec-oakley—OZJXL

Piper, D. “The Internet IP Security Domain of Interpre-
tation for ISAKMP," draft-ictllipsccdpsec-doi—10.txt.

Tunneling protocols such as the Point-to-Point Tunneling
Protocol (PPTP) and Layer 2 Tunneling Protocol (1.2T?)
although currently only “draft” standards, are expected to be
Confirmed as oflicial standards by the Internet Engineering
Task Force (IETF) in the very near future, and these proto—
cols together with the Internet Security Protocol (lPSec),
provide the basis for the required security of these VPNs.

Referring again to FIG. 5, the preferred embodiment in a
cluster member also contains a work assignment table 515
which contains the message/session work-unit hash numbers
and the cluster member id assigned to that work-unit; a table
containing the application state table for this cluster member
517; a similar application state table for the other members
of the cluster 519; an area for containing incoming messages
521; and data handler routines for handling data mesages
from other members of the cluster 523. Those skilled in the
art will recognize that various other routines and message
stores can be implemean in such a cluster member’s
memory to perform a variety of functions and applications.

The general operation of the preferred embodiment of the
IP cluster is now described in terms of (1) cluster establish-
ment (FIG. 6) including processes for members joining the
cluster and leaving the cluster; (2) master units events
processing (FIGS. 8A—8F) and client units events processing
(FIGS. 86—81); and (3) finally, normal message processing
activity (FIG. 9).

Referring now to FIG. 6 the cluster establishment activity
is depicted. At system start—up 601 cluster members try to
join the cluster by sending (broadcasting) a “join request”
message 603. This “join” message contains an authentica»
lion certificate obtained from a valid certificate authority.
When the master unit receives this ‘join” message it checks
the certificate against a list of valid certificates which it holds
and ifit finds no match it simply tells him the join has failed.
Note that normally when a system administrator plans to add
a hardware unit to an existing cluster, he requests that his
security department or an existing seatrity certificate authotv
ity issue a certificate to the new unit and send a copy of the
certificate to the master unit in the cluster. This process
guarantees that someone could not illegally attach a unit to
a cluster to obtain secured messages. If the master unit does
match the certificate from the join message with a certificate
it holds in its memory it sends an “OK to join” message. If
a “OK to join” message is received 605 then this unit is
designated a cluster member (client or non-master) 607.
Note that each cluster member has a master-watchdog timer
(i.e. a routine to keep track of whether the member got a
keepalive message from the master during a certain interval,
say within the last 200 milliseconds) and if the timer expires
(i.e. no keepalive message from the master during the
interval) it will mean that the master unit is dead 607 and the
cluster member/client will try tojoin the cluster again (611).
Another event that will cause the cluster member/client 607
to try to join up again is if it geLs an “exit request” message
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(Le. telling it to “leave the cluster") 609 If the member
sending out the join request message (603) does not get a
“OK. to join” message 613 the member sends out
(broadcasts) packets ofl‘en’ng to become the masterunit 615.
If the member gets a “other master exists” message 617 the
member tries to join agm’n 603. l f after the member sends out
the packets offering to become the master, he gets no
response for 100 milliseconds 619 he sends broadcast
Address Resolution Protocol (ARP) responses to tell anyone
on the network what Ethernet address to use for the cluster
IP address 621 and now acts as the cluster master unit 623.
If in this process the cluster member got no indication that
another master exists (at 617) and now thinking it is the only
master 623 but yet gets a message to “exit the cluster” 641
the member must. return to try to join up again 642. This
could happen for example, if this new master's configuration
version was not correct. He would return, have an updated
configuration and attempt to rejoin. Similarly, if this member
who thinks he is the new master 623 gets a “master kee-
palive” message 625 (indicating that another cluster member
thinks he is the master unit) then he checks to see if
somehow the master keepalive message was from him 627
(normally the master doesn’t get his own keepalive mes~
sages but it could happen) and if so he just ignores the
message 639. If however the master keepalive message was
not from himself 629 it means there is another cluster
member who thinks he is the master unit and somehow this
“tie” must be resolved. (This tie breaker process is described
in more detail below with respect to “Master event”
processing). If the tie is resolved in favor of the new cluster
member who thinks he is the master 635 he sends an “Other

master exists” message to the other master and once again
sends broadcast Address Resolution Protocol (ARP)
responses to tell anyone on the network what Ethernet
address to use for the cluster 1P addres 637 (because that
other master could have done the same). If this new cluster
member who thinks he is the master loses the tie-breaker 633
then he must go and join up again to try to get the cluster
stabilized. This process produces a single cluster member
acting as the master unit and the other cluster members
understanding they are merely members
Master Unit Events Procesing

Afier a cluster has formed, there are various events that
occur which the master unit must address. How these are
handled in the preferred embodiment are now described with
reference to FIGS. 8A—8F. Referring to FIG. 8A the first
master unit event describes the “tie-breaker” process when
two cluster members claim to be the “master" unit. Recalling
from above that the master normally does not receive his
own “keepalive” mesage so that if a master gets a "master
keepalive” message 801 it likely indicates that another
cluster member thinks he is the master. In the preferred
embodiment, the “master keepalive” message contains the
cluster member list, the adaptive keepalive interval (which
is described in more detail below) and the current set of
work assignments for each member which is used only for
diagnostic purposes. So when a master gets a master keeo
palive message 801 he first asks “is it from me?” 803 and if
so he just ignores this mesage 807 and exits 308, If the
master keepalive message is not from this master unit 804
then the “tie—breaker” process begins by asking “Do I have
more cluster members than this other master?” 809 If this
master does then he sends a “other master exists” message
825 telling the other master to relinquish the master role and
rejoin the cluster. The remaining master then once again
sends broadcast Address Resolution Protocol (ARP)
responses to tell anyone on the network what Ethernet
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8
address to use for the cluster IP address 827 and exits 808.
If the current master does not have more cluster members
than this other master 811 he asks “do I have less cluster
members than the other master?” 813 and ifso 816 he must

give up the master role to the other one by exiting the cluster
821 and rejoining the cluster as a member/non-masler 823)
exiting to 601 in FIG. 6. lfthe current master does not have
less members than the other master 815 (which indicates
they both have the same number) then the final timbreaker
occurs by asking “is my IP address less than his ” 817 and
if so then again the current master wins the tie-breaker 818
and sends the “other master exists” message as before 825
If however he loses this final tie-breaker 819 then he exits
the cluster to rejoin as a non—master member 821.

Referring now to FIG. BB another master event occurs
when the master gets a “client keepalive message” (that is
one from a noncmaster cluster member) 830. The master
asks “is this client in my cluster?" 83]. and if not the master
sends the client an “exit cluster" message 833 telling the
client to exit from this cluster. 1f the client is from this
master's cluster the master calculates and stores a packet
loss average value using the sequence number of the client
keepalive message and the calculated adaptive keepalive
interval. 835 The master then resets the watchdog timer for
this client 837. The watchdog timer routine is an operating
system routine that checks a timer value periodically to see
if the failover detection interval has elapsed since Lhe value
was last reset and if so the watchdog timer is said to have
expired and the system then reacts as ifthe client in question
has left the cluster and reassigns that clients workoload to the
remaining cluster members.

M indicated above, the master periodically sends out a
master keepalive memage containing the cluster member
list, the adaptive keepalive interval (which is described in
more detail below) and the current set of work assignments
for each member which is used only for diagnostic purposes.
(See FIG. 8C).,ln addition, the master periodically (in the
preferred embodiment every 2 seconds) checks the load—
balance ofthe cluster members. In FIG. 8D when the timer
expires 855 the master calculates the load difl‘erence
between most loaded (say “K”) and least loaded (say “J")
cluster member 857 and then asks “would moving 1 work
unit from most loaded (K) to least loaded (J) have any
effect?" that is, if K>J is K—l 51-4? 859. If so then the
master sends a “work de~assign” request to the most loaded
member with the least loaded member as the target recipient
863 and then the master checks the load numbers again 865.
if the result of moving 1 work unit would not leave the least
loaded less than or equal to the most loaded 860 then the
master makes no reassignments and exits 861.

Another master event occurs when a watchdog timer for
a client/Cluster member expires wherein the master deletes
that client from the cluster data list and the deleted unit’s
work goes into a pool of unassigned work to gel reassigned
normally as the next message arrives. (See FIG. 8E).

Referring now to FIG. 8F another master event in the
preferred embodiment occurs when the master gets a client
join request message 875. The master initially tells the client
to wait by sending a NAK with an “operation in progress”
reason. 877 The master then notifies the applica Lions that are
present that a client is trying to join the cluster as some
applications want to know about it. 879. For example if
IPSec is one of the applications then IPSec may want to
validate this client before agreeing to let it join the cluster.
If any application rejects the join request the master sends a
NAK with the reason 855 and exits. If all applications
approve the join request the master sends an ACK and the
join proceeds as normal. 887.
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Client Cluster Member Events

The non-master cluster members (clients) must also send
keepalive messages and monitor the watchdog timer for the
master. Referring now to FIG. 86 when a client gets a
master keepalive mesage 890 it updates its adaptive kee-
palive interval 891, and checks the I’mt of cluster members
to see if any members have been lost 893. If so this client
notifies its applications that a cluster member has departed
895 (for example, lPSec wants to know). The client also
checks to see ifany members have been added to the cluster
897 and if so notifies the applications 898 and finally resets
the watchdog timer for monitoring the master 899 and exits.
Each client also has a periodic timer which is adaptive to the
network packet loss value sent by the master which requires
the client to send a client keepalive message (containing a
monotonically increasing numeric value) to the master peri-
odically (See FIG. 8H). Also each client has a master
watchdog timer it must monitor and if it expires the client
must exit the cluster and send a new join message to re-enter
the cluster. (See FIG. 81).

Normal [P Packet Processing

In order for a cluster member to correctly process only its
share of the workload, one of three methods is used:

I. The MAC address of the master is bound to the cluster
I? address (using the AR? protocol). The master applies the
filtering function (described in more detail below) to classify
the work and forward each packet (if necessary) to the
appropriate cluster member.

2. A cluster—wide Unicast MAC address is bound to the
cluster IP address (using the ARP protocol). Each cluster
member programs its network interface to accept packets
from this MAC destination addres. Now each cluster mem-
ber can see all packets with the cluster [P addreS destina-
tion. Each member applies the filtering function and discards
packets that are not part of its workload.

3. method 2 is used but with a Multicast MAC address
instead of a Unicast MAC address. This method is required
when intelligent packet switching devices are part of the
network. These devices learn which network ports are
associated with each Unicast MAC address when they see
packets with a Unicast MAC destination address, and they
only send the packets to the port the switching device has
determined is associated with that MAC address (only 1 port
is associated with each Unicast MAC address). A Multicast
MAC address will cause the packet switching device to
deliver packets with the cluster IP destination address to all
cluster members.

In the preferred embodiment, there is a mechanism for
designating which cluster member is to process a message
and allow the other members to disregard the message
without inadvertently sending a "reset" message to the
originating client. The preferred embodiment makes use of
a “filter" process in each cluster member which calculates a
hash function using certain fields of the incoming message
header. This hash calculation serves as a means of both
assigning a work unit number to a message and assigning a
work unit to a particular cluster member for processing. This
technique allows a cluster member to tell whether the
incoming message must be processed by it, therefore the
possibility of an inadvertent “reset” message is precluded. [t
is noted that other solutions to this problem of “how to get
the work to the right member of the cluster with minimum
overhead" could include a hardware filter device sitting
between the network and the cluster wherein the hardware

filter would do the member assignment and load balancing
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10
function. Note that since all cluster members have the same
MAC address, all cluster members get all messages and the
way they tell whether they must process the message further
is to calculate the work unit number using the hashing
method shown above and then to check the resulting work
unit number against their work load table to see if it is
assigned to them. If not they dump the message from their
memory. This is a fast and efficient scheme for dumping
messages that the units need not process further and yet it
provides an efficient basis for load-balancing and eficient
fail—over handling when a cluster member fails.

The normal processing of IP packets is described with
reference to FIG. 9. Upon the receipt of a packet 901 a
determination is made as to whether the packet is addressed
to a cluster IP address 903 or not. If not 905 then it is
determined if the IP address is for this cluster member and

if so it is processed by the [P stack locally 909. [f the packet
is to be forwarded (here the system is acting like a router)
908 a forward filter is applied in order to classify the work913.

This designates whether the packet is for normal work for
the cluster clients or is forwarding work. If at step 903 where
the addreS was checked to see if it was a cluster IP address,
the answer was yes then a similar work set filter is applied
911 wherein the [P Source and destination addresses are
bashed modulo 1024 to produce an index value which is
used for various purposes. This index value calculation (the
processing filter) is required in the current embodiment and
is described more fully as follows;

Basically the fields containing the IP addresses, IP
protocol, and TCP/UDP port numbers, and if the application
is LZTP, the session and tunnel lD fields are all added
together (logical XOR) and then shifted to produce a unique
“work unit” number between 0 and 1023.

For example, in the preferred embodiment the index could
be calculated as follows:

 
/‘
" Sample Cluster Filtering function.
/

italic int Cluster_,Ffltefi.ng_I=‘unctinn(voil'Packet, int Fonnrding)
strum ip ‘ip - (struct ip ")Packet;
int i, length;l'
' Select filtering scheme based on whether or not we are

forwarding this packet

' Filta Forwarded packets on source & destinationIP address

i :- ip—>ip.__dst.5._,nddr;
i mip—>ip,,sre.s_addr;

} else (I‘
' Not. forwarding: Put in the [P source address'I

i a ip—>ip_:rc.s_3ddr,/‘

:IGet the packet header length and dispatch on protocol
length — ip—>ip_hl << 2;
if (ip—>ip_p—[PPROTO_UDP) (,-

' UDP: Hash an OD? Source Port and Source [PAddress
'/

i ‘_((suucr udphdr -)((ctm ')ip + length))—>uh_ art;
) else if ('rp—>ip_p-IPPROTO_TCP) { SP/"
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mentioned 
' Hash on the TCP Source Port and Source lPAddress
'l

i «((struct tcphdr ‘)((char ')ip + length))—>th_sport;
} else (I'

' Any other protocol: Hash on the Destination and
Source IP Addresses

'l
i lsip—>ip.dst.e_,nddr,

l
}l"
' Collapse it into a work-set numbera
I

retum(lP_CLUSl‘ER,_J-IASH(D);
l 

Referring again to FIG. 9, and having the work set index
value czdculated each member making this calculation uses
the index value as an indirect pointer to determine for this
work set if it is his assigned work set 915, 917. If the index
value does not indicate that this work set has been assigned
to this cluster member, if this cluster member is not the
cluster master, then the packet is simply dropped by this
cluster member 921, 923, 925. If on the other hand this
cluster member is the master unit 926 then the master must
check to see if this work set has been assigned to one of the
other cluster members for processing 927. If it has been
assigned‘to another clustermember 929 the master checks to
see if that cluster member has acknowledged receiving the
assignment 931 and if so the master checks to see if he was
in the multicast mode or unicast/forwarding mode 933, 935.
If he is in the unicast or multicast mode the master drops the
packet because the assigned cluster member would have
seen it 936. If however, the master was in the forwarding
mode the master will forward the packet to the assigned
member for processing 943. If the assigned cluster member
has not acknowledged receiving the assignment yet 940 then
save the packet until he does acknowledge the assignment
941 and then forward the packet to him to process 943. If
when the master checked to see if this work set had been

assigned at 927 the answer is no 928 then the master will
assign this work set to the least loaded member 937 and then
resume its previous task 939 until the assigned member
aclmowledges receipt of the assignment as described above.
If work is for this member, the packet is passed on to Lhe
local TCP/1P slack.
State Maintenance

RFC 1180 ATCP/IP Tutorial, T. Socolofsky and C. Kale,
January 1991 generally describes the TCP/1P protocol suite
and is incorporated fully herein by reference. In the present
invention, a key element is the ability to separate the TCP
state into an essential portion of the state and a calculable
portion of the state. For example, the state of a TCP message
changes constantly and awardingly it would not be practical
for a cluster member to transfer all of this TCP state to all
of the other members of the cluster each time the stale

changed. This would require an excessive amount ofstorage
and promssing time and would essentially double the traffic
to the members of the cluster. The ability of the member
units to maintain the state of these incoming messages is
critical to their ability to handle the failure of a member unit
without requiring a reset of the message session. H6. 7
depicts the preferred embodiment’s definition of which
elements of the TCP state are considered essential and
therefore must be transferred to each member of the cluster
701 when it changes, and which elements of the TCP state
are considered to be calculable from the essential state 703
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and therefore need not be transferred to all members of the
cluster when it changes. The TCP Failover State 700 in the
present embodiment actually comprises three portions, an
Initial Stale portion 702 which only needs to be sent once to
all cluster members; the Essential State Portion 701 which
must be sent to all cluster members for them to store when
any item listed in the Essential portion changes; and the
Calculable State portion 703 which is not sent to all mem-
bers. The data to the right of the equals sign (“a”) for each
element indicates how to calculate that elements value
whenever it is needed to do so.
Failover Handling

As indicated above, the preferred embodiment of the IP
cluster apparatus and method also includes the ability to
monitor each cluster member’s operation in order to manage
the cluster Operation for optimal performance. This means
insuring that the cluster system recognize quickly when a
cluster member becomes inoperative for any reason as well
as have a reasonable process for refusing to declare a cluster
member inoperative because of packet losses which are
inherent in any TCP/1P network. This monitoring process is
done in the preferred embodiment by a method whereby
each non-member cluster member keeps a “master watchdog
timer” and the master keeps a “client watchdog timer” for all
cluster members. These watchdog timers are merely routines
whereby the cluster member’s OS periodically checks a
“watchdog time-value" to see if it is more than “t” Lime
earlier than the current time (that is, to see if the watchdog
time value has been reset within the last “I” time). If the
routine finds that the difl'erence between the current time and
the watchdog time vatue is greater than “t” time then it
declares the cluster member related to the watchdog timer to
be inoperative. These watchdog time values are reset when—
ever a cluster member sends a “keepalive” packet
(sometimes called a “heartbeat” message) to the other mem-bers.

Generally a “keepalive” message is a message sent by one
network device to inform another network device that the

virtual circuit between the two is still active. In the preferred
embodiment the master unit sends a “master keepalive"
packet that contains a list of the cluster members, an
“adaptive keepalive interval” and a current set of work
assignments for all members. The non—master cluster mem-
bers monitor a Master watchdog timer to make sure the
master is still alive and use the “adaptive keepah've interval”
value supplied by the master to determine how frequently
they (the nommaster cluster members) must send their
“client keepalive" packets so that the master can monitor
their presence in the cluster. The “client keepalive” packets
contain a monotonically increasing sequence number which
is used to measure packet loss in the system and to adjust the
probability of packet loss value which is used to adjust the
adaptive keepalive interval. Generally these calculations are
done as follows in the preferred embodiment, however it
will be understood by those skilled in these arts that various
programming and logical circuit processes may be used to
accomplish equivalent measures of packet loss and related
watchdog timer values.

Each client includes a sequence number in its “Client
keepalive” packet. When the master gets this keepalive
packet for client “:1" he makes the following calculations:

SA~[this sequence numbed—[last sequence numbed-1

his value SA is typically=0 or 1 and represents the
number of dropped packets between the last two keepalive
messages, or the current packet loss for client “x”.

This value 15 then used in an exponential smoothing
formula to calculate current average packet loss “P" asfollows;
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This Pm then represents the probability of a lost packet,and

P" (P to the nth power) would represent the probability of
getting “n" successive packet losses. And 1/!" would be how
often We would lose “n” packets in a row.

So “n" is defined as the number of lost packets per
interval, and 1’1 then is the probability of losing “n” packets
in an interval. Obviously it'we lose more than some number
of packets in a given interval the cluster member is either
malfunctioning, inoperative or the network is having prob
lems. In the preferred embodiment we assume “n” is a
number betWeen 2 and 20 and calculate its value adaptivelyas follows

We call the interval “K" and set 1/K.—.n P". By policy we
set K=3600 (which is equivalent to a period of 1 week) and
then calculate the smallest integer value of“n” for which n
P". <V36on. In the preferred embodiment this is done by
beginning the calculation with n=2 and increasing :1 by 1
iteratively until the condition is met. The resulting value of
"n” is the adaptive keepalive interval which the master then
sends to all of the cluster members to use in determining
how often they are to send their “Client keepalive” mes
sages.

Having described the invention in terms of a preferred
embodiment, it will be recognized by those skilled in the art
that various types of general purpose computer hardware
may be substituted for the configuration described above to
achieve an equivalent result. Simflarly, it will be appreciated
that arithmetic logic circuits are configured to perform each
required means in the claims for processing internet security
protocols and tunneling protocols; for permitting the master
unit to adaptively distribute processing assignments for
incoming messages and for permitting cluster members to
recognize which messages are theirs to process; and for
recognizing messages from other members in the cluster. It
will be apparent to those skilled in the art that modifications
and variations of the preferred embodiment are possible,
which fall within the true spirit and scope of the invention
as measured by the following claims.

What is claimed is:

1. An lntemet Protocol (1?) Network cluster apparatus
comprising:

a. a plurality of cluster members with all cluster members
being addressable by a single dedicated Internet
machine name and IP address for the cluster, each
cluster member comprising a computer system having
a processor, a memory, a program in said memory, a
display screen and an input/output unit;

b. a filter mechanism in each cluster member, the filter
mechanism using a hashing mechanism to generate an
index number for each message Session received by the
cluster member, the index number being used to indi-
cate to which workset a message belongs, worksets
being assigned to cluster members to balance process-
ing load, each cluster member checking whether the
workset has been assigned to it in order to determine
whether the cluster member must process the message
received or ignore it.

2. The apparatus of claim 1 further comprising an assign—
ment mechanism in each cluster member, for use by a cluster
member designated as a master unit, the assignment mecha-
nism used when a message of an unassigned message
session is received by the master unit, the assignment
mechanism using the index number calculated by the filter
mechanism to assign sets of message sessions to cluster
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members for further processing in order to load balance
processing of incoming messages.

3, The apparatus of claim 1 further comprising a first
program code mechanism in each of the plurality of cluster
members configured to save state for each message session
including TCP state.

4, The apparams of claim 3 further comprising a second
program code mechanism in each of the plurality of cluster
members configured to transfer an essential portion of the
saved state for each message session to each of the other
cluster members, whenever required.

5. The apparatus of claim 4 further compr'ming a third
program code mechanism in each of the plurality of cluster

‘ members configured to permit a cluster member acting as a
15

20

25

30

35

45

50

55

60

65

master unit to recognize an equipment failure in one of the
other members in the cluster, to reassign the work of the
failed cluster member to remaining members in the cluster
thereby rebalancing the processing load and maintaining themessage seasons.

6. The apparatus of claim 5 further comprising a fourth
program code mechanism in each of the plurality of cluster
members configured to permit units which are not acting as
the master unit to recognize an equipment failure in the
master unit, to immediately and cooperatively designate one
of the remaining cluster members as a new master unit, the
new master unit to reassign the work of the failed cluster
member to remaining cluster members thereby rebalancing
the processing load and maintaining the message sessions

7. The apparatus of claim 1 wherein the memory of each
of the cluster members includes a flash memory card con—
taining a program code mechanism which describes the
personality of the Cluster member including its clusteraddress.

8. A method for operating a plurality of computers in an
Internet Protocol (IP) Network cluster, the cluster providing
a single-system-image to network users, the method com~
prising the steps of;

a. providing a plurality of cluster members, each cluster
member comprising a computer system having a
processor, a memory, a program in said memory, a
display screen and an input/output unit;

b. interconnecting the cluster members together, and
assigning all cluster members a same internet machine
name and a same IP raddres whereby a message
arriving at the cluster will be recognized by the appro~
priate member in the cluster and an output from any
cluster member will be recognimd as coming from the
cluster, and whereby the cluster members can commu-
nicate with each other; and
providing a filter mechanism in each cluster member,
the filter mechanism using a hashing mechanism to
generate an index number for each message session
received by the cluster member, the index number
being used to indicate to which workset a message
belongs, worksets being assigned to cluster members to
balance processing load, each cluster member checking
whether the workset has been assigned to it in order to
determine whether the cluster member must proces the
message received or ignore it.

9. The method of claim 8 further comprising an assign-
ment mechanism in each chister member, for use by a cluster
member designated as a master unit, the assignment mecha-
nism used when a message of an unassigned message
session is received by the master unit, the assignment
mechanism using the index number calculated by the filter
mechanism to assign sets of message sessions to cluster
members for funher promssing in order to load balance
processing of incoming messages.
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10. The method of claim 8 comprising the additional step
of each clusmr member saving state for each message
session connection including TCP state, and for segregating
this state into an essential state portion and a non-essential
state portion.

11. The method of claim 10 comprising the additional step
of each cluster member transferring to each other cluster
member the saved essential state portion for message ses-
sions for which that cluster member is responsible, such
transfer to be made whenever the essential portion of the
state changes, whereby all cluster members maintain essen—
tial state for all message sesion connections.

12. The method of claim 11 comprising the additional step
of each cluster member recognizing the equipment failure of
one of the cluster members, immediately reassigning a task
of being the master if it is the master unit that failed, the
master unit reassigning the work which was assigned to the
failed cluster member, rebalancing the load on the remaining ‘tunnelservers.

13. An Internet Protocol (IP) network cluster apparatus
comprising:

a. a plurality of interconnectedcluster members, each
cluster member comprising a computer system having
a processor, a memory, a program in said memory, a
display screen and an input/output unit;

b. means in each of the plurality of cluster members for
recognizing other members of the plurality of cluster
members which are connected together and cmperat»
ing with the other members to adaptively designate a
master unit; and
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c. means for generating an index number for each mes-
sage session reoeived by a cluster member, the index
number being used to indicate whether the cluster
member must procem the message received or ignoreit.

14. The apparatus of claim 13 further comprising means
in each of the plurality of cluster members for saving
essential state for each message session.

15. The apparatus in claim 14 further comprising means
in each of the plurality of cluster members for periodically
transferring the saved essential state for each message
session to each of the other members in the cluster.

16. The apparatus of claim 15 further comprising means
in each of the plurality of cluster members for permitting a
cluster member acting as a master unit to recognize an
equipment failure in one of the other cluster members, and
for reassigning work of the failed cluster member to remain—
ing members in the cluster thereby rebalancing the process—
ing load and maintaining message session connections, and
for permitting cluster members which are not acting as a
master unit to recognize an equipment failure in the master
unit, to immediately and cooperatively designate one of the
remaining cluster members as a new master unit, the new
master unit to reassign Work of the failed cluster member to
remaining members in the cluster thereby rebalancing the
processing load and maintaining message session connec-tions.
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MANAGED NETWORK DEVICE SECURITY
METHOD AND APPARATUS

Reference to Related Application

This application is related to the following application
having the same assignee and inventorship and containing
common disclosure, and is believed to have an identical
effective filing date.- “System and Method for Detecting and
Preventing Security Intrusions in Campus LAN Networks”,
Ser. No. 08/780804.

BACKGROUND OF THE INVENTION

This invention relates in general to computer network
security systems and in particular to systems and methods
for detecting and preventing intmsion into a campus local
area network by an unauthorized user.

As local area networks (LANS) continue to proliferate,
and the number of personal computers (PCs) connected to
We continue to grow at a rapid pace, network security
becomes an ever increasing problem for network adminis-
trators. As the trend of deploying distributed LANs
continues, this provides multiple access points to an enter-
prise’s network. Each of these distributed access points, if
not controlled, is a potential security risk to the network.

To further illustrate the demand for improved network
security, an IDC report on network management, “LAN
Management: The Pivotal Role of Intelligent Hubs”, pub-
lished in 1993, highlighted the importance of network secu-
rity to LAN administrators. When asked the importance of
improving management of specific LAN devices, 75% of the
respondents stated network security is very important. When
further asked about the growing importance of network
security over the next three years, many respondents indi-
cated that it would increase in importance.

More recently, a request for proposal from the US.
Federal Reserve specified a requirement that a LAN hub
must detect an unauthorized station at the port level and
disable the port within a 10-second period. Although this
requirement will stop an intntder, there is an inherent
weakness in this solution in that it only isolates the security
intrusion to the port ofentry. The rest of the campus network
is unaware of an attempted break~in. The detection of the
unauthorized station and the disabling of the port is the first
reaction to a security intrusion, but many significant
enhancements can be made to provide a network-wide
security mechanism. Where the above solution stops at the
hub/port level, this invention provides significant enhance-
ments to solving the problem of network security by pre-
senting a system wide solution to detecting and preventing
security intrusions in a campus LAN environment.

In today’s environment, network administrators focus
their attention on router management, hub management,

server management, and switch management, with the goals
of ensuring network up time and managing growth (capactty
planning). Security is often an afterthought and at best
administrators get security as a by-product of employing
other device functions. For example, network administrators
may set filters at router, switch, or bridge ports for perfor-
mance improvements and implicitly realize some level of
security as a side effect since the filters control the flow of
frames to LAN segments.

The problem with using filters is that their primary focus
is on performance improvements, by restricting the flow of
certain types of network traffic to specified LAN segments.
The filters do not indicate how many times the filter has

10
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35

45

5t]

55

6t]

65
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actually been used and do not indicate a list of the media
access control (MAC) addresses that have been filtered.
Therefore, filters do not provide an adequate detection
mechanism against break—in attempts.

Another security technique that is commonly employed in
hubs is intrusion control. There are token ring and Ethernet
managed hubs that allow a network administrator to define,
by MAC address, one or more authorized users per hub port.
If an unauthorized MAC address is detected at the hub pon,
then the port is automatically disabled. The problem with
this solution is that prevention stops at the hub and no further
action is taken once the security intrusion has been detected.
This solution does not provide a network—centric, system‘
wide solution. It only provides a piecemeal solution for a
particular type of network hardware namely, the token ring
and Ethernet managed hubs. The result is a fragmented
solution, where security may exist for some work groups
that have managed hubs installed, but not for the entire
campus network. At best, the security detection/prevention
is localized to the hub level and no solution exists for a
network~wide solution.

Other attempts to control LAN access have been done
with software program products. For example, IBM Corpo»
ration’s Lan Network Management (LNM) products LNM
for 052 and LNM for ABC both provide functions called
access control to token ring LANs. There are several prob—
lems with these solutions. One problem with both of these
solutions is that it takes a long time to detect that an
unauthorized station has inserted into the ring. An intruder
could have ample time to compromise the integrity of a LAN
segment before LNM could take an appropriate action.
Another problem with the LNM products is that once an
unauthorized MAC address has been detected, LNM issues
a remove ring station MAC frame. Although this MAC
frame removes the station fi'om the ring, it does not prevent
the station from reinserting into. the ring and potentially
causing more damage. Because these products do not pro—
vide foolproof solutions, and significant security exposure
still exists, they do not provide a viable mlution to the
problem of network security for campus LAN environments.

Thus, there is a need for a mechanism in the managed
devices of a computer network that enables a comprehensive
solution and that not only provides for detection of security
intrusions, but also provides the proactive actions needed to
stop the proliferation of security intrusions over the domain
of an entire campus network. '

SUMMARY OF THE [NVENTION

It is, therefore, an object of the invention to provide an
apparatus and method in a managed device for detecting and
preventing security intrusions in a computer network.

It is another object of the invention to provide an appa-
ratus and method in a managed hub for detecting and
preventing security intrusions in a computer network.

Overall, this invention can be described in terms of the
following procedures or phases: discovery, detection,
prevention, hub enable, and security clear. During each of
these phases, a series of frames are transmitted between the
interconnect devices on a campus network. These frames are
addressed to a group address (multicast address). This well
known group address needs to be defined and reserved for
the LAN security functions that are described herein. This
group address will be referred to as LAN security feature
group address throughout the rest of this description.

The campus LAN security feature relies on managed hubs
discovering the interCOnnect devices in the campus LAN
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segment that support this LAN security feature. The term
“LAN interconnect deVice” is used throughout this descrip-
tion to refer to LAN switches (token ring and Ethernet
10/100 Mbps), LAN bridges and routers. The managed hub
maintains a list of authorized MAC addresses for each port
in the managed hub. 1f the managed hub detects an unau-
thorized station connecting to the LAN, the hub disables the
port and then transmits a security breach detected frame to
the LAN security feature group address. Each of the LAN
interconnect devices on the campus LAN segment copies the
LAN security feature group address and performs the fol-
lowing steps: 1) set up filters to filter the intruding MAC
address; 2) forward the LAN security feature group address
to other segments attached to the LAN interconnect device;
and 3) send an acknowledgement back to the managed hub
indicating that the intruding address has been filtered at the
LAN interconnect device. Once the managed hub receives
acknowledgements from all of the interconnect devices in
the campus LAN, the port where the security intrusion was
detected is re~enabled for use. Another part of the invention
provides a network management station with the capability
to override any security filter that was set in the above
process.

The following is a brief description of each phase in the
preferred embodiment of the invention:
1. Discovery

In this phase, the managed hub determines the interma-
nect devices in the campus network that are capable of
supporting the LAN security feature. The managed hub
periodically sends a discovery frame to the LAN security
feature group address. The managed hub then uses the
responses to build and maintain a table of interconnect
devices in the network that support the security feature.2. Detection

In the detection phase, the managed hub compares the
MAC addresses on each port against a list of authorized
MAC addresses. If an unauthorized MAC address is
detected, then the managed hub disables the port and notifies
the other interconnect devices in the campus network by
transmitting a security breach detected frame to the LAN
sewrity feature group address.
3. Prevention

The prevention phase is initiated when a LAN intercon—
nect device receives the security breach detected frame.
Once this frame is received, the LAN interconnect device
sets up a filter to prevent frames with the intruding MAC
address from flowing through this network device. TheLAN
interconnect device then forwards the security breach
detected frame to the other LAN segments attached to the
interconnect device. The LAN interconnect device also
transmits a filter set frame back to the managed hub.
4. Hub Enable

The hub enable phase takes place when the managed hub
has received all acknowledgements from the LAN intercou-
nect devices in the campus network. When the acknowl-
edgements have been received, the managed hub rc-enables
the port where the security intrusion occurred.
5. Security Clear Condition

In this phase, a network management station can remove
a filter from a LAN interconnect device that was previously
set in the prevention step.

BRIEF DESCRIPTION OF THE DRAWINGS

The invention will be described with respect to a preferred
embodiment thereof which is further illustrated and

described in the drawings.
FIG, 1 is a block diagram of a campus network in which

the present invention can be implemented.
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FIG. 2 is a component block diagram for an SNMP
managed device.

FIG. 3 is a component block diagram for a network
management station.

FIGS. 4A—4C show general frame formats for Ethernet
and token ring frames.

FIGS. 5A~5E show the information contained in the

Elhemet and token ring frame data fields to represent the
difl‘erent frame types that are implemented in the preferredembodiment.

FIG. 6 illustrates the structure of the Interconnect Device
List (1CD).

FIG. 7 illustrates the structure of the Breach List.
FIG. 8 illustrates the structure of the Intrusion List.

FIG. 9 is a flow chart of the processing that occurs in the
managed hub to initiate the discovery phase of the invention.

FIG. 10 is a flow chart of the processing that occurs in the
interconnect device during the discovery phase of the inven‘non.

FIG. 11 is a flow chart ofthe processing that occurs in the
managed hub during the discovery phase of the invention in
response to the receipt of a discovery response frame.

FIG. 12 is a flow chart of the processing that occurs in the
managed hub during the detection phase of the invention.

FIG. 13 is a flow chart of the processing that occurs in an
interconnect device during the prevention phase of thisinvention.

FIG. 14 is a flow chart of the processing that occurs in the
managed hub during the hub enable phase of the invention.

FIG. 15 is a flow chart ofthe processing that occurs in the
interconnect devices in response to the receipt of a securityclear condition frame.

FIG. 16 is an example of the implementation of the
invention in a campus LAN environment.

FIG. 17 is an example of the data flows corresponding to
the example implementation in a campus LAN environment.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENT

The preferred embodiment of this invention uses the
SNMP network management protocol, since SNMP is the
most prevalent network management protocol in the indus-
try and is the most widely deployed in campus networks. It
should be noted that the concepts in this invention related to
network management could also be applied to other network
management protocols such as CMIP or SNA.

FlG. 1 illustrates a typical campus network environment
in which the present invention can be implemented. As
shown in the figure, the campus network 10 contains inter—
connect devices, such as router 12, router l4, token ring
switch 16, bridge 18, managed hubs 20, 22, 24, network
management station 26, workstation 28 and file server 30.

The managed hubs and interconnect devices depicted in
FIG. 1 are considered SNMP managed devices. The typical
component block diagram for an SNMP managed device is
illustrated in FIG. 2. Atypical managed device is an embed.
ded system that includes a system bus 50, random access
memory (RAM) 52, MM 54 to store configuration
information, FLASH EPROM 56 to store the operational
and bootcup code, a processor or CPU 58 to execute the code
instructions, and a media access control (MAC) chip 66 that
connects the device to the network 10. FIG. 2 also shows
operational code 60, TCP/IP protocol stack 62 and SNMP
agent code 64. In most instances, the operational code and
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the frame processing code execute in FIASH memory 56 or
in RAM 52. The code that implements several phases in this
invention is included as a part of the operational code
(microcode or finnware) of the managed device. The MAC
chip 66 copies the frames corresponding to the diiferent
phases into RAM 52 and notifies‘the processor 58, usually
via an interrupt, that a frame is ready for processing. The
operational code 60 handles the interrupt and processes theframe.

FIG. 3 illustrates the typical component block diagram for
a network management station such as that indicated by
reference numeral 26 in FIG. 1. The network management
station includes a processor 70, with a system bus 90 to

10

which RAM 72, direct access storage device (DASD) 74, ,
other peripherals 76, d'splay monitor 78, keyboard 80,
mouse 82 and network interface card 84 are connected.

FIGS. 4A—4C show the general frame formats for Ether.
net and token ring frames. The LAN security feature group
address is placed in the destination address (DA) field of the
discovery request, security breach detected and security
clear condition (optionally) flames as discussed more fully
below. The data. field portion of each frame is used to pass
the additional information related to this security feature.

The following describes the information that is included
in the data fields of the Ethernet and token ring frame types
to represent the difierent frames that are specific to the
preferred embodiment of the invention.

The discovery request frame shown in FIG. 5A is sent to
the LAN security feature group address and the data field
includes a one byte field which indicates that the frame type
(frame typc identifier x ‘01:) is a discovery request frame.
The time stamp field is the system time value when the
discovery request frame ‘5 transmitted. It is used to correlate
the discovery response frame with the d‘mcovery requestframe.

The discovery response frame shown in FIG. SB is sent to
the individual MAC address of the managed hub that
initiated the request. The data field in this frame includes a
one byte field which indicates that the frame type is a
discovery response frame (frame type identifier x ‘02’), and
also contains the MAC address of the LAN interconnect

device sending the frame, a description of the LAN inter-
connect device (e.g., IBM 8272 Model 108 Token Ring
Switch), and a time stamp that is used to correlate the
discovery response frame with the discovery request frame.

The security breach detected frame shown in FIG. 5C is
sent to the LAN security feature group address and the data
field includes a one byte field which indicates that the frame
type is a security breach detected frame (frame type iden-
tifier x ‘03’) and contains the MAC address that was
detected as the security intnrder. Other fields of this frame
contain the module number and port number where the
security breach was detected and the system time when the
searrity breach was detected. When the time stamp value is
used in combination with the intruding MAC address and
module and port numbers, it forms an intrusion identifier as
will be referred to subsequently. Following the time stamp
are device field length indicating the length of the field that
follows and address fields. The address field contains the list

of addresses that have processed and forwarded the security
breach detected frame. It starts with the originating MAC
address of the managed hub. Each successive interconnect
device that receives the frame, appends its MAC addres to
the end of this field and updates the device field length
before it forwards the frame. It provides an audit trail or path
that the security breach detected frame followed throughout
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the network. A network management station can monitor the
progress of the security breach detected frame through
information in the trap frames that it receives.

The filter set frame shown in FIG. 5D is sent to the
individual MAC address of the managed hub that initiated
the security intrusion condition. The data field includesa one
byte field which indicates that the frame type is a fill er set
frame (frame type identifier x ‘04’) and contains the MAC
address of the LAN interconnect device sending the frame.
Other fields in this frame are the MAC address of the
detected intnrsion, the module and port number of the
managed hub where the security intrusion was detected, and
the time stamp representing the system time when the
security breach was detected.

The security clear condition frame shown in FIG. 5B can
be sent to the LAN security feature group address or to the
individual MAC address of a LAN interconnect device. The
data field includes a one byte field which indicates that the
frame type is a security clear condition frame (frame type
identifier x ‘05’) and contains the intruding MAC address toremove as a filter.

Trap frames are sent to the network management station
at various times depending upon the phase of the invention
that is being performed. All trap frames have the same basic
format with the information in each trap frame varying
according to the phase.

In the discovery phase, traps are sent as a result of the
managed hub deleting an interconnect device from the list of
devices that are in the searrity domain of interconnect
devices. The discovery trap frame contains the trap identifier
(x ‘01’), the MAC address of the interconnect device and
device description. This trap indicates that an interconnect
device was removed from a managed hub interconnect
device list because it did not respond to Lhe managed hub
with a discovery response frame within the allotted time
period of the discovery window.

Traps sent in the detection phase indicate that the man-
aged hub detected an intrusion on one of the hub ports.
Information in this trap frame includes trap identifier (x
‘02’), the MAC address of the intruding device, the module
and port number of the detected intrusion, and the time when
the security intrusion was detected.

Traps sent in the prevention phase indicate that the
interconnect device has completed the processing Of a
received security breach detected frame. This trap frame
contains the trap identifier (x ‘03’), the MAC address of the
intruding device, the module and port number of Lhe
detected intrusion, me time when the security breach was
detected and a variable length address field. This last field
contains a list of MAC addresses for all the devices that have
processed the security breach detected frame. This informa-

tion provides to the network management station the path
that the security breach detected frame followed through thenetwork.

Traps sent in the hub enable phase indicate that the
managed hub has reenabled a hub port as a result of
receiving filter set frames from all of the interconnect
devices in the discovered security domain, i.e., all the
discovered interconnect devices. This trap frame contains
the trap identifier (x ‘04’), the MAC address of the intruding
device, the module and port number of the detected
intrusion, and the time when the security breach wasdetected.

For token ring networks, the information in the trap
frames can be included in frames addressed to the functional
address of the LAN manager. The LAN management frame
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format and defined functional address are specified in the
IBM Token Ring Network Architecture (SC30~3374-02)
publication.

For managed hubs, the authorized address list (AAL)
controls which MAC addresses are allowed to connect to
specified ports. Each entry in the AALconsists of two fields:
port number and authorized address. The port number iden—
tifies a specific port on the hub; the authorized address field
specifies the address or addresses that are allowed to connect
to the port.

TheAALcan be built by the network administrator as part
of the configuration of the managed hub. his network
administrator identifies the addresses that are allowed to
connect to specific ports on the hub. After the initial
configuration, the AAL can be updated in several ways. The
network management station can add or delete entries in the
AAL by sending SNMP management frames. Since most
managed hubs provide a Telnet interface into the device to
change configuration parameters, a Telnet session could be
used to add or delete entries in the AAL. Also, since most
managed hubs provide for the attachment of a local console
over an R8232 serial port connection which can be used to
change configuration parameters, a local console session can
be used to add or delete entries in the AAL.

Altematively, the AAL can be built dynamically through
a learning process. Most managed hubs provide a mecha«
nism in the hardware to capture the addresses of the stations
that are attached to the ports of a hub. These learned
addresses can be provided to the network management
station as those stations authorized to access the hub. These

learned addresses are then used as the AAL for the managedhub.

The discovery phase is initiated by each managed hub in
the campus network. Its purpose is to determine the LAN
interconnect devices in the campus LAN that support the
LAN security feature. Each managed hub periodically trans-
mits a discovery frame (FIG. 5A) to the LAN security
feature group address. The managed hub then uses the
information in the response frame (FIG. SE) to build and
maintain a list of all of the devices that support the LAN
security feature. This list is referred to as the Interconnect
Device List (lCD). The addresses in this list are used in the
hub enable phase to correlate the reception of the filter set
frame (FIG. 5D) with entries in the list. The managed hubs
typically store these ICD lists in management information
base (MlB) tables where they can be retrieved, upon request,
from a network management station.

The discovery phase can also be used to provide an
integrity check on the ICD list of devices supporting the
LAN security feature. By periodically transmitting the dis—
covery frame (FIG. 5A) to the LAN security feature group
address, checks can then be made to ensure that all of the
devices are still in the ICU security list. If any discrepancies
are detected, e.g., if a station is removed from the list or
added to the list, then an SNMP trap is sent to the network
management station. This notification alerts the network
administrator that a potential security exposure exists in the
campus network..FIG. 6 illustrates the structure of the ICU
list along with the information stored in the list for each
discovered interconnect device. Other lists that are buflt and
maintained in the detection and prevention phases are theBreach List shown in FIG. 7 and the Intrusion List shown in

FIG. 8. Their use will be explained below in the descnptton
of the detection and preventiOn phases.

The detection phase operates at the managed hub level.
Each port on the managed hub can be configured to hold one
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or more MAC addresses of users that are authorized to
access the network. The managed hubs can be 10 or 100
Mbps Ethernet or token ring hubs. Current hub chipsets
provide the capability to determine the last source MAC
address that is seen on a port. When a station attempts to
connect to a network, either by inserting into the token ring
or by establishing a link state with an Ethernet hub, the last
source address seen on the port is compared to the autho—
rized list of MAC addresses that has been defined for this
port. If the address is authorized then normal network
operations occur. If the address is not authorized, then the
managed hub performs the following actions:

1. disables the port;
2. sends an SNMP trap frame to the network managementstation;
3. sends an alert frame to the functional address of the

LAN Manager (token ring); and
4. transmits a security breach detected frame (FIG. SC) to

the LAN security feature group address.
Additional variables in the SNMP trap provide informa-

tion about the point of intrusion: eg. the module id (in the
case of stackable hubs), the port number, the network
number (in cases where hubs have multiple backplanes), and
a time stamp (sysUthrne) of when the intrusion was
detected. SysUthme is an SNMP MlB variable that repre—
sents the time (units of 0.015) since the network manage—
ment portion of the system was last re-initialized.

Some managed hubs support multiple backplancs or net-
works. In this case, the security breach detected frame is
transmitted on all of the active backplanes/networks withinthe hub.

The well known group address needs to be defined and
reserved for LAN security functions. The security breach
detected frame (FIG. 5C) containing the MAC address of the
station that intruded into the network is sent to the LAN
security feature group address.

The prevention phase spans the network. Each intercon—
nect device in the campus network is configured to copy
frames addressed to the LAN security feature group address.
Upon a security intrusion, the network interconnect devices

copy the security breach detected frame (FIG. 5C) and
perform the following functions:

1. set filters based on the intruder’s MAC address.

2. trammit a security breach detected frame (FIG. SC) to
the LAN security feature group address.

3. send an SNMP trap frame to the network managementstation.

4. send an alert frame to the functional address ofthe LAN
manager (token ring).

5. transmit filter set frame (FIG. 5D) to the MAC address
of the hub that initiated the security breach process.

Setting filters by the network interconnect device prevents
intrusion attempts with this MAC address originating else-
where in the campus network from flowing through this
interconnect device. This protects an enterprise's data on
this segment of the network from any attacks via theintruder‘s MAC address.

The interconnect device extracts the intrusion identifier
information from the security breach detected frame. If this
is the first time the interconnect device has received a
security breach detected frame with this intrusion identifier,
the interconnect device adds this information to the Intrusion
List, then checks to ensure the filter has been set for the
intruding MAC address and resets, if required. The inter
connect device then transmits the security breach detected
frame on all ports except the port on which the securitybreach detected frame was received.
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Sending the trap frame indicates that the filter has been set
as a result of receiving the security breach detected frame.
Likewise, sending the alert frame indicates that the filter has
been set as a result of receiving the security breach detected
frame. . p

The hub enable phase operates at the network level. The
hub that initiates the security breach process receives the
filter set frames from the interconnect devices in the campus
network. The hub then waits to receive responses back from
all of the interconnect devices that were determined in the
discovery phase to be in the campus network. When all the
interconnect devices in the network have responded to the
hub with the filter Set frame, the hub then re-enables the port
for use and then sends a TRAP frame back to the network
management station indicating that all filters have been set
for the intruding MAC address. The network management
station can optionally forward this information to a network
management application such as IBM Corporation's
NetVieW/B90 product via an alert.

The security clear condition phase of this invention pro-
vides the capability for a network administrator to manually
override, if necessary, one of the filters that has been set in
the prevention phase. The network management station
could globally clear, i.e., remove a filter from all LAN
interconnect devices by transmitting the security clear con-
dition frame (FIG. SE) to the LAN security feature group
address The network management station could selectively
clear, i.e., remove a filter from a LAN interconnect device by
transmitting the security clear condition frame to the MAC
address of the specific LAN interconnect device.

FIGS. 9—15 are flow charts that illustrate the processing
that occurs in the managed hub and in the interconnect
devices during each phase of the invention. The code to
implement the discovery phase of this invention runs within
the managed hub and interconnect device as event driven
threads within the real time OS embedded system. The flows
in FIG. 9 depict the processing that occurs in the managed
hub to initiate each discovery phase. This task manages the
initialization and update of the Interconnect Device List and
timing of the next iteration of the discovery phase. The
following briefly describes each logic block in the figure.

Step 100: Entry to this task can be caused by a power on
and/or reset. This would be one of many tasks that would run
in response to this event.

Step 10]: There are two lists. a period, a window, and two
flags that are used by the managed hub in this invention. The
ICD (Interconnect Device) List contains information on the
devices found during the discovery phase. The Breach List
contains information on intrusions recognized by the hub
and in the prom of being secured. The period is the time
between discovery phases. The window is the time between
when a discovery phase is initiated and when an Intercon-
nect Device must respond before being assumed mecca—
sible due to network or device outage. One flag 15 an
indication that initialization has completed. The OHIO! flag '5
an indication that the security feature is enabled. The lists,
the period, the window and the enabled flag may be cleared
or loaded from persistent memory. The initialized flag IS set
to True. _

Step 102: Test for whether the security feature ts enabled-
Step 103: Each managed hub maintains a MIB val‘mblc

that is called SysUpTime. This is used as a time stamp for
sicurity feature frames.

Step 104: The discovery frame is built with the data field
containing the type of the frame—-Request. _

Step 105: The frame is sent to the LAN security feature
group address.
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Step 106: The discovery phase is initiated periodically as
an integrity check on the security feature coverage within
the network. The period is adjustable to reflect variable path
lengths or round‘trip—tirnes between a managed hub and
interconnect devices. The period can be set via SNMP. The
longer t he period, the less the integrity of the network
coverage. The shorter the period, the higher the traffic rate
required for the security feature.

Step 107: Set a pointer to the he ad of the list of ICD
(Interconnect Device) List items. The pointer may point to
an item or nothing if there are not items in the list. (The ICD
List is a list of the interconnect devices that responded in a
previous discovery phase). This part of the task is to update
the Interconnect Device List by updating items as appropriw
ate or deleting them as necessary.

Step 108: Does the pointer point to an item in the list or
does it point beyond the end of the list? ~

Step 109: Each 1CD List item has a time stamp from the
last discovery response frame received from the device.

Step 110: Is the time for the item in the ICD List later than
current time?

Step 11]: If yes, the managed hub has reset or rolled over
its SysUanne since the last response from the ICD. Set the
time in the ICD List item to current time.

Step 112: Is the difl'erence between the current time and
the last response time from the item greater than the dis-
covery window?

Step 113: Assume the device is inaccessible due to
network or device outage and purge the item from the ICD
List. Also. decrement the outstanding filter set count on all
the Breach List items.

Step 114: If there is a network management station (NMS)
that is receiving traps from the managed hub and the traps
are enabled, send a trap indicating that the interconnect
device is no longer accessible. If there is an LNM for 0512
station availablc and traps are enabled, send a trap to the
LNM for 08/2 station.

Step 115: Move the ICD List pointer to the next item or
to the end of the list if no more entries exist. This is for
stepping through the entire list of ICD items.

Step 116: End the task and return to the embedded systemOS.

Step 117: Enter this task due to a timer driven interrupt
(set in step 106).

The flows in FIG. 10 depict the processing that occurs in
the interconnect devices during each iteration ofthe discov~
ery phase. This task responds to the receipt of a discovery
request frame by sending a discovery response frame. The
following briefly describes each logic block in the figure.

Step 143: The task is initiated by the receipt of a discoveryrequest frame.

Step 144: Achcck is made for whether the security feature
is enabled. This determines if any additional processing isrequired.

Step 145'. The source MAC address and time stamp are
extracted for building the response.

Step 146: The discovery response frame is built using the
information from the discovery request frame that was justreceived.

h Step 147: The frame is sent to the orig’nating managedub.

Step 148: The task ends, returning control to the embed-ded os. '

The flows in FIG. 11 depict the processing that occurs in
the managed hub in resporse to the receipt of a discovery
response frame. This task maintains the state of this iteration
of the discovery phase. The following briefly describes eachlogic bIOCk in the figure.
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Step 130: The task is initiated in the managed hub by the
receipt of a discovery response frame.

Step 131: The interconnect device information is
extracted from the frame.

Step 132: The Interconnect Device List is searched for an
item with a MAC address matching the source address of the
discovery response frame.

Step 133: Has a match been found?
Step 134: If a match is found, update the last response

lime in the [CD List item with the time stamp that was
extracted from the discovery response frame.

Step 135; If there is no match, assume that the device is
not in the list because of either network/device outages or
the device has just started utilizing the security feature. It is
necessary to determine if the discovery window is still large
enough. The round-trip~time is calculated, and multiplied by
2 to derive a potential discovery-window. If this is larger
than the current discovery window, the discovery window
needs to be changed.

Step 136: Change the discovery window.
Step 137: Create a new Interconnect Device List item

using the source address from the discovery response frame,
the device description from the frame, and the time stampfrom the frame. Add it to the list.

Step 138: Optionally send a trap to the network manage-
menl station(s) and if this is a token ring, to the LAN
manager functional address.

Step 139: The task ends, returning control to the embed-ded OS.

The code to implement the detection phase of this inven—
tion runs as a separate task independent from the other tasks
in the managed hub. The flows in FIG. 12 depict the
processing that occurs during the dispatch of the detection
phase task. This task simply checks all the ports in the hub
to ensure that the station attached to the port has been
authorized to establish a connection on this port. The AAL
(Authorized Address List) defines which MAC addresses are
allowed to connect to specific ports on the hub. The follow-
ing briefly describes each logic block in the figure.

Step 200: This is the entry point for the detection phase
task. Processing starts at port number 1 in the hub and
continues until all of the ports in the hub have been pro-cessed.

Step 210: This step checks if a station is attached to the
port in the hub. If a station is attached, then an address exists
for the port. If an address is detected for the port (i.e., a
station is attached to the port), then processing continues
with step 220. if there is no address detected for this port
(i.e., no station is attached), then processing continues with
step 230.

Step 220: Acheck is made here to ensure that the address
that has been detected on this port is in the list of authorized
addresses. If the address detected on the port is authorized,
then continue processing at step 230. If the address detected
on the port is not in the authorized list, then processing
continues at step 250.

Step 230: A check is made here to see if all of the ports
in the hub have been processed. If all of the ports have been
processed, then processing resumes at step 200 with the
processing of port number 1. if this was not the last port and
there are more ports to process, then processing continues at
step 240. .

Step 240: In this step, the next port in the hub is set up to
be processed. Processing then continues at step 210. .

Step 250: In this step a check is made to see if the port IS
already disabled. If the port is already disabled, then the
port/network is already secure from intruders on this port. if
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the port is already disabled, then processing continues at step
230. If the port is enabled, processing then continues at step260.

Stop 260: In this step, the port is disabled. Processing then
continues at step 265.

Step 265: In this step, an entry is added to the Breach List
containing the following: MAC address that was detected as
the intmdcr, the module and port number where the intrusion
was detected, the time (sysUpTime) when the security
breach was detected, and the outstanding filter set count
which is set to the number of entries in the ICD list.
Processing then continues at step 270. ’

Step 270: In this step, the security breach detected frame
is transmitted on all netWOrk segments of the hub. The info
field of the security breach detected frame includes the
following: MAC Address of the intruder, module number,
port number, time stamp (sysUpTime), the device field
length initialized to 6 (bytes), the 6 byte MAC address ofthe
managed hub. Processing then continues at step 280.

Step 280: In this step, a trap frame is optionally sent to the
network management station. The trap frame includes the
following information:

(a) trap identifier x ‘02’;
This indicates that the managed hub detected in intrusion

on one of the hub ports.
(b) MAC addrm of the intruding device;
(c) module number of the detected intrusion;
(:1) port. number of the detected intrusion;
(e) time when the security breach was detected;
Processing then continues at step 290.
Step 290: In this step, a check is made to see if this

invention has been implemented in a token ring network.
The token ring architecture defines a special functional
address that is used by LAN management stations. Func-
tional addresses are only used in token ring environments. If
the invention is implemented in a token ring network,
processing then continues at step 295. If the invention is
implemented in a non~token ring network, processing then
continues at step 230.

Step 295: in this step, a frame is sent to the functional
address of the LAN manager with the information from step
280. Processing then continues at step 230.

FIG. 13 depicts the flows for the prevention phase of the
invention. The prevention phase is implemented in the
interconnect devices of the network. The following briefly
deseribe each logic block in the figure.

Step 300: The processing is initiated when the intercon—
nect device receives a frame from the network. The inter~
connect device copies the frame and saves the port number
that the frame was received on. Processing then continues at
step 302.

Step 302: In this step, the frame that wa s copied in step
300 is interrogated and a check is made to determine if the
destination address of the frame is equal to the LAN security
feature group address. if the received frame is addressed to
the LAN security feature group address, then processing
continues at step 306. Otherwise, the frame is of some other
type and the procesing continues with step 304.

Step 304: This step is encountered for all frame types
other than the LAN security feature. The normal frame
processing code of the interconnect device runs here.

Step 306: In this step, the intrusion identifier information
is copied from the frame. The intrusion identifier consists ofthe following information:

(a) MAC address of the intruder;
(b) module number;
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(c) port number;
((1) time stamp;
Procesing then continues at step 308.
Step 308: In this step, a check is made to determine if the

intrusion identifier is already in the Intrusion List of this
interconnect device. If yes, processing then continues at step
316. If no, processing then continues at step 312.

Step 312: In this step, the intrusion identifier information
is added to the Intrusion List. Processing then continues at
step 316.

Step 316: In this step, the current port of the interconnect
device is set to port number 1. Processing then continues at
step 313.

Step 318: In this step, a check is made to determine if the
intruding MAC address is already filtered on the current
port. If yes, processing then continues at step 322. If no,
processing then continues at step 320.

Step 320: In this step, a filter is set for the intruding MAC
address on the current port. Processing then continues at step322.

Step 322: In this step a check is made to determine if the
filter proceming has been applied to all of the ports in the
interconnect device. If all of the ports have been processed,
processing then continues at step 326. If there are more ports
to process, processing then continues at step 324.

Step 324: In this step, the current port is set to the next
port in the interconnect device. Processing then continues at
step 318.

Step 326: In this step, the security breach detected frame
is propagated throughout the network. The interconnect
device transmiLs the security breach detected frame on all
ports other than the port the original frame was received on.
(Reference step 300 where it is determined which port the
frame was received on). Before transmitting the security
breach detected frame, the ICD appends its MAC address to
the addresses field of the frame and increments the device
field length field of the frame by 6. This provides the audit
trail or the path information for the security breach detected
frame. Processing then continua at step 332.

Step 332: In this step, the interconnect device transmits
the filter set frame to the originator of the security breach
detected frame. The originator is determined by extracting
the source address from the frame that was copied in step
306. Processing then continues at step 334.

Step 334: In this step, a trap frame is sent to the network
management station. The trap frame includes the following
information:

(a) trap identifier x ‘03’;
This indicates that the interconnect device has completed

the processing of a received security breach detected frame.
(1)) MAC address of the intruding device;
(c) module number of the detected intrusion;
((1) port number of the detected intrusion;
(e) time when the security breach was detected;
(1) addresses field;
This is a variable length field that contains a list of all of

the devices that have processed the security breach detected
frame. This information provides to the network manage—
ment station the path that the security breach detected frame
followed throughout the network.

Processing then continues at step 336. ‘
Step 336: In this step, a check is made to see if this

invention has been implemented in a token ring network.
The token ring architecture defines a special functional
address that is used for LAN management stations. Func—
tional addresses are only used in token ring environments. 1f

20

15

20

14

the invention is implemented in a token ring network,
processing then continues at step 338. If the invention is
implemented in a non-token ring network, processing then
continues at step 340.

Step 338: In this step, a frame containing the same
information in the trap frame in step 334 is sent to the
functional address of the LAN manager. Processing then
continues at step 340.

Step 340: In this step, processing resumes again at step300.

The code to implement the hub enable phase of this
invention runs within the managed hub as event driven
threadswithin the real time 08 embedded system. The flows
in FIG. 14 depict the processing that occurs in the managed
hub in response to receipt of each filter set frame. The task
maintains the necessary lists of interconnect devices and
breaches to complete the hub enable phase for each breach.
The following briefly describes each logic block in the
figure.

Step 400: The task is initiated in the managed hub by the
receipt of a filter set frame.

Step 401: Get the source address of the frame for findingthe associated ICD List item.
Step 402: The Interconnect Device List is scanned for an

item with the same MAC address as the source address ofthe frame.

Step 403: Was a match found? If not, assume that the
interconnect device is no longer accessible.

Step 404: If a match is found, decrement the outstanding
breach response count in ICD List item by 1. This provides
an up—to—date count of outstanding responses for each ICD.
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Step 405: Extract intrusion identifier information from theframe.

Step 406: Scan the Breach List for an item with a
matching intrusion identifier.

Step 407: Match found?

Step 408: If a match is found, decrement the outstanding
filter set count by 1 in the matching Breach List item.

Step 409: Have all interconnect devices responded? Areall filters set?

Step 410: Since the intruder is now being filtered and has
been removed from the network, remove the Breach Listitem.

Step 411: If there is a listening network management
station(s), send a trap. If this is a token ring, send an alert to
the LAN manager functional address.

Step 412: Optionally reenable the port. This is a policy
decision. It may also reflect the likelihood of the intruder
still attempting to intrude via this same port.

Step 413: End the task and return control to the embeddedOS.

The code to implement the security clear condition phase
of this invention runs within the interconnect devices as
event driven threads within the real time OS embedded
system: The flows in FIG. 15 define the processing that
occurs in the interconnect devices in response to receipt of
each security clear condition frame. The task updates the
Intruder List of breaches and completes the security clear
condition phase for each breach. The following briefly
describes cad: logic block in the figure.

Step 500: The task is initiated in the interconnect device
by the receipt of a security clear condition frame from anetwork management station.

Step 501: Extract the intruder MAC address from the
security clear condition frame.

Step 502: Search the Intrusion List for a matching MACaddress.
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Step 503: Is there a match?
Step 504: If there is a match, remove the item from the

Intrusion List.

Step 505: Remove filter for the intruding MAC address.
Step 506: End the task and return control to the embedded

OS.

Two examples are given below to illustrate the actions
that are performed by the managed hub and interconnect
devices in an implementation of this invention in an opera-
tional campus environment. Referring again to FIG. I, there
is depicted a workstation 28, attached to an Ethernet hub 24,
that is attempting to gain unauthorized access to a file server
30 that is located on a token ring segmenL The security
intrusion is detected by the managed Ethernet hub 24, since
the MAC address of the workstation 28 is not authorized for
this port in the hub. The managed hub 24 then disables the
por1 and transmits the security breach detected frame to the
LAN interconnect device 14 on this segment, which, in turn,
forwards the security breach detected frame to LAN inter-
connect devices 12, 16 that are attached to subnet 3 and
subnet 4, respectively. LAN interconnect device 12, in turn,
forwards the security breach detected frame to LAN inter-
connect device 18. The LAN interconnect devices 12, 14,
16, 18 set filters on all ports in the device to prevent frames
with the intruding MAC address from flowing through theinterconnect device.

More specifically, the managed hub 24 disables the port
and transmits the security breach detected frame to router
14. The managed hub 24 also sends a trap frame to the
management station 26. Router 14 applies the intruder’s
MAC address as a filter on all of its ports and forwards the
security breach detected frame on all of its ports, except the
port the security breach detected frame was received on.
Router 14 then sends a trap to the network management
station 26 and sends a filter set frame back to the managed
hub 24. Router 12 and the token ring switch 16 also receive
the security breach detected frame and perform the same
processing operations as defined above for router 14. The
bridge 18 receives the security breach detected frame and
performs the same processing operations as done by router
14. The managed hub 24 now correlates all of the received
filter set frames with the interconnect devices 12, 14, 16, 18
that were discovered via the discovery requesh’response
framm and reenables the port. The managed hub 24 then
sends a trap to the management station 26 to indicate that the
intruder’s port has been reenabled. V

As a practical example of the implementation of this
invention in a campus LAN environment, FIG. 16 depicts a
university setting in which there is a managed hub on each
floor of the buildings in a campus network. The network
infrastructure consists of a pair ofEthernet switches attached
to a campus backbone. Each Ethernet switch is also attached
to a plurality of Ethernet managed hubs (one on each floor
in each building). The figure shows a student dormitory that
is attached to the same network that runs the university
administration applications. There are obvious security con-
cerns about students accessing the proprietary administra~
live information (i.e., grades, transcripts, payroll, accounts
receivable/payable, etc.).

An intruder trying to access the network via one of the
managed hub ports in the dormitory is Slapped at the port of
entry to the network and further access to the campus
network is prevented by having the intruder’s MAC address
filtered on all LAN interconnect devices. The symbols
containing a “B" in FIG. 16 indicate the points in the campus
network where frames with the intruding MAC addrCSS are
blocked from access to LAN segments by the setting of
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filters. The data flows corresponding to the example are
shown in FIG. 17 and are self-explanatory.

For simplicity, this invention has used the term managed
hub to refer to traditional token ring and Ethernet port
concentration devices (e.g., IBM 8738, IBM 8224, IBM
8225. IBM 8250, IBM 8260). In reality, the functions of the
managed hub can be extended to LAN switches (both token
ring and Ethernet) where dedicated stations could be
attached directly to the switch port. LAN switches would
have to add the functionality of authorizing a set of MAC
addresses that could attach to a switch port and detecting any
unauthorized acc55e5 to the switch port.

To describe the key aspects of this LAN security
invention, it was easiest to illustrate with an implementation
using managed hubs. In reality, many large enterprises use
a combination of both managed hubs and unmanaged hubs
throughout their networks. This invention is readily extend»
ible and the security detection mechanism can easily be
integrated into the function of a LAN bridge. The bridge
would keep the list of authorized addresses for a given LAN
segment where access to the LAN is via low cost unmanaged
concentrators. The bridge would then detect any new
addresses on the LAN segment and compare the addresses
against the authorized list. If an unauthorized address was
detected, the bridge would then set up filters for the intrud—
ing MAC addres, and transmit the security breach detected
frame to the other interconnect devices attached to the
campus network. In this case, the intruder would be isolated
to the LAN segment where the intrusion was first detected.
This example shows that the composite function of the
managed hub could be integrated into a LAN bridge and the
bridge could control the security access for a large segment
consisting of unmanaged concentrators.

Another special use of this invention involves the tasks of
a network administrator. A key dayoto—day task for most
network administrators falls into the category of moves,
adds, and changes to network configuration. In this
invention, the network management station has complete
awareness of all of the authorized users throughout the
campus network. In the event that a security breach is
detected, in the special case where an authorized user is
trying to gain access through an unauthorized port, the
network management station could detect this situation and
automatically take the appropriate actions (i.e., remove
filters from the interconnect devices since this is an autho-
rlzed user). This type of action would amist administrators
that work in dynamic environments where there are frequent
moves, adds and changes.

The preferred embodiment of the invention has relied
upon the detection of unauthorized MAC addresses by the
managed hub. It can easily be modified to apply to the
network layer (layer 3) or higher layers, in the Open System
Interconnection (OSI) protocol stack and work With such
well known network protocols as TCPIIP, IPX, HTTP,
AppleTalk, DECnet and NETBIOS among others.

Currently, many LAN switches have custom application
specific integrated circuits (ASle) that are designed to
detect or recognize frame patterns in hardware. These LAN
swrtches use this frame type recognition capability primarily
for'frame forwarding based on the IP address and for placing
swrtch ports in a virtual LAN (VLAN). In order to provide
55‘3"“? Pmledlofl at the network layer, it will be clear to
one skilled in the art that the authorized address list (AAL)
described herein can be extended to include IP addresses.
T113 Wmodifie‘i AAL. cottpled with the LAN switch capa-
bility l? dale“ IP addresses in a frame will enable imple-
mentation of the detection and prevention phases [0 support
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IP addresses. In the detection phase, the ASIC-based LAN
switch can be used to obtain the IP addrss that is connected
to a port. The detected 1? address would then be compared
to the authorized 1? addresses in theAAL. If an unauthorized
IP address is detected, the invention works as previously
described with the disabling of the port and the transmission
of the security breach detected frame. In the prevention
phase, the interconnect devices are notified of intruding 1P
addresses and then apply filters for the intmding IP address.

The present invention can also be modified to operate at
the application layer (layer 7) of the OSI protocol stack.
Currently, several commercially available LAN switches,
such as the model 8273 and model 8274 LAN switches
available from lBM Corporation, provide a capability for a
user—defined policy for creating a VLAN. This user-defined
policy enables one to specify an offset into a frame and a
value (pattern) to be used to identify the frame. Once the
user—defined policy has been defined, the switch ASIC

’ detects all frames matching the specified pattern and places
them into a specific VLAN. Since the custom ASlC recog-
nizes the user-defined pattern, it can be programmed to
recognize portions of a frame that identify a specific appliv
cation. This application pattern can then be used as the
detection criteria in the invention and thus provide applica—
tion layer security.

The present invention can be modified further to provide
additional security by encryption of the data fields in the
frames that are used to implement the inventive concepts
described above. One of the most widely known and rec-
ognized encryption algorithms is the Data Encryption Stane
dard (DES). The implementation of DES or other encryption
algorithm to encrypt the data fields of frames described in
this invention can ensure the privacy and integrity of the
communication between managed hubs, interconnect
devices and network management stations. Security proto»
cols such as Secure Sockets Layer (SSL) utilizing public key
encryption techniques are becoming standardized and can be
used to further enhance the invention described herein.

While the invention has been particularly shown and
described with reference to the particular embodiments
thereof, it will be understood by those skilled in the art that
various changes in form and detail may be made therein
without departing from the spirit and scope of the invention.

Having thus described our invention, what we claim and
desire to secure as Letters Patent is as follows

1. A method for providing security against intrusion in a
managed device of a computer network having at least one
interconnect device, said method comprising the steps of:

discovering each of said interconnect devices that is
enabled to provide network security;

detecting an unauthorized address on a first port of said
managed device and disabling said first port;

notifying each of said securitywnabled interconnect
devices that the unauthorized address has been detected
on said first port; and

reenabling said first port after each of said security-
enabled interconnect devices has notified said managed
device that a filter has been set to prevent frames with
the unauthorized address from flouting through said
each security—enabled interconnect device.

2. The method for providing security against intrusion of
claim 1 wherein said managed device is a managed bub.

3. The method for providing security against intrusion of
claim 1 wherein said managed device is a switch.

4. The method forrproviding security against intrusion of
claim 1 wherein said computer network includes a local areanetwork.
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5. The method for providing security against intrusion of
claim 1 further comprising the steps of building and main~
taining an authorized address list of addresses that are
allowed to connect to each port in said managed device.

6. The method for providing security against intrusion of
claim 5 wherein each entry in said authorized address list
includes a port number and an authorized address.

7. The method for providing security against intrusion of
claim 1 wherein said discovering step includes the steps of:

transmitting a discovery request frame, said discovery
request frame having a security feature group address;

receiving a discovery response frame from each of said
security-enabled interconnect devices;

building and maintaining an interconnect device list of
said security-enabled interconnect devices that trans.
mitted said discovery response frame back to said
managed device.

8. The method for providing security against intrusion of
claim 7 wherein each entry in said interconnect device list
includes an address of the security-enabled interconnect
device that sent the discovery response frame and a time
stamp extracted from said discovery response frame.

9. The method for providing security against intrusion of
claim 6 wherein said detecting step includes the steps of:

comparing, for each port, a source address of a station
attempting to connect to said port with the authorized
address list of addresses for said port and determining
whether said source address is on said authorized
address list. ~

10. The method for providing security against intntsion of
claim 7 wherein following said disabling step said methodfurther includes:

sending a trap frame to a network management station
indicating that an intrusion has been detected on said
first port; and

transmitting a security breach detected frame having said
security feature group address to said security—enabled
interconnect devices that have entries in said intercon—
nect device list.

11. The method for providing security against intrusion of
claim 10 wherein said security breach detected frame
includes a source address of an unauthoriud station, the port
number at Which the intrusion occurred, and a time stamp
representing the time at which the unauthorized station wasdetected.

12. The method for providing security against intrusion of
claim 11 wherein each of said security-enabled interconnect
devices transmits a filter set frame to said managed device
that includes the address of said each securityvenabled
interconnect device sending said filter set frame, the source
address of said unauthorized station, the port number at
which the intnision occurred, and a time stamp representing
the time at which the unauthorized station was detected.

13. The method for providing security against intrusion of
claim 1 wherein following said reenabling step said man-
aged deVice SCDdS a trap frame to a network management
station indicating that said filtering step has been completed.

14. An apparatus for providing security against intrusion
in a managed device of a computer network having at least
one interconnect device, said apparatus comprising:

means for discovering each of said interconnect devices
that )5 enabled to provide network security;

means for detecting an unauthorized address on a first port
of Said managed devtce and means for disabling saidfirst port;

means for notifying each of said security~enabled inter-
conDOCt deViDe§ that the unauthorized address has been
detected on said first pen; and
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means for reenabling said first port after each of said
security~enabled interconnect devices has notified said
managed device that a filter has been set to prevent
frames having the unauthorized address from flowing
through said each security~enabled interconnect device,

15. The apparatus for providing security against intrusion
of claim 14 wherein said managed device is a managed hub.

16. The apparatus for providing security against intmsion
of claim 14 wherein said managed device is a switch.

17. The apparatus for providing security against intrusion
of claim 14 further Comprising means for building and
maintaining an authorized address list of addresses that are
allowed to connect to each port in said managed device.

18. The apparatus for providing security against intrusion
ofclaim 17 wherein each entry in said authorized address list
includes a port number and an authorized address.

19. The apparatus for providing security against immsion
of claim 14 wherein said means for discovering includes:

means for transmitting a discovery request frame, said
discovery request frame having a security feature group
address;

means for receiving a discovery response frame from each
of said security-enabled interconnect devices;

means for building and maintaining an interconnect
device list of said security~enabled interconnect
devices that transmitted said discovery response frame
back to said managed device.

20. The apparatus for providing security against intrusion
of claim 19 wherein each entry in said interconnect device
list includes an address of the security—enabled interconnect
device that sent the discovery response frame and a time
stamp extracted from said discovery response frame.

21. The apparatus for providing security against intrusion
of claim 18 wherein said means for detecting includes:

means for comparing, for each port, a source address of a
station attempting to connect to said port with the
authorized address list of addresses for said port and
means for determining whether said source address is
on said authorized address list.

22. The apparatus for providing security against intrusion
of claim 19 further including:

means for sending a trap frame to a network management
station indicating that an intrusion has been detected on
said first port; and

means for transmitting a security breach detected frame
having said security feature group address to said
security~enabled interconnect devices that have entries
in said interconnect device list. '

23. The apparatus for providing security against intrusion
of claim 22 wherein said security breach detected frame
includes a source address of an unauthorized station, the port
number at which the intrusion occurred, and a time stamp
representing the time at which the unauthorized station was
detected.

24. The apparatus for providing security against intrusion
of claim 23 wherein each of said security—enabled intercon-
nect devices transmits a filter set frame to said managed
device that includes the address of said each security—
enabled interconnect device sending said filter set frame, the
source address of said unauthorized station, the port number
at which the intrusion occurred, and a time stamp represent—
ing the time at which the unauthorized station was detected.

25. The apparatus for providing security against intrusion
of claim 14 wherein said managed device further comprises
means for sending a trap frame to a network management
station indicating that said filter has been set at each of said
security—enabled interconnect devices.
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26. Amethod for providing security against intrusion in a
managed hub of a computer network having at least one
interconnect device, said method comprising the steps of:

building and maintaining an authorized address list of
addresses that are allowed to connect to each port;

discovering each interconnect device that is enabled to
provide network security;

detecting an unauthorized address on a first port and
disabling said first port;

notifying each security—enabled interconnect device that
the unauthorized address has been detected on said first
port; and

reenabling said first port after each security-enabled inter-
connect device has notified said managed hub that a
filter has been set to prevent frames with the unautho—
rized address from flowing through each security-enabled interconnect device.

27. The method for providing security against intrusion of
claim 26 wherein said discovering step includes the steps of:

transmitting a discovery request frame, said discovary
request frame having a security feature group address;

receiving a discovery response frame from each security-
enabled interconnect deVice;

building and maintaining an interconnect device list of
each security—enabled interconnect device that trans-
mitted said discovery response frame back to said
managed hub.

28. The method for providing security against intrusion of
claim 27 wherein said detecting step includes the steps of:

comparing, for each port, a source address of a station
attempting to connect to said port with an authorized
address list of addresses for said port and determining
whether said source address is on said authorized
address list.

29. The method for providing security against in lrusion of
claim 27 wherein following said disabling step said methodfirrther includes:

sending a trap frame to a network management station
indicating that an intrusion has been detected on said
first port; and

transmitting a security breach detected frame having said
security feature group address to each security-enabled
interconnect device that has an entry in said intercon-
nect device list. .

30. The method for providing security against intrusion of
claim 26 wherein following said rcenabling step said man-
aged hub sends a trap frame to a network management
station indicating that said filtering step has been completed.

31. An apparatus for providing security against intrusion
in a managed hub of a computer network having at least one
interconnect device, said apparatus comprising:

means for building and maintaining an authorized address
list of addresses that are allowed to connect to eachport;

means for discovering each interconnect device that is
enabled to provide network security;

means for detecting an unauthorized address on a first port
and means for disabling said first port;

means for notifying each security—enabled interconnect
device that the unauthorized address has been detected
on said first port; and

means for reenabling said first port after each SCCurity—
enabled interconnect device has notified said managed
hub that a filter has been set to prevent frames with the
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unauthorized address from flowing through each
security-enabled interconnect device.

32. The apparatus for providing security against intrusion
of claim 31 wherein said means for discovering includes:

means for transmitting a discovery request frame, said
discovery request frame having a security feature group
address;

means for receiving a discovery response frame from each
security—enabled interconnect device;

means for building and maintaining an interconnect
device list of each security-enabled interconnect device
that transmitted said discovery response frame back to
said managed hub. ‘

33. The apparatus for providing security against intrusion
of claim 32 wherein said means for detecting includes:

means for comparing, for each port, a source address of a
station attempting to connect to said port with an
authorized address list of addresses for said port and

22

means for determining whether said source address is
on said authorized address list.

34. The apparatus for providing security against intrusion
of claim 32 further including:

means for sending a trap frame to a network management
station indicating that an intrusion has been detected on
said first port; and

means for transmitting a security breach detected frame
having said security feature group address to each
security-enabled interconnect device that has an entry
in said interconnect device list.

35. The apparatus for providing security against intrusion
of claim 31 wherein said managed hub further comprises

15 means for sending a trap frame to a network management
station indicating that said filter has been set at each
security-enabled interconnect device,

anti-*5.-
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[57] ABSTRACT

A system and method is disclosed for detecting security
vulnerabilities in a computer network. The system includes
an IP spoofing attack detector, a stealth port service map
generator, a source port verifier, source routing verifier, an
RPC service detector and a Socks configuration verifier.
Each of these verifiers may be operated separately or as a
group to detect security vulnerabilities on a network. Each
verifier may be programmed to exhaustively test all ports of
all computers on a network to detect susceptibility to IP
spoofing attacks, access to services with little or no autho—
rization checks or misconfigured routers or Socks servers.
The detected vulnerabilities or the location of services
having little or no authorization checks may be stored in a
table for reference by a network administrator. The service
map generated by the stealth service map generator may be
used to identify all service ports on a network to facilitate the
operation of the other verifiers which send service command
messages to service ports to detect their accessibility. A
graphic user interface (GUI) may be used to provide input
and control by a user to the security verifiers and to present
options and display information to the user.
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METHOD AND APPARATUS FOR
DETECTING AND IDENTIFYING SECURITY
VULNERABILITIES IN AN OPEN NETWORK

COMPUTER COMMUNICATION SYSTEM

FIELD OF THE INVEN'HON

This invention relates to network communications for
computers, and, more particularly, to computer communi-
cations over open networks.

BACKGROUND OF THE INVENTION

Many business and scientific organizations in the United
States which use more than one computer in their operations
couple the computers together through a network. The
network permits the computers to be islands of processing
which may share resources or data through communication
over the network. The data which may be communicated
over the network may take the form of programs developed
on a user’s computer, data files created on a user’s computer,
electronic mail messages and other data messages and files
which may be generated or modified by a user at a user’s
computer. Typically, the user's computer includes an oper’
ating system for controlling the resources of the user’s
computer, including its central processing unit (“CPU"),
memory (both volatile and non-Volatile memory) and com—
puter peripherals such as printers modems and other known
computer peripheral devices. The user typically executes
application programs and system services to generate data
files or programs.

Most computers are coupled to a network through a
network communication printed circuit card which is typi-
cally resident within each computer system. This commu’
nication card typically includes procsscrs, programs and
memory to provide the electricfl signals for transmission of
data and implement the protocol which standardizes the
messages transmitted through a network. To communicate
data from a user's application program or operating system
service, a protocol stack is typically implemented between
the communication card for the network and the operating
system services and application programs.

The typical protocol stack used on most open networks is
a Transport Control Protocol/Internet Protocol ("TCP/IF").
This protocol stack includes a transport layer which divides
a data stream from an application program or service into
segments and which adds a header with a sequence number
for each segmenL The TCP segments generated by the
transport layer are paged to the Internet Protocol (“1?”)
layer. The IP layer creates a packet having a packet header
and a data portion. The data portion contains the TCP
segment and the packet header contains a source address
identifying the computer sending a message and a destina-
tion address identifying the computer for which the message
is intended. The IP layer also determines the physical
address of the destination computer or an intermediate
computer, in some cases, which is intended to receive the

transmitted message. The packet and the physical addreses
are passed to a datalink layer. The datalink layer typically is
part of the program implemented by a processor on the
communication card and it encapsulates the packet from the
[Player in a datalink frame which is then transmitted by the
hardware of the communication card. This datalink frame is
typically called a packet. For purposes of this SPCCifiCallOfla
the word “message" includes the data entities packet and
datalink frame.

At the destination computer, the communication card
implements the electrical specification of a hardware com-
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munication standard, such as Ethernet, and captures a data
message from a source computer. The datalink layer at the
destination computer discards the datalink header and passes
the encapsulated packet to the IP layer at the destination
computer. The IP layer at the destination computer verifies
that the packet was properly transmitted, usually by verify-
ing a checksum for the packet. The IP layer then passes the
encapsulated TCP segment to the transport layer at the
destination computer. The transport layer verifies the check-
sum of the TCP message segment and the sequence number
for the TCP packet. If the checksum and TCP sequence
number are correct, data from the segment is passed to an
application program or service at the destination computer.

Segregation of communication functions in the various
layers of the protocol stack and the segregation of the
protocol stack from the communication card and application
programs, modularizes the functions required to implement
communication over a computer network. This modulariza-
tion of funch’ons simplifies computer communication opera-
tion and maintenance. It also does not require a user to have
knowledge of how the protocol stack and communication
card communicate in order to send data messages to other
computers over the network.

All of the computers coupled to a network may have
approximately the same resources available at each
machine. The type of network is sometimes called a peer to
peer network. Another type of network environment is one
in which one computer controls shared databases and other
computer resources with other computers over the network.
The computer controlling access to the shared resources is
typically called a server and the computers utilizing theshared resources are called clients.

In both the client/server and peer to peer environments, a
server or computer may be used as a gateway to other
networks or computers, Another device which a message
may encountered as it moves along a network is a router. A
router examines destination addresses of messages it
receives and routes them in an efficient manner to the
specified destination computer. For example, a sewer on a
first network may be coupled to a router which is coupled to
a plurality of servers including a server on a second network
and a sewer for a third network. In this type of environment,
the computer on the first network may communicate with a
computer on the third network by generating data memages
which have the destination address for a computer on the
third network. The message circulates through the first
network and is eventually provided to the server of the first
network. The sewer of the first network then passes the
message to the router which determines that the message is
addressed for the third network. Accordingly, it sends the
memage to the server of the third network. The communi‘
cation facilities at the sewer for the third network recognize
the destination address as existing on the third network and
pass the message to a computer on the third network where
it eventually would be passed to the destination computer.

While this type of communication effectively and efli~
ciently couples all of the computers from all of the networks
together without requiring a message to pass through each
computer on the network, a message typically passes
through a number of computers, routers, servers or gateways
prior to reaching the destination computer. As a result, the
data messages from one computer to another computer may
be intercepted and data obtained from the mmsage as the
message is passed on to another computer. The type of
network wherein this type of accessible communication is
provided is typically called an open network. One of the
more popularly known open networks is the lntemet where
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literally millions of servers and computers are coupled
through a TCP/IP communication protocol.

While the open network architecture of the Internet per-
mits a user on a network to have access to information on
many diiferent computers, it also provides am to mes.
sages generated by a user’s computer and to the resources of
the user’s computer: In fact, there are persons who attempt
to use knowledge regarding the operations of the protocol
stack and operating systems in an effort to gain access to
computers without authorization. These persons are typi—
cally called “hackers”. Hackers present a significant security
risk to any computer coupled to a network where a user for
one computer may attempt to gain unauthorized access to
resources on another computer of the network. For example,
an employee may attempt to gain access to private and
confidential employee records on a computer used by the
human resources depamnent of an employer.

In an efi‘ort to control access to a network and, hence, limit
unauthorized access to computer resources available on that
network, a number of computer communication security
devices and techniques have been developed. One type of
device which is used to control the transfer of data is
typitu called a “firewall". Firewalls are routers which use
a set of rules to determine whether a data message should be
permitted to pass into or out of a networkbefore determining
an efiicient route for the message if the rules permit further
transmission of the message. In this specification the term
“routers" includes firewalls and routers.

In the TCP/IP protocol, a communication connection is
established through a three handshake open network proto-
col. The first handshake or data message is from a source
computer and is typically called a “synchronization" or
“sync" message. In response to a sync message, the desti-
nation computer transmits a synchronization-
acknowledgment (“sync«ack") message. The source com-
puter then transmits an acknowledgment (“ack”) mesageand a communication connection betwoen the source and
destination computer is established. To limit access to com—
puters on a network, routers may be provided as a gateway
to the network and programmed to detect and block sync
messages being transmitted from a computer external to the
network to a destination computer on the network. That is,
computers on the network may send out sync messages
through the router to initiate communication with other
computers, but computers outside the router and its network
cannot send sync messages through the router to initiate
communication with computers on the network. In this way,
a hacker cannot attempt to initiate communication with a
computer on the network.

Hackers, however, have developed other ways which may
be helpful in bypassing the screening function of a router.
For example, one computer, such as a server on the network,
may be permitted to receive sync messages fi‘om a computer
outside the network. In an effort to get a message to another
computer on a network, a hacker may attempt to use source
routing to send a message from the server to another
computer on the network. Source routing is a technique by
which a source computer may specify an intermediate
computer on the path for a message to be transmitted to a
destination computer. In this way, the hacker may be able to
establish a communication connection with a server through
a router and thereafter send a masage to another computer
on the network by specifying the server as an intermediate
computer for the message to the other computer.

In an effort to prevent source routing techniques from
being used by hadrers, some routers may be configured to
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intercept and discard all source routed messages to a net‘
Work. For a router configured with source routing blocking,
the router may have a set of rules for inbound messages, a
set of mles for outbound messages and a set of rules for
source routing messages When a message which originated
from outside the network is received by such a router, the
router determines if it is a source routed message. If it is, the
router blocks the message if the source routing blocking rule
is activated. If blocking is not activated, it allows the source
routed message through to the network. If the message is not
a source routed message, the router evaluates the parameters
of the message in view of the rules for receiving memages
from sources external to the network. One such rule is the
external sync mesage filter discussed above. Other rules
may also be implemented in such a router. However, a router
vulnerability exists where the rules used by the router are
only compared to messages that are not source routed and
the source routed blocking rule is not activated. In this
situation, the router permits source routed messages through
without comparing them to the filtering rules. In such a case,
a computer external of the network may be able to bypass
the external sync message filter and establish a communi-
cation connection with a computer on the network by using
source routed messages.

What is needed is a system and method for verifying that
the source routing blocking feature of a router has beenactivated.

Networks may also be coupled to external computers
through a specialized communication filter typically known
as a “Socks” proxy server. A Socks proxy server is inter—
posed between a network and external computers. For an
external computer to establish communication with a com-
puter on a network coupled to a Socks server, the external
computer first establishes a communication connection with
the Socks server and the Socks server establishes a com-

munication connection with the destination computer.
Thereafter, the Socks server relays messages between the
external computer and a computer on the network only if
they comply with the filter rules configured for the Socks
server. Typically, Socks servers are used to interface e-mail,
File Transfer Protocol (“FTP") and Telnet communication
services between computers on a network and computers
external of the network and to block access to most other
ports on a network. The interrogation and evaluation of
messages through a Socks server is dependent upon the
network administrator for proper configuration. Known
methods for verifying the configuration of the Socks server
is to view theconfiguralion files of the Socks server to verify
the rules are properly set. However, this method does not
ascertain the rules actually being implemented by the Socksserver.

What is needed is a method and system for determining
the rules being implemented by a Socks server without
reviewing the configuration files for a Socks server.

Another entry port for hackers are commonly known
services which provide information to external users without
requiring authorization checks such as passwords. Most
implementations of the UNIX operating system, for
example, include Remote Procedure Call (RPC) services
which may not be protected by authorization checks. The
ports on which RPC services are located may be determined
by querying a UNIX operating system service known as
“Ponmapper”. In an effort to obtain knowledge mguding
accessrhle services on a computer, a hacker may make an
inquiry of the portmapper service at its port in order to
obtain information regarding the RFC services available for
entry on the computer.A]though the portmapper service may
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be reconfigured to include an authorization check that still
does not provide an authorization check for the RFC ser-
vices themselves.

What is needed is a system and method for detecting and
reporting to a network administrator those parts which are
coupled to RPC services which have little or no authoriza-
tion checks.

As discussed above, the transpon layer of the protocol
stack provides a sequence number for each data segment to
be transmitted. In the TCP/fl1 protocol, the sequence number
is called a TCP sequence number which is placed in the TCP
header gene rated by the transport layer. The sequence num-
ber for the data segment is typically incremented at prea
defined time units, for example, each second, and for each
communication connection or attempted communication
connection. For example, in attempting to establish com-
munication with another computer on a TCP/[P network, the
source computer generates a sync message with a TCP
sequence number. The destination computer responds with a
sync/ack message where the ack value in the message is the
sequence number from the received sync message and the
sequence number for the destination computer is a number
generated by the destination computer. This sequence num-
ber typically has the value of the last TCP sequence number
generated by the destination computer plus the addition of a
preferred ofi'set value for each predefined time unit and
communication connection that has occurred since the last
TCP sequence number was generated. The ack message
from the source computer to the destination computer which
completes the communication connection must include the
TCP sequence number received from the destination com—
puter in the sync/ack message

One known way which hackers attempt to access a
computer on a network is to emulate the communication of
messages from another computer on the network. A hacker
emulates another computer on the network by first blocking
a communication port on the computer being emulated by
repeatedly sending sync messages to a port on the computer.
This causes the communication program for the port to fill
its communication bufl'er with half-open communication
connections. When the bufi'er is full, no more sync messages
are accepted until the oldest attempted half-open communi—
cation connection times out. Typically, the time out period is
ten minutes or longer. In order to obtain a sequence number,
the hacker’s computer sends a number of sync messages to
the computer which is the target of the attack which
responds with a plurality of sync/ack messages containing
TCP sequence numbers to the hacker’s computer. The TCP
sequence numbers from the sync/ack messages may be
compared to statistically determine the ofl'set used by the
target computer to generate TCP sequence numbers. The
hacker then uses the emulated computer’s blocked port
address as the source computer address for a sync message
originated by the hacker’s computer. In response, the target
computer replies with a sync/ack message which is
addressed to the blocked computer port of the emulated
computer. Thus, the hacker’s computer does not receive the
sync/ack message with the TCP sequence number required
for a proper response. However, the hacker’s computer then
sends an ack message with the next computed sequence
number derived from bombarding the target computer with
sync messages. If the sequence number has been correctly
computed so that it matches the sequence number in the
sync/ack message sent by the target computer to the blocked
computer port. a communication connection is established
and the hacker is able to transmit a command to the service
on the port of the target computer through which commu-
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nication has been established. In a UNIX system, a hacker
normally attacks the ports coupled to the rsh and rlogin
services since the authorization check for these services is
usually the source address. If the hacker is able to success-
fully emulate a computer on the network having an address
authorized for the service on the target computer port, the
command is executed by the service. The service command
typically provided to the port of the target computer disrupts
the target computer’s operation so the hacker’s computer has
unencumbered access to the target computer’s resources.
These types of attacks which use predicted TCP sequence
numbers are typically known as IP spoofing attacks.

Although the protocol stack for each computer uses
different ofl'set values to generate the initial TCP sequence
number for establishing communication links, some
machines generate initial sequence numbers which are more
easily predicted than others. What is needed is a way of
detecting which computers on a network are susceptible to
attacks using predicted TCP sequence numbers.

SUMMARY OF THE INVENTION

The abovevnoted vulnerabilities of a computer network
may be automatically detected by a computer program
which implements the system and method of the present
invention. One embodiment of the present invention
includes an lntemet protocol (“IP") spoofing attack genera-
tor for generating an IP spoofing attack directed to a target
computer and a service command message generator for
sending a command to be executed by a service coupled to
a port on the target computer so that in response to the target
computer being compromised by the IP spoofing attack the
target computer generates a compromise indicator without
altering or destroying the target computer’s services and/or
operations. Preferably, the target computer response is an
electronic mail message or a Telnet initiation message.
Preferably, the IP spoofing attack is directed against a port
coupled to the rsh or rloy‘n services. Preferably, the embodi-
ment includes a source/destination address generator which
generates source and destination addresses for messages
corresponding to an open network protocol. The destination
addresses correspond to the target computer and the source
addresses correspond to the emulated computer in the 1P
Spoofing attack. "the source/destination address generator
generates the address for each computer on a network so that
an IP spoofing attack Erom every computer on the network
is directed against each of the other computers on the
network. In this manner, those computers on the network
which are most susceptible to an IP spoofing attack may be
detected and modification of the TCP sequence number
generator in the protocol stack may be adjusted to make an
IP spoofing attack 16:. likely to succeed.

Another embodiment of the present invention for detect-
ing security vulnerabilities in the configuration mles of a
router includes a communication message generator for
generating and sending communication messages to come
puters coupled through an open network to a router and a
response memage detector for detecting responses from
computers on the network generated in response to the
communication messages. This embodiment of the present
invention detects the vulnerability of the router to pass
communication messagm to computers on the network.
Depending on the type of communication or service com-
mand message. to which a computer responds, the inventive
system may determine rules not implemented by a router. In
one preferred embodiman the communication massage
generator includes a Socks configuration verifier which
establishes a communication connection with a Socks server
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and attempts to send service command messages for difier»
ent services with source addresses for computers on the
network. The responses of the destination computer are
examined to determine the types of messages which the
Socks server passes to computers on the network from
computers external to the network. This system may be used
to verify the rules actually implemented by a Socks sewer.

In another embodiment, the communication message gen—
crator includes a source porting verifier which sets the
source port address in a header for a generated communi-
cation message to a predetermined value to see if the router
passes externally generated messages having the specified
source port address to the nehavork.,Preferably, the prede~
termined value is the default source port identifier for a
service having a known required predetermined source port
address such as an FTP service. In this manner, the system
of the present invention detects whether a computer external
.of the network can establish a communication connection
with a computer on the network by using a predetermined
source port identifier to avoid other rules in a router.

In another embodiment of the present invention, the
communication message generator includes a source routing
verifier which generates source-routed communication mes-
sages to determine whether the router has a source router
message blocking rule activated. This embodiment may be
used to determine whether the rules that the router applies to
communication messages originated by computers external
to the network may be bypassed by using source routedmessages.

In another embodiment of the present invention, an RPC
message generator generates RPC service command mes—
sages which are sent to ports of computers on a network to
detect the ports coupled to RPC services having little or no
authorization checks. 'Ihese ports and the coupled services,
if determined, may be stored and provided to a network
administrator for installing more rigorous authorization
checks. ,

In another embodiment of the present system, a commu»
nication initiation message generator for generating com-
munication initiation messages for a three handshake pro-
tocol and a response message evaluator are used to
determine which of the ports on each computer in a network
have a service coupled thereto. This inventive system oper-
ates by sending sync messages to each port on every
computer on the network and building a table of service
identifiers which identify those ports which responded with
a message indicating the presence of a service. Preferably,
the communication initiation message is a sync message for
TCP/IP networks and the messages indicating a service is
coupled to a port is a sync/ac}: message. In this manner, the
inventive system may build a map of those ports of each
computer on the network which have service coupled thereto
without creating a log of any communication connections on
any the computers on the network. Since communication
connections are only established and logged when the origi-
nating computer sends the ack message, this embodiment
generates a map of available services in a stealth manner.
This embodiment of the inventive system may be coupled
with one or more of the other embodiments which generate
service command messages to eliminate ports from the
attempls to detect vulnerable services. Such a system speeds
the security analysis of a network.

These and other advantages and benefits of the present
invention may be ascertained from reading of the detailed
specification in conjunction with the drawings.

DESCRIPTION OF THE DRAWINGS

The accompanying drawings, which are incorporated and
constitute a part of this specification, illustrate a number of
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embodiments of the invention and, together with the general
description given above, and the detailed dmiption of the
embodiments given below, serve to explain the principles ofthe invention.

FIG. 1 is a schematic of an open network system;
FIG. 2 is a block diagram of an embodiment ofthe present

invention used to detect IP spoofing attack vulnerability;
FIG. 3 is a flow chart of the preferred process imple-

mented by the embodiment depicted in FIG. 2;
FIG. 4 is a block diagram of an embodiment of the present

invention used to map the ports of computers of a network
which are coupled to services without generating commu-
nication connections;

FIG. 5 is a flow chart of the preferred process irnple~
mented by the embodiment depicted in FIG. 4;

FIG. 6 is a block diagram of an embodiment of the present
invention used to detect Remote Procedure Call (RPC)
services available on a network which have little or no
authorization checks;

FIG. 7 is a flow chart of the preferred process imple»
merited by the embodiment shown in FIG. 6;

FIG. 8 isa block diagram of an embodiment ofthe present
invention used to verify the configuration of routers andfor
Socks servers;

FIG. 9 is a flow chart of the preferred process imple-
mented by the source routing verifier of FIG. 8;

FIG. 10 is a flow chart of the preferred process imple-
' mentcd by the source porting verifier of FIG. 8;

FIG. 11 is a flow chart of the preferred process imple-
mented by the Socks server verifier of FIG. 8; and

FIG. 12 is a block diagram of a preferred embodiment of
the present invention which incorporates the components of
the systems shown in FIGS. 2, 4, 6 and 8.

DETAILED SPECIFICATION 0F
EMBODIMENTS OF THE INVENTION

An open network system in which a system made in
accordance with the principles of the present invention may
be used is shown in FIG. 1. An intemetwork 10 may be
comprised of a network 12 which in turn may be coupled to
other servers, gateways and routers. Network 12 includes a
plurality of computers C1—C,I which are coupled through
network 12 to a server 81. This network in turn may be
coupled to a router Rl to provide further secured computer
communication with other servers represented by S... or
other routers labeled R,.{ as shown in FIG. 1. Although the
principles of the present invention are extensible to other
protocols, the invention is preferably used on networks
which utilize the TCP/IP protocol. The computer program
implementing a system or method of the present invention
may reside on any of the computers on the network 12 or anyserver or any router of intemetwork 10.

Structure of a system embodiment made in accordance
with the principles of the present invention is shown in FIG.
2. A computer executing a program implementing the sys—
tem or method of the present invention would typically
include the programs and communication hardware card
Which implement a protocol stack 20. Protocol stack 20 is
comprised of transport layer 22, network layer 24 and
datalink layer 26. These layers of protocol stack 20 operate
in the well~known manner set forth above. The data frame
prepared by datalink layer 26 is passed to communication
hardware 28 for transmision to other computers in accor.
dance with the source and destination information provided
in the various headers generated by protocol stack 20.
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In one embodiment of the present invention which detects
a computer’s vulnerability to IP spoofing, the system
includes an IP spoofing attack generator 32, a source/
destination address generator 34 and a service command
generator 36. Source/destination address generator 34 iden-
tifies the intemet and physical addresses of the computers on
the network 12 to be tested. Source/destination address
generator 34 verifies that each computer on network 12 is
emulated in IP spoofing attacks on all of the other computers
on network 12. In this manner, the inventive system exhaust-
ibly tats all possible attack combinations on a network.
Service command generator 36 generates commands for a
service which may be coupled to a port which IP spoofing
attack generator 32 is able to initiate a communications
connection. Preferably, service command generator 36 gen-
crates commands for services which have little or no autho-
rization checks. “Little” means that the authorization check
verifies a computer address is on the network 12 or the like
while “no" authorization check means the service executes
any valid server command received on a port regardless of
originating source. Preferably, service commands are gen-
erated for electronic mail, file tramort protocol (FTP) and
Telnet services. These commands preferably indicate that a
target computer identified by a destination address has been
compromised without altering the target computer’s opera-
tional parameters such as changing system privileges for a
user or deleting data files. Examples of such commands
include a Telnet session initiation command such as telnet
attack__computer_,address where attack__computer__
address is the address of the computer which performed the
1P spoofing attack on the target computer. Another example
of such a message is mail admin message where admin
indicates the system or network administrator’s mailbox and
message indicates the contents of the message informing the
administrator of the compromise. The service command
received from command message generator 36 and the
source and destination addresses received from source/
destination address generator 34 are used by IP spoofing
attack generator 32 to provide data and header content for
messages sent to transport layer 22 and network layer 24 of
protocol stack 20 which are used to implement the [P
spoofing attack and detection.

The process implemented by IP spoofing attack generator
36 is shown in FIG. 3. That process begins by obtaining a
destination address (Block 100) and a source address (Block
102) from source/destination address generator 34. Attack
generator 32 then generates a communication initiation
message for a three handshake protocol which is preferably
a synchronimtion or sync message for the TCP/IP protocol
(Block 104). The communication initiation message is sent
to a port on the source address computer by placing the
message in a TCP segment and passing it to the transport
layer (Block 108). Transport layer 22, network layer 24 and
datalink layer 26 all appropriately encapsulate the sync
message for transmission to the computer at the source
address which is the address of the computer to be emulated
in the 1P spoofing attack. The process awaits the reception of
a handshake acknowledgment message from the computer at
the source address (Block 110). The handshake acknowln
edgment message in the TCP/IP protocol is a synC/ack
message. If a sync/ack message is received, another sync
message is generated and sent to the same port address of the
computer at the source address. This process continues until
no sync/ack message is received from the computer at the
source address within a predetermined time. These steps are
performed to fill the communication bulfer for a port on the
source address computer with half—opened communication
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connections. This full bufier condition exists until the time
period for completing a communication connection expires.
In most computers, the expiration period is at least 10
minutes which is typically enough time to complete the
attack. Because its bufi'er is full, this port on the computer at
the source address no longer responds to communication
initiation messages.

A sync message is then generated and transmitted to the
computer at the destination address which now defines the

target computer (Block 114). The process waits for a sync/
ack message from the computer at the destination address
(Block 116). When it is received, the process retrieves the
TCP sequence number from the TCP segment header (Block
120) and checks to see if a predetermined number of TCP
sequence numbers have been retrieved from the target
computer at the destination address (Block 122). If the
predetermined number of sequence numbers has not been
received, a time period corresponding to the unit of time
between changes in TCP sequence number modifications is
delayed. This delay permits the computer at the destination
address to modify the TCP sequence number which is used
for initiating a communication session Alternatively, the
destination port address on the target computer may be
changed to cause a sequence number increment as well.
After this delay has expired or the destination port address
changed, another sync message is generated and sent to the
target computer (Block 114). When the predetermined num-
ber of TCP sequence numbers have been received, the TCP
numbers are used to evaluate the offset between TCP
sequence numbers or the pattern for generating the TCP
numbers (Block 126). For example, if a predetermined ofl‘set
amount is added to generate a new TCP sequence number for
communication initiation, three TCP sequence numbers may
be used to compute the diEerence between two adjacent TCP
numbers. This difference should indicate the predetermined
olfset so that the next TCP secptence number which would be
used by the target computer to respond to a new sync
message is determined.

The IP spoofing attack process continues by setting the
source address in the network layer 24 to the source address
retrieved from source/destination address generator 34
(Block 130). Now messages generated by the computer
implementing the system and method of the present inven—
tion generates messages which appear to be originated from
the computer at the source address. A communication ini—
tiation message is then generated and transmitted to the
computer at the destination address (Block 132). A period of
time is delayed which corresponds to the normal response
time for the target computer to send a sync/ack message. The
process then prepares an ack message with the predicted
TCP sequence number (Block 134). A service command is
obtained from a service command generator 36 and placed
in a TCP segment passed to transport layer 22 to build a
service command message (Block 138). Both messages are
then transmitted to the target computer to emulate an ack
message and service command message from the emulated
computer with the blocked port. If the predicted TCP
sequence number for the ack message having the sourm
address of the emulated computer matches the TCP
sequence number sent by the target computer in the sync/ack
message, the target computer establishes a communication
connection which accepts messages having a source address
of the emulated computer. Now the service command mes-
sage sent firom the computer implementing the precess of
FIG. 3 is accepted and executed by the service coupled to the
port if the command is valid for the service. Preferably, the
service command causes the computer at the destination
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address to log the attack at the computer which has been
compromised and, most preferably, the command causes the
target computer to send a compromise indicator to the
computer implementing the process of FIG. 3, although
another computer may receive the compromise indicator.
The success or failure of the attack is logged (Block
142—146). Preferably, a Telnet session is established
between the compromised target computer and the computer
executing the program which implements the process of
FIG. 3. Initiation of the Telnet session may be logged to
record the succes of the IP spoofing attack and additional
information may be obtained during the Telnet session about
the compromised computer to search for other security
vulnerabilities of the target system.

The process then determines whether another source
address exists on the network (Block 148), and if there is, an
attack on the target computer is attempted using the com-
puter at the new source address as the emulated computer. If
all of the source addresses have been used, the process
checks to see if another destination address is available
(Block 150). If another source address is available, the
processis repeated to evaluate attacks from each of the other
computers on the network on the target computer defined by
the new destination address. This process continues until
each computer on the network has been used to attack all the
other computers on the network, Once this has been done,
the attack log may be stored in table 46. The log may be later
displayed to identify those computers on the network that
are susceptible to IP spoofing attacks or provide other
information obtained from the target. computers that were
compromised (Block 152).

Another embodiment of the present invention is shown in
FIG. 4. System 40 includes a communication initiation
message generator 42 and a response message evaluator 44
for determining whether a service is coupled to a port
responding to a communication initiation message. System
40 builds a topology table 46 of service ports for network 12
from the communication initiation responses without cats-
ing a communication connection which may be logged by
the computer having the ports which are being interrogated.
Communication initiation message generator 42 is coupled
to transport layer 22 of protocol stack 20 so communication
initiation messages may be provided to transport layer22 for
transmission to the ports of the other computers coupled to
network 12. Preferably, the communication initiation mes-
sages are sync memages used in the three handshake pro-
tocol of a TCP/IP network. Response evaluator 44 is also
coupled to transport layer 22 to receive the response mes-
sages to the communication initiation messages sent by a
computer executing a program implementing the process
shown in FIG. 5. If the response message is the handshake
acknowledgment message in the communication connection
process, reSponse evaluator 44 records the port address as a
service access port for network 12 in table 46. In the three
handshake protocol used to establish a communication con-
nection on a TCP/IP network, a sync/ack message is the
handshake acknowledgment message which indicates a ser-
vice is present on a port.

The proces implemented by system 40 of FIG. 4 is
shown in FIG. 5. The process begins with communication
initiation message generator 42 obtaining a destination
address of a computer on network 12 from source]
destination address generator 34 (Block 200) and the destr~
nation port address is set to the first port address on. the
destination computer (Block 202). Most computers in a
TCP/‘IP protocol have port addresses in the range of 0—65,
535. Preferably, each port address is tested by system 40. A

10

15

20

35

40

4s

50

55

50

65

12

communication initiation message is generated for the first
port address of the computer at the destination address and
passed to transport layer 22 (Block 206). After the commu-
nication initiation message is transmitted, response evalua-
tor 44 waits for receipt of a response message from the port
to which the communication initiation message was sent
(Block 210), Response evaluator 44 then determines
whether the message is a handshake acknowledgment mes—
sage (Block 212). If it is, response evaluator 44 stores a
service indicator, the destination address and port addres in
service topology table (Block 216). In a TCI’flP network, a
sync/ack message indicates a service is coupled to the port
while a reset message indicates no service is coupled to the
port. The process then checks to see if the port address is the
last possible port address on the computer (Block 218). If it
is not, the port address is incremented 031ml: 220) and a new
communication initiation message is sent to the next port
address of the computer at the destination address (Block
206). The process continues until all ofthe port addresses on
a computer have been tested to determine whether a service
is coupled to each port. After each port has been checked for
a service, the process determines whether another destina—
tion address is available (Block 224). If there is, another
destination address is obtained (Block 200) and the process
continues at the first port address for the next computer. The
process terminates when all of the computers on network 12have been checked.

Another embodiment of the present invention is shown in
FIG. 6. In system 50, a RPC message generator 52 and
response evaluator 54 are coupled to transport layer 2. RFC
message generator 52 generates a data segment having a
command for an RPC service which may not require an
authorization check such as a password. Response message
evaluator 54 determines from a message received in
response to the RFC service command message whether an
RFC service having little or no authorization check is
available over the network. A record of this service may be
provided to the system or network administrator.

The proces implemented by system 50 is depicted in
FIG. 7. The process begins by obtaining a destination
address for a computer on the network 12 from source]
destination address generator 34 (Block 240). The destina-
tion port address is initialized to the first port address on the
computer at the destination address (Block 242) and a first
RPC service command is generated by RPC message gen—
erator 52 (Block 244). Preferably, a CONNECT command
which identifies the destination address and port address is
issued to transport layer 22 (Block 248). Once a communi-
cation connection has been established, transport layer 22
notifies RPC message generator 52 (Block 250). RPC mes-
sage generator 52 then passes the generated service com— ,
mand to transport layer 22 and a message containing the
service command is transmitted to the port with which
communication has been established (Block 252). Response
message evaluator 54 then waits for a response @lock 254).
If a response is detected which indicates the service com—
mand was executed (Block 258), the destination address,
port address and type of RFC service is stored in topology
table 46 (Block 260). If no communication connection was
established with the port, no entry is made for the port. If
communication is established but the port does not respond
to the first service command. RPC mesage generator 52
determines if another RPC service command is available
(Block 262) and, if there is, it generates a service command
for another service (Block 264) and passes the command to
transport layer 22 (Block 252). There are a number ofknown
RPC commands for the UNIX operating system and RFC
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message generator 52 may generate a service command for
each one to determine if it exists on a port being tested. If
the process does not determine that an RPC service is
coupled to the port, it identifies the service as a non-RFC
service and stores an unknown or non~RPC service mdicator
in table 46 (Block 266). Response evaluator 54 evaluates
any message received which was responsive to the next
service command (Blocks 254, 258). After the process
finishes its interrogation of a port for the type of service
coupled to the port, the process determines whether another
port exists (Block 270). If there are other ports to he
interrogated, the port address is incremented (Block 272)
and the process continues until all the ports on the compqu
at the destination address have been tested. The procrss then
continues by determining whether another destination
address for a computer on the network exists (Block 276)
and. if it does, repeating the process for each port on that
computer. When the process of FIG. 7 is completed, a
topology map has been built which identifies the port and the
RFC service coupled to each port for each computer on thenetwork.

System 50 of FIG. 6 may be combined with system 40 of
FIG. 4 such that once topology table 46 identifying those
ports which are coupled to a service has been generated by
re5ponse evaluator 44 of system 40, RPC message generator
52 need only attempt to identify which of the ports identified
as being coupled to a service are coupled to an RPC service
having little or no authorization check. Response evaluator
S4 of system 50 message generator may then identify the
RFC services for those ports which respond to service
commands generated by RFC message generator 52.

An embodiment used to test the configuration of a router
is shown in FIG. 8. System 60 includes a communication
message generator 62 and a response evaluator 64.
Preferably. communication message generator 62 includes a
source routing verifier 66, a source porting verifier 68 and a
Socks configuration verifier 70. Sodts configuration verifier
70 and source routing verifier 66 execute in the application
layer of a computer which is located outside network 12 and
router RI which controls access to network 12. Source
porting verifier 68 specifies a source port for data messages
being sent to a computer on network 12 and, consequently,
it communicates wiflt transport layer 22 and network layer
24 of protocol stack 20 on the computer executing the
program which implements system 60.

The process performed by the source routing verifier 66 is
shown in FIG. 9. That process begins by obtaining a
destination address for a computer on network 12 from
source/destination address generator 34 (Block 300). The
computer to which the message is to be ultimately delivered
is defined by a destination address. The source address used
to identify an intemrediate source for a source routed
message is also obtained from source/destination address
generator 34 (Block 302). Source routing verifier 66 then
passes the source and destination addresses to transport layer
22 (Block 306) to source route a message to a computer at
the destination address on network 12 through the interme-
diate source identified by the source address (Block 310). If
a response is detected by response message evaluator 64 to
the source routed message (Block 312), a log indicating that
the source routing blocking feature is not activated for the
particular source/destination address combination is
recorded in table 46 (Block 314). If another source address
is available for another computer on the network (Block

316), it is obtained and another source routed messagethrough the selected source address to the destination
address is attempted. After attempts to source route mee—
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sages to the destination address through all the source
addresses for the other computers on the network have been
attempted, the process determines if all destination
addresses have been tested (Block 318). If another destina-
Lion address is available, another destination address is
obtained and the process is repeated using the addresses of
the other computers on the network as source addresses for
source routed messages to the next destination address. In
this manner, a log of all the source routed combinations
which are not being blocked by the router are recorded in
table 46 so the router may be reconfigured.

FIG. 10 shows a process implemented by source porting
verifier 68. The process begins by obtaining a destination
address for a computer on the network from source/
destination address generator 76 (Block 340). Preferably, a
source port address which corresponds to the default FTP
source port address, typically port address 20, is provided to
network layer 24 (Block 342). Until it is changed, data
messages from the computer executing the program which
implements the process of FIG. 11 generates data messages
having a source port address of 20. The destination port
address is set to the first port address (Block 344) and a data
memage having a source port address of20 is sent to the port
of the computer at the destination address (BLOCK 348).
Response evaluator 7’2 evaluates the responsive message
received (Block 350), if any, to determine whether the port
responded to the source ported data message. Each response
is stored in table 46 (Block 354). The process determines if
there is another destination port address (Block 358) and, if
there is, the destination port address is incremented (Block
360). The process continues by checking the next destination
port. If all the destination ports on the destination computer
have been checked, the process determines if another source
port address is to be tested (Block 364). If there is, the next
source port address is obtained (Block 366) and the ports of
the destination computer are tested with rne$ages having
the new source port address. Alternatively, all source port
addresses may be exhaustively tested. If there are no more
source port addresses to check, the process determines if
another destination address exists on the network (Block
368). If it does, the next destination address is obtained
(Block 340) and the process continues. Otherwise, the
process stops.

Arouter may be configured with a rule which blocks data
messages from computers external to network 12. However,
another rule may permit messages with certain source port
address values to pass through in order to support certain
services such as FTP. FTP requires a source port address of
20. A hadrer may attempt to get into a network by sending
messages with a source port value which a router passes
because it conforms to the rule for FTP messages. The
process of FIG. 10 determines whether messages with
predetermined source port addresses from computers exter-
nal to the network are able to be received by computers on
a network despite router configuration rules which would
otherwise prevent the transmission of the messages.

As discussed above, Socks sewers do not pass simply
pass messages between computers on the network and those
external to the network but instead require two separate
communication connections. One communication connec—
tion is with an external computer and the other communi-
cation connection is with a computer on the network. In this
manner, the Socks server may more thoroughly examine
message in accordance with the rules configured for the
server before passing the messages from one communicator;
connection to another communication connectiOn,

A preferred process implemented by the Socks configu—
ration verifier of FIG. 8 is shown in FIG. 11. That process
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begins by having the computer executing the program which
implements the process of FIG. 11 connect to the Socks
server (Block 400). A destination address is then obtained
from the source/destination address generator 34 and used to
request that the Socks server connect to the computer on the
network at the destination address (Block 402). The desti-
nation port address is set to the first port address value of the
possible range of port address values (Block 406). A service
command is then generated (Block 410) and a service
command message addressed for the computer at the desti—
nation address is sent to the Socls server (Block 412). The
process then waits for a response (Block 416). The response
message is evaluated by response message generator 64 to
determine if the response message indicates that the com-
puter at the destination address received the service com»
mand (Block 420). If it did not, the process determines if
another communimtion method is available (Block 424). If
there is, the service command message is modified for
another communication method (Block 426) and sent to the
Socks server (Block 412). For example, if the message did
not go through the Socks server, the service command
message may be reformatted as a source routed message or
a message with a predetermined source port value to see if
the Socks server passes that type of message to the computer
at the destination addrcs. If no other communication format
is available, the process continues by determining if another
port address is available (Block 438).

If the message indicates that the computer on the network
responded to the service command, the process determines
whether the service command was executed (Block 430). If
it was, the service and port address are stored in table 46
(Block 432). If the response mmsage indicates that the
service command was remived but not executed, the process
determines if another service command is available (Block
434). If there is, a new service command is generated (Block
410) and the process continues until all service commands
have been attempted for the port address at the destination
address computer. If no other service commands remain to
be tried, an indicator is stored in table 46 which indicates
communication was established with the port address but no
serVice was executed (Block 432).

The process continues by determining if another port
address remains for the computer at the destination address
(Block 438). If one does, the port addres is incremented
(Block 440) and the testing for the new port addres eon»
tinues (Block 410). Otherwise, the process determines
whether another destination address is available on the
network (Block 444). If there is, it is obtained from source;‘
destination address generator 34 (Block 402) and testing of
the computer at the new destination address continues.
Otherwise, the communication connection with the Socks
server is terminated and the process stops.

A more preferred embodiment of the present invention is
shown in FIG. 12. System 80 includes IP spoofing attack
generator 32, communication initiation massage generator
42, RPC message generator 52, communication message
generator 62, source/destination address generator 34, topol—
ogy table or log 46 and protocol stack 20 which operate in
manner consistent with the description of the embodiments
for those like numbered components discussed above. Sys-
tem 80 also includes response evaluator 82 which includes
the functionality of response message evaluators 44, 54 and
64 as discussed above. A Graphic User Interface (GUI) 84
is also provided to accept input and control from a user and
to display options and information to a user in a known
manner. A user may use GUI 84 to activate each of the
network verifiers 32, 42. 52 or 62 individually or selectively
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identify a group of verifiers to automatically execute and
build the information in table 46. GUI 84 also permits a user
to enter information for execution of the verifiers such as
defining or adding predetermined source port addresses,
RPC services, addreses for computers added or deletedfrom a network or the like.

In operation, a user activates the program which imple-
ments an embodiment of the present invention such as
system 80. As a result, GUI 84 may present options to the
user such as modifying information for system operation,
selection of one or more of the network verifiers or display
of stored information. Afler the user makes a selection,
system 80 then performs the requested option. For example,
if the user selects the system information modification
option, the user is permitted to change system information
such as adding addresses for new computers on a network.
GUI 84 then returns the user to the main option menu
following completion of the input of data and the user may
now select one or more network verifiers to run. GUI 84 then
selectively activates the selected network verifiers which
communicate with protocol stack 20 to communicate mes»
sages between the computer executing system 80 and a
computer on the network being tested or a router or a Socks
server coupled to the network. When the verification tests or
scans are completed, the user may select the display option
and either view or print the information The user may then
use the displayed information to add authorization checks to
services or new rules to a Socks server or router.

While the present invention has been illustrated by the
description of a number of embodiments and while the
embodiments have been described in considerable detail, it
is not the intention of the applicant to restrict or any way
limit the scope of the appended claims to such detail.
Additional advantages and modifications will readily appear
to those skilled in the art. The invention in its broader
aspects is thereme not limited to the specific details, rep—
resentative systems and methods, and illustrative examples
shown and described. Accordingly, departures may be made
from such details without departing from the spirit or scope
of applicant’s general inventive concept.What is claimed is:

1. A system for detecting a security vulnerability in open
network communications comprising:

an internet protocol (IP) spoofing attack generator for
generating an IP spoofing attardc on a target computer
coupled to an open network to determine whether said
target computer is vulnerable to an IP spoofing attack
which emulates communication from another computeron said Open network;

a service command message generator for generating a
service command to be executed by a service coupled
to a port on said target computer; and

said IF spoofing attack generator transmitting said service
command to said target computer to generate a
response in said target computer that provides a c0m-
promise indication without altering system operational
parameters of said target computer.

2. The system of claim 1, wherein said generated service
command is for one of an rsh and an rIogin service to
determine whefiier authorizan‘on checks for said serviceexist.

3. The system of claim 2, wherein said generated service
command causes said target computer to generate an elec-
tronic mail message indicative that said target computer hasbeen compromised.

4, The system of claim 3, wherein said generated service
command causes said target computer to initiate a Telnet
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session with a computer which logs said Telnet session to
indicate said target computer has been compromised.

5. The system of claim 1, further comprising:
a source/destination address generator which generates

source and destination addresses for messages cor-re"
spending to an open network protocol used to commu—
nicate on said open network, said destination address
corresponding to said target computer and said source
address corresponding to said computer being emulatedfor said attack.

6. The system of claim 5, wherein said source/destination
address generator generates source and destination address
combinations which are used by said [P spoofing attack
generator to test vulnerability of each computer in said open
network to an [F spoofing attack which emulates commu~

- nication from each of said other computers on said opennetwork.

7. A system for generating a service topology map for
each computer on an open network without completing a
communication connection with any computer on the open
network comprising:

a communication initiation message generator for gener-
ating communication initiation messages, said commu-
nication initiation messages being transmitted to ports
on a computer on an open network; and

a response message evaluator for determining from
response messages received from said ports receiving
said communication initiation messages whether ser-
vices exist on said ports receiving said communication
initiation messages, said response messages not com-
pleting communication connections with said ports so
that services coupled to said ports may be detected
without completing communication connection with
said ports.

8. The system of claim 7, further comprising:
a table for storing service indicators indicative of which

ports responding to said communication initiation mes-
sages are coupled to services,

9. The system of claim 8, wherein said communication
initiation message generator generates a communication
initiation message for each port address on a computer on
said open network.

10. The system of claim 9, wherein a source/destination
address generator generates a destination address for each
computer on an open network so that each port on each
computer on said open network receives a communication
initiation message and said table contains service indicators
for each port of each computer on said open network which
responds to said communication initiation messages.

11. The system of claim 7, wherein said communication
initiation meSage generator generates sync messages for a
TCP/IP protocol.

12. The system of claim 11, wherein said response mes-
sage evaluator determines a service is coupled to a port
receiving a communication initiation message in response to
detecting a sync/ask message.

13. The system of claim 7, wherein said communication
initiation message is the first message for a three handshake
protocol to establish a communication connection.

14. A system for detecting vulnerability of ports coupled
to remote procedure call (RFC) services on a computer of an
open network comprising:

a remote procedure call (RFC) message generator for
generating and sending RPC serVice commands to
ports on a computer on an open network; and

a response message evaluator for evaluating response
messages from said ports of said computer receiving
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said RPC service commands, said response messages
indicating whether said RPC service commands Were
executed by an RPC service coupled to said ports of
said computer receiving said RPC service commands
without establishing a communication connection with
said ports.

15. The system of claim 14, further comprising:
a table for storing port addresses and service indicators

that indicate which particular RPC services are coupled
to ports receiving said service commands.

lfi. Asystem for detecting vulnerabilities in routers com-prrsrng:

a communication message generator for generating and
sending service commands from a computer external to
an open network. to ports on computers coupled to said
open network through a router; and

a response message evaluator for evaluating response
mesages received from said ports on computers ofsaid
open network in response to said service commands
sent from said communication message generator
external to said open network whereby access to said
computers on said open network through said router
may be determined without referencing configurationfiles of said router.

17. The system of claim 16, wherein said communication
message generator includes a source routing verifier for
generating source routed messages with a destination
address of a computer on said open network and an inter-
mediate source address on said open network; and

said response message evaluator evaluating response
messages received from said ports on computers of said
open network in response to said service commands
sent from said communication message generator
external to said open network to detect a vulnerability
in said router of permitting source routed messages to
bypass rules configured for filtering inbound messageson said router.

18. The system of claim 17, wherein each source address
for each computer on said open network is used as said
intermediate source address with each destination address
for each computer on said open network to test each possible
intermediate source/destination address combination for
source routed messages on said open network.

19. The system of claim 18, further comprising:
a table for storing indicators for each intermediate source

address/destination address combination that is
detected as being vulnerable to receiving source mutedmessages.

20. The system of claim 16, wherein said communication
memage generator includes a source porting verifier for
generating service command messages with a source port
address haVing a predetermined value; and

said response message evaluator evaluating response
messages received from said ports on computers of said
open network in response to said service command
messages having said predetermined source port
addres values sent from said source porting verifier
external to said open network to detect said router
passing messages having said predetermined source
port addrem Values to pans coupled to services on said
open network.

21. The system of claim 20, wherein service command
messages having said predetermined source port address
value are sent to each computer on said open network.

22. The system of claim 21, further comprising:
a table for storing sewice indicators for each computer

addres that isdetected as being vulnerable to receivingsource ported memages.

Petitioner Apple Inc. - Exhibit 1004, p.
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23. The system of claim 22, wherein said predetermined
value corresponds to a default source port address for a file
transfer protocol (FTP) message of a TCPI’IP protocol.

24. The system of claim 16, further comprising:
a Socks configuration verifier for establishing a commu—

nication connection with a Socks server and for sending
service command messages to computers on said open
network coupled to said Socks server; and

said response message evaluator evaluating said messages
received in response to said service command messages
to determine whether said service command mewage
was passed by said Socks server to one of said com-
puters on said open netWorlL

25. The system of claim 24 said response message evalu—
ator determining whether said service command message
was executed by said one computer on said open network.

26. The system of claim 25 said response message evalu—
ator storing service indicators indicative of said services
which executed said service command messages received at
said port addresses.

274 A method for detecting a security vulnerability in an
open network comprised of the steps of:

attempting an Internet Protoeol (1P) spoofing attack
against a target computer and open network;

generating a service command message; and
sending said service command message to said target

computer following said I? spoofing attack to deter.
mine whether said target computer has been
compromised, said service command message gener-
ating an indicator of the success of the IP spoofing
attack without altering the operational parameters of
the target computer.

28. The method of claim 27, wherein said generating
service command message step generates one of an rsh and
rlogin command.

29. The method of claim 28, wherein said generating step:
generates an electronic mail rne§age indicative of the

success of the [P spoofing attack in response to said
service command message.

30. The method of claim 27, further comprising the stepof:

initiating a Telnet session between said target computer
and another computer to indicate the success of said IF
spoofing attack in response to said service command
message.

31. The method of claim 27, further comprising the stepsof:

generating source addresses and destination addresses for
said IF spoofing attack; and

attempting said 117 spoofing attack against each said
generated destination address by emulating communi~
cation from each of said source addresses.

‘32. Amethod for generating a service topology map of an
open network comprising the steps of:

generating a communication command initiation mes-
sage;

sending said communication command initiation message
to a port on a computer on an open network;
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receiving a message from said port in response to said
communication initiation message being recein at
said port; and

evaluating said message received from said port to deter-
mine whether a service is coupled to said port without
establishing a communication connection with said
port. .

33. The method of claim 32, further comprising the stepof:

storing a Service indicator to provide a reference that said
port has a service coupled thereto which may be
accessed from another computer.

34. A method for detecting availability of a service on a
port of a computer on an open network comprising the stepsof:

generating a service command message;
sending said generated service command message to a

port of a computer on said open network;
receiving a message from said port in response to said port

receiving said generated service command message;and

evaluating said message received from said port to deter-
mine whether a service coupled to said port executed
said service command message, without establishing a
communication connection with said ports.

35. The method of claim 34, further comprising the stepof:

storing a service indicator indicative that said service
coupled to said port executed said service command
message.

36. The method of claim 35, wherein said generating step
generates service command messages for different servica;and

said evaluating step determines the type of service
coupled to said port which executed said service com-
mand message.

37. The method of claim 36, wherein said generating step
generates said service command messages for each port of
a computer of said open network.

38. The method of claim 34, further comprising the stepsof:

establishing a communication connection with a Socksserver;

requesting said Socks server establish a communication
connection with a computer on said open network; and

said evaluating step determining whether said Socks
server is configured to stop said service command
message from being sent to said pon of said computerof said Open network.

39. The method of claim 34, wherein said generating step
generates remote procedure call (RPC) service commandmessages.

40. The method of claim 34, wherein said generating step
generates service command messages having predeterminedsource port addresses.

41. The method of claim 34, wherein said generating step
generates source routed service command messages.

stilt-1“
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SYSTEM AND METHOD FOR DETECTING
AND PREVENTING SECURITY

REFERENCE TO RELATED APPLICATION
This application is related to the following application

having the same assignee and inventorship and containing
common disclosure, and is believed to have an identical
eflective filing date: “Managed Network Device Security
Method and Apparatus”, US. application Ser. No. 08/775,
536 filed Jan. 7, 1997.

BACKGROUND OF THE INVENTION

This invention relates in general to computer network
security systems and in particular to systems and methods
for detecting and preventing intrusion into a campus local
area network by an unauthorized user.

As local area networks (LANS) continue to proliferate,
and the number of personal computers (PCs) connected to
LANs continue to grow at a rapid pace, network security
becomes an ever increasing problem for network adminis~
trators. As the trend of deploying distributed LANs
continues, this provides multiple access points to an enter-
prise’s network. Each of these distributed access points, if
not controlled, is a potential security risk to the network.

To fiirther illustrate the demand for improved network
security, an lDC report on network management, “LAN
Management: The Pivotal Role of lntelligent Hubs”, pub—
lished in 1993, highlighted the importance of network secu-
rity to LAN administrators. When asked the imponance of
improving management of specific [AN devices, 75% of the
respondents stated network security is very important. When
further asked about the growing importance of network
security over the next three years, many respondents indi—
cated that it would increase in importance.

More recently, a request for proposal from the U. S.
Federal Reserve specified a requirement that a LAN hub
must detect an unauthorized station at the port level and
disable the port within a 10~second period. Although this
requirement will stop an intruder, there is an inherent
weakness in this solution in that it only isolates the security
intrusion to the port ofentry. The rest ofthe campus network
is unaware of an attempted breakain. The detection of the
unauthorized station and the disabling of the port is the first
reaction to a security intrusion, but many significant
enhancements can be made to provide a network—wide
security mechanism. Where the above solution stops at the
hub/port level, this invention provides significant enhance-
ments to solving the problem of network security by pre—
senting a system wide solution to detecting and preventing
security intrusions in a campus LAN environmenL

In today’s environment, network administrators focus
their attention on router management, hub management,
server management, and switch management, with the goals
of ensuring network up time and managing growth (capacity
planning). Security is often an afterthought and at best
administrators get security as a by-produd of employing
other device functions. For example, network administrators
may set filters at router, switch, or bridge ports for perfor-
mance improvements and implicitly realize some level of
security as a side efi‘ect since the filters control the flow of
frames to LAN segments.

The problem with using filters is that their primary focus
is on performance improvements, by restricting the flow of
certain types of network traffic to specified LAN segments.
The filters do not indicate how many times the filter has
actually been used and do not indicate a list of the media
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access control (MAC) addresses that have been filtered.
Therefore, filters do not provide an adequate detection
mechanism against breakein attempts.

Another security technique that is commonly employed in
hubs is intrusion control. There are token ring and Ethernet
managed hubs that allow a network administrator to define,
by MAC address, one or more authorized users per hub por1.

‘If an unauthorized MAC address is detected at the hub port,
then the port is automatically disabled. The problem with
this solution is that prevention stops at the hub and no further
action is taken once the security intrusion has been detected.
This solution does not provide a network—centric, system»
wide solution. It only provides a piecemeal solution [or a
particular type of network hardware namely, the token ring
and Ethernet managed hubs. The result is a fragmented
solution, where security may exist for some work groups
that have managed hubs installed, but not for the entire
campus network. At best, the security detection/prevention
is localized to the hub level and no solution exists for a
network-wide solution.

Other attempts to control LAN access have been done
with software program products. For example, IBM Corpo—
ration’s Lan Network Management (LNM) products LNM
for 052 and LNM for AIX both provide functions Called
access control to token ring LANs. There are several prob-
lems with these solutions. One problem with both of these
solutions is that it takes a long time to detect that an
unauthorized station has inserted into the ring. An intruder
could have ample time to compromise the integrity ofa LAN
segment before LNM could take an appropriate action.
Another problem with the LNM products is that once an
unauthorized MAC address has been detected, LNM issues
a remove ring station MAC frame. Although this MAC
frame removes the station from the ring, it does not prevent
the station from reinserting into the ring and potentially
causing more damage. Because these products do not pro-
vide foolproof solutions, and significant security exposure
still exists, they do not provide a viable solution to the
problem ofnetwork security for campus LAN environments.

Thus, there is a need for a mechanism that ties together all
of the piecemeal solutiom into a comprehensive system
solution that not only provides for detection of security
intrusions, but also provides the proactive actions needed to
stop the proliferation of security intnrsions over the domain
of an entire campus network.

SUMMARY OF 'IHE INVENTION

It is, therefore, an object of the invention to provide a
system and method for detecting and preventing security
intrusions in n mmputer network.

It is another object of this invention to provide a system
and method for detecting and preventing security intrusions
in a local area network containing multiple manageddevices.

It is a further object of this invention to provide a system
and method for detecting and preventing security intrusions
in a computer network haVing a managed hub and at least
one interconnect device, such as a router, switch or bridge.

Overall, this invention can be described in terms of the
following procedures or phases: discovery, detection,
prevention, hub enable, and security clear. During each of
these phases, a series of frames are transmitted between the
interconnect devices on a campus network. These frames are
addressed to a group address (multicast address). This well
known group address needs to be defined and reserved for
the LAN security functions that are described herein. This
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group address will be referred to as LAN security feature
group address throughout the rest of this description.

The campus LAN security feature relies on managed hubs
discovering the interconnect devices in the campus LAN
segment that support this LAN security feature. The term
“LAN interconnect device” is used throughout this descrip—
tion to refer to LAN switches (token ring and Ethernet
10/100 Mbps), LAN bridges and routers. The managed hub
maintains a list of authorized MAC addresses for each port
in the managed hub. If the managed hub detects an unau-
thorized station connecting to the LAN, the hub disables the
port and then transmits a security breach detected frame to
the LAN security feature group address. Each of the LAN
interconnect devices on the campus LANsegment copies the
LAN security feature group address and performs the fol—
lowing steps: 1) set up filters to filter the intruding MAC
address; 2) forward the LANsecurity feature group addras
to other segments attached to the LAN interconnect device;
and 3) send an acknowledgement back to the managed hub
indicating that the intruding address has been filtered at the
LAN interconnect device. OnCe the managed hub receives
acknowledgements from all of the interconnect devices in
the campus LAN, the port where the security intrusion was
detected is re-enabled for use. Another part of the invention
provides a network management station with the capability
to override any Security filter that was set in the above
process.

The following is a brief description of each phase in the
preferred embodiment of the invention:

1. Discovery
In this phase, the managed hub determines the interconv

nect devices in the campus network that are capable of
supporting the LAN security feature. The managed hub
periodically sends a discovery frame to the LAN security
feature group address. The managed hub then uses the
responses to build and maintain a table of interconnect
devices in the network that support the security feature,

2. Detection
In the detection phase, the managed hub compares the

MAC addresses on each port against a list of authorized
MAC addresses. If an unauthorized MAC address is
detected, then the managed huh disables the port and notifies
the other interconnect devices in the campus network by
transmitting a security breach detected frame to the LAN
security feature group address.

3. Prevention

The prevention phase is initiated when a LAN intercon-
nect device receives the security breach detected frame.
Ohm this frame is received, the LAN interconnect device
sets up a filter to prevent frames with the intruding MAC
address from flowing through this network devrce. The LAN
interconnect device then forwards the security breach
detected frame to the other LAN segments attached to the
interconnect device. The LAN interconnect device also
transmits a filter set frame back to the managed hub.

4. Hub Enable

The hub enable phase takes place when the managed hub
has received all acknowledgements from the LAN intercon-
nect devices in the campus network. When the acknowl-
edgements have been received, the managed hub re-enables
the port where the security intrusion occurred.

5. Security Clear Condition .
In this phase, a network management station can remove

a filter from a LAN interconnect device that was PYCWO‘JSIY
set in the prevention step.

BRIEF DESCRIPTION OF THE DRAWINGS

The invention will he described with respect to a preferredEmbodiment thereof which is further illustrated and
described in the drawings.
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FIG. 1 is a block diagram of a campus network in which
the present invention can be implemented.

FIG. 2 is a component block diagram for an SNMP
managed device.

FIG. 3 is a component block diagram for a network
management station,

FIGS. 4A—4C show general frame formats for Ethernet
and token ring frames.

FIGS. SA—SE show the information contained in the
Ethernet and token ring frame data fields to represent the
different frame types that are implemented in the preferredembodiment.

FIG. 6 illustrates the structure ofthe Interconnect Device
List (1CD).

FIG. 7 illustrates the structure of the Breach List.
FIG. 8 illustrates Ute structure of the Intrusion List.

FIG. 9 is a flow chart of the processing that occurs in the
managed hub to initiate the discovery phase of the invention.

FIG. 10 is a flow chart of the processing that occuls in the
interconnect device during the discovery phase of the inven-tion.

FIG. 11 is a flow chart of the processing that occurs in the
managed hub during the discovery phase of the invention in
response to the receipt of a discovery response frame.

FIG. 12 is a flow chart of the processing that occurs in the
managed hub during the detection phase of the invention.

FIG. 13 is a flow chart of the processing that occurs in an
interconnect device during the prevention phase of thisinvention.

FIG. 14 is a flow chart of the processing that occurs in the
managed hub during the hub enable phase of the invention.

FIG. 15 is a flow chart of the processing that occurs in the
interconnect devices in response to the receipt of a securityclear condition frame.

FIG. 16 is an example of the implementation of the
invention in a campus LAN environment.

FIG. 17 is an example of the data flows corresponding to
the example implementation in a campus LAN environment.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENT

The preferred embodiment of this invention uses the
SNMP network management protocol, since SNMP is the
most prevalent network management protocol in the induSv
try and is the most widely deployed in campus networks. It
should be noted that the concepts in this invention related to
network management could also be applied to other network
management protocols such as CMIP or SNA.

FIG. 1 illustrates a typical campus network environment
in which the present invention can be implemented. As
shown in the figure, the campus network 10 contains inter-
connect devices, such as router 12, router 14, token ring
switch 16, bridge 18, managed hubs 20, 22, 24, network
management station 26, workstation 28 and file server 30.

The managed hubs and interconnect devices depicted in
FIG. 1 are considered SNMF managed devices. The typical
component block diagram for an SNMP managed device is
illustrated in FIG. 2.Aty'pical managed device is an embed-
ded system that includes a system bus 50, random access
memory (RAM) 52, NVRAM 54 to store configuration
infomation, FIASH EPROM 56 to store the operational
and boot»up code, a processor or CPU 58 to execute the code
instructions, and a media access control (MAC) chip 66 that
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connects the device to the network 10. FIG. 2 also shows
operational code 60, TCP/IP protocol stack 62 and SNMP
agent code 64. In most. instances, the operational code and
the frame processing code execute in FLASH memory 56 or
in RAM 52. The code that implements several phases in this
invention is included as a part of the operational code
(microcode or firmware) of the managed device. The MAC
chip 66 copies the frames corresponding to the difi'erent
phases into RAM 52 and notifies the processor 53, usually
via am interrupt, that a frame is ready for processing. The
operational code 60 handles the interrupt and processes theframe.

FIG. 3 illustrates the typical component block diagram for
a network management station such as that indicated by
reference numeral 26 in FIG. 1. The network management
station includes a processor 70, with a system bus 90 to
which RAM 72, direct access storage device (DASD) 74,
other peripherals 76, display monitor 78, keyboard 80,
mouse 82 and network interface card 84 are connected.

FIGS. 4A—4C Show the general frame formats for Ether—
net and token ring frames. The LAN security feature group
address is placed in the destination address (DA) field of the
discovery request, security breach detected and security
clear condition (optionally) frames as discussed more fully
below. The data field portion of each frame is used to pass
the additional information related to this security feature.

The following describes the information that is included
in the data fields of the Ethernet and token ring frame types
to represent the different frames that are specific to the
preferred embodiment of the invention.

The discovery request frame shown in FIG. 5A is sent to
the LAN security feature group address and the data field
includes a one byte field which indicates that the frame type
(frame type identifierx‘Ol') is a discovery request frame.
The time stamp field is the system time value when the
discovery request frame is transmitted. It is used to correlate
the discovery response frame with the discovery requestframe.

The discovery response frame shown in FIG. SB is sent to
the individual MAC address of the managed hub that
initiated the request. The data field in this frame includes a
one byte field which indicates that the frame type is a
discovery response frame (frame type identifierx‘OZ’), and
also contains the MAC address of the LAN interconnect
device sending the frame, a description of the LAN inter-
conned device (cg, IBM 8272 Model 108 Token Ring.
Switch), and a time stamp that is used to correlate the
discovery response frame with the discovery request frame.

The security breach detected frame shown in FIG. 5C is
sent to the LAN security feature group address and the data
field includes a one byte field which indicates that the frame
type is a security breach detected frame (frame type
identifierx‘03’) and contains the MAC address that was
detected as the security intruder. Other fields of this frame
contain the module number and port number where the

security breach was detected and the system time when the
security breach was detected. When the time stamp value is
used in combination with the intruding MAC address and
module and port numbers, it forms an intrusion identifier as
will be referred to subsequently. Following the time stamp
are device field length indicating the length of the field that
follows and address fields. The address field contains the List
of addresses that have processed and forwarded the secunty
breach detected frame. It starts with the originating MAC
address of the managed hub. Each successive interconnect
device that receives the frame, appends its MAC address to
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the end of this field and updates the device field length
before it forwards the frame. It provides an audit trail or path
that the security breach detected frame followed throughout
the network.Anetworl( management station can monitor the
progress of the security breach detected frame through
information in the trap frames that it receives.

The filter set frame shown in FIG. 5D is sent to the
individual MAC address of the managed hub that initiated
the security intrusion condition. The data field includes a one
byte field which indicates that the frame type is a filter set
frame (frame type identifierx‘04’) and contains the MAC
address of the LAN interconnect device sending the frame.
Other fields in this frame are the MAC address of the
detected intrusion, the module and port number of the
managed hub where the security intrusion was detected, and
the time stamp representing the system time when the
security breach was detected.

The security clear condition frame shown in FIG. 5E can
be sent to the LAN security feature group address or to the
individual MAC address of a LAN interconnect device. The
data field includes a one byte field which indicates that the
frame type is a security clear condition frame (frame type
identifierx‘OS') and contains the intruding MAC address toremove as a filter.

Trap frames are sent to the network management station
at various times depending upon the phase of the invention
that is being performed.All trap frames have the same basic
format with the information in each trap frame varying
according to the phase.

In the discovery phase, traps are sent as a result of the
managed hub deleting an interconnect device from the list of
devices that are in the security domain of interconnecl
devices. The discovery trap frame contains the trap identifier
(x‘Ol’), the MAC address of the interconnect device and
device description. This trap indicates that an interconnect
device was removed from a managed hub interconnect
device list because it did not respond to the managed hub
with a discovery response frame within the allotted time
period of the discovery window.

Traps sent in the detection phase indicate that the man—
aged hub detected an intrusion on one of the hub ports.
lnformation in this trap frame includes trap identifier
(x‘02’), the MAC address of the intruding device, the
module and port number of the detected intrusion, and the
time when the security intrusion was detected.

Traps sent in the prevention phase indicate that the
interconnect device has completed the processing of a
received security breach detected frame. This trap frame
contains the trap identifier (x‘03’), the MAC address of the
intruding device, the module and port number of the
detected intntsion, the time when the security breach was
detected and a variable length address field. This last field
contains a list of MAC addresses for all the devices that have
processed the security breach detected frame. This informa-
tion provides to the network management station the path
that the security breach detected frame followed through thenetwork.

Traps sent in the hub enable phase indicate that the
managed hub has reenabled a hub port as a result of
receiving filter set frames from all of the interconnect
devices in the discovered security domain, i.e., all the
discovered interconnect devices. This trap frame contains
the trap identifier (x‘04’), the MAC address of the intruding
device, the module and port number of the detected
intrusion, and the time when the security breach wasdetected.
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For token ring networks, the information in the trap
frames can be included in frames addressed to the functional
address of the LAN manager. The LAN management frame
format and defined functional addrws are specified in the
IBM Token Ring Network Architecture (SC30~3374v02)publication.

For managed hubs, the authorized address list (AAL)controls which MAC addresses are allowed to connect to
specified ports. Each entry in the AALconsists of two fields:
port number and authorized address. The port number iden-
tifies a specific port on the hub; the authorized address field
specifies the address or addresses that are allowed to connect
to the port.

The AALcan be built by the network administrator aspart
of the configuration of the managed hub. The network
administrator identifies the addresses that are allowed to
connect to specific ports on the hub. After the initial
configuration, the AAL can be updated in several ways. The
network management station can add or delete entries in the
AAL by sending SNMP management frames. Since most
managed hubs provide a Telnet interface into the device to
change configuration parameters, a Telnet session could be
used to add or delete entries in the AAL. Also, since most
managed hubs provide for the attachment of a local console
over an R5232 serial port connection which can be used to
change configuration parameters, a loczd console session can
be used to add or delete entries in the AAL.

Alternatively, the AAL can be built dynamically through
a learning process. Most managed hubs provide a mecha-
nism in the hardware to capture the addresses of the stations
that are attached to the ports of a hub. These learned
addresses can be provided to the network management
station as those stations authorized to access the hub. These
learned addresses are then used as the AALfor the managedhub.

The discovery phase is initiated by each managed hub in
the campus network. Its purpose is to determine the LAN
interconnect devices in the campus LAN that support the
LAN security feature. Each managed hub periodically trans-
mits a discovery frame (FIG. 5A) to the LAN security
feature group address. The managed hub then uses the
information in the response frame (HG. SE) to build and
maintain a list of all of the devices that support the LAN
Security feature. This list is referred to as the lntercoonect
Device List (ICD). The addresses in this list are used in the
hub enable phase to correlate the reception of the filter set
frame (FIG. 5D) with entries in the list. The managed hubs
typically store these 1CD lists in management information
base (MID) tables where they can be retrieved, upon request,
from a network management station.

The discovery phase can also be used to provide an
integrity check on the ICD list of devices supporting the
LAN security feature. By periodically transmitting the dis-
covery frame (FIG. 5A) to the LAN security feature group
address, checks can then be made to ensure that all of the
devices are still in the ICD security list. If any discrepancres
are detected, e.g., if a station is removed from the list or
added to the list, then an SNMP trap is sent to the network
management station. This notification alerts the network
administrator that a potential security exposure exists in the
campus network. FIG. 6 illustrates the structure of the 1CD
list along with the information stored in the list for each
discovered interconnect device. Other lists that are built and
maintained in the detection and prevention phases are the
Breach List shown in FIG. 7 and the Intrusion List shown in
FIG. 8. Their use will be explained below in the description
of the detection and prevention phases.
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The detection phase operates at the managed hub level.
Each port on the managed hub can be configured to hold one
or more MAC addresses of users that are authorized to
access the netWork. The managed hubs can be 10 or 100
Mbps Ethernet or token ring hubs. Current'hub chipsets
provide the capability to determine the last source MAC
address that is seen on a port. When a station attempts to
connect to a network, either by inserting into the token ring
or by establishing a link state with an Ethernet hub, the last
source address seen on the port is compared to the autho~
rized list of MAC addresses that has been defined for this
port. If the address is authorized then normal network
operations occur. lf the address is not authorized, then the
managed hub performs the following actions:

1. disables the port;

2. sends an SNMP trap frame to the network management
station;

3. sends an alert frame to the functional address of the
LAN Manager (token ring); and

4. transmits a security breach detected frame (FIG. SC) to
the LAN security feature group address.

Additional variables in the SNMP trap provide informa—
tion about the point of intrusion: e.g. the module id (in the
case of stackable hubs), the port number, the network
number (in cases where hubs have multiple backplanes), and
a time stamp (sysUpTime) of when the intrusion was
detected. SysUpTirne is an SNMP MlB variable that repre-
sents the time (units of 0.015) since the network manage-
ment portion of the system was last reinitialized.

Some managed hubs support multiple backplanes or net~
works. In this case, the security breach detected frame is
transmitted on all of the active backplanes/networks withinthe hub.

The well known group address needs to be defined and
reserved for LAN security functions. The security breach
detected frame (FIG. 5C) contaim'ng the MAC address ofthe
station that intruded into the network is sent to the LAN
security feature group address.

The prevention phase spans the network. Etch intercon-
nect device in the campus network is configured to copy
frames addressed to the LAN security feature group address.
Upon a security intrusion, the network interconnect devices
copy the security breach detected frame (FlG. 5C) and
perform the following functions:

1. set filters based on the intruder’s MAC address

2. transmit a security breach detected frame (FIG. SC) to
the LAN security feature group address.

3. send an SNMP trap frame to the network managementstation.

4. send an alert flame to the functional address of the LAN
manager (token ring).

5. transmit filter set frame (FIG. ED) to the MAC address
of the hub that initiated the security breach process.

Setting filters by the network interconnect device prevents
intrusion attempts with this MAC address originating else.
where in the campus network from flowing through this
interconnect dCVice. This protects an enterprise’s data on
this segment of the network from any attacks via theintruder’s MAC address.

The interconnect device extracts the intrusion identifier
information from the security breach detected frame. If this
is the first time the interconnect device has received a
security breach detected frame with this intrusion identifier,
the interconnect device adds this information to the Intrusion
List, then checks to ensure the filter has been set for the
intruding MAC address and resets, if required. The inter.
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connect device then transmits the security breach detected
frame on all pens except the port on which the securitybreach detected frame was received.

Sending the trap frame indicates that the filter has been set
as a result of receiving the security breach detected frame.
Likewise, sending the alert frame indicates that the filter has
been set as a result of receiving the security breach detectedframe.

The hub enable phase operates at the network level. "Rte
hub that initiates the security breach process receives the
filter set frames from the interconnect devices in the campus
network. The hub then waits to receive responses back from
all of the interconnect devices that were determined in the
discovery phase to be in the campus network. When all the
interconnect devices in the network have responded to the
hub with the filter set frame, the hub then re~enables the port
for use and then sends a TRAP frame back to the network
management station indicating that all filters have been set
for the intruding MAC address. The network management
station can Optionally forward this information to a network
management application such as IBM Corporation’s
NetView/390 product via an alert.

The security clear condition phase of this invention pro-
vides the capability for a network administrator to manually
override, if necessary, one of the filters that has been set in
the prevention phase. "Rte network management station
could globally clear, i.e., remove a filter from all LAN
interconnect devices by transmitting the security clear con—

10
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dition frame (FIG. SE) to the LAN security feature group ,
address The network management station could selectively
clear, i.e., remove a filter from a LAN interconnect device by
transmitting the security clear condition frame to the MAC
address of the specific LAN interconnect device.

FIGS. 9‘15 are flow charts that illustrate the processing
that occurs in the managed hub and in the interconnect
devices during each phase of the invention. The code to
implement the discovery phase of this invention runs within
the managed hub and interconnect device as event driven
threads within the realtime OS embedded system. The flows
in FIG. 9 depict the processing that occurs in the managed
hub to initiate each discovery phase. This task manages the
initialization and update of the Interconnect Device List and
timing of the next iteration of the discovery phase. The
following briefly describes each logic block in the figure.

Step 100: Entry to this task can be caused by a power on
and/or reset. This would be one of many tasks that
would run in response to this event.

Step 10]: There are two lists, a period, a window, and two
flags that are used by the managed hub in this inven»
tion. The ICD (Interconnect Device) List contains
information on the devices found during the discovery
phase. The Breach List contains information on intru~
sions recognized by the hub and in the process of being
secured. The period is the time between discovery
phases. The window is the time between when a
discovery phase is initiated and when an Interconnect
Dev-ice must respond before being assumed inacces-
sible due to network or device outage. One flag is an
indication that initialization has completed. The other
flag is an indication that the security feature is enabled.
The lists, the period, the window and the enabled flag
may be cleared or loaded from persistent memory. The
initialized flag is set to True.

Step 102: Test for whether the security feature is enabled.
Step 103: Each managed hub maintains a MlB variable

that is called SysUpTime. "nits is used as a time stamp
for security feature frames.
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Step 104: The discovery frame is built with the data field

containing the type of the frame—Request.
Step 105: The frame is sent to the LAN security feature

group address

Step 106: The discovery phase is initiated periodically as
an integrity check on the security feature coverage
within the network. The period is adjustable to reflect
variable path lengths or round~trip~times between a
managed hub and interconnect devices. The period can
be set via SNMP. The longer the period, the less the
integrity of the network coverage. The shorter the
period, the higher the traffic rate required for the
security feature.

Step 107: Set a pointer to the head of the list of ICD
(Interconnect Device) List items. The pointer may
point to an item or nothing if there are not items'in the
list. (The ICD List is a list of the interconnect devices
that responded in a previous discovery phase). This part
of the task is to update the Interconnect Device List by
updating items as appropriate or deleting them as
necessary.

Step 108: Does the pointer point to an item in the list or
does it point beyond the end of the list?

Step 109: Each ICD List item has a time stamp from the
last discovery response frame received from the device.

Step 110: Is the time for the item in the ICD List later than
current time?

Step 111: If yes, the managed huh has reset or rolled over
its SysUpTime since the last response from the ICD.
Set the time in the ICD List item to current time.

Step 112: Is the difl'erence between the current time and
the last response time from the item greater than the
discovery window?

Step 113: Assume the device is inaccessible due to
network or device outage and purge the item from the
ICD List. Also, decrement the outstanding filter setcount on all the Breach List items.

Step 114: If there is a network management station (NMS)
that is receiving traps from the managed hub and the
traps are enabled, send a trap indicating that the inter-
connect device is no longer accessible. If there is an
LN'M for OS/2 station available and traps are enabled,
send a trap to the LNM for OSfZ station.

Step 115: Move the ICD List pointer to the next item or
to the end of the list if no more entries exist. This is for
stepping through the entire list of ICD items.

Step 116: End the task and return to the embedded systemOS.

Step 117: Enter this task due to a timer driven interrupt
(set in step 106).

The flows in FIG. 10 depict the processing that occurs in
the interconnect devices during each iteration of the discov-
ery phase. This task responds to the receipt of a discovery
request frame by sencfing a discovery response frame. The
following briefly describes each logic block in the figure.

Step 143: The task is initiated by the receipt of a discoveryrequest frame.

Step 144: Acheck is made for whether the security feature
is enabled. This determines if any additional processingis required.

Step 145: The source MAC addrms and time stamp are
extracted for building the response.

Step 146: The discovery response frame isbuilt using the
information from the discovery request frame that was
just received.
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Step 147: The frame is sent to the originating managedhub.

Step 148: The task ends, returning control to the embed~dcd OS.

The flows in FIG. 11 depict the processing that occurs in
the managed hub in response to the receipt of a discovery
response frame. This task maintains the state ofthis iteration
of the discovery phase. The following briefly describes each
logic block in the figure.

Step 130: The task is initiated in the managed hub by the
receipt of a discovery response frame.

Step 131: The interconnect device information is
extracted from the frame.

Step 132: The Interconnect Device List is searched for an
item with a MAC address matching the source address
of the discovery response frame.

Step 133: Has a match been found?

Step 134: If a match is found, update the last response
time in the ICD List item with the time stamp that was
extracted from the discovery response frame.

Step 135: If there is no match, assume that the device is
not in the list because of either networlddevice outages
or the device has just started utilizing the security
feature. It is necessary to determine if the discovery
window is still large enough. The round-trip—tirne is
calculated, and multiplied by 2 to derive a potential
discovery window. If this is larger than the current
discovery window. the discovery window needs to be
changed.

Step 136: Change the discovery window.
Step 137: Create a new Interconnect Device List item

using the source address from the discovery response
frame, the device description from the frame, and the
time stamp from the frame. Add it to the list.

Step 138: Optionally send a trap to the network manage-
ment station(s) and if this is a token ring, to the LAN
manager functional address.

Step 139: The task ends, returning control to the embed-ded OS.

The code to implement the detection phase of this inven-
tion runs as a separate task independent from the other tasks
in the managed hub. The flows in FIG. 12 depict the
processing that occurs during the dispatch of the detection
phase task. This task simply checks all the ports in the hub
to ensure that the station attached to the pen has been
authorized to establish a comedian on this port. The AAI,
(Authorized Address List) defines which MAC addresses are
allowed to connect to specific ports on the hub. The follow-
ing briefly describes each logic block in the figure.

Step 200: This is the entry point for the detection phase
task. Processing starts at port number 1 in the hub and
continues until all of the ports in the hub have been
processed.

Step 210: This step checks if a station is attached to the
port in the hub. If a station is attached, then an address

exists for the port. If an address is detected for the port
(i.e., a station is attached to the port), then processmg
continues with step 220. If there is no address detected
for this port (i.c., no station is attached), then process-
ing continues with step 230.

Step 220: Achcck is made here to ensure that the address
that has been detected on this port is in the list of
authorized addresses. If the address detected on the port
is authorized, then continUe processing at step 230. If
the address detected on the port is not in the authorized
list, then processing continues at step 250.

10

15

20

30

35

4G

45

50

55

65

12

Step 230: A check is made here to see if all of the ports
in the hub have been processed. If all of the ports have
been processed, then processing resumes at step 200
with the processing of port number 1. If this was not the
last port and there are more ports to process, then
processing continues at step 240.

Step 240: In this step, the next port in the hub is set up to
be processed. Processing then continues at step 210.

Step 250: In this step a check is made to see if the port is
already disabled. If the port is already disabled, then the
port/network is already secure from intruders on this
port. lf the port is already disabled, then processing
continues at step 230. If the port is enabled, processing
then continues at step 260.

Step 260: In this step, the port is disabled. Processing then
continues at step 265.

Step 265: In this step, an entry is added to the Breach List
containing the following: MAC address that was
detected as the intruder, the module and port number
where the intrusion was detected, the time (sysUpTirne)
when the security breach was detected, and the out-
standing filter set count which isset to the number of
entries in the ICD list. Processing then continues at step270.

Step 270: In this step, the security breach detected frame
is transmitted on all network segments of the hub. The
info field of the security breach detected frame includes
the following: MAC Address of the intnrder, module
number, port number, time stamp (sysUpTime), the
device field length initialized to 6 (bytes), the 6 byte
MAC address of the managed hub. Processing then
continues at step 280.

Step 280: In this step, a trap frame is optionally sent to the
network management station. The trap frame includes
the following information:

(a) trap identifierx‘OZ';
This indicates that the managed hub detected in intrusion

on one of the hub ports.
(b) MAC address of the intruding device;
(c) module number of the detected intrusion;
(d) port number of the detected intrusion;
(e) time when the security breach was detected;
Processing then continues at step 290.
Step 290: In this step, a check is made to see if this

invention has been implemented in a token ring net—
work. The token ring architecture defines a special
functional addres that is used by W management
stations. Functional addresses are only used in token
ring environments. If the invention is implemented in a
token ring network, processing then continues at step
295. Ifthe invention is implemented in a non~token ring
network, processing then continues at step 230.

Step 295: In this step, a frame is sent to the functional
address of the LAN manager with the information from
step 280. Procesing then continues at step 230.

FIG. 13 depicts the flows for the prevention phase of the
invention. The prevention phase is implemented in the
interconnect devices of the network. The following briefly
describe each logic block in the figure. .

Step 300: The processing is initiated when the intercon—
nect device receives a frame from the network. The
interconnect device copies the frame and saves the port
number that the frame was recein on. Processing thencontinues at step 302.

Step 302: In this step, the frame that was copied in step
300 is interrogated and a check is made to determine if
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the destination address of the frame is equal to the LAN
security feature group address. If the received frame is
addressed to the LAN security feature group address,
then processing continues at step 306. Otherwise, the
flame is of some other type and the processing contin-
ues with step 304.

Step 304: This step is encountered for all frame types
other than the LAN security feature. The normal frame
processing code of the interconnect device runs here.

Step 306: In this step, the intrusion identifier information
is copied from the frame. The intrusion identifier con—
sists of the following information:

(a) MAC address of the intruder;
(b) module number;
(c) port number;
(d) time stamp;
Processing then continues at step 308.
Step 308: In this step, a check is made to determine if the

intrusion identifier is already in the Intrusion List of
this interconnect device. If yes, processing then con-
tinues at step 316. If no, processing then continues at
step 312.

Step 312: In this step, the intrusion identifier information
is added to the Intrusion List. Processing then continues
at step 316.

Step 316: In this step, the current port of the interconnect
device is set to port number 1. Processing then contin—
ues at step 318.

Step 318: In this step, a check is made to determine if the
intruding MAC address is already filtered on the cur—
rent port. If yes, processing then continues at step 322.
If no, processing then continues at step 320.

Step 320: In this step, a filter is set for the intruding MAC
address on the current port. Processing then continues
at step 322.

Step 322: In this step a check is made to determine if the
filter processing has been applied to all of the ports in
the interacnnect device. If all of the ports have been
processed, processing then continues at step 326. If
there are more ports to process, processing then con-
tinues at step 324.

Step 324: In this step, the current port is set to the next
port in the interconnect device. Processing then con-
tinues at step 318.

Step 326: In this step, the security breach detected frame
is propagated throughout the network. The interconnect
device transmits the security breach detected frame on
all ports other than the port the original frame was
received on. (Reference step 300 where it is determined
which port the frame was received on). Before trarw
mitting the security breach detected frame, the ICD
appends its MAC addre$ to the addresses field of the
frame and increments the device field length field of the
frame by 6. This provides the audit trail or the path
information for the security breach detected frame.
Processing then continues at step 332.

Step 332: In this step, the interconnect device transmits
the filter set frame to the originator of the security
breach detected frame. The originator is determined by
extracting the source address from the frame that was
copied in step 306. Processing then continues at step334.

Step 34: In this step, a trap frame is sent to the network
management station. The trap frame includes the fol-
lowing information:
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(a) trap identifieDc‘OS';
This indicates that the interconnect device has completed

the processing of a received security breach detected frame.
(b) MAC address of the intruding device;
(c) module number of the detected intrusion;
(d) port number of the detected intrusion;
(e) time when the security breach was detected;
(0 addresses field;
This is a variable length field that contains a list of all of

the devices that have processed the security breach detected
frame. This information provides to the network manage-
ment station the path that the security breach detected frame
followed throughout the network.

Processing then continues at step 336.
Step 336: In this step, a check is made to see if this

invention has been implemented in a token ring net-
work. The token ring architecture defines a special
functional address that is used for LAN management
stations. Functional addresses are only used in token
ring environments. lfthe invention is implemented in a
token ring network, processing then continues at step
338. lfthe invention is implemented in a non—token ring
network, processing then continues at step 340.

Step 338: In this step, a frame containing the same
information in the trap frame in step 334 is sent to the
functional address of the LAN manager. Processing
then continues at step 340.

Step 340: In this step, processing resumes again at step300.

The code to implement the hub enable phase of this
invention runs within the managed hub as event driven
threads within the realtime OS embedded system. The flows
in FIG. 14 depict the processing that occurs in the managed
hub in response to receipt of each filter set frame. The task
maintains the necessary lists of interconnect devices and
breaches to complete the hub enable phase for each breach.
The following briefly describes each logic block in the
figure.

Step 400: The task is initiated in the managed hub by the
receipt of a filter set frame.

Step 40]: Get the source address of the frame for findingthe associated ICD List item.
Step 402: The Interconnect Device List is scanned for an

item Will! the same MAC address as the source address
of the frame.

Step 403: Was a match found? If not, assume that the
interconnect device is no longer accessible.

Step 404: If a match is found, decrement the outstanding
breach response count in ICD List item by 1. This
provides an up-to-date count of outstanding responsesfor each ICD.

Step 405: Extract intrusion identifier information from theframe.

51°13 406: Scan the Breach List for an item with a
matching intrusion identifier.

Step 407: Match found?

Step 408: If a match is found, decrement the outstanding
filter set count by 1 in the matching Breach List item.

Step 409: Have all interconnect devices responded? Areall filters set?

Step 410: Since the intruder is now being filtered and has
been removed from the network, remove the BreachList item.

Step 411: If there is a listening network management
'station(s), send a trap. If this is a token ring, send an
alert to the LAN manager functional address.

Petitioner Apple Inc. - Exhibit 1%1-[i92féib1



Petitioner Apple Inc. - Exhibit 1004, p. 1017

5,805,801
15

Step 412: Optionally reenable the port. This is a policy
decision. It may also reflect the likelihood of the
intruder still attempting to intrude via this same port.

Step 413: End the task and return control to the embedded
OS.

The code to implement the security clear condition phase
of this invention runs within the interconnect devices as
event driven threads within the realtime OS embedded
system. The flows in FIG. 15 define the processing that
occurs in the interconnect devices in response to receipt of
each security clear condition frame. The task updates the
Intruder List of breaches and completes the security clear
condition phase for each breach. The following briefly
describes each logic bIOCk in the figure.

Step 500: The task is initiated in the interconnect device
by the receipt of a security clear condition frame from
a network management station.

Step 501: Extract the intruder MAC address from the
security clear condition frame.

Step 502: Search the Intrusion List for a matching MACaddress

Step 503: Is there a match?
Step 504: If there is a match, remove the item from the

Intrusion List.

Step 505: Remove filter for the intruding MAC address.
Step 506: End the task and return control to the embedded

05.

Two examples are given below to illustrate the actions
that are performed by the managed hub and interconnect
devices in an implementation of this invention in an cpera~
tional campus environment. Referring again to FIG. 1, there
isdcpicted a workstation 28, attached to an Ethernet hub 24,
that is attempting to gain unauthorized access to a file server
30 that is located on a token ring segment. The security
intrusion is detected by the managed Ethernet hub 24, since
the MAC address of the workstation 28 is not authorized for
this port in the hub. The managed hub 24 then disables the
port and transmits the security breach detected frame to the
LAN interconnect device 14 on this segment, which, in turn,
forwards the security breach detected frame to LAN inter-
connect devices 12. 16 that are attached to subnet 3 and
subnel 4, respectively. LAN interconnect device 12, in turn,
forwards the security breach detected frame to LAN inter—
connect device 18. The LAN interconnect devices 12, 14,
16, 18 set filters on all ports in the device to prevent frames
with the intruding MAC address from flowing through the
interconnect device.

More specifically, the managed hub 24 disables the port
and transmits the security breach detected frame to router
14. The managed hub 24 also sends a trap frame to the
management station 26. Router 14 applies the intruder’s
MAC addrcm as a filter on all of its ports and forwards the
security breach detected frame on all of its ports, except the
port the security breach detected frame was received on.
Router 14 then sends a trap to the network management
station 26 and sends a filter set frame back to the managed
hub 24. Router 12 and the token ring switch 16 also receive
the security breach detected frame and perform the same
processing operations as defined above for router 14. The
bridge 18 receives the security breach detected frame and
performs the same processing operations as done by router
14. The managed hub 24 now correlates all of the received
filter set frames with the interconnect devices 12, 14, 16. 13
that were discovered via the discovery request/response
frames and reenables the port. The managed hub 24 then
sends a trap to the management station 26 to indicate that the
intruder’s port has been reenabled.
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As a practical example of the implementation of this
invention in a campus LAN environment, FIG. 16 depicts a
university setting in which there is a managed hub on each
floor of the buildings in a campus network. The network
infrastructure consists of a pair of Ethernet sWitches attached
to a campus backbone. Each Ethernet switch is also attached
to a plurality of Ethernet managed hubs (one on each floor
in each building). The figure shows a student dormitory that
is attached to the same network that runs the university
administration applications. There are obvious security con»
cerns about students accessing the proprietary administra-
tive information (i.e., grades, transcripts, payroll, accounts
receivable/payable, etc).

An intruder trying to access the network via one of the
managed hub ports in the dormitory is stopped at the port of
entry to the network and further access to the campus
network is prevented by having the intruder’s MAC address
filtered on all LAN interconnect devices. The symbols
containing a “B” in FIG. 16 indicate the points in the campus
network where frames with the intruding MAC address are
blocked from access to [AN segments by the setting of
filters. The data flows corresponding to the example are
shown in FIG. 17 and are self-explanatory.

For simplicity, this invention has used the term managed
hub to refer to traditional token ring and Ethernet port
concentration devices (e.g., IBM 8238, IBM 8224, IBM
8225, IBM 8250, IBM 8260). In reality, the functions of the
managed hub can be extended to LAN switches (both token
ring and Ethernet) where dedicated stations could be
attached directly to the switch port. LAN switches would
have to add the functionality of authorizing a set of MAC
addresses that could attach to a switch port and detecting any
unauthorized accesses to the switch port.

To describe the key aspects of this LAN security
invention, it was easiest to illustrate with an implementation
using managed hubs. ln reality, many large enterprises use
a combination of both managed hubs and unmanaged hubs
throughout their networks. This invention is readily extend-
ible and the security detection mechanism can easily be
integrated into the function of a LAN bridge. The bridge
would keep the list of authorized addresses for a given LAN
segment where access to the LAN is via low cost unmanaged
concentrators. The bridge would then detect any new
addresses on the LAN segment and compare the addresses
against the authorized list. If an unauthorized address was
detected, the bridge would then set up filters for the intmd-
ing MAC address, and transmit the security breach detected
frame to the other interconnect devices attached to the
campus network. In this case, the intruder would be isolated
to the LAN segment where the intrusion was first detected.
This example shows that the composite function of the
managed hub could be integrated into a LAN bridge and the
bridge could control the security access for a large segment
consisting of unmanaged concentrators.

Another special use of this invention involves the tasks of
a network administrator. A key day-today task for most
network administrators falls into the category of moves,
adds, and changes to network configuration. In this
invention. the network management station has complete
awareness of all of the authorized users throughout the
campus network. In the event that a security breach is
detected, in the special case where an authorized user is
trying to gain access through an unauthorized port, the
network management station could detect this situation and
automatically take the appropriate actions (i.e., remove
filters from the interconnect devices since this is an autho-
rized user). This type of action would assist administrators
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that work in dynamic environments where there are frequent
moves, adds and changes.

The preferred embodiment of the invention has relied
upon the detection of unauthorized MAC addresses by the
managed hub. It can eam'ly be modified to apply to the
network layer (layer 3) or higher layers, in the Open System
lnteroonnection (OSI) protocol stack and work with such
well known network protocols as TCP/IP, lPX, HTTP,
AppleTalk, DECnet and NETBlOS among others.

Currently, many LAN switches have custom application
specific integrated circuits (ASle) that are designed to
detect or recognize frame patterns in hardware. These LAN
switches use this frame type recognition capability primarily
for frame forwarding based on the 1P address and for placing
switch ports in a virtual LAN (VIAN). In order to provide
security protection at the network layer, it will be clear to
one skilled in the art that the authorized addrefi list (AAL)described herein can be extended to include IP addresses.
”Hie so-rnodified AAL, coupled with the LAN switch capa-
bility to detect IP addresses in a frame will enable imple~
mentation of the detection and prevention phases to support
IP addresses. ln the detection phase, the ASlC~based LAN
switch can be used to obtain the IP address that is connected
to a port. The detected IP address would then be compared
to the authorized lP addresses in the AAL. If an unauthorized
IP address is detected, the invention works as previously
described with the disabling ofthe port and the transmission
of the security breach detected frame. In the prevention
phase, the interconnect devices are notified of intruding IP
addresses and then apply filters for the intruding [P address.

The present invention can also be modified to operate at
the application layer (layer 7) of the OSI protocol stack.
Currently, several commercially available LAN switches,
such as the model 8273 and model 8274 LAN switches
available from IBM Corporation, provide a capability for a
user—defined policy for creating a VLAN. This user-defined
policy enables one to specify an oEset into a frame and a
value (pattern) to be used to identify the frame. Once the
user-defined policy has been defined, the switch ASlC
detects all h’ames matching the specified pattern and places
them into a specific VLAN. Since the custom ASlC recog~
nizes the user-defined pattern, it can be programmed to
recognize ponions of a frame that identify a specific applie
cation. This application pattern can then be used as the
detection criteria in the invention and thus provide applica—
tion layer security.

The present invention can be modified further to provide
additional security by encryption of the data fields in the
frames that are used to implement the inventive concepts
described above. One of the most widely known and rec—
ognized encryption algorithms is the Data Encryption Stan-
dard (DES) The implementation of DES or other encryption
algorithm to encrypt the data fields of frames described in
this invention can ensure the privacy and integrity of the
communication between managed hubs, interconnect
devices and network management stations. Security proto-
cols such as Secure Sockets Layer (SSL) utilizing public key
encryption techniques are becoming standardized and can be
used to further enhance the invention described herein.

While the invention has been particularly shown and
described with reference to the particular embodiments
thereof, it will be understood by those skilled in the art that
various changes in form and detail may be made therein
without departing from the spirit and scope of the invention.

Having thus described our invention, what we claim and
desire to secure as Letters Patent is as follows:

1. A method for providing security against intrusion in a
computer network having a plurality of managed devices,
said method comprising the steps of:
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discovering by a first managed device each of said plu—
rality of managed devices that are enabled to provide
network security;

detecting an unauthorized address on a first port of said
first managed device and disabling said first port;

setting a filter at each of said plurality of managed devices
to prevent frames having the unauthorized address from
being forwarded through said computer network; and

reenabling said first port after said filtering step has been
completed.

2. The method for providing security against intrusion of
claim 1 further comprising the step of removing of said filter
that had been set at each of said plurality of manageddevices.

3. The method for providing security against intrusion of
claim 1 wherein said first managed device is a managed hub.

4. The method for providing security against intrusion of
claim I wherein said first managed device is a switch.

5. The method for providing security against intrusion of
claim 1 wherein said plurality of managed devices includes
a token ring switch.

6. The method for providing security against intrusion of
claim 1 wherein said plurality of managed devices includesan Ethernet switch.

7. The method for providing security against intrusion of
claim 1 wherein said plurality of managed devices includes
a bridge.

8. The method for providing security against intrusion of
claim 1 wherein said plurality of managed devices includesa router.

9. The method for providing security against intrusion of
claim 1 wherein said computer network includes a local areanetwork.

10. The method for providing security against intrusion of
claim 1 further comprising the steps of building and main—
taining an authorized address list at said first managed
device of addresses that are allowed to connect to each port
in said first managed device.

11. The method for providing security against intrusion of
claim 10 wherein each entry in said authorized address list
includes a port number and an authorized address.

12. The method for providing security against intrusion of
claim 1 wherein said discovering step includes the steps of:

transmitting a discovery request frame by said first man’
aged device, said discovery request frame having a
security feature group address;

receiving said discovery request frame at each of said
plurality of managed devices and transmitting a dis—
covery response frame back to said first manageddevice;

building and maintaining an interconnect device list at
said first managed device of said plurality of managed
devices that transmitted said discovery response fiarne
back to said first managed device.

13. The method for providing security against intrusion of
claim 12 wherein each entry in said interconnect device list
includes an address of the managed device that sent the
discovery response frame and a time stamp extracted from
said discovery re5ponse frame.

14. The method for providing security against intrusion of
claim 11 wherein said detecting step includes the steps of:

comparing. for each port, a source address of a station
attempting to connect to said port with the authorized
address list of addresses for said port and determining
whether said source address is on said authorizedaddress list.
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15. The method for providing security against intrusion of
claim 12 wherein following said disabling step said methodfurther includes:

sending a trap frame by said first managed device to a
network management station indicating that an intru—
sion has been detected on said first port; and

"transmitting a security breach detected frame by said first
managed device and having said security feature group
address to said plurality of managed devices that hava
entries in said interconnect device list.

16. The method for providing security against intrusion of
claim 15 wherein said security breach detected frame
includes a source address of an unauthorized station, the port
number of said first managed device at which the intrusion
occurred, and a time stamp representing the time at which
the unauthorized station was detected.

17. The method for providing security against intrusion of
claim 16 wherein following the receiving of said security
breach detected frame and setting of filters, each of said
plurality of managed devices performs the additional stepsof:

transmitting said security breach detected frame on all
ports except the port on which said each managed
device received said security breach detected frame;

sending a trap frame to the network management station
indicating that said filter has been set as a result of
receiving said security breach detected frame; and

transmitting a filter set frame to said first managed device.
18. The method for providing security against intrusion of

claim 17 wherein said filter set frame includes the address of
said each managed device sending said filter set frame, the
source address ofsaid unauthorized station, the port number
of said first managed device at which the intrusion occurred,
and a time stamp representing the time at which the unau-
thorized station was detected.

19. The method for providing security against intrusion of
claim 1 wherein following said reenabling step said first
managed device sends a trap frame to a network manage-
ment station indicating that said filtering step has been
completed.

20. The method for providing security against intrusion of
claim 2 wherein said removing step includes transmitting a
security clear condition frame to said plurality of manageddevices.

21. The method for providing security against intrusion of
claim 2 wherein said removing step includes transmitting a
security clear condition frame to a selected managed device
of said plurality of managed devices.

22. The method for providing security against intrusion of
claim 20 or 21 wherein said sermrity clear condition frame
includes said unauthorized address.

23. Asystem for providing security against intrusion in a
computer network having a plurality of managed devices,
said system comprising:

means for discovering at a first managed device each of
said plurality of managed devices that are enabled to
provide network security;

means for detecting an unauthorized address on a first port
of said first managed device and means for disabling
said first port;

means for setting a filter at each of said plurality of
managed devices to prevent frames having the unau‘
thorized address from being forwarded through said
computer network; and

means for reenabling said first port of said first managed
device after said filtering step has been completed.
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24. The system for providing security against intrusion of
claim 23 further comprising means at a network manage-
ment station for generating a security clear condition frame
to initiate the removing ofsaid filter that had been set at each
of said plurality of managed devices.

25. The system for providing security against intrusion of
claim 23 wherein said first managed device is a managedhub.

26. The system for providing security against intrusion'of
claim 23 wherein said first managed device is a switch.

27. The system for providing security against intrusion of
claim 23 wherein said plurality of managed devices includes
a token ting switch.

23. The system for providing security against intrusion of
claim 23 wherein said plurality of managed devices includesan Ethernet switch.

29. The system for providing security against intrusion of
claim 23 wherein said plurality of managed devices includes
a bridge.

30. The system for providing security against intrusion of
claim 23 wherein said plurality of managed devices includesa router.

31. The system for providing security against intrusion of
claim 23 wherein said computer network includes a localarea network.

32. The system for providing security against intrusion of
claim 23 further comprising means for building and main—
taining an authorized address list at said first managed
device of addresses that are allowed to connect to each port
in said first managed device.

33. The system for providing security against intrusion of
claim 32 wherein each entry in said authorized address list
includes a port number and an authorized address.

34. The system for providing security against intrusion of
claim 73 wherein said means for discovering includes:

means for transmitting a discovery request frame by said
first managed device, said discovery request frame
having a security feature group address;

means for receiving said discovery request frame at each
of said plurality of managed devices and means for
transmitting a discovery response frame back to said
first managed device;

means for building and maintaining an interconnect
device list at said first managed device of said plurality
of managed devices that transmitted said discoch
response frame back to said first managed device.

35. The system for providing security against intrusion of
claim 34 wherein each entry in said interconnect device list
includes an address of the managed device that sent the
discovery response frame and a time stamp extracted from
said discovery response frame.

36. The system for providing security against intrusion of
claim 33 wherein said means for detecting includes:

means for comparing, for each port, a source address of a
station attempting to connect to said port with the
authorized addreS list of addresses for said port and
means for determining whether said source address is
on said authorized address list.

37. The system for providing security against intrusion of
claim 34 further including:

means for sending a trap frame by said first managed
dcw‘ce to a network management station indicating that
an intrusion has been detected on said first port; and

means for transmitting a security breach detected frame
by said first managed device and having said security
feature group address to said plurality of managed
devices that have entria in said interconnect devicelist.
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38. The system for providing security against intrusion of
claim 37 wherein said security breach detected frame
includes a source address of an unauthorized station, the port
number of said first managed device at which the intrusion
occurred, and a time stamp representing the lime at which
the unauthorized station was detected.

39. The system for providing security against intrusion of
claim 38 wherein each of said plurality of managed devices
further comprises:

means for transmitting said security breach detected
frame on all ports except the port on which said each
managed device received said security breach detected
frame;

means for sending a trap frame to the network manage—
ment station indicating that said filter has been set as a
result of receiving said security breach detected frame;and

means for transmitting a filter set frame to said first
managed device.

40. The system for providing security against intrusion of
claim 39 wherein said filter set frame includes the address of
said each managed device sending said filter set frame, the
source address of said unauthorized station, the port number
ofsaid first managed device at which the intrusion occurred,
and a time stamp representing the time at which the unau—
thorized station was detected.

41. The system for providing security against intrusion of
claim 23 wherein said first managed device further com—
prises means for sending a trap frame to a network man-
agement station indicating that said filter has been set at each
of said plurality of managed devices.

42. The system for providing security against intrusion of
claim 24 wherein said security clear condition frame
includes said unauthorized address.

43. Amethod for providing security against intrusion in a
computer network having a managed hub and at least one
interconnect device, said method comprising the steps of:

building and maintaining an authorized address list at said
managed hub of addresses that are allowed to connect
to each port in said managed hub;

discovering by said managed hub each interconnect
device that is enabled to provide network security;

detecting an unauthorized address on a first port of said
managed hub and disabling said first port;

setting a filter at each interconnect device to prevent
frames having the unauthorized address from being
forwarded through said computer network; and

reenabling said first port after said filtering step has been
completed.

44. The method for providing security against intrusion of
claim 43 further comprising the step of removing of said
filter that had been set at each interconnect device.

45. The method for providing security against intrusion of
claim 43 wherein said at least one interconnect device
includes a token ring switch, an Ethernet switch, a bridge ora router.

46. The method for providing security against intrusion of
claim 43 wherein said discovering step includes the steps of:

transmitting a discovery request frame by said managed
hub, said discovery request frame having a security
feature group address;

receiving said discovery request frame at each intercon-
nect device and transmitting a discovery response
frame back to said managed hub;

building and maintaining an interconnect device list at
said managed hub of each interconnect device that
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transmitted said discovery regions: frame back to said
managed hub.

47. The method for providing security against intrusion of
claim 46 wherein said detecting step includes the steps of:

comparing, for each port, a source addrcs of a station
attempting to connect to said port with an authorized
address list of addresses for said port and determining
whether said source address is on said authorized
address list.

48. The method for providing security against intrusion of
claim 46 wherein following said disabling step said methodfurther includes:

sending a trap frame by said managed hub to a network
management station indicating that an intrusion has
been detected on said first port; and

transmitting a security breach detected frame by said
managed hub and having said security feature group
address to each interconnect device that has an entry insaid interconnect device list. '

49. The method for providing security against intrusion of
claim 48 wherein following the receiving of said security
breach detected frame and setting of filters, each intercon—
nect device performs the additional steps of:

transmitting said security breach detected frame on all
ports except the port on which said each interconnect
device received said security breach detected frame;

Sending a trap frame to the network management station
indicating that said filter has been set as a result of
receiving said security breach detected frame; and

transmitting a filter set frame to said managed hub.
50. The method for providing security against intrusion of

claim 43 wherein following said reenabling step said man~
aged hub sends a trap frame to a network management
station indicating that said filtering step has been completed.

51. The method for providing security against intrusion of
claim 44 wherein said removing step includes transmitting a
security clear condition frame to each interconnect device.

52. Asystem for providing security against intrusion in a
computer network having a managed hub and at least one
interconnect device, said system comprising:

means for building and maintaining an authorized address
list at said managed hub of addresses that are allowed
to connect to each port in said managed hub;

means for discovering by said managed hub each inter-
connect device that is enabled to provide network
security;

means for detecting an unauthorized addrass on a first port
of said managed hub and means for disabling said first
port; .

means for setting a filter at each interconnect device to
prevent frames having the unauthorized address from
being forwarded through said computer network; and

means for reenabling said first port of said managed hub
after said filtering step has been completed.

53. The system for providing security against intnrsion of
claim 52 further comprising means at a network manage-
ment station for generating a security clear condition frame
to initiate the removing of said filter that had been set at each
interconnect device.

54. The system for providing security against intrusion of
claim 52 wherein said at least one interconnect device
includes a token ring switch, an Ethernet switch, a bridge ora router.

55. The system for providing security against intrusion of
claim 52 wherein said means for discovering includes:
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means for transmitting a discovery request frame by said
managed hub, said discovery request frame having a
security feature group address;

means for receiving said discovery request frame at each
interconnect device and means for transmitting a dis-
covery response frame hack to said managed hub;

means for building and maintaining an interconnect
device list at said managed hub of each interconnect
device that transmitted said discovery reSponse frame
back to said managed hub.

56. The system for providing security against intrusion of
claim 55 wherein said means for detecting includes:

means for comparing, for each port, a source address of a
station attempting to connect to said port with an
authorized address list of addresses for said port and
means for determining whether said source address is
on said authorized address list.

57‘ The system for providing security against intrusion of
claim 55 further including:

means for sending a trap frame by said managed hub to a
network management station indicating that an intru—
sion has been detected on said first port; and

means for transmitting a security breach detected frame
by said managed hub and having said .SeCurity feature
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group address to each interconnect device that has an
entry in said interconnect device list.

58. The system for providing security against intrusion of
claim 57 wherein each interconnect device further com-
prises:

means for transmitting said security breach detected
frame on all ports except the port on which said each
interconnect device received said security breach
detected frame;

means for sending a trap frame to the network manage—
ment station indicating that said filter has been set as a
result of receiving said security breach detected frame;and

means for transmitting a filter set frame to said managedhub.

59. The system for providing security against intrusion of
claim 52 wherein said managed hub further comprises
means for sending a trap frame to a network management
station indicating that said filter has been set at each inter—
connect device. .
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[57] ABSTRACT

A network surveillance system includes a handler process
(10) for capturing network packets and filtering invalid
packets. a first and second continuously sorted record file
(15a, 156). and a scanner process (30) for scanning all
sessions occurring on the network and checking for the
presence of certain rules (38). When a rule is met. indicating
a security incident. a variety of appropriate actions may be
taken. including notifying a network security oflicer via
electronic or other mail or recording or terminating a net-
work session. The surveillance system operates completely
independently of any other network tratfic and the network
file server and therefore has no impact on network perfor-
mance. According to a further embodiment. the invention
may include remote surveillance agents (lotto—c) for gath-
Bring network packets at a remote location and transferring
them to a server (110) for analysis by a network surveillancesystem
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METHOD AND APPARATUS FOR
AUTOMATED NETWORK—WIDE

SURVEILLANCE AND SECURITY BREACH
INTERVENTION

COPYRIGHT NOTICE

A portion of the disclosure of this patent document
contains material which is subject to copyright protection.
The copyright owner has no objection to the facsimile
reproduction by anyone of the patent document or the patent
disclosure as it appears in the Patent and Trademark Oflioe
patent file or records. but otherwise reserves all copyright
rights whatsoever.

MICROFICHE APPENDK

A microfiche appendix including 64 frames on two fiche
is included herewith.

BACKGROUND OF THE INVENTION

This invention relates to transmission of information
between multiple digital devices on a network and between
multiple networks on an intcmetwork. More particularly.
this invention relates to a method and apparatus for ensuring
secure network communications by conducting surveillance
and checking of all or nearly all data transmitted on a
network. by network session reconstruction. and by securitybreach intervention.
Networfing Devices Standards

This specification presumes some familiarity with the
genaal concepts. protocols. and devices currently used in
MN networking applications and in WAN internetworlcing
applications. As these standards are widely publicly
available. they will not be fully discussed here.
Generalized Ian Configuration

FIG. 3 is a generalized diagram of a local area network
(LAN)800fatypethat mightbeuscdtodayinamodaate-
sized oflioe or academic environment and as an example ft!
discussion pin-poses of one type of network in which the
present invention may be efi‘ectivcly employed. LANs are
arrangements of various hardware and software elements
that operate together to allow a number of digital devicu to
exchange data within the LAN and also may include internet
connections to external wide area networln (WANs) such as
WANs 82 and 84. Typical modem LANs such as 80 are
comprised of one to many LAN inlarnediate systems (155)
such as 185 60—62 that are responsible for data transmission
throughout the LAN and a number of end systems (1385)
sud: as ES: sou—d. Sla—c. and 5241—3. that represent the end
user equipment. The E85 may be familiar end‘uscr data
processing equipment such as personal computers.
workstations. modems for dial-up connections. and printers
and additionally may be digital devices such as digital
telephones or reaLLime video displays. Dilfcrent types of
585 can operate together on the same LAN. Many difl'erent
LAN configurations are possible. and the invention is not
limited in application to the network shown in FIG. 3.
Security problems in network communications

A problem that has increasingly arisen in LAN and WAN
environments is that in most prior art nonworks packet trafic
on the line is fundamentally insecure. LANs are often
designed to prOVide easy and flexible access to network“
wide resources to any user process connected to the IAN.
including processes connected through internet or dial-up
connection. Within a corporate LAN. many users may have
access lo computer files containing data. such as account
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balances or financial transaction information. that may be
manipulated in ordcr to commit or cover-up crime. Firewalls
are one technology to prevent unauthorized access from
outside a LAN to files on the LAN. But the vast majority of
computer crime is perpetrated by authorized. inside users of
the LAN. accessing ormanipulating data in ways that are not
authorized. Firewalls ofier no protection against unautho-
rized insider access to MN resources.

Other security issues involve spoofing and sniffing. In a
LAN segment such as 72d. for example. every E5 on the
LAN segment will hair every packet sent to any E5 on that
segment. In general. each E5 in the network has a unique
ethernet (or MAC) address. and an ES will discard any
packets it bears that are not addressed to its MAC address.
However. 14255 are not forced by the network to discard
packets not addressed to them and may operate in a pro—
miscuous mode in which the ES reads every packet it hears
on the network and passes that packet up to higher layer
software running in the F3. While promiscuous mode has
legitimate uses during adaptor configuration or debugging. it
can also be used by an E5 to read and examine all the
network lIaflic on the network without authorization. This
activity is sometimes known in the art as snifiing.

A problem related to snifling can happen during trans.
missions from a LAN whereby software running on the
LAN can send the outgoing packet addresses to mimic
another ES's packets. This technique is known in the an as
spoofing._An unscrupulous user spoofing another‘s packets
can introduce unwanted data. such as viruses. into a packet
stream being transmitted from the E3. or can hijack a usa's
network session and gain unauthorized access to other
system resources.

A number of techniques have been proposed or imple-
mented to enhance network security. In general. all of these
techniques rely on verification of either a MAC address. and
IP address. or a user identification. These techniques are
limited. however. because there is no guarantee that packets
being transmitted on the network have a valid MAC or IP
address in their packet header and there is also no guarantee
that an authorized user ofa LAN will not access or manipu~
late LAN data in an unauthorized way.

What is needed is a simple. inexpensive. system for
monitoring the activity on a network and stunning for
unauthorized network activity and automatically taking
action when unauthorized activity is detected. Ideally. such
a technique should be unplementable on a network without
decreasing network pin-fortune.

For purposes of clarity. the present discussion refers to
netwurk devices and concepts in terms of specific examples.
However. the method and apparatus of the present invention
may operate with a wide variety of types of network devices
including networks dramatically different from the specific
examplcs illumtcd in FIG. 3 and described below. It is
therefore not intended that the invention be limited except asdone so in the attached claims.

In many existing LAN systems. data on the network is
grouped into discrete units related to as packets. each
having an indication of source and destination. While the
present invention is not limited to packetized data. data is
described herein in terms of packets in order to case under.
standing.

SLWARY OF THE INVENTION

The invention is an improved method and apparatus for
transmitting data in a LAN. According to the present
invention. a Network Scarrity Agent“ surveillance system_
is able to read all packets n'ansmitted on a nenvork segment.
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reconstruct all user sessions. and scan all user sessions for
noteworthy or suspicious activity. all in real-lime and with.
out any significant impact on network performance. When
any noteworthy or suspicious activity is detected. alerts are
generated and appropriate intervention actions can be taken.

The present invention makes use of Packet Sniffing.
Session Reconstruction. and Session Scanning in order to
scan sessions for unauthorized activity and. when unautho-
rized activity is detected. predetermined automatic interven-
tion action is taken. The present invention uses automatic
real~time session reconstruction and scanning to accomplish
network surveillance on the tens of millions of packets
generated on a typical LAN eadt day.

In accordance with the present invention. hardware and
software elements are optimally designed to be able to read
all packds on the LAN in real-time and reconstruct sessions.
Customized routines for reading low—level packets directly
fiom the ethernet controller are incorporated in the invention
in order to capture 100% of all network tntfic.

In one embodiment. the invention includes software ele-
ments written in a language optimized for data handling and
1/0. The invention includes a set of user interfaces to allow
a network administrator to review data gathered by the
invention and to set certain parameters.

The invention will be better understood with rd’erence to
the following drawings and detailed description.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of a. network surveillance
system according to the present invention.

FIG. 2 is a block diagram of a handler process in
accordance with an embodiment of the invention.

FIG. 3 is a diagram of a generalized LAN in which the
present invention may be employed.

FIG. 4 illustrates a number of remote networks with
remote. surveillance system agents according to an embodi.men! of the invention.

FIG. 5 illustrates a remote surveillance system agent
according to an embodiment of the invention.

FIG. 6 is a block diagram of a computer system which
may be configured with a. software embodiment in accor—
dance with the invention.

DESCRIPTION OF THE PREFERRED
EMBODHJENT '

Overview .
FIG. 1 is a block diagram of a network surveillanu:

system in accordance with one embodiment of the present
invention. Shown in FIG; 1 is a communication dtannel 5
which indicates a connection to a LAN or other data
communication medium. Data. either packetized or
otherwise. is received from channel 5 by a network driver 7
which may include hardware and software components fca'
quickly reading the signals on channel 5 and translating
them into computer readable data. Network driver 7 may be
a preexisting or custom network interface and is set to be in
promiscuous mode in which it receives all or nearly all data
transmitted on Channel 5. Data received on network drivu' 1
are passed to handla process 10. which may preform sonic
filtering or processing of the data as described below. before
placing the data as records into one of files 15¢: or 15!: as
described below. Files 1541 and 15!) are continuously sorted
as is known in the art. Scanner process 30 reads records firom
files lSa—b and organizes the records into a session database
32. Session data base 32 contains a sequential listing of all
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packets received in a particular session. According to the
invention. scanner process 30 includes a session window
(SW) scanner 34. SW scanner 34 defines session windows
for reading windows of data in session data base 32 and
testing a set of rules 38 against those windows of data.

According to the invention. session windows are con-
structed so as to provide an overlapping and sliding window
of data so that rules may be fully tested even if the data that
would fire the rule is split on packet reception between
record file 1 and record file 2. Data bases Mia—d are

maintained to provide information regarding network usage
parameters such as accessed URLs. accessed domains. the
top ten URLs accessed. etc. A user inta'face 42 is designed
to accept user instructions from. a work station such as 45
and to display requested data to the work station 45 as
described below. An optional real fimc display engine 44
may interact with handler process 10 to display real-timesession data.

According to the invention. newly transmitted packets on
channel 5 are captured even while previously captured
padrcts are being scanned by incorporating two record files
15a and 151) which operate such that while a record file is
being scanned and analyzed for stnveillance incidents. the
other record file is being filled with continuously sorted
packets by handler process 10. Associated with the record
files also may be a memory space 16 for storing larger
amounts of packet data.Handler Process

FIG. 2 illustrates the functions of handler process 10
according to one unbodiment of the invention. Handh- 10
reads all or a large subset of data on channel 5 and selects
session packets for later reconstruction. Handler 10 com-
municates with scanner 30 and real time display engine 44.

Handler to prioritizes reading packets from channel 5.
which on a busy LAN can be in excess of 50.000.000
packets a day. One embodiment of the handler uses a small
statevtable and is completely event driven. Reading data
from networks packets takes the highest priority so that no
desired packets are missed.

Handla pocess 10 includes a filtering process 22 for
initial packet filtering. Filtaing process 22 can be set.
according to the invention. to filter out packets based on a
numb: of criteria including filtering out invalid packets due
to a bad check stun or certain identifications.

Handler process 10 also includes a. timestamper 23 for
adding a time stamp to each network packet received and a
sequencer 25 for adding a sequence number to each packet
received in order to uniquely identify each packet. Handla
decoder 26 partially decodes network packets and can be
programmed to handle certain internal packet compression.

Record: 28 writes each processed data packet out as a
record into a continuously sorted record files lSa—le.
Which file is written to is determined scanner process 30. as.
dcsu-ibed below.Arepresentative record 18 is shown in FIG.
1 having a ntnnber of fields including imitations for a
sauce. a destination or group of destinations. a server. a
sequence number. data. a timestamp (T3,). and a handle
sequence number (HSQ).
Scanner Process

‘ Scanner 30’s ptirnary task is session reconstruction and
session scanning. At timed intervals. scanner 30 sets a flagrequesting a group of packets for session reconsu'uction.'l'he
packets are generally provided by handler 10 from‘either file
15a or 15b and handler 10 begins storing newly received
records in the file not being accessed by scanner 3.. When
scanner 30 receives the packets. it immediately p'ooceds torcconstrud sessions.
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Sessions are reconstructed based on any combination of
source and destination indications such as IP address and
port (for TCP/IP) or Local Area Transport (LAT) virtual
circuit and slot. Each identified session is reconstructed
separately along with a session identifier. Some portion of
previously reconstructed session data is maintained to allow
SW scanner 34 to detect patterns that may cross record files.
Rules and Intervention Actions

The reconstructed session is passed through a series of
uscrvdeftned rules 38. In one embodiment. each rule consists

of simply an alert name and a pattern. When SW scanner 34
detects that a session window contains the panem. the alen
is trlggered.

Associated with each alert name is a description of the
alert. a list of actions to be taken when the alert is triggered.
and the priority level of the alert. When the alert is triggered.
an incident is logged in log 39. Incident log 39 contains
identifying data of the incident such as the name of the alert.
description. user login name. location (1'CP/IP or LAT
addresslport). and a snapshot of the session-with an arrow
pointing to the pattern that caused the alert to be triggered.

After logging the incident. any alert actions are taken by
alert handler 36. Possible aim actions include sending email
to someone or group of people containing for example the
name of the triggered alert. location (TCPIIP or LAT
address/port). user login name. and a snapshot of the session
with an indication of the pattern that caused the alert to be
triggered.

Another possible alert action includes recording the ses-
sion from the alert moment forward for playback later on.
The recording contains. keystrokefor—lceystrokc. everything
that the user does that involves transmission over the net-
work. An alert may also take action to terminate the user
connection that generated it.

Smnner 30 also may handle session data base cleanup
procedures—such as purging inactive login information.
Real Time Display Module

Real time display module 44 is an optional component of
the invention that is in charge of displaying sessions in
realvthne. When real time display module 44 receives a
watch message from either ala‘t handler 36 or user interface
module 42. it creates a terminal-emulation pop-up window.
Each window displays a user session in real time keystroke
by keystroke. In this situation. both scanner- 30 and real time
display module 44 will receive certain packets from handler
10. Real time display module 44 then sends a message to
handla 10. requesting that packets from the watched session
be duplicated and sent to real time diqslay module 44, When
watch packets are received. they are formatted and sent to
the appropriate terminalvemulation pop-up window.

Ifthe session is disconnected. a session closed message is
displayed in the pop-up window and warding of the session
is halted. If the user manually closes the pop-up window.
session watching is also discontinued for that session.
User Interface Module

User interface module 42 provides a user interface to the
network surveillance system From module 42. sessions can
be viewed. reports generated. alerts and rules defined. and
session actions taken. .

Module 42 communicates with real time display module
44 when session watching is requested All other displays
and actions performed by module 42 are pu’formcd through
data base operations. Scanner 30 notices data base changes
(such as new alerts or rules) and rebuilds its internal tablesas needed.

Module 42 can be operated either with a mouse. directly
from the keyboard. or by any other method for interfacing
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6
between a computer work station and a user. Extensive
on—line help is provided at all decision points.

EXAMPLE

The operation of the invention may be further understood
by an example. For the purposes of this example. assume
that LAN 80 is a local area network in an investment
management firm. The network may include a number of
functions which a particular employee is authorized to use at
any time from any location. including from a dial~up con-
nection. One such function that an employee may access at
any time is interolfice email functions. In addition. the LAN
may include data of a sensitive nature pertaining to customer
accounts. which normally would only be accessed by autho-
rized employees during business hours while omsite at the
olfice handling customer accounts. Standard prior art secu-
rity measures. such as file access authorization. might des—
ignate certain employees to have access to this data. but
would usually not limit that access based on whether the
employee was connecting via a dial-up connection or
whetha the employee was attempting to access the data
during valid business hours.

According to the current invention. a nil: could be set up
to monitor access to any file within the customer file
structure. This rule could be a very simple rule that checked
for a certain text string being passed from a client process to
a server process over the network where that text string
represented a file path name. To further illustrate aspects of
the invention. assume that the complete file path name is
divided into more than one network packet and that the two
network packets are received just as scanner 30 requests a
switch from record file I to record file 2.

Such a rule may be represented as:
 
l]= mLemwe—amnstomer‘) AND

(Whom-r 0R connecticniHiaan)THEN
gamma. supervisor)
terminatcfiioo 0END]?
 

According to this example. a first packet from a session
82 ending with the data ‘Wdata\cu" is transmitted on channel
5 and placed by handler 10 into record file 1.5a. before the
next packet from SI is received. scanner 30 signals to
bandit: In to switch record files. Scanner 30 then reads the
data in record file 1. and places data from $2 in the
app-opiate session database file. Session window scanner
34 then scans the text in SW2 for the above rule. and since
the text is not found. the rule does not fire.

In the meantime. a second packet from session S2 begin-
ning with the data “stoma"is transmitted on channel 5 and
placed by handler 10 into record file 15b. W'hen scanner 30
has fully analyzed the data from 150. it switches to 15b and
places the additional data from 82 in the anxopriate session
database file. Session window scanner 34 then sans the lat!
in SW2 for the above rule. and. because SW2 includes an
ovalap of at least 13 bytes. the rule fires. The incident is
logged in 39 and the alert is handled by handler 36.
specific Implementation

Aprimaty challenge or the present invention is to be able
to read all data packets on the LAN in real-time. In one
specific installation. an OpenVMS operating system. runv
ning on a Digital AlphalAXP CPU at speeds of 233 Mhz to
500 Mhz was chosen to keep up with the heavy processing
demands of reading 100% of a busy LAN’s packets while

Petitioner Apple Inc. - Exhibit 18§£E0f8§%85
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handling session reconstruction. real~tirne scanning. and
real—time display tasks.

Customized routines for reading low-level packets
directly from a network controller were written in C using
the OpenVMS‘ asynchronous QIO services. The real-time
display module was also written in C.

For session reconstruction and rmbtirne session scanning.
one embodiment was implemented using the INTOUCI-I
4GL(TM) programing language. developed by the
assignee of the present invention. INTOUCH 4GL is a high
performance language designed specifically for data
manipulation and text scanning. For use by the surveillance
agent INI‘OUCH 4GL was enhanced by including special-
ized functions for high—speed pattern matching.

INTOUCH 4GL was also used for the user interface and
incident tracking. reporting. data base maintenance. and
recorded session playback.
Remote Surveillance Agent

FIGS. 4 and 5 illustrate a dlfl’erent embodiment of the
invention wherein a number of remote surveillance agents
(RSAs) may be utilized along with an internet in order to
capture network data traffic on one site and have that traflic
analyred and sessions reconstructed at another site. FIG. 4
shows RSAs roan—c connected to different WANHAN
networks 105a. According to this embodiment. RSAs
moo—c collect all network data traific from the LAN or
WAN to which they are attached. but instead of fully
scanning that trafiic. RSAs lino—c store collected packets
into a form that may be transmitted to remote surveillance
server (RSS) no. RSS 110 receives the information for
RSAS ION—c and presents this information to a surveillana
system 1 according to the invention. which performs session
reconstruction. rule checking. and alert handling as
described above.

According to one specific embodiment RSAs IOOa—c
collect multiple packets on their attached WANILAN and
compress multiple packets into a single inter-net packet
which may be transmitted back through the WAN/LAN.
over the internet. to RSS 110. According to this embodiment.
RSAs IOOa—c can in this way allow a surveillance system I
located in one city to monitor several WANIIANS located in
different cities simply by plugging an RSA into the remote
network without making any other changes to the network.

FIG. 5 illustrates one ctample ofan RSA according to the
invention. LAN/WAN data is received and processed by
handler process 10 substantially as described above and
stored in one of a plurality of record files 15a—b. Record file
data is then met by interact packedzed 130. which stores
multiple LAN/WAN packets into an inter-net packet which is
then passed to driver ’7 for transmission to 168 110 via the
internet. in an alternative embodiment. LAN/WAN packets
are received by an RSA and timestamped and immediately
transmitted over the internet. either singly or in groups. with
minimal additional processing by the RSA.

The present invention may be embodied in software
instructions either recorded on a fixed media or transmitted
electronically. In such a case. the surveillance system 1 of
FIG. 3 will be a high performance computer system and the
software instructions will cause the memory and otha
storage medium of computer 1 to be configured as shown in
FIG. I and will cause the processor of computer I to operate
in accordance with the invention.

FIG. 6 illustratm an example of a computer system "Std
to execute the software of the present invention- FIG- 7
shows a computr: system 7'00 which includes a monitor 705.
cabinet 707. keyboard 709. and mouse 711. Cabinet 707
houses a disk drive 715 for reading a CD-ROM or other type
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disk 717 and houses other familiar computer components
(not shown) such as a processor. memory. disk drives. and
the like. as well as an adaptor I for connection to a
communication channel 5.

The invention has now been explained with reference to
specific embodiments. Other embodiments will be apparent
to those of skill in the an. In particular. specific processing
orders have been described and functions have been
described as being in particular orders. however. many of
these sub functions could be differently arranged without
changing the essential operation of the invention. It is
therefore not intended that firis invention be limited. except
as indicated by the appended claims.

What is claimed is:

LA network surveillance system for conducting surveil-
lance on a network independent of a near/ark server com—
prises:

anetwotkdn'vcr for capturing data on a network said data
not necessarily addressed to said surveillance system:

a handler process for receiving data from said network
driver and storing said data in real time;

a plurality of record files for receiving network data and
storing said data before further examination;

a scanner process for designating one of said plurality of
record files as a receive file while reading data from
another of said plurality of record files and for using
said data to construct a plurality of session data
streams. said session data streams providing a sequen—
tial reconstruction of network data traflic organized by
session:

a session window scanner for reading a window of data in
one of said plurality of session data streams;

a set of surveillance rules defining data patterns which.
when met. will trigger a surveillance alert: and

an alerts handler for responding to fired rules and takingdefined actions.

2.11:: device according to claim I further comprising:
a user interface allowing a user to View sessions in real

time and to access a plurality of data bases containing
session events maintained by said scanner process.

3. The device according to claim I wherein said handler
process filtus certain network data and adds an indication of
the time when certain network data is received from the
network.

4. The device according to claim 1 wherein said plurality
of record files are continuously sorted according to a recordindex.

5. The device accu'ding to claim I wherein said session
window includes an overlap portion of previously examined
data from said session data base in order to test for rules that
would apply to data contained in more than one record.

6. The device according to claim 5 wherein said session
window overlap is determined by the longest text string thatcould trigger a rule.

7. The device according to claim I wherein said alerts
handler may respond to an alert by transmitting a message
to a specified plurality of destinations.

8. The device according to claim I wherein said alens
handler may respond to an alert by fordng a user session toterminate.

9. The device according to claim 1 wherein said alerts
handler may respond to an alert by recording a session.

10. A fixed computer rcadcable medium containing com—
pulcr executable program code which. when loaded into an
appropria‘dl’ configured computer system will cause the
cornputfl' to embodiment the device of claim I.

Petitioner Apple Inc. - Exhibit 185ET89i6133186
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11. A method for for conducting surveillance on a network
comprises:

capturing data on a network;

storing said data in real time in one of a plurality of record
files:

using said data to construct a plurality of session data
streams. said session data streams providing a sequen—
tial reconsnuction of network data traffic organized by
session;

reading a window of data in one of said plurality of
session data streams;

testing said window of data against a set of surveillance
rules; and

responding to fired rules by taking defined interventions.
12. The method according to claim 11 further comprising

presenting a view of reconstructed sessions to a user in real
time

13. The method according to claim 11 further comprising
filtering cutain network data packets before storing.

14. The method according to claim 11 further comprising
continuously sorting record files.

10

15

20

10

15. The method according to claim 11 further comprising
examining an overlap portion of previously examined data
in order to test mtes that would apply to data contained in
more than one record.

16. The method according to claim 15 wherein said
session window overlap is determined by the longest text
string that could trigger a rule.

17. The method according to claim ll further comprising
responding to an alert by transmitting a message to a
specified plurality of destinations.

18. The method according to claim 11 further comprising
responding to an alert by forcing a user session to terminate.

19. The method according to claim 11 further comprising
responding to an alert by recording a session.

20. A fixed computer readeable medium containing com~
puter executable program code. which. when loaded into an
appropriately configured computer system will cause the
computer to embodiment the method of claim 11.

i t t t *
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Linux FreeS/VVAN Index file

This is an index file for the Linux FreeS/WAN documentation. Most files described here are in the doc

directory afier the distribution is unpacked and are in HTML format. If you prefer text files over HTML,
see doc/README for instructions on creating them.

Files most users should read

How to set up a simple network with FreeS/WAN. This also covers initial installation.
Configuration of FreeS/WAN.

relation between IPSEC and firewalls

a list of FreeS/WAN man p_age_s with links to HTML versions.
They are also of course available via the man command.

o information on the project mailinglist

0 Troubleshooting using our ipsec__barf(8) and ipsec__look(8) tools and other tools such as tcpdump
(8) and sniffers

o a (still rudimentary) EAQ document

Distribution text files

Text files in the main distribution directory are README, INSTALL, CREDITS, CHANGES, and
.QQRXINQ.

License and copyright information

All code and documentation written for this project is distributed under either the GNU General Public
License (GPL) or the GNU Library General Public License. For details see COPYING.

Libdes library has its own license

Printed documentation

Those who prefer documentation in printed form can, of course, print any of the HTML documents or

manpages in the usual way, and are free to write whateVer scripts they like to reformat them in the

process. (We would like to see any interesting scripts you come up with. Please post them, or a suitable

pointer, to the mailingfl. Of course, if they have any code specifically related to cryptography, you
must consult your local ezportlafls first.)

We also provide three files designing for use with the "make book" command in the AIM web
browser/edi tor from the mgrld.-flideWehgqnsgnium.

Going to any of these files with Amaya and clicking on the "make book" command will give you One
large file, with an automatically generated table of contents, for browsmg or printing:

0 Setup, configuraticm, troubleshooting

http://liberty.fi'eeswan.org/freeswan_trees/freeswan— 1 .3/doc/ 2/21/2002
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0 Background information

0 Man pages

These files are also usable without Amaya. Without Amaya, you cannot build the single large "book"
file, but you can follow the links to its components.

Project background information

0 Our project leader’s rationale for starting this

o Project Overview: goals, protocols, and components
o Lists of I_P_S_E_C features

0 implemented in Linux FreeS/WAN

0 nptyet in Linux FreeS/WAN

0 QE_S_ and its vulnerability to cracking.
. Expgmlaws

Reference information

Automatically generated link files

o Table of Contents for HTML documentation

o Pegguted index of HTML files

Run 'make’ in the doc directory if these files aren't there.

Other reference files

Roadmap, where things are in the distribution
glossary of terms and acronyms

Bibliography
Web links for

0 Linux Egg/“WAN” project

0 IPSEC protocols
0 Linux

0 Mmphyaadsccynty
. Mafliaglists - .

0 List of IPSEC and other security RFCs

Specialised information

o Iroublweshgflqging using our ipsec_barf(8) and ipsecJook(8) tools and other tools such as tcpdump
(8) and sniffers

. Compatibility information culled from the mailinglisl on using FreeS/WAN with:.
0 Linux distibutions other than Redhat

0 CPUs other than Intel architecture

0 other IPSEC implementations

. Configuration for setups with unusual requirements such as:
o egggjudedsubget (IP sees one network, but there are two or more physical sites involved).

http://liberty.freeswan.org/fieeswan_trees/fieeswan—l .3/doc/ ' 2/21/2002
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0 Road Wan-{or support

0 dynamic interjace (not up at boot time, e.g. PCMCIA) handling

0 implementationngtes on various topics
. cross-reference between various standards and the FreeS/WAN code and utilities

httnzl/libertv. freeswanorg/freeswanwtrees/freeswan~1 .3/doc/ 2/2 1/2002
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This file is part of the documentation for the Linux FreeS/WAN project.

See the documentation index or project home page for more information.  

Swan: Securing the Internet against

Wiretapping

by project founder John Gilmore

My project for 1996 was to secure 5% of the Internet traffic against passive wiretapping. It didn't
, happen in 1996, so I'm still working on it in 1997, 1998, and 1999! Ifwe get 5% in 1999 or 2000, we

can secure 20% the next year, againstvboth active and passive attacks; and 80% the following year. Soon
the whole Internet will be private and secure. The project is called S/WAN or S/Wan or Swan for Secure

Wide Area Network; since it‘s free software, we call it FreeSwan to distinguish it fi'om various
commercial implementations. R_SA came up with the term "S/WAN". Our main web site is at

hfip://www.xs4all.nl/~ereswan/. Want to help?

The idea is to deploy PC-based boxes that will sit between your local area network and the Internet (near
your firewall or router) which opportunistically encrypt your Internet packets. Whenever you talk to a

machine (like a Website) that doesn‘t support encryption, your traffic goes out "in the clear" as usual.
Whenever you connect to a machine that does support this kind ofencryption, this box automatically

encrypts all your packets, and decrypts the ones that come in. In effect, each packet gets put into an
"envelope" on one side of the net, and removed from the envelope when it reaches its destination. This

works for all kinds of Internet traffic, including Web access, Telnet, FTP, email, IRC, Usenet, etc.

The encryption boxes are standard PCs that use fi'eely available Linux software that you can download

over the Internet or install from a rcheap CDROM.

This wasn't just my idea; lots ofpeople have been working on it for years. The encryption protocols for
these boxes are called IPSEC {IP Security L They have been developed by, the IP Security Working

the Internet should use powerful encryption to provide security and privacy. I think these protocols are
the best chance to do that, because they can be deployed very easily, without changingvyour hardware or

sofiware or retraining your users. They offer the best security we know how to build, using the Triple-
DES, RSA, and Diffie-Hellman algorithms.

This "opportunistic encryption box" offers the "fax effect". As each person installs one for their own
use, it becomes more valuable for their neighbors to install one too, because there's one more person to

use it with The software automatically notices each newly installed box, and doesn't require a network
administrator to reconfigure it. Instead of "virtual private networks" we have a "REAL private network";
we add privacy to the real network instead of layering a manually—maintained virtual network on top of
an insecure Internet.

Deployment of IPSEC

http://liberty.fireeswan.org/freeswanwtrees/freeswan—l .3/doc/rationale.htrnl 2/21 0002
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The US government would like to control the deployment of IP Security with its crypto export laws.

This isn't a problem for my effort, because the cryptographic work is happening outside the United

States. A foreign philanthropist, and others, have donated the resources required to add these protocols
to the Linux operating system. Linux is a complete, freely available operating system for IBM PC's and

several kinds ofworkstation, which is compatible with Unix. It was written by Linus Torvalds, and is

still maintained by a talented team of expert programmers working all over the world and coordinating

over the Internet. Linux is distributed under the ,QwNUAPgblchicqnse, which gives everyone the right to

copy it, improve it, give it to their fi'iends, sell it commercially, or do just about anything else with it,
without paying anyone for the privilege.

Organizations that want to secure their network will be able to put two Ethernet cards into an IBM PC,

install Linux on it from a $30 CDROM or by downloading it over the net, and plug it in between their

Ethernet and their Internet link or firewall. That’s all they'll have to do to encrypt their Internet traffic
everywhere outside their own local area network.

Travelers will be able to run Linux on their laptops, to secure their connection back to their home

network (and to everywhere else that they connect to, such as customer sites). Anyone who runs Linux

on a standalone PC will also be able to secure their network connections, without changing their

application soflware or how they operate their computer from day to day.

There will also be numerous commercially available firewalls that use this technology. RSA Data

Secunty is coordinating the S/Wan(S.ecureW1deAreaNetw0rk) prOJ'ect among more than a dozen
vendors who use these protocols. There‘s a cgmpatabilityachart that shows which vendors have tested

their boxes against which other vendors to guarantee interoperatility.

Eventually it will also move into the operating systems and networking protocol stacks ofmajor

vendors. This will probably take longer, because those vendors will have to figure out what they want to
do about the export controls.

Current status

My initial goal of securing 5% of the net by Christmas '96 was not met. It was an ambitious goal, and

inspired me and others to work hard, but was ultimately too ambitious. The protocols were in an early
stage ofdevelopment, and needed a lot more protocol design before they could be implemented. As of

April 1999, we have released version 1.0 of the software (fieeswarrfigggargz), which is suitable for

setting up Virtual Private Networks using shared secrets for authentication. It does not yet do

opportunistic encryption, or use DNSSEC for authentication; those features are coming in a future
release.

Protocols .

The low—level encrypted packet formats are defined. The system for publishing keys and
providing secure domain name service is defined. The IP, Security working group has settled on an

NSA-sponsor'ed protocol for key agreement (called ISAKMP/Oakley), but it is still being worked
on, as the protocol and its documentation is too complex and incomplete. There are prototype
implementations of ISAKMP. The protocol is not yet defined to enable opportunistic encryption
or the use of DNSSEC keys.

Linux Implementation . . , .
The Linux implementation has reached its first major release and is ready for production use in
manually~configured networks, using Linux kernel version 2.0.36.

http://liberty.freeswan.org/fieeswanjrees/freeswan—1 .3/doc/rationa1e.html 2/21 [2002
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Domain Name System Security

ThereIS now a release of BIND 8.2 that includes most DNS Security features.

The first prototype implementation of Domain Name System Security was funded by DARPA as
part of their Information Survivability program. Trusted Information Systems wrote a modified
version of BIND, the widely-used Berkeley implementation of the Domain Name System.

TIS, ISC, and I merged the prototype into the standard version of BIND. The first production

version that supports KEY and SIG records is bind-4.9.5. This or any later version of BIND will

BINDIs not export-controlled since it does not contain any cryptography. Later releases starting
with BIND 8.2 include cryptography for authenticating DNS records, which is also exportable.
Better documentation is needed.

Why?

Because I can. I have made enough money from several successful startup companies, that for a while I
don't have to work to support myself. I spend my energies and money creating the kind of world that I'd
like to live in and that I'd like my (fiJture) kids to live in. Keeping and improving on the civil rights we
have in the United States, as we move more of our lives into cyberspace, is a particular goal of mine.

What You Can Do

Install the latest BIND at your site.

You won't be able to publish any keys for your domain, until you have upgraded your copy of
BIND. The thing you really need from it is the new version of named, the Name Daemon, which
knows about the new KEY and SIG record types. So, download it from the Internet Software

‘ansortiurnfland install iton your name server machine (or get your system administrator, or
Internet Service Provider, to install it). Both your primary DNS site and all of your secondary
DNS sites will need the new release before you will be able to publish your keys. You can tell

which sites thisIs by running the Unix command "dig MYDOMAIN ns" and seeing which sites
are mentionedIn your NS (name server) records)

Set up a Linux system and run a 2.0.x kernel on it

cards.

Install the Linux IPSEC (Freeswan) software

If you're an experienced sysadmin or Linux hacker, install the freeswan~l .0 release, or any later
release or snapshot. These releases do NOT provide automated "opportunistic" operation; they
must be manually configured for each site you wish to encrypt with.

Get on the linux-ipsec mailing list

The discussion forum for people working on the project, and testing the code and documentation,
is: linux—ipsec@clinet.fi. To join this mailing list, send email to l_i_nux:ip.§€§:EEQUEST@Qlinet.f1
containing a line of text that says "subscribe linux-ipsec". (You can later get oflc the mailing list
the same way —- just send "unsubscn'be linux-ipsec"). '

Check back at this web page every once in a while

http://liberty.fieeswan.org/freeswan__trees/freeswan-l .3/doc/rationale.html 2/21/2002
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I update this page periodically, and there may be new information in it that you haven't seen. My
intent is to send email to the mailing list when I update the page in any significant way, so
subscribing to the list is an alternative.

Would you like to help? I can use people who are willing to write documentation, install early releases

for testing, write cryptographic code outside the United States, sell pre-packaged software or systems

including this technology, and teach classes for network administrators who want to install this

technology. To offer to help, send me email at gnu@toad.com. Tell me what country you live in and
what your citizenship is (it matters due to the export control laws; personally I don't care). Include a

copy of your resume and the URL of your home page. Describe what you'd like to do for the project,

and what you're uniquely qualified for. Mention what other volunteer projects you've been involved in

(and how they worked out). Helping out will require that you be able to commit to doing particular

things, meet your commitments, and be responsive by email. Volunteer projects just don’t work without
those things.

Related projects

IPSEC for NetBSD

This prototype implementation of the IP Security protocols is for another free operating system.
Domn19.arl,B._SQi_p§egtaLgL

IPSEC for OpenBSD -

This prototype implementation of the IP Security protocols is for yet another free operating
system. It is directly integrated into the OS release, since the OS is maintained in Canada, which

has freedom of speech in software.

  

gnu@t0ad.com, gnu@eflorg, my;bgm§.p_qgg

An equal opportunistic encryptor.

http://liberty.freeswan.org/fieeswan_trees/freeswan-l .3/doc/rationale.htm1 2/21/2002
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This file is part of the documentation for the Linux FreeS/WAN project.
See the documentation index or project hgme page for more information.  

Glossary for the Linux FreeS/WAN project

Entries are in alphabetical order. Some entries are only one line or one paragraph long. Others run to
several paragraphs. I have tried to put the essential information in the first paragraph so you can skip the
other paragraphs if that seems appropriate.  

Jump to a letter in the glossary

I humericABCDEEQHIJKLMNQPQBSIH.-,_MWXXZ.  

Other glossaries

Other glossaries which overlap this one include:

glossary portion of the Cryptogra FA

an extensive crytographic glossary on Iqrryjiittei’s page.
The NSA's glossary of computer security on the SANS Institute site.

an Internet Drafi Crypto Glossary
the IEIE provide a glossaryqflntemetterms as RFC 1983

The glossary from Richard Smith's book Internet erptography

More general glossary or dictionary information:

. Free Online Dictionary of Computing GOLDOC)
o Egghémeriqa

0 Europe

lo Japan
There are many more mirrors of this dictionary.

. CBC dictionary of Computer §cience

o The Jargon File, the definitive resource for hacker slang and folklore

o H..<.21_1a.1_1d

0 home page

There are also many mirrors of this. See the home page for a list.
A general techngIggxglggam

An online dictionary resource page with pointers to many dictionaries for many languages
A search engine that accesses several hundred online dictionaries
O'Reilly DJQLiQhQEYfiLBQflardyare and Data Communications Terms

 

http://liberty.fieeswan.org/freeswarifitrees/fieeswan-1.3/doc/glossary.html 2/2 [/2002
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Definitions

3DES (Triple DES)

Using three DES encryptions on a single data block, with at least two different keys, to get higher
security than is available from a single DES pass. The three-key version of 3DES is the default
encryption algorithm for Linuxfleefilflfifl.

of the two-key variant, see Muggittiplgfllifi. Both use an EDE encrypt—decrypt-encrpyt
sequence of operations.

IPSEC always does 3DES with three different keys, as required by RFC 2451. For an explanation

Double DES is ineffective. Using two 56-bit keys, one might expect an attacker to have to do 2112

work to break it. In fact, only 257 work is required with a meetfingthegmiddlgattamck, though a
large amount ofmemory is also required. Triple DES is vulnerable to a similar attack, but that just

reduces the work factor from the 21'58 one might expect to 2112. That provides adequate protection
against brutetgrge attacks, and no better attack is known.

3DES can be somewhat slow compared to other ciphers. It requires three DES encryptions per
block. DES was designed for hardware implementation and includes some operations which are
difficult in software. However, the speed we get is quite acceptable for many uses. See
henchnyflks below for details.

Active attack

change, delete, reroute, add, forge or divert data. Perhaps the best—known active attack is marlin;
fligmidadje. In general, authentication is a usefiil defense against active attacks.

AES '

The Advanced Encryption Standard, a new lengQipmhfit stande to replace DES being developed
by ELSE, the US National Institute of Standards and Technology. DES used 64—bit blocks and a

56-bit key. AES ciphers use a 128-bit block and are required to support 128, 192 and 256~bit keys.
Some of them support other sizes as well. The larger block size helps resist bmwhggyattggs While

Fifteen proposals meeting NIST's basic criteria were submitted in 1998 and subjected to intense
discussion and analysis, "round one" evaluation. In August 1999, NIST narrowed the field to five
"round two" candidates:

0 Mars from IBM

0 1195 from RSA

o fijflndael fi'om two Belgian researchers

- Serpent, a British-Norwegian—Israeli research collaboration
- Twoijsh fi'om the consulting firm Counterpane ,

We expect IPSEQ will eventually use the AES winner, and we expect to see a winner (or more

than one; there is an ongoing discussion on that point) declared in the summer of 2000.

Adding one or more AES ciphers to Limxjgflflfl would be useful undertaking, and
considerable fieely available code exists to start from. One complication is that our code is built

http://liberty.freeswan.org/fi'eeswanwtrees/fi'eeswan-1.3/doc/glossary.htrnl 2/21 /2002
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welcome.

For more information, see the HISLAfismnrnenage or the .BJ.oglg..§.ipher-L9.unge.AE§page. For
code and benchmarks see Brian Gladman‘s page .

AH

The IESEQ Authentication Header, added after the 1P header. For details, see our JRSEQ
Ovmiew document and/or RFC 2402.

Alice and Bob

A and B, the standard example users in writing on cryptography and coding theory. Carol and
Dave join them for protocols which require more players.

BruceSchne1er extends these with many others such as Eve the Eavesdropper and Victor the
Verifier. His extensions seem to be in the process ofbecoming standard as well. See page 23 of
Applied Crxptography

Alice and Bob have an amusing biography on the web.

ARPA

see DAREA
ASIO

Australian Security Intelligence Organisation.
Asymmetric cryptography

See p_ub1ic key cryptography.
Authentication

Ensuring that a message originated from the expected sender and has not been altered on route.
IESEC uses authentication in two places:

0 authenticating the players in lKE's Diffiegflewllman key exchanges to prevent man—1n-the«
middlgajtac s. This can be done in a number ofways. The methods supported by
FreeS/WAN are discussed in our configuration document.

0 authenticating packets on an established SA, either with a separate authenticationheader: or
with the optional authentication in the ESE protocol. In either case, packet authentication
uses a hashed message athentication code technique.

Outside IPSEC, passwords are perhaps the most common authentication mechanism. Their

fiinction is essentially to authenticate the person‘s identity to the system. Passwords are generally
only as secure as the nethk they travel over. If you send a cleartext password over a tapped
phone line or over a network with a packet sniffer on it, the security provided by that password

, becomes zero. Sending an encrypted password is no better; the attacker merely records it and
reuses it at his convenience. This is called a replay attack.

A common solution to this problem is a challenge-response system. This defeats simple
eavesdropping and replay attacks. Of course an attacker might still try to break the cryptographic
algorithm used, or the randomnurnber generator.

Automatic keying .
A mode in which keys are automatically generated at connection establisment and new keys
automaically created periodically thereafter. Contrast with mnuaflggying in which a single stored
key is used.

httpr/flibertv.freeswan.org/freeswan__t1'ees/freeswan—l .3/doc/glossary.html 2/21/2002
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IPSEC uses the Diffiellellman key exchange protocol to create keys. An authenticatign
mechansim is required for this. The methods supported by FreeS/WAN are discussed in our

Having an attacker break the authentication is emphatically not a good idea. An attacker that

breaks authentication, and manages to subvert some other network entities (DNS, routers or

However, having an attacker break the authentication in automatic keying is not quite as bad as
losing the key in manual keying.

. An attacker who reads /etc/ipsec.conf and gets the keys for a manually keyed connection
can, without further effort, read all messages encrypted with those keys, including any old
messages he may have archived.

. Automatic keying has a property called perfect femard secrecy. An attacker who breaks the

authentication gets none of the automatically generated keys and cannot immediately read
any messages. He has to mount a successful man-1n—the—m1ddleattack in real time before he

can read anything. He cannot read old archived messages at all and will not be able to read
any future messages not caught by man~in-the-middle tricks.

That said, the secrets used for authentication, stored in ip§§9§§9§§t§C§L should still be protected as
tightly as cryptographic keys.

Bay Networks

A vendor of routers, hubs and related products, now a subsidiary ofNorthern Telecom.

Interoperation between their IPSEC products and Linux FreeS/WAN was problematic at last
report; see our compatibility document.

benchmarks

Our default block cipher, triplgjglfifi, is slower than many alternate ciphers that might be used.
Speeds achieved, however, seem adequate for many purposes. For example, the assembler code
from the LIEDES library we use encrypts 1.6 megabytes per second on a Pentium 200, according
to the test program supplied with the library.

The University of Wales at Aberystwyth has done quite detailed tests and put their results on the
web.

Even a 486 can handle a T1 line, according to this mailing list message:

Subject: Re: linux—ipsec: IPSec Masquerade
Date: Fri, 15 Jan 1999 11:13:22 -0500
From: Michael Richardson

. . . A 486/66 has been clocked by Phil Karn to do

10Mb/s encryption.. that uses all the CPU, so half that to get some CPU,
and you have SMb/s. 1/3 that for 3DES and you get 1.6Mb/s....

From an Internet Draft The ESP Triple DES Transform:

Phil Karn has tuned DES«EDE3—CBC software to achieve 6.22 Mbps with a
133 MHz Pentium. Other DES speed estimates may be found at
[Schneier95, page 279]. Your milage may vary.

Ifyou want to measure the loads FreeS/WAN puts on a system, note that tools such as top or
measurements such as load average are more—or—less useless for this. They are not designed to
measure something that does most of its work inside the kernel.

http://liberty.freeswan.org/fi‘eeswanmtrees/freeswan-l .3/doc/glossary.html 2/21/2002
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BIND

Berkeley Internet Name Daemon, a widely used implementation of 121515 (Domain Name Service).
See our bibliography for a 25.9.1344reference. See the Bllflllhomepage for more information and
the latest version.

Birthday attack

A cryptographic attack based on the mathematics exemplified by the birthdayparadox This math
turns up whenever the question of two cryptographic operations producing the same result
becomes an issue:

- collisions in messagqgigqst fiJnctions.

. repetition of a challenge in a chfllegggrcgspgng system
Resisting such attacks is part of the motivation for:

bits of MDé, MDS and RIPEMD—l 28.

- AgS block ciphers using a 128-bit block instead of the 64-bit block of most current ciphers
- IPSEC using a 32~bit counter for packets sent on an automaticallykeyed §A and requiring

that the connection always be rekeyed before the counter overflows.
Birthday paradox ‘

Not really a paradox, just a rather counter—intuitive mathematical fact. In a group of 23 people, the
chance of a least one pair having the same birthday is over 50%.

The second person has 1 chance in 365 (ignoring leap years) of matching the first. If they don't
match, the third person's chances ofmatching one of them are 2/365. The 4th, 3/365, and so on.
The total of these chances grows more quickly than one might guess.

Block cipher

A symmetric cipher which operates on fixed-size blocks ofplaintext, giving a block of ciphertext

block are to be encrypted»:

Egg is among the the best known and widely used block ciphers, but is now obsolete. Its 56-bit
key size makes it highly insecure today. 11195212115, is the default transform for Linux

gregSLMH because it is the only cipher which is both required in the REQs and apparently
secure. ’

The current generation of block ciphers -— such as liloyvflsh, QASI;L2§ and 139,133, - all use 64—bit

blocks and 128-bit keys. The next generation, Ag_S_, uses 128-bit blocks and supports key sizes up
to 256‘ bits.

The Block Cipher Lounge web site has more information.

used in several products.

This is not required by the 111311; RFCs and not currently used in gmumxfre‘em /WAE.

Brute force attack (exhaustive search)

Breaking a cipher by trying all possible keys. This is always possible in theory (except against a
one-time p351), but it becomes practical only if the key size is inadequate. For an important

http:/lliberty.fieeswan.org/freeswanfl_n'ees/freeswan-l .3/doc/glossary.htrnl 2/21/2002
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example, see our document on the insecurity ofDES with its 56-bit key. For an analysis ofkey

sizes required to resist plausible brute force attacks, see this paper.

Longer keys protect against brute force attacks. Each extra bit in the key doubles the number of

possible keys and therefore doubles the work a brute force attack must do. A large enough key

defeats any brute force attack.

For example, the EFF's DES Cracker searches a 56-bit key space in an average of a few days. Let
us assume an attacker that can find a 64—bit key (256 times harder) by brute force search in a

second (a few hundred thousand times faster). For a 96—bit key, that attacker needs 23”2 seconds,

just over a century. Against a 128-bit key, he needs 23”2 centuries or about 400,000,000,000 years.
Your data is then obviously secure against brute force attacks. Even ifour estimate of the

attacker‘s speed is off by a factor of a million, it still takes him 400,000 years to crack a message.

This is why

a any cipher we add to Linux FreeS/WAN will have at least a 90—bit key

0 all of the current generation ofblockc1phers use a 128-bit or longer key

a AES ciphers support keysizes 128, 192 and 256 bits
Cautions: .

Inadequate keylerzgth always indicates a weak cipher but it is important to note that adequate

keylength does not necessarily indicate a strong cipher. There are many attacks other than brute

force, and adequate keylength only guarantees resistance to brute force. Any cipher, whatever its
key size, will be weak if design or implementation flaws allow other attacks.

Also, once you have adequatekeylength (somewhere around 90 or 100 bits), adding more key bits
make no practical diflerence,even against brute force. Consider our 128-bit example above that

takes 400 billion years to break by brute force. Do we care if an extra 16 bits ofkey put that into

the quadrillions? No. What about 16 fewer bits reducing it to the 112—bit security level ofTriple
DEE, which our example attacker could break in just over a billion years? No again, unless we're

being really paranoid about safety margins.

There may be reasons of convenience in the design of the cipher to support larger keys. For

example Elgwfish allows up to 448 bits and RCA up to 2048, but beyond lOO-odd hits it makes no
difference to practical security.

Bureau of Export Administration
see BXA

BXA

Export Administration Regulations controling the export of, among other things, cryptography.
CA

Certification Authority, an entity in a pubiicskeywinfrastrusture that can certify keys by signing

them. Usually CAs form a hierarchy. The top of this hierarchy is called the LQQLQA.

See Web of Trust for an alternate model.

CAST-l 28

A block cipher using 64abit blocks and 128—bit keys, described in RFC 2144 and used in products
such as Entrust and recent versions of1:93.

http://liberty.fieeswan.org/freeswan__trees/freeswan- 1 .3/dOC/glossary.html 2/21 /2002
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This is not required by the IPSEC RFCs and not currently used in Linux FreeS/WAJS.

CAST-256

£11me candidate cipher for the Ajigtgndgd, largely based on the CWST~128 design.
CBC mode

Cipher Block Chaining mgde, a method of using a blockcipher in which for each block except the
first, the result of the previous encryption is XORed into the new block before it is encrypted.
CBC is the mode used in IE§EQ

 

The IV need not be secret but should be different for each message and unpredictable.

Certification Authority
see CA

Cipher Modes

Different ways of using a block cipher when encrypting multiple blocks.

block cipher.
Electronic .

ECB CodeBook encrypt each block independently

Cipher Block XOR previous block ciphertext into new block plaintext beforeCBC . . .
Chammg encrypting new block

CFB Cipher FeedBack

OFB Output FeedBack

IPSEC uses CBC mode since this is only marginally slower than ECB and is more secure. In ECB

mode the same plaintext always encrypts to the same ciphertext, unless the key is changed. In
CBC mode, this does not occur. ’

Various other modes are also possible, but none of them are used in IPSEC.

Challenge-response authentication

the result as a challenge. The other player decrypts and sends back the result. If the result is

correct, that proves to the first player that the second player knew the appropriate secret, required
for the decryption.

Variations on this technique exist using pubjiggey or smpjc cryptography. Some provide
two—way authentication, assuring each player of the other’s identity.

Because the random number is different each time, this defeats simple eavesdropping and replay

attacks. Of course an attacker might still try to break the cryptographic algorithm used, or the

Ciphertext »

The encrypted output of a cipher, as opposed to the unencrypted 91:11:1ng input.
Ci 9g

' A vendor of routers, hubs and related products. Their IPSEC products interoperate with Linux
FreeS/WAN; see our compatibilitx.document.
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Conventional cryptography

Sec"symmetri_g..9rypt9graphy
Collision resistance

construct two inputs whichflhash to the same output
Copyleft

CSE

Commun1cat1onsSecurltyEstabl1shment the Canadian organisation for s1gnalsintellig
DARPA (sometimes just ARPA)

The US govermnent’s Defense Advanced Research Projects Agency. Projects they have funded

over the years have included the Arpanet which evolved into the Internet the TCP/IP protocol

suite (as a replacement for the original Arpanet suite), the Berkeley 4x BSD Unix projects, and
Secure DNS

For current information, see their webs1te

Denial of service (DOS) attack

An attack that aims at denying some service to legitimate users of a system, rather than providing
a service to the attacker.

- One variant is a flooding attack, overwhelming the system with too many packets, to much
email, or whatever. »

. A closely related variant is a resource exhaustion attack. For example, consider a "TCP

SYN flood" attack. Setting up a TCP connection involves a three-packet exchange:
0 Initiator: Connection please (SYN)

o Responder: OK (ACK)
0 Initiator: OK here too

If the attacker puts bogus source information in the first packet, such that the second is

never delivered, the responder may wait a long time for the third to come back. If responder

has already allocated memory for the connection data structures, and ifmany of these bogus

packets arrive, the responder may run out ofmemory.

0 Another variant is to feed the system undigestible data, hoping to make it sick. For example,

IP packets are limited in size to 64K bytes and a fragment carries information on where it

starts within that 64K and how long it is. The "ping of death" delivers fragments that say,

for example, that they start at 60K and are 20K long. Attempting to re—assemble thse
without checking for overflow can be fatal

The two example attacks discussed were both quite effective when first discovered, capable of

crashing or disabling many operating systems They were also well~publicised, and today far
fewer systems are vulnerable to them.

DES

most widely used symm tncwqipher everdevised. DES has been a US government stande for
their own use (only for unclassified data), and for some regulated industries such as banking, since
the late 70's. '

DES_iS..S.QuZQuS.Jy insecure against currentafiacks

LinuLEreeSW/WAE includes DES since the RFCs require it, but our default configuration refilses
to negotiate a connection using it. We strongly recommend that single DES not be used.

http://libertv.freeswan.org/freeswanjrees/freeswan-l .3/doc/glossary.html 2/21/2002
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DESX

would be the easiest additional transform to add; there would be very little code to write. It would
be much faster than 3DES and almost certainly more secure than DES. However, since it is not in
the RFCs other IPSEC implementations cannot be expected to have it.

. DH

see Djifie«Hellman

Diffie-Hellman (DH) key exchange protocol

A protocol that allows two parties without any initial shared secret to create one in a manner

immune to eavesdropping. Once they have done this, they can communicate privately by using
that shared secret as a key for a block cipher or as the basis for key exchange.

The protocol is secure against all passive attacks, but it is not at all resistant to active man—in-the—

IPSEC can use any of several authentication mechanisims. Those supported by FreeS/WAN are
discussed in our configuration document.

Digital signature

Take a messagedjgest of a document and encrypt it with your private key for some publiokey
oryptosystem. I can decrypt with your public key and verify that the result matches the digest I
calculate. This proves that the encrypted digest was created with your private key.

Such an encrypted message digest can be treated as a signature since it cannot be created without

both the document and the private key which only you should possess. The legal issues are

complex, but several countries are moving in the direction of legal recognition for digital
signatures.

DNS

Domain Name Service, a distributed database through which names are associated with numeric

addresses and other information in the Internet Protocol Suite. See also DIED, the Berkeley
Internet Name Daemon which iinplements DNS services and Secure DES. See our bibliography
for a usefill reference on both.

DOS attack

see Denial Of Service attack
EAR

cryptography.
ECB mode

Electronic CodeBook mode, the simplest way to use a block cipher. See ijher Modes.
EDE ———»--——~~-

The sequence of operations normally used in either the three-key variant ofmpleDES used in

httntlllihertv.fi'eeswannm/fi‘eeswan trees/freeswan—l .3/doc/glossarv.htrn1 2/21/2002
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The sequence is:

o Encrypt with keyl

- Decrypt with key2

o Encrypt with key3
For the two-key version, keyl=key3.

The “advantage“ of this EDE order of operations is that it makes it simple to interoperate with
older devices offering only single DES. Set keyl=key2=key3 and you have the worst of both

worlds, the overhead of triple DES with the security of single DES. Since s1ngleDESrs1nsecure,
this is a rather dubious "advantage".

The EDE two~key variant can also interoperate with the EDE three»key variant used in IPSEC,
just set k1=k3.

Brim

A Canadian company offerring enterprise PKI products using CAST-128 symmetric crypto, RSA
public key and 3.592 directories.

EFF '

ElectronicFrontierFoundation, an advocacy group for civil rights in cyberspace.
Encryption

(Ciphertext) which cannot be read if intercepted. A key is required to read the message.

Major variants include smmetric encryption in which sender and receiver use the same secret key

techniques.

ESP '

Encapsulated Security Payload, the LPSEC protocol which provides encryptim. It can also

recommend). For details see our IPSECQverWew document and/or RFC 2406.
Extruded subnet -’ .

A situation in which something IP sees as one network is actually in two or more places.

For example, the Internet may route all traffic for a particular company to that firrn's corporate
gateway. It then becomes the company's problem to get packets to various machines on their

subnets in various departments. They may decide to treat a branch office like a subnet, giving it IP

addresses "on“ their corporate net. This becomes an extruded subnet.

Packets bound for it are delivered to the corporate gateway, since as far as the outside world is

concerned, that subnet is part of the corporate network. However, instead of going onto the

corporate LAN (as they would for, say, the accounting department) they are then encapsulated and
sent back onto the Internet for delivery to the branch office.

For information on doing this with Linux FreeS/WAN, look in our gonfiguration file.

Exhaustive search

3.66 hrujgigrceatlack.
FIPS

httot/llibertv. freeswan.or9/freeswanutrees/freeswan- l .3/doc/glosSary.html 2/21/2002
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Federal Information Processing Standard, the US government's standards for products it buys.

Free Sofiware Foundation (1783:)" -
An organisation to promote free software, fi'ee in the sense of these quotes from their web pages

"Free sofiware" is a matter of liberty, not price. To understand the concept, you
should think of "free speech", not "flee beer."

"Free software" refers to the users' freedom to run, copy, distribute, study, change and
improve the software.

FreeSWAN

see LinuztfireeSMAN
FSF

see Free softwareFoundation

GCHQ

GovernmentCormnunlqatlonsHeadquarters the British organisation for signalsiutelligence.
GILC

Global lnternet Liberty t Empaign, an- international organisation advocating, among other things,
fiee availability ofb cryptography. They have a campaign to remove cryptographic software from

An attempt to create something like a root CA for KGB by publishing both as a book and on the

web the fingerprints of a- set of verified keys for well—known users and organisations.
GMP

The GNU Multi—Precision library code, used in Linux FreeSNVAN by Pluto for public key
calculations.

GNU

GNU’s Not Unix, the Free__g_ftware__mmdat10ns project aimed at creating a free system with at

least the capabilities of Unix Linux uses GNU utilities extensively.
 

GPG

see GNUPrivag/Guard

GNU General Public License (GPL, clopylefl)
and many other pieces of software aredistributed?“The license allows anyone to redistribute and
modify the code, but forbids anyone fi'om distributing executables without providing access to
source code. For more details see the fileweincluded with GPLed source distributions,

Hash

see messagedlgest

Hashed Message Authentication Code (HMAC)

using keyed messagedjggst fimctions to authenticate a message. This differs fi'om other uses of
these functions:

http://libertv.freeswan.org/fieeswan__1rees/freeswan~l .3/doc/glossary.html 2/21/2002
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o In normal usage, the hash function‘s internal variable are initialised in some standard way.

Anyone can reproduce the hash to check that the message has not been altered.

o For HMAC usage, you initialise the internal variables from the key. Only someone with the

key can reproduce the hash. A successful check of the hash indicates not only that the
message is unchanged but also thatthe creator knew the key.

MDS—96 and HMAC—SHA—96 because they output only 96 bits of the hash. This makes some
attacks on the hash functions harder.

HMAC

see Hashed..Messageégthetltigatiqnwggrle
HMAC«1VID5-96

HMAC—SHA-96

see Hashed Message Authentication CQde

Hybrid cryptosystem

methods provide key management and digital signature facilities which are not readily available

using symmetric ciphers. The symmetric cipher, however, can do the bulk of the encryption work
much more efficiently than public key methods.

lAB

I_n.t_e_rn_et Architecture Board.
lCMP

Internet Control Message Protocol. This is used for various IP—connected devices to manage the
network.

IDEA

International Data Encrypion Algorithm, developed in Europe as an altemafive to exportable
American ciphers such as DES which were too weak for serious use. IDEA is a blgck cipher using
64—bit blocks and 128-bit keys, and is used in products Such as 11112.

IDEA is not required by the IRS E_C_‘ RFCs and not currently used in Linuxfjggfilfléfl.

IDEA is patented and, with snietly limited exceptions for personal use, using it requires a license
from Astigm.

IESG

latemet Engineering Steeringfirolrp.
IETF '

Internet Engineering Task Force, the umbrella organisation whose various working groups make

we are implementing.
IKE

Internet Key Exchange, based on the .Diffiefligllrngn key exchange protocol. IKE is implemented
in LinuxfleeSflAlfl by the madam-..

Initialisation Vector (IV)

 

beginning. This data is called the initialisation vector. It need not be secret, but should be different

for each message. Its function is to prevent messages which begin with the same text from

encrypting to the same ciphertext. That might give an analyst an opening, so it is best prevented.
IP

Internet Protocol.

IP masquerade

http://libertv.freeswan.org/fieeswan_trees/fi‘eeswan—1 .3/doc/glossary.html 2/21/2002
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A method of allowing multiple machines to communicate over the Internet When only one IP
address is available for their use. See the Linux masquerade resource page for details.

The client machines are set up with reserved non-routable IP addresses defined in RFC 1918. The

masquerading gateway, the machine with the actual link to the Internet, rewrites packet headers so
that all packets going onto the Intemet appear to come from one IP address, that of its Internet

interface. It then gets all the replies, does some table lookups and more header rewriting, and
delivers the replies to the appropriate client machines.

To use masquerade with Linux FreeS/WAN, you must set lefifirewall=yes and/or

rightfirewall=yes in the connection description in /etc/ipsec.conf.

IPng

"IF the Next Generation", see I_Py_6_.
IPv4

The current version of the Intemetprotocolsmte

IPv6 (IPng)

See this web site for more details.

IPSEC

Internet Protocol ,SECun'ty, security functions (authentication and encryption) implemented at the
IP level of the protocol stack. It is optional for LEE! and mandatory for lfivfi.

This is the standard Linux FreeS/WAN is implementing. For more details, see our IPSEC
Overview. For the standards, see RFCs listed in our RFQS document.

ISAKMP

Intemet Security Association and Key Management Protocol, defined in RFC 2408.
ITAR

International Traffic in Arms Regulations, US regulations administered by the State Depaitment

which until recently limited export of, among other things, cryptographic technology and 7
sofiware. ITAR still exists, but the limits on cryptography have now been transferred to the Export

IV

see Mimotuyegtor

Keyed message digest
See HMAC.

Key length
see brutemforgemattagls

KLIPS

Kernel IP Security, the 11mg);EreegflAll}! project's changes to the Linux kernel to support the

IPSEC protocols.
LDAP

Lightweight Directory Access Protocol, defined in RFCs 1777 and 1778, a method of accessing V
information stored in directories. LDAP is used by several _PKI implementations, often with X501
directories and X1592 certificates. It may also be used by IPSEC; to obtain key certifications from

those PKIs. This is not yet implemented in ngllfieem,
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LIBDES

in both KLLBS and 131nm.
Linux

A freely available Unix-like operating system based on a kernel originally written for the Intel 386
architecture by (then) student Linus Torvalds. Once his 32—bit kernel was available, the GNU

utilities made it a usable system and contributions from many others led to explosive growth.

Today Linux is a complete Unix replacement available for several CPU architectures _- Intel,
DEC/Compaq Alpha, Power PC, both 32—bit SPARC and the 64-bit UltraSPARC, SrongARM, . . .
—— with support for multiple CPUs on some architectures.

Linuxjmeg/£1:AN is intended to run on all CPUs supported by Linux and is currently (February
1999) known to work on Intel, Alpha and StrongARM. See our compatibility document for
details.

Linux FreeS/WAN

the whole thing.

See our ILSEC g2verview for more detail. For the code see our primary distribution site or one of

Mailing list - A

The LmuxFreeS/WAN project has an open public email list for bug reports and softwar

development discussionsIThe list address is linux—ipsec@clinet.fi. To subscribe, send mail to
maiordgmo@clinet.fi with a one-line message body "subscribe linux-ipsec". For more
information, send majordomo the one—line message ”help".

NOTE: US citizens or residents are asked not to post code to the list, not even one-line bug
fixes. The project cannot accept code which might entangle it in US export restrictions.

For more detail, see our document on this and other mailing lists.

Man—in-the-middle attack

An active attack in which the attacker impersonates each of the legitimate players in a protocol to
the other.

For example, ifAligeMgb are negotiating a key via the Djtfie~Hel_1_m_a_n key agreement, and
are not using anthenjication to be certain they are talking to each other, then an attacker able to

insert himself in the communication path can deceive both players.

Call the attacker Mallory. For Bob, he pretends to be Alice. For Alice, he pretends to be Bob. Two
keys are then negotiated, Alice-to-Mallory and Bob-to-Mallory. Alice and Bob each think the key
they have is Alice—to—Bob.
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A message from Alice to Bob then goes to Mallory who decrypts it, reads it and/or saves a copy,

re-encrypts using the Bob—touMallory key and sends it along to Bob. Bob decrypts successfully

and sends a reply which Mallory decrypts, reads, re—encrypts and forwards to Alice.

To make this attack effective, Mallory must

. subvert some part of the network in some way that lets him carry out the deception

possible targets: DNS, router, Alice or Bob's machine, mail server,
a beat any authentication mechanism Alice and Bob use

strong authentication defeats the attack entirely; this is why 115,5 requires authentication
. work in real time, delivering messages without noticable delay

not hard if Alice and Bob are using email; quite difficult in some situations.

Ifhe manages it, however, it is devastating. He not only gets to read all the messages; he~can alter

messages, inject his own, forge anything he likes, . . . In fact, he controls the communication

completely.

Manual keying
’ An IPSEC mode1n which the keys are provided by the administrator In FreeS/WAN they are

stored1n /etc/ipsec.conf. The alternative, autgmggckeflng,1s preferred1n most cases
MD4 ~

MessageDigestAlgorithm Four from Ron Rivest of RSA MD4 was widely used a few years ago,

MDS

produces a longer hash and is therefore more resistant to birthdayattacks, but this is not a concern
for IPSEC. The HMAQ method used in IPSEC is secure even if the underlying hash is not

particularly strong against this attack.

Meet—in-the-middle attack

A divideand~conquer attack which breaks a cipher into two parts, works against each separately,
and compares results. Probably the best known exampleis an attack on double DES This applies

in principle to any pair of block ciphers, e.g. to an encryption system using, say', CAST—128 and
Blowfish, but we will describe it for double DES.

Double DES encryption and decryption can be written:

E(k2,E(kl,P))c

P D1k1,D(k2.C))1111

Where C is ciphertext, P is plaintext, E is encryption, D is decryption, k1 is one key, and k2 is the
other key. If we know a P, C pair, we can try and find the keys with a brute force attack, trying all

possible k1, k2 pairs. Since each key is 56 bits, there are 2112 such pairs and this attack is
painfully inefficient.

The meet—inuthe middle attack re-writes the equations to calculate a middle value M:

E(kl,P)M

M D(k2,C)1111

Now we can try some large number of D(k2,C) decryptions with various values of k2 and store
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the results in a table. Then start doing E(kl ,P) encryptions, checking each result to see if it is in
the table. .

With enough table space, this breaks double DES with 257 work. The memory requirements of
such attacks can be prohibitive, but there is a whole body of research literature on methods of

reducing them.

Message Digest Algorithm

An algorithm which takes a message as input and produces a hash or digest of it, a fixed-length set

of bits which depend on the message contents in some highly complex manner. Design criteria

include making it extremely difficult for anyone to counterfeit a digest or to change a message

without altering its digest. One essential property is collisionresistance. The main applications are

and SHA. In IPSEC, message digestsareilsed for HMAC authentication ofpackets.
MTU

Maximum Transmission Unit, the largest size of packet that can be sent over a link. This is
determined by the underlying network, but must be taken account of at the IP level.

IP packets, which can be up to 64K bytes each, must be packaged into lower—level packets of the
appropriate size for the underlying network(s) and re-assembled on the other end. When a packet
must pass over multiple networks, each with its own MTU, and many of the MTUs are unknown

to the sender, this becomes a fairly complex problem. See pathM'lZUdiscovery for details.

Ofien the MTU is a few hundred bytes on serial links and lSOO—odd on Ethernet. There are,

however, serial link protocols which use a larger MTU to avoid packet packet fragmentation at the

ethernet/serial boundary, and newer (especially gigabit) Ethernet networks sometimes support
much larger packets because these are more efficient in some applications.

NAI _ » -

Network Associates, a conglomerate formed from _E_G_P Inc., 11$, Macaffee Anti-virus products
and several others. Among other things, they offer an IPSEC«based VPN.

NAT '

. Network Address Translation.
NIST

 
Nonce

A random value used in an authentication protocol.
Non-routable IP address ’

An IP address not normally allowed in the "to" or “from" IP address field header of IP packets.

Almost invariably, the phrase "non-routable address" means one of the addresses reserved by RFC

1918 for private networks:

0 10.3.ny11hing

- 172.x.anything with 16 <= x <= 31
o 192.168.anything

These addresses are commonly used on private networks, e.g. behind a Linux machines doing 11:
masquerade... Machines within the private network can address each other with these addresses. All
packets going outside that network, however, have these addresses replaced before they reach the
Internet.
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If any packets using these addresses do leak out, they do not go far. Most routers automatically
discard all such packets.

Various other addresses -— the [27.0.0.0/8 block reserved for local use, 0.0.0.0, various broadcast

and network addresses -- carmot be routed over the Internet, but are not nonnally included in the
meaning when the phrase "non~r0utable address" is used.

NSA

protection ofUS government messages and the interception and analysis of other messages. For
details, see Bamford's “The Puzzle 'Palace‘i.

Some histog_gf_l§1§A__ documents were declassified in response to a FOIA (Freedom of
Information Act) request.

Oakley

A key determination protocol, defined in RFC 2412.

One time pad

A cipher in which the key is:

o as long as the total set ofmessages to be enciphered
o absolutely Landon;
0 never re-used

Given those three conditions, it can easily be proved that the cipher is perfectly secure, in the

sense thatan attacker with intercepted message in hand has no better chance ofguessing the

message than an attacker who only knows the message length. No such proof exists for any other
cipher.

There are, hoWever, several problems with this "perfect" cipher. ,

o It is wildly impractical for many applications. Key management is difficult or impossible.

o It is extremely fiagile. Small changes which violate the conditions listed above do not just

weaken the cipher a bit; quite ofien they destroy its security completely.

0 Re-using the pad weakens it to the point where it can be broken with pencil and

paper. With a computer, the attack is trivially easy.

0 Using computer-generated pseudo—random numbers instead of a really random pad
completely invalidates the security prOof. Depending on random number generator

used,’this may also give an extremely weak cipher.

o If an attacker knows the plaintext and has an intercepted message, he can discover the pad.

This does not matter if the attacker is just a Riséilc. eavesdropper. It gives him no plaintext

he didn't already know and we don't care that he learns a pad which we'll never re-use.

However, knowing the pad lets an am've attacker perform a man-in—the—middle attack,

replacing your message with whatever he chooses.

Outrageous marketing claims about the "unbreakable" security of various products which
somewhat resemble one—time pads are common. They are a sure Sign of cryptographic snake”91!.

Opportunistic encryption .
A situation in which any two IPSEC-aware machines can secure their communications, without a
pre-shared secret and without a common PKI. This is a long-term goal of the Linux FreeS/WAN
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project which we expect to acheive using Secure DNS.
W

An I.E.E_E stande for public key cryptography.
Passive attack

Ail attack in which the attacker only eavesdrops and attempts to analyse intercepted‘messages, as

Path Mill discovery

The process ofdiscovering the largest packet size which all links on a path can handle without

fragmentation « that is, without any router having to break the packet up into smaller pieces to
match the ,MlU of its outgoing link.

This is done as follows:

0 originator sends the largest packets allowed by MlU of the first link, setting the DF (don't
fragment) bit in the packet header

o any router which cannot send the packet on (outgoing MTU is too small for it, and DF

prevents fragmenting it to match) sends back an ICMP packet reporting the problem

. originator looks at ICMP message and tries a smaller size

0 eventually, you settle on a size that can pass all routers ' _

o thereafler, originator just sends that size and no~one has to fi'agment

Since this requires co~operation ofmany systems, and since the next packet may travel a different

path, this is one of the trickier areas of IP programming. Bugs that have shown up over the years
have included:

0 malformed ICMP messages

. hosts that ignore or mishandle these ICMP messages

0 firewalls blocking the ICMP messages so host does not see them

Since IPSEC adds a header, it increases packet size and may require fragmentation even where

incoming and outgoing MTU are equal.Perfect forward secrecy (PFS)

shared secret in IKE) and generate short-term keys as required. If an attacker who acquires the
long-term keypravably can

0 neither read previous messages which he may have archived
. nor read future messages without performing additional successful attacks

then the system has PFS The attacker needs the short—teim keysin order to read the trafiic and

merely having the long-term key does not allow him to infer those. Of course, it may allow him to

conduct another attack (such as man-in~the—middle) which gives him some short—term keys, but he

does not automatically get them just by acquiring the long-teim key.
PFS

see Perfect Forward Secrecy
PGP

Pretty Good Privacy, a personal encryption system for email based on public key technology,
written by Phil Zimmerman.

The 2.xx versions ofPGP used the LL32; public key algorithm and used IDEA as the symmetric

available Thereis a US___version and an Internationalversion. The differences are questions of
licensing; the two are fiilly compatible

Since version 5, the products fi'om 292.115. have used Diffie-flellman public key methods and
IDEA or CAST-128 symmetric encryption. These can verify signatures from the 2.xx versions,
but cannot exchange encryted messages with them. Some 5.x and 6.x products are free for
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personal use. Information on all products and downloads of the free ones are available from PGP

Inc. The free versions are also on the Q and International sites listed above.

An IETF working goup has issued RFC 2440 for an "Open PGP" standard, similar to the 5.x

versions. PGP Inc. staffwere among the authors. A free Cmu Pplacyfiugd based on that
standard is now available.

PGP Inc. . ,

A company founded by Zimmerman, the author of EQIZ, now a division ofNAI. See the corporate
mgte.

Their PGP 6.5 product includes PGPnet, an IPSEC client for Macintosh orfor Windows
95/98/NT. _

Photuris

PPTP

Point—to-Point Tunneling Protocol.
PKI

Public Key Infiastucture, the things an organisation or community needs to set up in order to

make {311311;lg); cryptographic technology a standard part of their operating procedures.

Authorities (CAs). Often they use LDAP access to LEE directories to implement this.

See Web ofTrust for a different sort of infrastructure-

PKIX 4

PKI eXchange, an IEIE standard that allows __PIQs to talk to each other.

This is required, for example, when users of a corporate PKI needto communicate with people at
client, supplier or government organisations, any ofwhich may have a different PKI in place. I
should be able to talk to you securely whenever:

a your organisation and mine each have a PKI in place

‘. you and I are each set up to use those FIGS

0 the two PKIs Speak PKIX

o the configuration allows the conversation

At time ofwriting (March 1999), this is not yet widely implemented but is under quite active ,

development by several groups.
Plaintext '

The unencrypted input to a cipher, as opposed to the encrypted _cipherteggt output.
Pluto -

The Linux EreeS/VVAN daemon which handles key exchange via the _IIQ; protocol, connection
negotiation,- and other higher-level tasks. Pluto calls the KLIPS kernel code as required. For
details, see the manual page ipsec_pluto(8).

Public Key Cryptography

In public key cryptography, keys are created in matched pairs. Encrypt with one half of a pair and
only the matching other half can decrypt it. This contrasts with symmenjgflgrusecretkey
Why in which a single key known to bothparties is used for both encryption and
decryption. ’
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One half of each pair, called the public key, is made public. The other half, called the private key,
is kept secret. Messages can then be sent by anyone who knows the public key to the holder of the
private key. Encrypt with the public key and you know only someone with the matching private
key can decrypt.

Public key techniques can be used to create digitaISIgnatures and to deal with key management
issues, perhaps the hardest part ofeffective deployment of smmetric ciphers. The resulting
hybrid Wears use public key methods to manage keys for symmenic ciphers.

Many organisations are currently creating PKls,~publigkeyjnfiasmenn_tis to make these benefits
widely available. .

Public Key Infrastructure
sec 315.1

Random ,

A remarkably tricky term, far too much so for me to attempt a definition here. Quite a few
cryptosystems have been broken via attacks on weak random number generators, even when the
rest of the system was sound.

See RFC 1750 for the theory. It will be available Locally if you have downloaded our RFC bundle
(which isW). Or read it gaming.

See the manual pages for ipsec_ranbits(8) and random(4) for details of what we use.

There has recently been diScussion on several mailing lists of the limitations of
Linux /dev/rando'rn and ofwhether we are using it correctly. Those discussions are archived on
the Nev/random suppgrt page.

A firewall product for Windows NT offerring'IPSEC-based VPN services. Linux FreeS/WAN

. interoperates with Raptor; see our Compatibility document for details. Raptor have recently
merged with Axent.

RC4 .

Rivest Cipher four, designed by Ron Rivest ofRSA and widely used. Believed highly secure with
adequate key length, but ofien implemented with inadequate key length to comply with export
restrictions.

RC6 ‘ -

Rivest Cipher six, R_§A‘s A113 candidate cipher.
Replay attack

An attack in which the attacker records data and later replays it in an attempt to deceive the
recipient.

RFC

Request For Comments, an Internet document. Some RFCs are just informative. Others are
standards.

Our list of lB__S_EC and other security-related RFCs is here, along with information on methods of
obtaining them.

RIPEMD , ‘
A message digest algorithm. The current version is RIPEMD—IGO which gives a 160—bit hash.
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Root CA

Routable IP address '

Most IP addresses can be used as "to" and "from" addresses in packet headers. These are the

routable addresses; we expect routing to be possible for them. If we send a packet to one of them,
we expect (in most cases; there are various complications) that it will be delivered if the address is

in use and will cause an lQMP error packet to come back to us if not.

‘RSA algorithm

’ Rivest Shamir Adleman public key encryption method, named for its three inventors. Patented

(expires in Sept. 2000) with licenses available fi'om wR_SA,Dfla_tafl§chu§_ity. Widely used.
RSA Data Security '

A company founded by the inventors of the BSA public key algorithm.
SA .

Security Association, the channel negotiated by the higher levels of an IPSEQ implementation and

used by the lower. SAs are unidirectional; you need a pair of them for two-way communication.

An SA is defined by three things -- the destination, the protocol (AH. orESP) and the SP1, security
parameters index. It is used to index other things such as session keys and intialisation vectors.

Secure DNS ,

A version of the DNS gnmeain Name Service enhanced with authentication services. This is

being designed by the IETF DNS security working gro_up. The BIND 8.2 implementation is
available for download. Another site has more information.

‘ IPSEC can use this plus DifieHellmmkey exchange to bootstrap itself. This would allow

oppoggfifijcencmtjgn. Any pair ofmachines which could authenticate each other via DNS
could communicate securely, without either a pre-existing shared secret or a shared PK].

Linux FreeS/WAN will? support this in a future release.

Secret key cryptography
SeeWW

Security Association
see 54’;

Sequence number

A number added to a packet or meSsage which indicates its position in a sequence of packets or

For automatic keying mode, the LPSEQ RFCsrequire that the sender generate sequence numbers

for each packet, but leave it optional whether the receiver does anything with them.

SHA

Secure Hash Algorithm, a me§§§3§fli§§§i§lgg§ithrn developed by the LISA for use in the Digital

Signature standard, 5.1.13.5. number 185 from 131.3. SHA is an improved variant ofMilk} producing

a 160-bit hash.
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SHA is one of two message digest algorithms available in IPSEC. The other is MD5. Some people
do not trust SHA because it was developed by the ESA. There is, as far as we know, no

cryptographic evidence that SHA is untrustworthy, but this does not prevent that view from being
strongly held. ‘

Signals intelligence (SIGINT)

Activities of government agencies from various nations aimed at protecting their own

communications and reading those of others. Cryptography, cryptanalysis, wiretapping,
interception and monitoring ofvarious sorts of signals. The players include the American ESA,

SKIP

Snake oil

Bogus cryptography. See the Snake Oil FAQ or this paper by Schneier.
SPI

Security Parameter Index, an index used within IPSEC to keep connections distinct. A Security
AssogIatjonLSA) is defined by destination, protocol and SP1. Without the SP1, two connections to

the same gateway using the same protocol could not be distinguished.

For more detail, see our ZES EC Overview and/or RFC 2401.

SSH

Secure SHell, an encrypting replacement for the insecure Berkeley commands whose names begin
with "r" for "remote": rsh, rlogin, etc. Web site.

SSH Communications Security

A company founded by the authors of _S__S__I-L Offices are in Finland and Califofl'a. They have a
toolkit for developers of IPSEC applications.

SSL

Secure Sockets Layer, a set of encryption and authentication services for web browsers, developed
by Netscape. Widely used in Internet commerce. Also known as ILLS;

SSLeay .
A free implementation of ,S__S__L by Eric Young (eay) and others. Developed in Australia; not
subject to US export controls.

Stream cipher

, A metric cipher which produces a stream ofoutput which can be combined (ofien using XOR
or bytewise addition) with the plaintext to produce ciphertext. Contrasts with block cipher.

IPSEC does not use stream ciphers. Their main application is link-level encryption, for example of
voice, video or data streams on a wire or a radio signal.

subnet ‘ ‘

A group of IP addresses which are logically one network, typically (but not always) assigned to a
group ofphysically connected machines. The range of addresses in a subnet is described using a
subnet mask. See next entry.

subnet mask

A method of indicating the addresses included in a subnet- Here are two equivalent examples:
0 101.101.101.0/24

o 101.101.101.0 with mask 255.255.255.0

The '24' is shorthand for a mask with the top 24 bits one and the rest zero. This is exactly the same
as 255.255.2550 which has three all~ones bytes and one all-zeros byte.
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These indicate that, for this range of addresses, the top 24 bits are to be treated as naming a
network (often referred to as "the 101.101.101.0/24 subnet") while most combinations of the low

8 bits can be used to designate machines on that network. Two addresses are reserved;
101.101.1010 refers to the subnet rather than a specific machine while 101.101.101.255 is a
broadcast address. 1 to 254 are available for machines.

It is common to find subnets arranged in a hierarchy. For example, a large company might have
a /16 subnet and allocate /24 subnets within that to departments. An ISP might have a large subnet
and allocate /26 subnets (64 addresses, 62 usable) to business customers and /29 subnets (8
addresses, 6 usable) to residential clients.

S/WAN

fiemreflidenreaflemgrk, a prOject involving RSALaQSemiIx and a number of other
companies. The goal is to ensure that all their lPSEC implementations will interoperate so that
their customers can communicate with each other securely.

Symmetric cryptography

TIS

Symmetric cryptography, also referred to as conventional or secret key cryptography, relies on a
shared secret key, identical for sender and receiver. Sender encrypts with that key, receiver
decrypts with it. The idea is that an eavesdropper without the key be unable to read the messages.
There are two main types of symmetric cipher, bpckgphem and strearngiphgs.

Symmetric cryptography contrasts with public__key or asymmetric systems where the two players
» use different keys.

The great difficulty in symmetric cryptography is, of course, key management- Sender and
receiver must have identical keys and those keys must be kept secret from everyone else. Not too
much of a problem if only two people are involved and they can conveniently meet privately or
employ a trusted courier. Quite a problem, though, in other circumstances.

It gets much worse if there are many people. An application might be written to use only one key
for communication among 100 peoplegfor example, but there would be serious problems. Do you
actually trust all of them that much?’lDo;they trust each other that much? Should they? What is at
risk if that key is compromised? How are you going to distribute that key to everyone without
risking its secrecy? What do you do when one of them leaves the company? Will you even know?

On the other hand, if you need unique keys for every possible connection between a group of 100,
then each user must have 99 keys. You need either 99*100/2 = 4950 secure key exchanges
between users or a central authority. that securely distributes 100 key packets, each with a different
set of 99 keys-

Either of these is possible, though tricky, for 100 users. Either becomes an administrative

nightmare for larger numbers; Moreover, keys must be changed regularly, so the problem of key
distlibution comes up again and again. If you use the same key for many messages then an
attacker has more text to work with in an attempt to crack that key. Moreover, one successful
crack will give him or her the text of all those messages.

In short, the hardestpart ofconventional cryptography is key management. Today the standard
solution is to build a hybridsystem using publigligx techmques to manage keys.
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Trusted Information Systems, a firewall vendor now part ofNAI. Their Gauntlet product offers

TLS

Transport Layer Security, a newer name for _S_S_L.

Traffic analysis

L Deducing useful intelligence from patterns ofmessage traffic, without breaking codes or reading
the messages. In one case during World War II, the British lcnew an attack was coming because all

German radio traffic stopped. The "radio silence" order, intended to preserve security, actually
gave the game away.

In an industrial espionage situation, one might deduce something interesting just by knowing that

company A and company B were talking, especially if one were able to tell which departments
were involved, or ifone already knew that A Was looking for acquisitions and B was seeking
fiJnds for expansion.

IP_SEC itself does not defend against this, but carefully thought out systems using IPSEC can do

so. In particular, one might want to encrypt more traffic than was strictly necessary, route things

in odd ways, or even encrypt dummy packets, to confuse the analyst.

Transport mode

An IPSEC application in which the IPSEC gateway is the destination of the protected packets, a
machine acts as its own gateway. Contrast with lunnelque

Triple DES
see 3DES

Tunnel mode

An IPSEC application 'iniwhiCh an IPSEC gateway provides protection for packets to and from
other systems. Contrast With transport mode.

Two-key Triple DES

A variant of tripLeWDESerDES in which only two keys are used. As in the three—key version, the

order of operations is 11121:"; or encrypt—decrypt-encrypt, but in the two-key variant the first and
third keys are the same. '

the—middle attack, so it is possible that the two key version is just as strong. Last I looked, this was
an open question in the research literature.

RFC 2451 defines triple DES for IESEC as the three~key variant. The two—key variant should not
be used and is not implemented directly in Linux. FreeL/Wfl. It cannot be used in automatically

keyed mode without major fiddles in the source code. For manually keyed connections, you could

make Linux FreeS/WAN talk to a two-key implementation by setting two keys the same
in /etc/ipsec.conf.

Virtual Interface

A mgx feature which allows one physical network interface to have two or more IP addresses.

Virtual Private Network

' see ELEM.
VPN .

Virtual Private Network, a network which can safely be used as if it were private, even though
some of its communication uses insecure connections. All traffic on those connections is

encrypted.
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IPSEg; is not the only technique available for building VPNs, but it is the only method defined by
RFCs and supported by many vendors. VPNs are by no means the only thing you can do with
IPSEC, but they may be the most important application for many users.

VPNC

yiflalufgyathNQtwpflrkMConsoigtiurn, an association of vendors of VPN products.
.flfiaenaarnrranggnmt

An international agreement restricting export ofmunitions and other tools of war. Unfortunately,
cryptographic software is also restricted under the current version of the agreement.

Web ofTrust

EQE'S method of certifying keys. Any user can sign a key; you decide which signatures or
combinations of signatures to accept as certification. This contrasts with the hierarchy of QAs

See glowballrustmeegister for an interesting addition to the web of trust.

X509

A standard from the lTU (International Telecommunication Union), for hierarchical directories
with authentication services, used in many EKJ. implementations.

Use of X509 services, via the LDAE,MQ§Q§QL for certification of keys is allowed but not required
by the IPSEC RFCs. It is not yet implemented in LmuxFreeS/WAN

2C;C._d..ia ,

' A vendor of router and Internet access products. Their QVPN products interoperate with Linux
FreeS/WAN; see our compatibility document. 

Click below to go to:
0 Document index file

- Iahlenfigontents

0, Beginning of this file

- . FreeS/WAN homepage

http://liberty.freeswan.org/fieeswanfitrees/freeswan-I .3/doc/glossary.html 2/21/2002
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Group Art Unit: 2153 JUN 2 D

Edmund Colby MUNGER et a]. ram 4 2002
' Examiner: K. Lim ”(J/09,0

Serial No.: 09/504,783 magma
Atty. Dkt. No. 00479.85672

Filed: February 15, 2000

For: IMPROVEMENTS TO AN

AGILE NETWORK

PROTOCOL FOR SECURE

COMMUINCATIONS WITH

ASSURED SYSTEM
AVAILABILITY

AMENDNIENT AND RESPONSE UNDER 37 C.F.R. § 1.111

Assistant Commissioner for Patents

Washington, DC. 20231

 

Sir:

In response to the Office Action mailed March 13, 2002, Applicants respectfully request the

application be amended as follows. No fee is believed to be due with this Request. However, if a

fee is due the Office is authorized to charge any required fees for consideration of this paper to our

Deposit Account No. 19~0733.

IN THE CLAIM‘V
Please cancel claims 72-81.

Remarks

Applicants are in receipt of the Office Action mailed March 13, 2002, indicating that claims

28—39 and 67-81 are pending, claims 72-81 are Withdrawn from consideration, claims 28—37 and 67—

Petitioner Apple Inc. - Exhibit 186E130$616 0
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. 69 stand. rejected, and claims 38, 39, 70 and 71 are objected to. Applicants thank the Examiner for

the indication of allowable subject matter in claims 38, 39, 70, and 71.

Submitted concurrently herewith are formal drawings in substitution for the informal

drawings submitted with the application as filed. Applicants respectfillly request that the official

drafisman reviews the formal drawings at his earliest convenience.

Second Preliminary Amendment and IDS

A Second Preliminary Amendment adding claims 82~91 was submitted on February 22, 2002,

but this amendment was not reflected in the Office Action mailed on March 13, 2002. Applicants

respectfully request that the Second Preliminary Amendment be entered as of the date of its receipt

by the Office, and that the claims submitted in the Second Preliminary Amendment be considered

simultaneously with the requested reconsideration of the pending claims.

A Supplemental Information Disclosure Statement was also submitted February 22, 2002, but

was not reflected in the Office Action mailed on March 13, 2002. Applicants respectfully request

that the references cited in the Supplemental Information Disclosure Statement be considered and

acknowledged at the Examiner’s earliest convenience.

0n the Merits

The Office Action restricted newly added claims 72—81 (group IV) as being drawn to an

independent or distinct invention from the originally claimed invention in claims 28—39 and 67—71

(group H), and constructively elected group II for prosecution on the merits‘ By the present

amendment, Applicants cancel claims 72—81.
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'fhe Office Action rejected claims 28—37 and 67-69 under 35 U.S.C. § 103(a) as being

unpatentable over Baden et al. (U.3. Pat. No. 6,330,562, hereinafter ‘fBoden”) in view ofRisley et a].

(U.3. Pat. No. 6,332, 158, hereinafter “Risley”). Applicants respectfully traverse this rejection based

on the following arguments.

In order to reject a claim as obvious under § 103(a), three criteria must exist: 1) there must be

some suggestion or motivation, either in the references themselves or in the knowledge generally

available to one of ordinary skill in the art, to modify the reference or to combined reference

teachings; 2) there must be a reasonable expectation ofsuccess; and 3) the prior art reference(s) must

teach or suggest all the claim limitations. See MPEP § 706.02 (1'); In re Vaeck, 947 F.2d 488 (Fed.

Cir. 1991).

First, Applicants submit that there is no motivation or suggestion to combine the Boden and

Risley references. Boden discloses a data model for abstracting customer-defined VPN security

policy information (Boden, Abstract). The system in Boden addresses the need to enable connection

filter rules to be generated and loaded dynamically at negotiation time, due to remote initiating hosts

having dynamically assignedIP addresses. Boden, col. 2, lines 38-41 (emphasis added). As cited in

the Office Action, Boden allows for “dynamically establishing VPN connections with different

security policies and other attributes, based solely on an unfixed IP address (e.g. [sic] a user ID). ..."

Boden, col. 3, lines 14-16 (emphasis added). Boden doesnot disclose establishing a VPN based on 

a DNS request for an IP address. 

Risley discloses a DNS lookup system that allows intelligent correction of domain name

searches by providing alternative suggestions of possible intended domain names when a DNS

lookup was unsuccessful. Risley, Abstract. That is, when a user submits a domain name query, if

the domain name exists, the domain name server (DNS) provides the corresponding machine address

.. 3 ._
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, back‘to the user, as is known in the art. However, if the domain name does not exist, the Risley

domain name server returns a machine address for a machine that will help the user identify the

desired domain name. Subsequently, the machine to which the user has been redirected suggests

possible intended domain names based on heuristics such as common misspellings, phonetic errors,

and the like. Risley, Absu’act. Risley does not teach or suggest establishing a VPN based on a DNS
W

request, nor establishing any sort of secure communications channel over a network.

The Office Action states that establishing a secure connection between computers with the

use ofVPN would have been a desired feature in the art as suggested by Boden at col. 1, lines 41-55.

However, Boden at col. 1, lines 41—55, discusses a general need for computer security, not a specific

suggestion to incorporate the VPN techniques disclosed in Boden, or any other security technique,

with a DNS lookup assistant as disclosed by Risley. In addition, there are many ways in which to

create a VPN, and Boden at best only discloses a single specific security solution that may be used to

establish a VPN. Boden does not include any suggestion or motivation to alter a DNS request

scheme to create a VPN (in fact, there is only one instance ofthe acronym DNS in the entire Boden

specification, col. 10, line 3, and no instances of the phrase “domain name service”). Indeed, Boden

specifically states that “no verification is made via DNS or similar that [the mapping of 1D to IP

address] is correct.” Id.

The Office Action also states that “the system that made it easier to remember, access, and

convey the location information in order to access information would have been also a desired

feature in the art as suggested by [Risley col. 1, lines 46-52].” However, Risley at col. 1, lines 46-52,

discusses the general notion that users prefer using domain names (e.g., coolsite.com) rather than 1PWWW

addresses (e.g., 199.227.249.23 2) when remembering, accessing, and conveying information. RisleyW

does not provide a specific suggestion that its DNS service would benefit from the use of a VPN (or

Petitioner Apple Inc. - Exhibit 16/614ETgpia
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any other type of security). Risley only discloses that users prefer to use domain names over IP

addresses when remembering, accessing, and conveying information, and provides a system for

helping a user identify an intended domain name.

The Office Action concludes that it would have been obvious to combine the references in

order to have “an easier to use and secure network connection because the teachings of these two

references are complemented each other for easier to use and for securing network connection in a

computer network.” While two patents may ostensibly complement each other, this does not provide

the necessary suggestion to combine the two references. In light of the fact that neither reference

includes a specific suggestion to combine the references, the mere fact that two references are

complementary does not provide the required suggestion or motivation. Risley does not teach or
 

 suggest establishing a VPN using its domain name resolution technique, nor does Boden teach usingWWW—“m

domain name resolution to establish a VPN.
WW

To allow the combination of Boden and Risley would allow the hindsight combination of

almost any two references as long as they had something in common, e.g., they both relate to the

Internet. The Federal Circuit has repeatedly stated that the limitations of a claim in a pending

application cannot be used as a blueprint to piece together prior art in hindsight, In re Dembiczak, 50

U.S.P.Q.2d 1614 (Fed. Cir. 1099), and that the Patent Office should rigorously apply the requirement

that a teaching or motivation to combine prior art references needs to be provided. Id. (emphasis

added). Thus, Applicants respectfully submit that that there is no motivation or suggestion to

combine Risley, which discloses a modified DNS lookup system, with Boden, which discloses a

specific VPN technique. \

VN ET00221424

Petitioner Apple Inc. - Exhibit 1004, p. 1069



Petitioner Apple Inc. - Exhibit 1004, p. 1070

Second, even ifthe Boden and Risley references were combined, the combination would not

teach or suggest all the limitations of any pending claim. The Office Action uses claim 37 as an

exemplary claim, which requires:

a DNS proxy server that receives a request from the client computer to look

up an IP address for a domain name, wherein the DNS proxy server returns the IP

address for the requested domain name if it is determined that access to a non—secure

web site has been requested, and wherein the DNS proxy server generates a request to

create the VPN between the client computer and the secure target computer if it is

determined that access to a secure web site has been requested; and

a gatekeeper computer that allocates resources for the VPN between the client

computer and the secure web computer in response to the request by the DNS proxy
server.

At a minimum, neither Boden nor Risley discloses a DNS proxy server that “generates a

request to create the VPN between the client computer and the secure target computer if it is

determined that access to a secure web site has been requested. . .” Neither Risley nor Boden teach or

suggest triggering the creation of a VPN in response to a DNS request. Instead, Risley discloses a

modified DNS lookup, whereby when a DNS request is received that is unsuccessful, Risley

redirects the requestor to a domain name resolver to assist the user with locating an intended domain

name. Risley does not disclose generating a request to create a VPN, as is reguirgd by claim 37, nor

does Risley detennine whether access to a secure web site has been requested. Likewise, Boden does

not disclose these limitation, as is admitted in the Office Action at page 5, para. 1 1.

In addition, the Office Action does not indicate that either Boden or Risley includes a

gatekeeper computer as is required by claim 37.

Based at least on the above arguments, Applicants respectfully traverse the rejection of claim

37 and its dependent claims.

The Office Action also rejected claims 2836 and 67-69 for the same reasons set forth with

respect to claim 37 because the claims are similar in scope. Applicants submit that each claim

-5-
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, presents an individually patentable scope, and that these claims are allowable for at least the same

reasons as claim 37.

In addition, with respect to claim 31, none of the cited references teach or suggest, upon

determining that a client computer is not authorized to establish a VPN with a secure web site,

returning an error from the DNS request.

With respect to claim 32, none of the cited references teach or suggest, upon determining that

a client computer is not authorized to resolve addresses ofnon-secure target computers, returning an

error from the DNS request.

With respect to claim 33, none of the cited references teach or suggest establishing the VPN

by creating an 11-“ address hopping scheme between the client computer and the target computer.

(see, e.g., allowable subject matter in claim 38).

With respect to claim 34, none of the cited references teach or suggest using a gatekeeper

computer that allocates VPN resources for communicating between the client computer and the

target computer.

With respect to claim 35, none of the cited references teach or suggest that step (2) is

performed in a DNS proxy server that passes through the request to a DNS server if it is determined

in step (3) that access is not being requested to a secure target web site.

With respect to claim 68, none of the cited references teach or suggest communicating

according to a scheme by which at least one field in a series of data packets is periodically changed

according to a known sequence.

With respect to claim 69, none ofthe cited references teach or suggest comparing an Internet

Protocol (JP) address in a header 0f each data packet to a table of valid IP addresses maintained in a

table in the seCond computer.
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Eased on the aforementioned Applicants respectfully submit that all pending claims are in

condition for allowance, and Applicants request that the subject application be reconsidered and

passed to issue at the Examiner’s earliest possible convenience.

If the Examiner has any questions or Wishes to discuss this amendment, the Examiner is

invited to telephone the undersigned representative at the number set forth below.

Respectfully submitted,

BANNER & WITCOFF, LTD.

Date: “fund.__!.3._z_..200..___7' By: W
Bradley c. Wright Reg. No. 49,024
Registration No. 38,061

1001 G Street NW, 11‘h Floor
Washington, DC. 20001

(202) 508-9100

Petitioner Apple Inc. - Exhibit 1%???6937



Petitioner Apple Inc. - Exhibit 1004, p. 1073

  ‘ PTO/$3121 (OB-00)
plus sign (+) inflde thisbox —> Approved for use through 10/31/2002. OMB 0051mm

4. C . A‘ U.S. Patent and Trademark Office: US. DEPARTMENT OF COMMERCE
Actof1995,nopemonsarerequiredtorespondtoawecfionofhfamaflmurieealdispiayaevaEdOMBoonwolnmtba. 
 

 
 

  

 

TRANSMITTAL

FORM

(to be used for all correspondence alter initial filing)
 
 

  

 

Total NumberofPages in This Submission - Attorney DocketNumber 00047935672 . a,
ENCLOSURES check all that a .

[:I Fee Transmittal Form I] Assignment Papers I] After Allowance Communication to 
 
 

 
 

 
 

 

 

(for an Application) Group

A . D Appeal Communicaflon to Board ofD Fee ttached E Drawmg(s) Appeals and interferences

 
 

 

 
 

 
 

 
 

D Appeal Communication to Group
(Appeal Notice. Brier, Reply Bn‘efl

D Proprietary Information

[:I Licensing—related Papers

[:I Petition
El Petition to Convert to a

Provisional Application

E Amendment! Response

[:| After Final  
 

 
 

 E] Affidavitsldeclaration(s) [:| Status Letter

 
  

  

El Power of Attorney, Revocation H 0
Change of Correspondence Address ther Enclosure(s)(please identify below):

Submission of Formal Drawings
to Official Draftsman

 El Extension of Time Request

 

 
 
 

[1 Terminal Disclaimer

[I Request for Refund

D co, Number of CD(s) ____

  D Express Abandonment Request

  
 

 

D information Disclosure Statement  

[:1 Certified Copy of Priority
Document(s)

D Response to Missing Parts!
Incomplete Application

 

 

  
 
 [:I Response to MissingParts under 37 CFR

1.52 or 1.53

SIGNATURE OF APPLICANT, ATTORNEY, OR AGENT
Firm
or
Individual name ,

  
   

 

  

 Bradley C. Wright, Reg. No. 35,061

’I ii I . ‘ Reg. No. 49,024
2 I

gr-‘A

J ne13‘200

CERTIFICATE OF MAILING '

I hereby certify that this correspondence ls being deposited with the United States Postal Service as first class mail in an envelope

addressed to: Assistant Commissioner for Patents, Washington, DC. 20231 on this date:—

  

 
 

 

 
  
 

  
 
 Signature Date

Burden Hour Statement: This form is estimated to take 0.2 hours to complete. Time will vary depending upon the needs of the individual use. Any
comments on the amount of time you are required to complete this form should be send to the Chief Information Ofiicer. U.S. Patent and Trademark
Office, Washington, DC 20231. DO NOT SEND FEES 0R COMPLETED FORMS TO THIS ADDRESS. SEND TO: Assistant Commlssioner for
Patents, Washington, DC 20231.

 

Petitioner Apple Inc. - Exhibit 166153190$617528

  

 

 
  

‘6 .- 2/33

we



Petitioner Apple Inc. - Exhibit 1004, p. 1074

  
IN THE ITED STATES PATENT AND TRADEMARK OFFICE). VOW? QV€O

90”

In re Application of Group Art Unit: 2153 00%,0 {2002
Edmond Colby Munger et a1. Examiner: K. Lim reicb

Serial No. 09/504,783 Attorney Docket No. 00479.85672

Filed: February 15, 2000

For: IMPROVEMENTS TO AN AGILE NETWORK PROTOCOL FOR SECURE
COMMUNICATIONS WITH ASSURED SYSTEM AVAILABILITY

SUBMISSION OF FORMAL DRAWINGS TO OFFICIAL DRAFTSMAN

Assistant Commissioner for Patents.

Washington, DC. 20231

.Sir:

Please substitute the attached 35 sheets of formal drawings depicting Figures 1~32

for the informal drawings filed with the patent application on February 15, 2000, in this

matter. Applicant respectfully requests the Official Draftsman to review these drawings

and advise the undersigned ofany objections thereto.

It is believed that no fee is required. However, if a fee is required, please charge

our Deposit Account No. 190733.

Respectfully submitted,

Date: June 13, 2002

By: QM: é )wb—‘m—Q‘NWM
fir Bradley C. Wright

Registration No. 38,061 Reg. No. 49,024
BANNER & WITCOFF, LTD
1001 G Street, NW.
Eleventh Floor

Washington, DC. 20001
(202) 508-9100
RAD/mmd
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