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AGILE NETWORK PROTOCOL FOR SECURE
CODINIUNICATIONS USING SECURE

DOMAIN NANIES

CROSS—REFERENCE TO RELATED
APPLICATIONS

This application claims priority from and is a continuation
patent application of US. application Ser. No. 09/558,210,
filed Apr. 26, 2000 now abandoneed, which is a continuation-
in-part patent application ofpreviously-filed U.S. application
Ser. No. ($504,783, filed on Feb. 1 5, 2000, nowU.S. Pat. No.
6,502,135, issued Dec. 3 1, 2002, which claims priority from
and is a continuation-in-part patent application ofpreviously-
filed US. application Ser. No. 09/429,643, filed on Oct. 29,
1999 now U.S. Pat. No . 7,01 0, 604. The subject matter ofU.S.
application Ser. No. 09/429,643 , which is bodily incorporated
herein, derives from provisional U.5. application Nos.
60/106,261 (filed Oct. 30, 1 998) and 602’] 37,704 (filed Jun. 7,
1999). The present application is also related to U.S. appli-
cation Ser. No. 09/558,209, filchpr. 26, 2000, and which is
incorporated by reference herein.

GOVERNLiENT‘ CONTRACT RIGHTS

This invention was made with Government support under
ContractNo. 360000-1 999-000000-QC-000-000 awarded by
the Central IntelligenccAgency. The Government has certain
rights in the invention.

BACKGROUND OF THE INVENTION

A tremendous variety of methods have been proposed and
implemented to provide security and anonymity for commu-
nications overthe Internet. The variety stems, in part, from the
different needs of different Internet users. A basic heuristic

framework to aid in discussing these difi‘erent security tech-
niques is illustrated in FIG. 1 . Two terminals, an originating
tenmna] 100 and a destination terminal 110 are in communi-
cation over the Internet. It is desired for the communications

to be secure, that is, immune to eavesdropping. For example,
terminal 100 may transmit secret information to terminal 110
over the Internet 107. Also, it may be desired to prevent an
eavesdropper from discovering that terminal 100 is in com-
munication with terminal 110. For example, ifterminal 100 is
a user and terminal 110 hosts a web site, terminal 100's user
may not want anyone in the intervening networks to know
what web sites he is “visiting.” Anonymity would thus he an
issue, for example, for companies that want to keep their
market research interests private and thus would prefer to
prevent outsiders from knowing which web-sites or other
Internet resources they are “visiting." These two security
issues may be called data security and anonymity, respec-
tivcly.

Data security is usually tackled using some form of data
encryption. An encryption key 48 is known at both the origi-
nating and terminating terminals 100 and 110. The keys may
be private and public at the originating and destination termi—
nals 100 and 110, respectively or they may be synunctrical
keys (the same key is used by both parties to encrypt and
decrypt). Many encryption methods are known andusable in
this context.

To hide traffic from a local administrator or 15?, a user can
employ a local proxy server in communicating over an
encrypted channel with an outside proxy such that the local
administrator or ISP only sees the encrypted tmfiic. Proxy
servers prevent destination servers from determining the
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identities of the originating clients. This system employs an
intermediate server interposed between client and destination
server. The destination server sees only the Internet Protocol
(IP) address ofthe proxy server and not the originating client.
The target server only sees the address of the outside proxy.
This scheme relies on a trusted outside proxy server. Also,
proxy schemes are vulnerable to traflic analysis methods of
detemiining identities of transmitters and receivers. Another
important limitationofproxy servers is that the server knows
the identities of both calling and called parties. In many
instances, an originating terminal, such as terminal A, would
prefer to keep its identity concealed from the proxy, for
example, ifthe proxy server is provided by an Internet service
provider (ISP).

To defeat traffic analysis, a scheme called Chaum's mixes
employs a proxy server that transmits and receives fixed
lengthmessages, including dummy messages. Multiple origi-
nating terminals are connected through a mix (a server) to
multiple target servers. It is diflicult to tell which of the
originating terminals are communicating to which ofthe con-
nected target servers, and the dummy messages confuse
eavesdroppers’ efforts to detect communicating pairs by ana-
lyzing traffic. A drawback is that there is a risk that the mix
server could be compromised. One way to deal with this risk
is to spread the trust among multiple mixes. If one mix is
compromised, the identifies of the originating and target ter—
minals may remain concealed. This strategy requires a num-
ber of alternative mixes so that the intermediate servers inter-

posed between the originating and target terminals are not
determinable except by compromising more than one mix.
The strategy wraps the message with multiple layers of
encrypted addresses. The first mix in a sequence can decrypt
only the outer layer of the message to reveal the next'desti-
nation mix in sequence. The second mix can decrypt the
message to reveal the next mix and so on. The target server
receives the message and, optionally, a multi—layer encrypted
payload coniaining return information to send data back in
the same fashion. The only way to defeat such a mix scheme
is to collude among mixes. If the packets are all fixed—length
and intermixed with dummy packets, there is no way to do
any kind oftraffic analysis.

Still another anonymity technique, called ‘crowds,’ pro-
tects the identity of the originating terminal from the inter-
mediate proxies by providing that originating terminals
belongto groups ofproxies called crowds. The crowd proxies
are interposed between originating and target terminals. Each
proxy through which the message is sent is randomly chosen
by an upstream proxy. Each intermediate proxy can send the
message either to another randomly chosen proxy in the
“crowd" or to the destination. Thus, even crowd members
cannot determine ifu preceding proxy is the originator ofthe
message or if it was simply passed from another proxy.

ZKS (Zero-Knowledge Systems) Anonymous ll? Protocol
allows users to select up to any of five different pseudonyms,
while desktop software encrypts outgoing traffic and wraps it
in User Datagram Protocol (UDP) packets. The first server in
'a 2+—hop system gets the UDP packets, strips off one layer of
encryption to add another, then sends the traffic to the next
server, which strips off yet another layer of encryption and
adds a new one. The user is permitted to control the number of
hops. At the final server, traffic is decrypted with an min-ace-
able IP address. The technique is called onion-routing. This
method can be defeated using trafl'ic analysis. For a simple
example, bursts ofpackets fro m. a user during low-duty peri-
ods can reveal the identities of sender and receiver.

Firewalls attempt to protect LANs from unauthorized
access and hostile exploitation or damage to computers con-
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nected to the LAN. Firewalls provide a server through which
all access to the LAN must pass. Firewalls are centralized
systems that require administrative overhead to maintain.
They can be compromised by virtual-machine applications
(“applets”). They instill a false sense ofsecurity that leads to
security breaches for example by users sending sensitive
information to servers outside the firewall or encouraging use
ofmodems to sidestep the firewall security. Firewalls are not
useful for distributed systems such as business travelers,
extranets, small teams, etc.

SMARY OF THE INVENTION

A secure mechanism for communicating over the intranet,
including a protocol referred to as the TunncledAgile Routing
Protocol (TARP), uses a unique two—layer encryption format
and special TARP routers. TARP routers are similar in func-
tion to regular 11’ routers. Each 'l‘AltP' router has one ormore
IP addresses and uses normal IP protocol to send 1P packet
messages (“packets“ or “datagrams”). The IP packets
exchanged between TARP terminals via TARP routers are
actually encrypted packets whose true destination address is
concealed except to TARP routers and servers. The normal or
“clear” or “outside” IP header attached to TARP IP packets
contains only the address of a next hop router or destination
server. That is, instead of indicating a final destination in the
destination field of the IP header, the TARP packet‘s IP
header always points to a next-hop in a series ofTARP router
hops, or to the final destination. This means there is no overt
indication from an intercepted TARP packet of the true des—
tination of the TARP packet since the destination could
always be next-hop TARP router as well as the final destina-
tion.

HachTARP packet’s true destination is concealed behind a
layer ofencryption generated using a link key. Tholinkkey is
the encryption key used for encrypted communication
between the hops intervening between an originating TARP
terminal and a destination TARP terminal. Each TARP router

can remove the outer layer of encryption to reveal the desti-
nation router for each TARP pocket. To identify the link key
needed to decrypt the outer layer of encryption of a TARP
packet, a receiving TARP or routing terminal may identify the
transmitting terminal bythe sender/receiver IPnumbers in the
cleartext 1P header.

Once the outer layer of encryption is removed, the TARP
router determines the final destination. Each TARP packet
140 undergoes a minimum number ofhops to help foil trailic
analysis. The hops may be chosen at random or by a fixed
Value. As a result, each TARP packet may make random trips
among a number of geographically disparate routers before
reaching its destination. Each trip is highly likely to be dif-
ferent for each packet composing a given message because
each trip is independently randomly determined. This feature
is called agile roofing. The fact that different packets take
different routes provides distinct advantages by making it
difficult for an interloper to obtain all the packets forming an
entire multi-packet message. The associated advantages have
to do with the inner layer of encryption discussed below.
Agile routing is combined with another feature that furthers
this purpose; a feature that ensures that any message is broken
into multiple packets.

The IP address ofa TARP router can be changed, a feature
called IP agility. Each TARP router, independently or under
direction from another TARP terminal or router, can Change
its IP address. A separate, unchangeable identifier or address
is also defined. This address, called the TARP address, is
known only to TARP routers and terminals and may be cor-
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4
related at any timeby a TARP router or a TARP terminal using
a Loot-cup Table (LUT). When a TARP router or terminal
changes its IP address, it updates the other TARP routers and
ten-ninals which in turn update their respective LU‘l's.

The message payload is hidden behind an inner layer of
encryption in the TARP packet that can only be unlocked
using a session key. The session keyis not available to any of
the intervening TARP routers. The session key is used to
decrypt the payloads ofthe TARP packets permitting the data
stream to be reconstructed.

Communication may be made private using link and ses-
sion keys, which in turn may be shared and used according to
any desired method. For example, public/private keys or sym-
metric keys may be used.

To transmit a data stream, a TARP originating terminal
constructs a series ofTARP packets from a series of IP pack-
ets generated by a network (1P) layer process. (Note that the
terms “network layer," “data link layer,” “application layer,”
etc. used in this specification correspond lo the Open Systems
Interconnection (OSI) network terminology.) The payloads
of these packets are assembled into a block and chain-block
encrypted using the session key. This assumes, ofcourse, that
all the IP packets are destined for the same TARP terminal.
The block is then interleaved and the interleaved encrypted
block is broken into a series ofpayloads, one for each TARP
packet to be generated. Special TARP headers IPT are then
added to each payload using the IP headers from the data
stream packets. The TARP headers can be identical to normal
11’ headers or customized in some way. They shouldcontaina
formula or data for dcinterlcaving the data at the destination
TARP terminal, a time-to—live (TIL) parameter to indicate
the number ol'hops still to be executed, a data type identifier
which indicates whether the payload contains, for example,
TCPor UDP data, the sender’ s TARP address, the destination
TARP address, and an indicator as to Whether the packet
contains real or decoy data or a formula for filtering out decoy
data if decoy data is spread in some way through the TARP
payload data.

Note that although chain-block encryption is discussed
here with reference to the session key, any encryption method
may he used. Preferably, as in chain block encryption, a
method should be used that makes unauthorized decryption
dillicult without an entire result of the encryption process.
Thus, by separating the encrypted block among multiple
packets and making it diificult for an interloper to obtain
access to all of such packets, the contents of the communica-
tions are provided an extra layer of security.

Decoy or dummy data can be added to a stream to help foil
traffic analysis by reducing the pwk-to—averagonetwork load.
It may be desirable to provide the TARP process with an
ability to respond to the time of day or other criteria to gen-
erate more decoy data during low traflic periods so that com-
munication bursts atone point in the Internet cannot be tied to
communication bursts at another point to reveal the commu-
nicating endpoints.

Dummy data also helps to break the data into a larger
number of inconspicuously—sized packets permitting the
interleave window size to be increased while maintaining a
reasonable size for each packet. (The packet size can be a
single standard size or selected from a fixed range of sizes.)
One primary reason for desiring for each message to be bro-
ken into multiple packets is apparent if a chain block encryp—
tion scheme is used to ibrm the first encryption layer prior to
interleaving. A single block encryption may be applied to
portion, or entirety, of a message, and that portion or entirety
then interleaved into a number of separate packets. Consid—
ering the agile IP routing of the packets, and the attendant
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difficulty of reconstructing an entire sequence of packets to
form a single b lock-encrypted message element, decoy pack-
ets can significantly increase the difiiculty of reconstructing
an entire data stream.

The above scheme may be implemented entirely by pro-
cesses operating between the data link layer and the network
layer of each server or terminal participating in the TARP
system. BeCausc the oneryption system deseribcd above is
insertable betwaen the data link and network layers, the pro—
cesses involved in supporting the encrypted communication
may be completely transparent to processes at the IP (net-
work) layer and above. The TARP processes may also be
completely transparent to the data link layer processes as
well. Thus, no operations at or above the Network layer, or at
or below the data link layer, are affected by the insertion ofthe
TARP stack. This provides additional security to all processes
at or above the network layer, since the difficulty ofunautho-
rized penetration of the network layer (by, for example, a
hacker) is increased substantially. Even newly developed
servers running at the session layer leave all processes below
the session layervulnerable to attack. Note that in this archi-
tecture, security is distributed. That is, notebook computers
used by executives on the road, for example, can communi-
cate over the Internet without any compromise in security.

IP address changes made by TARP terminals and routers
can be done at regular intervals, at random intervals, or upon
detection of “attacks.” The variation of IP addresses hinders

traffic analysis that might reveal which computers are com-
municating, and also provides a degree of immunity from
attack. The level of immunity from attack is roughly propor-
tional to the rate at which the IP address ofthe host is chang—
mg.

As mentioned, 11’ addresses may be changed in response to
attacks. An attack may be revealed, for example, by a regular
series ofmessages indicating that a router is being probed in
some way. Upon detection of an attack, the TARP layer pro-
cess may respond to this event by changing its IP address. In
addition, it may create a subproccss that maintains the origi-
nal IP address and continues interacting with the attacker insome manner.

Decoy packets may be generated by each TARP terminal
on some basis determined by an algorithm. For example, the
algorithm may be a random one which calls for the generation
of a packet on a random basis when the terminal is idle.
Alternatively, the algorithm may be responsive to time ofday
or deter: Lion of low traffic to generate more decoy packets
during low unflic times. Note that packets are preferably
generated in groups, rather than one by one, the groups being
sized to simulate real messages. In addition, so that decoy
packets may be inserted in normal TARP message streams,
the background loop may have a latch that makes it more
likely to insert decoy packets when a message strea m is being
received Alternatively, ifa large number ofdeooy packets is
received along with regular TARP packets, the algorithm may
increase the rate of dropping of decoy packets rather than
forwarding them. The result of dropping and generating
decoy packets in this way is to make the apparent incoming
message size different fi-om the apparent outgoing message
size to help foil traffic analysis.

In various other embodiments of the invention, a scalable
version ofthe system may be constructed in which a plurality
of IP addresses are prcassigncdto each pair of communicat-
ing nodes in the network. Each pair ofnodes agrees upon an
algorithm for “hopping” between IP addresses (both sending
and receiving), such that an eavesdropper sees apparently
continuously random IP address pairs (source and destina-
tion) for packets transmitted between the pair. Overlapping or
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“reusable” IP addresses may be allocated to difi'crcntuscrs on
the same suhnet, since each node merely verifies that a par-
ticular packet includes a valid source/destination pair from
the agreed—upon algorithm. Sourcep'destination pairs are pref—
erably not reused between any two nodes during any given
end-to-end session, though limited I? block sizes or lengthy
sessions might require it.

Further improvements described in this continuation-in-
part application include: (1) a load balancer that distributes
packets across difl'erent transmission paths according to
transmission path quality; (2) a DNS proxy server that trans—
parently creates a virtual private network in response to a
domain name inquiry; (3) a large-to—small link bandwidth
management feature that prevents denial -of-service attacks at
system chokepoints; (4) a traffic limiter that regulates incom-
ing packets by limiting the rate at which a transmitter can be
synchronized with a receiver; and (5) a signaling synch ro—
nizer that allows a large number of nodes to communicate
with a central node by partitioning the communication func—
tion between two separate entities

The present invention provides key technologies for imple—
menting a secure virtual Internet by using a new agilcnetwork
protocol that is built on top of the existing Internet protocol
(IP). The secure virtual Internet works over the existing Inter—
net infrastructure, and interfaces with client applications the
same way as the existing lnternet. The key technologies pro-
vided by the present invention that support the secure virtual
Internet include a “one-click” and “no-click” technique to
become part of the sectu'e virtual Internet, a secure domain
name service (SDNS) for the secure virtual Internet, and a
new approach for interfacing specific client applications onto
the secure virtual Internet. According to the invention, the
secure domain name service interfaces with existing applica—
tions, in addition to providing a way to register and serve
domain names and addresses.

Accordingto one aspect ofthe present invention, a usercan
conveniently establish a VPN using a “one-click” or a “no—
clic ” technique without being required to enter user identi-
fication information, a password andfor an encryption key for
establishing a VPN. The advantages of the present invention
are provided by a method for establishing a secure commu-
nication link bethen a first computer and a second computer
over a computer network, such as the Internet. In one embodi—
ment, a secure communication mode is enabled at a first
computer without a user entering any cryptographic interma—
tion for csLablishing the secure communication mode ofcom—
munication, preferably by merely selecting an icon displayed
on the first computer. Alternatively, the secure communica-
tion mode of communication can be enabled by entering a
command into the first computer. Then, a secure communi—
cation link is established beIWeen the first computer and a
second computer over a comp11th network based on the
enabled secure communication mode of communication.

Aacording to the invention, it is determined whether a socure
communication software module is stored on the first com~

puter in response to the step of enabling the secure commu—
nication mode ofcommunication. A predeterminedcomputer
network address is then accessed for loading the secure com—
munication software modulewhen the software module is not

stored on the first computer. Subsequently, the proxy software
module is stored in the first computer. The secure communi—
cation link is a virtual private network communication link
OVcr the computer network. Preferably, the virtual private
network can be based on inserting into each data packet one or
more data values that vary according to a pseudo-random
sequence. Altemativcly, the virtual private network can be
based on a computer network address hopping regime that is
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used to pseudorandomly change computer network addresses
or other data values in packets transmitted between the first
computer and the second computer, such that the second
computer compares the data values in each dam packet trans—
mittcd between the first computer and the second computer to
a moving window of valid values. Yet another alternative
provides that the virtual private network can be based on a
comparison between a discriminator field in each data packet
to a table ofvalid discriminator fields maintained tbr the first
computer.

According to another aspect ofthe invention, a command is
entered to define a setup parameter associatedwith the secure
cornmunication link mode ofcommunication. Consequently,
the secure communication mode is automatically established
when a communication link is established over the computer
network.

The present invention also provides a computer system
having a communication link to a computer network, and a
display showing a hyperlink for establishing a virtual private
network through the computer network. “Then the hyperlink.
for establishing the virtual private network is selected, a vir—
tual private network is established over the computer net—
work. A non-standard top-level domainname is then sent over
the virtual private network communication to a predetern
mined computer network address, such as a computer net—
work address for a secure domain name service (SUNS).

The present invention provides a domainname service that
provides secure computer network addresses for secure, non—
standard top—level domain names. The advantages of the
present invention are provided by a secure domain name
service for a computer network that includes a portal con—
nected to a computer network, such as the Internet, and a
domain name database connected to the computer network
through the portal. According to the invention, the portal
authenticates a query for a secure computer network address,
and the domain name database stores secure computet net-
work addresses for the computer network. Each secure com-
puter network address is based on a non-standard top-level
domain name, such as .scom, .sorg, .snel, .sncL .sedu, .smil
and .sint.

The present inventionprovides a way to encapsulate exist-
ing application network traffic at the application layer of a
client computer so that the client application can securely
communicate with a server protected by an agile network
protocol. The advantages of the present invention are pro-
vided by a method for communicating using a private com-
munication link between a client computer and a server com-
puter over a computer network, such as the Internet.
According to the invention, an information packet is sent
from the client computer to the server computer over the
computer network. The information packet contains data that
is inserted into the payload portion ofthe packet at the appli-
cation layer ofthe client computer and is used for forming a
virtual private connection between the client computer and
the server computer. The modified information packet can be
sent through a firewall before being sent over the computer
network to Lhe server computer and by working on top 01'
existing protocols (i.e., UDP, ICMP and TCP), the present
invention more easily penetrates the firewall. The information
packet is received at a kernel layer ofan operating system on
the server side. It is then determined at the kernel layer of the
operating system on the host computer Whether the inibrma-
tion packet contains the data that is used for forming the
virtual private connection. The server side replies by sending
an information packet to the client computer that has been
modified at the kernel layer to containing virtual private con-
nection information in the payload portion ofthe reply infor-
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8
mation packet. Preferably, the information packet from the
client computer and the reply information packet from the
server side are each a UDP protocol information packet.
Alternative, both inl'orrnation packets couldbe a 'l'CP/ll’ pro-
tocol information packet, or an ICMP protocol information
packet.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is anillustration of secure communications over the

Internet according to a prior art embodiment.
FIG. 2 is an illustration ofsccure communications over the

Internet according to a an embodiment of the invention.
FIG. 3a is an illustration ofa process of fanning a tunneled

1P packet according to an embodiment of the invention.
FIG. 3b is an illustration ofa process of forming a tunneled

IP packet according to another embodiment ofthe invention.
FIG. 4 is an illustration of an 051 layer location of pro-

cesses that may be used to implement the invention.
FIG. 5 is a flow chart illustrating a process for routing a

tunneled packet according to an embodiment ofthe invention.
FIG. 6 is a flow chart illustrating a process for forming a

tunneled packet according to an embodiment ofthe invention.
FIG. 7 is a flow chart illustrating a process for receiving a

tunneled packet according to an embodiment ofthe invention.
FIG. 8 SllOWS how a secure session is established and

synchronized between a client and a TARP router.
FIG. 9 shows an IP address hopping scheme between a

client computer and TARP router using transmit and receive
tables in each computer.

FIG. 10 shows physical link redundancy among threelnter-
net Service Providers (ISPs) and a client computer.

FIG. 11 shows how multiple IP packets can be embedded
into a single “frame” such as an Ethernet frame, and further
shows the use of a discriminator field to camouflage true
packet recipients.

FIG. 12A shows a system that employs hopped hardware
addresses, hopped IP addresses, and hopped discriminatorfields.

FIG. 12B shows several difl'erent approaches for hopping
hardware addresses, IP addresses, and discriminator fields in
combination.

FIG. 13 shows a technique for automatically re-estahlish-
ing synchronization between sender and receiver through the
use of a partially public sync value.

i-‘IG. 14 shows a “checkpoint” scheme for regaining syn-
chronization between a sender and recipient.

FIG. 15 shows further details of lhc checkpoint scheme of
FIG. 14.

FIG. 16 shUWs how two addresses can be decomposed into
a plurality ofsegments for comparison Withpresence vectors.

FIG. 17 shows a storage array for a receiver’s active
addresses.

FIG. 18 shows the receiver’s storage array afier receiving a
sync request.

FIG. 19 shows the receiver’s storage array after new
addresses have been generated.

FIG. 20 shows a system employing distributed transmis-
sion paths.

FIG. 21 shows a plurality of link transmission tables that
can be used to route packets in the system of FIG. 20.

FIG. 22A shows a flowchart for adjusting weight value
distributions associated with a plurality of transmission links.

FIG. 22B shows a flowohart for setting a weight value to
zero if a transmitterturns off.
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FIG. 23 shows a system employing distributed transmis—
sion paths with adjusted weight value distributions for each
path.

FIG. 24 shows an example using the system oFFIG. 23.
FIG. 25 shows a conventional domain-name look-up ser-vice.

FIG. 26 shows a system employing a DNS proxy server
with transparent VPN creation.

FIG. 27 shows steps that can be carried out to implement
transparent VPN creation based on a DNS look—up function.

FIG. 28 shows a system including a link guardllmction that
prevents packet overloading on a low-bandwidth link LOW
BW.

FIG. 29 shows one embodiment ofa system employing the
principles of FIG. 28.

FIG. 30 shows a system that regulates packettransmission
rates by throttling the rate at which synchronizations are
performed.

FIG. 31 shows a signaling server 3101 and a transport
server 3102. used to establish a VPN with a climt computer.

FIG. 32 shows message flows relating to synchronization
protocols of FIG. 31.

FIG. 33 shows a system block diagram of a computer
network in which the “one-click" secure communication link

of the present invention is suitable for use.
FIG. 34 shows 3 Flow diagram for installing and establish-

ing a “one-click” secure communication link over a computer
network according to the present invention.

FIG. 35 shows a flow diagram for registering a secure
domain name according to the present invention.

FIG. 36 shows a system block diagram of a computer
network in which a private connection according to the
present invention can be configured to more easily traverse a
firewall between two computer networks.

FIG. 37 show; a flow diagram for establishing a virtual
private connection that is encapsulated using an existing net-
work protocol.

DETAILED DESCRIPTION OF THE INVENTION

Referring to FIG. 2, a secure mechanism for communicat-
ing over the internet employs a number of special routers or
servers, called TARP routers ] 22-127 that are similar to regu-
lar IP routers 128-132 in that each has one or more IP

addresses and uses normal IP protocol to send normal-look-
ing IP packet messages, called TARP packets 14D. TARP
packets 140 are identical to normal IP packet messages that
are rented by regular IP routers 128—132 because each TARP
packet 140 contains a destination address as in a normal IP
packet. However, instead of indicating a final destination in
the destination field of the IP header, the TARP packet’s 140
IP header always points to a next-hop in a series of TARP
router hops, or the final destination, TARP terminal 110.
Because the header of the TARP packet contains only the
next-hop destination, there is no overt indication from an
intercepted 'I‘ARP packet of the true destination ofthe TARP
packet 140 since the destination could always be the next-hop
TARP router as well as the final destination, TARP terminal
110.

Each TARP packet’s true destination is concealed behind
an outer layer of encryption generated using a link key 146.
The link key 146 is the encryption key used for encrypted
communication between the end points (TARP terminals or
TARP routers) ofa single link in the chain ofhops connecting
the originating TARP terroinal 100 and the destination TARP
terminal 110. Each TARP router 122—127, using the link key
146 it uses to communicate with the previous hop in a chain,
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10
can use the link key to reveal the true destination ofa TARP
packet. To identify the link key needed to decrypt the outer
layer of encryption of a TARP packet, a receiving TARP or
routing terminal may identify the transmitting terminal
(which may indicate the link key used) by the sender field of
the clear IP header. Alternatively, this identity may be hidden
behind another layer of encryption in available hits in the
clear IP header. Each TARP router, upon receiving a TARP
message, determines if the message is a TARP message by
using authentication data in the TARP packet. This could be
recorded in available bytes in the TARP packet‘s IP header.
Alternatively, TARP packets could be authenticated by
a [tempting to decrypt using the link key 146 and determining
if the results are as expected. The former may have compu-
tational advantages because it does not involve a decryption
process.

Once the outer layer ofdecryption is completed by a TARP
router 122—127, the TARP router determines the final desti-
nation. The system is preferably designed to cause each
TARP packet 140 to undergo a minimum number of hops to
help lbil traffic analysis. The time to live counter in the 1P
header of the TARP message may be used to indicate a num-
ber of TARP router hops yet to be completed. Each TARP
routcr then would decrement the counter and dctcrmino from

that whether it should forward the TARP packet 140 to
another TARP router 122-127 or to 1the destination TARP
terminal 110. If the time to live counter is zero or below zero

after decrementing, for an example ofusage, the TARP router
receiving theTARP packet 140 may forward the TARP packet
140 to the destination TARP terminal 110. If the time to live

counter is above zero afler decrementing, for an example of
usage, the TARP router receiving the TARP packet 140 may
forward the TARP packet 148 to a TARP router 122-127 that
the current TARP terminal chooses ul rundom. As a result,
each TARP packet 140 is routed through some minimum
number ofhops ofTARP routers 122-1 27 which are chosen atrandom.

Thus, each TARP packet, irrespective of the traditional
factors determining traffic inthe Internet, makes random trips
among a number of geographically disparate routers before
reaching its destination and each trip is highly likely to be
different for each packet composing a given message because
each trip is independently randomly determined as described
above. This feature is called agile routing. For reasons that
will become clear shortly, the fact that difi'erent packets take
different routes provides distinct advantages by making it
difficult for an interloper to obtain all the packets forming an
entire multi-packet message. Agile routing is combined with
another feature that furthers this purpose, a feature that
ensures that any message is broken into multiple packets.

A TARP router receives a TARP packet when an IP address
used by the TARP router coincides with the IP address in the
TARP packet’s IP header IF‘C. The IP address of a TARP
router, however, may not remain constant. To avoid and man-
age attacks, each TARP router, independently or under direc-
tion from another TARP terminal orrouter, may change its IP
address. A separate, unehangeablc identifier or address is also
defined. This address, called theTARP address, is known only
to TARP routers and terminals and may be correlated at any
time by a TARP router or a TARP terminal using a Lookup
Table (LUT). When a TARP router or terminal changes its IP
address, it updates the other TARP routers and terminals
which in turn update their respective LUl‘s. In reality, when-
ever a TARProuter looks up the address ofa destination in the
encrypted header, it must convert a TARP address to a real IP
address using its LUT.
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While every TARP router receiving a TARP packet has the
ability to determine the packet’s final destination, the mes-
sage payload is embedded behind an innerlayerofencryption
in the TARP packet that can only be unlocked using a session
key. The session key is not available to any of the TARP
routers 122-127 intervening between the originating 100 and
destination 110 TARP terminals. The session key is used to
decrypt the payloads of the TARP packets 140 permitting an
entire message to be reconstructed.

In one embodiment, communication may be made private
using link and session keys, which in turn may be shared and
used according any desired method. For example, a public
key or symmetrickeys may be communicated between link or
session endpoints using a public key method. Any ofa variety
of other mechanisms for securing data to ensure that only
authorized computers can have access to the private inibrma-
tion in the TARP packets 140 may he used as desired.

Referring to FIG. 3a, to construct a series ofTARP packets,
a data stream 300 of IP packcts 207a, 2075), 2070, etc, such
series of packets being formed by a network (1P) layer pro—
cess, is broken into a series of small sized segments. In the
present example, equal-sized segments 1-9 are defined and
used to constructa set ofinterleaved datapackets A, l3, and C.
Here it is assumed that the number of interleaved packets A,
B, and C formed is three and that the number of IP packets
20721-2070 used to form the three interleaved packets A, B,
and C is exactly three. Of course, the number of IP packets
spread over a group of'interleaved packets may be any con—
venient number as may be the number of interleaved packets
over which the incoming data stream is spread. The latter, the
number of interleaved packets over which the data stream is
spread, is called the interleave window.

To create a packet, the transmitting software interleaves the
normal IP packets 207a ct. seq. to form a new set of inter-
leaved payload data 320. This payload data 320 is then
encrypted using a session key to form a set of session-key-
encrypted payload data 330. each ofwhich, A, B. and C, will
form the payload ofa TARP packet. Using the 1P header data,
from the original packets 207a-207c, new TARP headers IP1-
are formed. The TARP headers IPT can be identical to nonnal
lP headers or customized in some way. la a preferred embodi-
ment, the TARP headers IPT are IP headers with added data
providing the following information required for routing and
reconstruction ofmessages, some ofwhich data is ordinarily,
or capable of being, contained in normal IP headers:

l . A window sequence number—an identifier that indicates
where the packet belongs in the original message
sequence.

2. An interleave sequence number—an identifier that indi-
cates me interleaving sequence used to form the packet
so that the packet can be deinterleaved along with other
packets in the interleave window.

3. A time-to-live (TTL) datum— indicates the number of
TARP-router—hops to be executed before the packet
reaches its destination. Note that theTTL parameter may
provide a datum to be used in a probabilistic formula for
determining whether to route the packet to the destina-
tion or to another hop.

4. Data type identifier—indicates whether thepayload eon-
lains, for example, TCP or UDP data.

5. Sender’s address —indicates the suder’s address in the
TARP network.

6. Destination address—vindicatcs the destination termi-
nal’s address in the TARP network.

7. Decoy/Realm indicator of whether the packet con—
tains real message data or dummy decoy data or a com-
binalion.
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Obviously, the packets going into a single interleave win—
dow must include only packets with a common destination.
Thus, it is assumed inthe depicted example that the 1P headers
of IP packets 2070-2076 all contain the same destination
address or at least will be received by the same terminal so
that they can be deinterleaved. Note that dummy or decoy
data or packets can be added to form a larger interleave
window than would otherwise be required by the size of a
given message. Decoy or dummy data can be added to a
stream to help foil trafi'ic analysis by leveling the load on the
network. Thus, it may be desirable to provide the TARP
process with an ability to respond to the time ofday or other
criteria to generate more decoy data during low traffic periods
so that communication bursts at one point in the Internet
cannot be tied to communication bursts at another point to
reveal the communicating endpoints.

Dummy data also helps to break the data into a larger
number of inconspicuously-sincd packets permitting the
interleave window size to be increased while maintaining a
reasonable size for each packet. (The packet size can be a
single standard size or selected from a fixed range of aims.)
One primary reason for desiring for each message to be bro-
ken into multiple packets is apparent if a chain block encryp-
tion scheme is used to form the first encryption layer prior to
interleaVing. A single block encryption may be applied to a
portion, or the entirety, of a message, and that portion or
entirety then interleaved into a number of separate packets.

Referring to FIG. 3b, in an alternative mode of TARP
packet construction, a series ofIP packets are accumulated to
make up a predefined interleave Window. The payloads ofthe
packets are used to construct a single block 52.0 for chain
block encryption using the session key. The payloads used to
form the block are presumed to he destined for the some
terminal. The block size may coincide with the interleave
window as depicted in the example embodiment ofFIG. 3!).
After encryption, the encrypted block is broken into separate
payloads and segments which are interleaved as in the
embodiment of FIG. 3a. The resulting interleaved packets A,
B, and C, are then packaged as TARP packets with TARP
headers as in the Example of FIG. 3a. The remaining process
is as shown in, and discussed with reference to, FIG. 30.

Once the TARP packets 340 are formed, each entire TARP
packet 340, including the TARP header IPT, is encrypted
using the link key for communication with the first-hop-
TARP router. The first hop TARP router is randomly chosen.
A final unencrypted 1P header IPC is added to each encrypted
TARP packet 340 to form a normal IP packet 360 that can be
transmitted to a TARP router. Note that the process of con-
structing the TARP packet 360 docs not have to be done in
stages as described. The above description is just a useful
heuristic for describing the final product, namely, the TARP
packet.

Note that, TARP header 1P1. could be a completely custom
header configuration with no similarity to a normal lP header
except that it contain the information identified above. This is
so since this header is interpreted by only TARP routers.

The above scheme may be implemented entirely by pro-
cesses operating between the data link layer and the network
layer of each server or terminal participating in the TARP
System. Referring to FIG. 4, a TARP transceiver 405 can be an
originating terminal 100, a destination terminal 110, or a
TARP router 122-127. lneach TARPTransceiver 405, a trans-
mitting process is generated to receive normal packets from
the Network (1P) layer and generate TARP packets for com-
munication over the network. A receiving process is gener—
ated to receive normal IP packets containing TARP packets
and generate from these normal IP packets which are “passed
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up” to the Network (1P) layer. Note that where the TARP
Transceiver 405 is a router, the received TARP packets 140
are not processed into a stream ofIP packets 4l 5 because they
need only be. authenticated as proper TARP packets and. then
passed to another TARP router or a TARP destination tenni—
nal 110. The intervening process, a “TARP Layer“ 420, could
be combined with either the data link layer 430 or the Net-
work layer 410. In either case, it would intervene beIWeen the
data link layer 430 so that the process would receive regular
IP packets containing embedded TARP packets and “hand
up” a series of reassembled IP packets to the Network layer
410. As an example of combining the TARP layer 42!] with
the data link layer 430, a program may augment the normal
processes running a communications card, for example, an
Ethernet card. Alternatively, the TARP layer processes may
formpartofa dynamically loadable module that is loaded and
executed to support communications between the network
and data link layers.

Because the encryption system described above can be
inserted between the data link and network layers, the pro-
cesses involved in supporting the encrypted communication
may be completely transparent to processes at the IP (net-
work) layer and above. The TARP processes may also be
completely transparent to the data link layer processes as
well. Thus, no operations at or above the network layer, or at
orbclow the data link layer, are affected by the insertionot‘the
TARP stack. This provides additional security to all processes
at or above the network layer, since the difficulty ofunautho-
rized penetration of the network layer (by, for example, a
hacker) is increased substantially. Even newly developed
servers running at the session layer leave all precesses below
the session layer vulnerable to attack. Note that in this archi-
tecture, security is distributed. That is, notebook computers
used by executives on the road, for example, can communi—
cate over the Internet without any compromise in security.

Note thatIP address changes made by TARP terminals and
routers can be done at regular intervals, at random intervals,
or upon detection of“attacks." The variation of IP addresses
hinders Lrallic analysis that mightreveal which computers are
communicating, and also provides a degree ofimmunity from
attack. 'lhe level of immunity from attack is roughly propor-
tional to the rate at which the 1P addrch ofthc host is chang-
ing.

As mentioned, IP addresses may be changed in response to
attacks. An attack may be reVealed, for example, by a regular
series of messages indicates that a router is being probed in
some way. Upon detection of an attack, the TARP layer pro-
cess may respond to this event by changing its IP address. To
accomplish this, the TARP process will construct a TARP-
.l'ormattcd message, in the style of Internet Control Message
Protocol (ICMP) datagrams as an example; this message will
contain the machine’s TARP address, its previous IP address,
and its new TP address. The TARP layer will transmit this
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Upon detection of an attack, the TARP process may also
create a subproeess that maintains the original IP address and
continues interacting with the attacker. The latter may pro-
vide an opportunity to trace the attacker or stud},r the attack-
er’ 5 methods (called “fishbowling” drawing upon the analogy
of a small fish in a fish bowl that “thinks” it is in the ocean but

is actually under captive observation). A history ofthe com—
munication between the attacker and the abandoned (fish-
bowled) IP address can be recorded or transmitted for human
analysis or further synthesized for purposes ofresponding in
some way.

As mentioned above, decoy or dummy data or packets can
he added to outgoing data streams by TARP terminals or
routers. in addition to making it convenient to spread data
over a largernumber of separate packets, such decoy packets
can also help to level the load on inactive portions of the
Internet to help foil traific analysis efforts.

Decoy packets may be generated by each TARP terminal
100, 110 or each router 122-127 on some basis determined by
an algorithm. For example, the algorithm may be a random
one which calls for the generation of‘ a packet on a random
basis when the terminal is idle. Alternatively, the algorithm
may be responsiveto time ofday or detection of low traflic to
generate more decoy packets during low trafiic times. Note
that packets are preferably generated in groups, rather than
one by one, the groups being sized to simulate real messages.
In addition, so that decoy packets may be inserted in normal
TARP message streams, the background loop may have a
latch that makes it more likely to insert decoy packets when a
message stream is being received. That is, when a series of
messages are received, the decoy packet generation rate may
be increased Alternatively, ifa large number ofdecoy packets
is received along with regular TARP packets, the algorithm
may increase the rate ofdropping ofdecoy packets rather than
forwarding them. The result of dropping and generating
decoy packets in this way is to make the apparent incoming
message size different from the apparent outgoing message
size to help foil traffic analysis. The rate of reception of
packets, decoy or otherWisc, may be indicated to the decoy
packet dropping and generating processes throughperishahle
decoy and regular packet counters. (A perishable counter is
one that resets or decrements its value in response to time so
that it contains a high value when it is incremented in rapid
succession and a small value when incremented either slowly
or a small number of times in rapid succession.) Note that
destination TARP terminal 110 may generate decoy packets
equal in number and size to those TARP packets receivedto
make it appearit is merely routing packets and is therefore not
the destination terminal.

Referring to FIG. 5, the following particular steps may be
employed in the above-described method for routing 'l'Al-{P
packets.

SD. A background loop operation is performed whichpacket to at least one known TARP router; then up0n receipt 55 .
and validation ofthe mes sage, the TARP routerwill update its applies an algorithm WhiCh determines the generatlon 0f
LUT with the new IP address for the stated TARP address. ‘1ch IP packets. Th0 .100]: is interrupted when an
The TARP router will then format a similar message, and encrypted TARP packet 13 received,
broadcast it to the olherTARP routers so that they may update S2. The TARP packet may be probed in some way to
their LUTs. Since the total number of TARP routers on any 60 authenticate the packet before attempting to decrypt it
given subnet is expected to be relatively small, this process of using the link key. That is, the muter may determine that
updating the LUTs should be relatively fast. It may not, how- the packet is an authentic TARP packet by performing 3
ever, work as well when there is a relatively large number of selected operation on some data included with the clear
TARP routers and/or a relatively large number of clients; this IP header attached to the encrypted TARP packet con-
bas motivated a refinement of this architecture to provide :65 tained in the payload. This makes it possible to avoid
scalability; this refinement has led to a second embodiment,
which is discussed below.

performing decryption on packets that are not authentic
TARP packets.
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S3 . The TARPpacket is decrypted to expose the destination
TARP address and an indication ofwhethcrthc packet is
a decoy packet or part ofa real message.

S4. If the packet is a decoy packet, the perishable decoy
counter is incremented.

SS. Based on the decoy generation/dropping algorithm and
the perishable decoy counter value= if the packet is a
decoy packet, the router may choose to throw it away. If
the received packet is a decoy packet and it is determined
that it should be thrown away (36), control returns to
step 50.

S7. The TTL parameter ofthe TARPheaderis decremeuted
and it is determinedifthe TL'L parameter is greater thanzero.

SB. If the TIL parameter is greater than zero, a TARP
address is randomly chosen from a list of TARP
addresses maintained by the router and the link key and
IP address corresponding to that TARP address memo-
rized for use in creating a new IP packet containing the
TARP packet.

59. If the TTL parameter is zero orlcss, the link key and IP
address corresponding to the TARP address of the des—
tination are memorized for use in creating the new IP
packet containing the TARP packet.

$10. The TARP packet is encrypted using the memorized
link key.

S] 1. An IP header is added to the packet that contains the
stored IP address, the encrypted TARP packet wrapped
with an IP header, and the completed packet transmitted
to the next hop or destination.

Reform-1g to FIG. 6, the following particular steps may be
employed in the above—described method for generating
TARP packets.

S20. A background loop operation applies an algorithm
that determines the generation of decoy IP packets. The
loop is interrupted when a data stream containing IP
packets is received for transmission.

82]. The received IP packets are grouped into a set con-
sisting of messages with a constant IP destination
address. The set is further broken down to coincide with
a maximum size of an interleave wmdow The set is

encrypted, and interleaved into a set of payloads des-
tined to become TARP packets.

822. The TARP address corresponding to the IP address is
determined from a lookup table and stored to generate
the TARP header. An initial TTL count is generated and
stored in theheader. The TTL count may be random with
minimum and maximum values or it may be fixed or
determined by some olhcr parameter.

$23. The window sequence numbers and interleave
sequence numbers are recorded in the TARP headers of
each packet.

324. One TARP router address is randomly chosen for each
TARP packet and the IP address corresponding to it
stored for use in the clear IP header. The link key corre-
sponding to this router is identified zmd used to encrypt
TARP packets containing interleaved and encrypted
data and TARP headers.

$25. A clear IP header with the first hop router’s real IP
address is generated and added to each of the encrypted
TARP packets and the resulting packets.

Referring to FIG. 7, the following particular steps may be
employed in the above-described method for receiving TARP
packets.

S40. A background loop operation is performed which
applies an algorithm which determines the generation of

10

15

20

25

30

35

45

5|]

55

6t]

55

.16

decoy IP packets. The loop is interrupted when an
encrypted TARP packet is received.

S42. The TARP packet may be probed to authenticate the
packet before attempting to decrypt it using the link key.

S43. The TARP packet is decrypted with the appropriate
link key to expose the destination TARP address and an
indication ofwhether the packet is a decoypacket or part
of a real message.

S44. If the packet is a decoy packet, the perishable decoy
counter is incremented.

S45. Based on the decoy generationfdropping algorithm
and the perishable decoy counter value, ifthe packet is a
decoy packet, the receiver may choose to throw it away.

S46. The TARP packets are cached until all packets form-
ing an interleave window are received.

S47. Once all packets ofan interleave Window are received,
the packets are deinterleaved.

S48. The packets block of combined packets defining the
interleave window is then decrypted using the session
key.

S49. The decrypted block is then divided using the window
sequence data and the IPT headers are converted into
normal ch headers. The window sequence numbers are
integrated in the IPC headers.

$50. The packets are then handed up to the IP layer pro—cesses.

l. Scalability Enhancements

The IP agility feature described above relies on the ability
to transmit IP address changes to all TARP routers. The
embodiments including this feature will be referred to as
“boutique” embodiments due to potential limitations in scal-
ing these features up for a large network, such as the Internet.
(The “boutique" embodiments would, however, be robust for
use in smaller networks, such as small virtual private net-
works, for example). One problem with the boutique embodi—
ments is that ifIP address changes areto occur frequently, the
message traffic required to update all routers sufficiently
quickly creates a serious burden on the Internet when the
TARP router and/or client population gets large. The band-
width burden added to the networks, for example in ICMP
packets, that would be used to update all the TARP routers
could overwhelm the Internet for a large scale implementa~
tion that approached the scale of the Internet. In other words,
the boutique system’s scalability is limited.

A system can be constructed which trades some of the
features of the above embodiments to provide the benefits of
IP agility without the additional messaging burden. This is
accomplished by IP address-hopping according to shared
algorithms that govern IP addresses used between links par-
ticipating in communications sessions between nodes such as
TARP nodes. (Note that the IP hopping technique is also
applicable to the boutique embodiment.) The IP agility fea-
ture discussed with respect to the boutique system can be
modified so that it becomes decentralized under this scalable

regime and governed by the above-described shared algo-
rithm. Other features of the boutique system may be com“
bincd with this new type of lP—agility.

The new embodiment has the advantage of providing IP
agility governed by a local algorithm and set of IP addresses
exchanged by each communicating pair of nodes. This local
governance is session-independent in that it may govern com-
munications between a pair of nodes, irrespective ofthe ses—
sion or end points being transferred between the directly
communicating pair of nodes.
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In the scalable embodiments, blocks of IP addresses are
allocated to each node in the network. (This scalability will
increase in the fiiture, when Internet Protocol addresses are
increased to 128-bit fields, vastly increasing the number of
distinctly addressable nodes). Each node can thus use any of
the IP addresses assigned to that node to communicate with
other nodes in the network. Indeed, each pair of communi—
cating nodes can use a plurality of source IP addresses and
destination IP addresses for communicating with each other.

Each communicating pair ofnodes in a chain participating
in any session stores two blocks oflP addresses, called net-
blocks, and an algorithm and randomimtion seed for select-
ing, from ea ch netblock, the next pair ofsource/destination 11’
addresses that will he used to transmit the next message. In
otherwords, the algorithm governs the sequential selection of
TP-address pairs, one senderand one receiver IP address, from
each netblock. The combination of algorithm, seed, and net-
block (1P address block) will becalled a “hopblock.”A router
issues separate transmit and receive hopblocks to its clients.
The send address and the receive address of the IP header of

each outgoing packet sent by the client are tilled with the send
and receive IP addresses generated by the algorithm. The
algorithm is “clocked” (indexed) by a counter so that each
time a pair is used, the algorithm turns out a new transmit pair
for the next packet to be sent.

The router’s receive hopblock is identical to the client’s
transmit hopblock. The router uses the receive hopbluck to
predict what the send and receive IP address pair for the next
expected packet from that client will be. Since packets can be
received out oforder, it is not possible for the router to predict
with certainty what I]? address pair will be on the next sequen-
tial packet. To account for this problem, the router generates
a range of predictions encompassing the number ofpossible
transmitted packet send/receive addresses, ofwhich the next
packet received could leap ahead. Thus, if there is a vanish-
ingly small probability that a given packet will arrive at the
router ahead of 5 packets transmitted by the client before the
given packet, then the router can generate a series of 6 send!
receive 1]? address pairs (or “hop window”) to compare with
the next received packet. When a packet is received, it is
marked in the hop window as such, so that a second packet
with the same IP address pair will be discarded. If an out-of-
sequence packet does not arrive within a predetermined tim-
eout period, it can be requested for retransmission or simply
discardedfrom the receive table, dependinguponthe protocol
in use for that communications session, or possibly by con-
vention.

When the router receives the client‘s packet, it compares
the send and receive IP addresses of the packet with the next
N predicted send and receive IP address pairs and rejects the
packet if it is not a member ofthis set. Received packets that
do not have the predicted source/destination IP addresses
falling with the window are rejected, thus thwarting possible
hackers. (With the number of possible combinations, even a
fairly large window wouldbe hard to fall into at random.) If it
is a member of this set, the router accepts the packet and
processes it further. This link-based IP-hopping strategy,
referredto as “THOR,” is a network element that stands on its
own and is not necessarily accompanied by elements of the
boutique system described above. lt'thc routing agility fea-
ture described in connection with the boutique embodith is
combined with this link-based [P—hopping strategy, the rout-
er’s next step would be to decrypt the TARP header to deter—
mine the destination TARP router for the packet and deter-
mine what should be the next hop for the packet. The TARP
router would then forward the packet to a random TARP
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router or the destination TARP router with which the source
TARP router has a link-based IP hopping communication
established.

FIG. 8 shows how a clientcomputer 801 and a TARP router
811 can establish a secure session. When client 801 seeks to
establish an IHOP session with TARP router 811, the client
801 sends “secure synchronization” request (“SSYN”)
packet 821 to the TARP router 811. This SYN packet 821
contains the client’s 801 authentication token, and may be
sent to the router 811 in an encrypted format. The source and
destination IP numbers on the packet 821 are the client’s 801
current fixed IP address, and a “known” fixed IP address for
the router 81 1. (For security purposes, it may be desirable to
reject any packets from outside of the local network that are
destined for the router’s known fixed IP address.) Upon
receipt and validation of the client’s 801 SSYN packet 821,
the router 811 responds by sending an. encrypted “secure
synchronization acknowledgment” (“SSYN ACK”) 822 to
the client 801. This SSYN ACK 822 will contain the transmit

and receive hcpblocks that the client 801 will use when com-
municating with the TARP router 811. The client 801 will
acknowledge the TARP router’s 811 response packet 822 by
generating an encrypted SSYN ACK ACK packet 823 which
will be sent from the client’s 801 fixed IP address and to the
TARP router’s 811 known fixed IP address. The client 801

will simultaneously generate a SSYN ACKACK packet; this
SSYN ACK packet, referred to as the Secure Session Initia-
tion (33]) packet 824, will be sent with the first {senden
receiver} 1P pair in the client’s transmit table 921 (FIG. 9), as
specified in the transmit hopblock provided by the TARP
router 811 in the SSY'N ACK packet 822. The TARP router
811 will respond to the SSI packet 824 with an $81 ACK
packet 825, which will be sent with the first {senden receiver}
1? pair in the TARP router’s transmit table 923. Once these
packets have been successfully exchanged, the secure com—
munications session is established, and all further secure
communications between the client 801 and the TARP router
811 will be conducted via this secure session, as long as
synchronization is maintained. Ifsynchronizationis lost, then
the client 801 and TARP router 802 may rc-estainsh the
secure session by the procedure outlined in FIG. 8 and
described above.

While the secure session is active, both the client 901 and
TARP router 911 (FIG. 9) will maintain thcirrespcctive trans-
mit tables 921, 923 and receive tables 922, 924, as provided
by the TARP router during session synchronization 822. 11. is
important that the sequence of IP pairs in the client’s transmit
table 921 be identical to those in the TARP router’s receive
table 924; similarly, the sequence of 11‘ pairs in the client’s
receive table 922 must be identical to those in the router’s

transmit table 923. This is required for the session synchro-
nization to be maintained. The client 901 need maintain only
one transmit table 921 and one receive table 922 during the
course of the secure session. Each sequential packet sent by
the client 901 will employ the next {sentL receive} it? address
pair in the transmit table, regardless of TCP or UDP session.

' The TARP router 911 will expect each packet arriving from
the client 901 to bear the next IP address pair shown in its
receive table.

Since packets can arrive out of order, however, the router
911 can maintain a “look ahead" buffer in its receive table,
and will mark previously-received IP pairs as invalid Ior
future packets; any future packet containing an IP pair thatis
in the look—ahead buffer but is marked as previously received
will be discarded. Communications from the TARP router
911 to the client 901 are maintainedin an identical manner; in
particular, the router 911 will select the next I? address pair
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from its transmit table 923 when constructing a packet to send
to the client 901, and the client 90] will maintain a look—ahead
bufi'erofexpccted IP pairs on packets that it is receiving. Each
TARP router will maintain separate pairs of transmit and
receive tables for each client that is currently engaged in a
secure session with or through that TARP router.

While clients receive their hopblocks from the first server
linking them to the Internet, routers exchange hophlocks.
When a router establishes a link-based IP-hopping commu—
nication regime with another router, each router of the pair
exchanges its transmit hopblock. The transmit hophlock of
each router becomes the receive hopblock ofthe other router.
The communication betweenrouters is governed as described
by the example ofa client sending a packet to the first router.

While the above strategy works fine in the 1P milieu, many
local networks that are connected to the Internet are Ethernet
systems. In Ethernet. the IP addresses of the destination
devices must be translated into hardware addresses, and vice
versa, using known processes (“address resolution protocol,"
and “reverse address resolution protocol”). However, if the
link-based lP-hopping strategy is employed, the correlation
process would become explosive and burdensome. An alter—
nativeto the link-based IP hopping strategy may be employed
within an Ethernet network. The solution is to provide that the
node linking the Internet to the Ethernet (call it the border
node) use the link-based IP-hopping communication regime
to communicate with nodes outside the Ethernet LAN. Within

the Ethernet LAN, each TARP node would have a single IP
address which would be addressed in the conventional way.
Instead of comparing the {sender, receiver} 11’ address pairs
to authenticate a packet, the intra-LAN TARP node would use
one ofthe IP header extension fields to do so. Thus, the border
node uses an algorithm shared by the intrauLAN TARP node
to generate a symbol that is stored in the fi'ee field in the IP
header, and the intra-LAN TARP node generates a range of
symbols based on its prediction ofthe next expected packet to
be received fromthatparticular source IP address. The packet
is rejected if it does not fill] into the set of predicted symbols
(for example, numerical values) or is accepted if it does.
Communications from the intra-LAN TARP node to the bor-

der node are accomplished in the same manner, though the
algorithm will necessarily be different for security reasons.
Thus, each ofthe communicating nodes will generate trans-
mit and receive tables in a similarmanncr to that ofFIG. 9; the
intra-LAN TARP nodes transmit table will be identical to the
border node’ 5 receive table, and the intra-LAN TARP node’s
receive table will be identical to the border node's transmit
table.

The algorithm used I'or IP address-hopping can be anyr
desired algorithm. For example, the algorithm can be a given
pseudo—random number generator that generates numbers of
the range covering the allowed I? addresses with a given seed.
Alternatively, the session participants can assume a certain
type ofalgorithm and specify simply aparameter forapplying
the algorithm. For example the assumed algorithm could be a
particular pseudo-random nmnber generator and the session
participants could simply exchange seed. values.

Note that there is no permanent physical distinction
between the originating and destination terminal nodes.
Either device at either end point can initiate a synchronization
ofthe pair. Note also that the authenticationfsynchronization-
request (and acknowledgment) and hopblock—exchange may
all be served by a single message so that separate message
exchanges may not be required.

As another extension to the stated architecture, multiple
physical paths can be used by a client, in order to provide link
redundancy and further thwart attempts at denial of service
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and traffic monitoring. As shown in FIG. 10, for example,
client 1001 can establish three simultaneous sessions with

each of three TARP routers provided by different ISPs 1011,
1012, 1013. As an example, the chant 1001 can use three
different telephone lines 1021, 1022, 1023 to connect to the
ISPs, or two telephone lines and a cable modem, etc. In this
scheme, transmitted packets will be sent his random fashion
among the different physical paths. This architecture pro-
vides a high degree of communications redundancy, with
improved immunity from denial-of-service attacks and traflic
monitoring.

2. Further Extensions

The following describes various extensions to the tech-
niques, systems, and methods described above. As described
above, the security of communications occurring between
computers in a computer network (such as the Internet, an
Ethernet, or others) can be enhanced by using seemingly
random source and destination Internet Protocol (IP)
addresses for data packets transmitted overthe network. This
feature prevents eavesdroppers from determining whichcom-
puters in the network are communicating with each other
while permitting the two communicating computers to easily
recognize whether a given received data packet is legitimate
ornot. In one embodiment ofthe above-described systems, an
IP header extension field is used to authenticate incoming
packets on an Ethernet.

Various extensions to the previously described techniques
described herein include: (1) use of hopped hardware or
“MAC” addresses in broadcast type network; (2) a self-syn-
chronization technique that permits a computer to automati-
cally regain synchronization with a sender; (3) synchroniza-
tion algorithms that allow transmitting and receiving
computers to quickly re-establish synchronization in the
event of lost packets or other events; and (4) a last-packet
rejection mechanism for rejecting invalid packets. Any or all
of these extensions can be combined with the features

described above in any of various ways.

A. Hardware Address Hopping

Internet protocol-based communications techniques on a
LANu—or across any dedicated physical mediumeetypically
embed the IP packets within lower-level packets, oflen
referred to as “frames.“ As shown in FIG. 11, for example, a
first Ethernet frame 1150 comprises a frame header 1101 and
two embedded IP packets IPl and 1P2, while a second Eth—
ernet frame 1160 comprises a different frame header 1104
and a single IP packet IFS. Each frame header generally
includes a source hardware address 1101A and a destination

hardware address 10B; other well-known fields in frame
headers are omitted from FIG. 11 for clarity. Two hardware
nodes communicating over a physical communication chan-
nel insert appropriate source and destination hardware

, addresses to indicate which nodes on the channel or network
should receive the frame.

It may be possible for a nefarious listener to acquire infor-
mation about the contents ofa frame andi’orits communicants

by examining frames on a local network rather than (or in
addition to) the IP packets themselves. This is especially true
in broadcast media, such as Ethernet, where it is necessaryto
insert into the frame header the hardware address of the

machine that generated the frame and the hardware address of
the machine to which frame is being sent. All nodes on the
network can potentially “see” all packets n-anamittcd across
the network. This can be a problem for secure communica-
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tions, especially in cases where the communicants do not
want for any third party to be able to identify who is engaging
in the information exchange. One way to address this problem
is to push the address-hopping scheme down to the hardware
layer. In accordance with various embodiments of the inven-
tion, hardware addresses are “hopped" in a manner similar to
that used to change IP addresses, such that a listener cannot
determine which hardware node generated a particular mes-
sage nor which node is the intended recipient.

FIG. 12A shows a system in which Media Access Control
C‘MAC”) hardware addresses are “hopped” in order to
increase security over a network such as an Ethernet. While
the description refers to the exemplary case of an Ethernet
environment, the inventive principles are equally applicable
to other types ofcommunications media, In the Ethernet case,
the MAC address of the sender and receiver are inserted into

the Ethernet frame and can be obserVed by anyone on the
LAN who is within the broadcast range for that frame. For
secure communications, it becomes desirable to generate
frames with MAC addresses that are not attributable to any
specific sender or receiver.

As shown in FIG. 12A, two computernodes 1201 andl202
commum'cate over a communication channel such as an Eth-

ernet. Each node executes one or more application programs
1203 and 1218 that communicate by transmitting packets
through communication software 1204 and 1217, respec-
tively. Examples ofapplication programs include video con—
ferencing, e-maiI, word processing programs, telephony, and
the like. Communication software 1204 and 1217 can com-

prise, for example, an OSI layered architecture or “stack" that
standardizes variuus services provided at dill—cram levels of
functionality.

'lhe lowest levels of communication soflware 1204 and

1217 communicate with hardware components 1206 and
1214 respectively, each of which can include one or more
registers 1207 and 1 215 that allow the hardware to be recon—
figured or controlled in accordance withvarious communica-
tion protocols. The hardware components (an Ethernet net-
work interface card, for example) communicate with each
other over the communication medium. Each hardware com-

ponent is typically pro-assigned a fixed hardware address or
MAC number that identifies the hardware component to other
nodes on the network. One or more interface drivers control

the operation ofeach card and can, for example, be configured
to accept or reject packets from certain hardware addresses.
As will he described in more detail below, various embodi-
ments of the inventive principles provide for “hopping" dif-
ferent addresses using one or more algorithms and one or
more moving windows that track a range ofvalid addresses to
validate received packets. Packets transmitted according to
one or more of the inventive principles will be generally
referred to as “secure” packets or “secure communications”
to differentiate themfrom ordinary data packets that aretrans—
mitted in the clear using ordinary, machine—correlated
addresses.

One straightforward method ofgenerating non-attributable
MAC addresses is an extension ofthe IP hopping scheme. In
this scenario, two machines on the same LAN that desire to
communicate in a secure fashion exchange random-umber
generators and seeds, and create sequences of quasi-random
MAC addresses for synchronized hopping. The implementa—
tion and synchronization issues are then similar to that of IP
hoppins-

This approach, however, runs the risk of using MAC
addresses that are currently active on the LAN—which, in
turn, could interrupt communications for those machines.
Since an Ethernet IVLAC address is at present 48 bits in length,

10

I5

20

25

30

35

45

50

55

60

22

the chance ofrandomly misusing an active MAC address is
actually quite small. However, ifthat figure is multiplied by a
large number of nodes (as would be found on an extensive
LAN), by a large number offrames (as might be the case with
packet voice or streaming video], and by a large number of
concurrentVirtual Private Networks (VPNs), then the chance
that anon—secure machine’s MAC address could housed in an

address-hopped frame can become non-trivial. In short, any
scheme that runs even a small risk of interrupting communi-
cations for other machines on the LAN is bound to receive

resistance from prospective system administrators. Neverthe-
less, it is technically feasible, and can be implemented with-
out risk on a LAN on which there is a small number of

machines, or if all ofthe machines on the LAN are engaging,
in MAC-hopped communications.

Synchronized MAC address hopping may incur some
overhead in the course ol'session establishment, especially if
there are multiple sessions or multiple nodes involved in the
communications. A simpler method of randomizing WC
addresses is to allow each node to receive and process every
incident frame on the network. Typically, each network inter-
face driver will check the destination MAC address in the
header of every incident frame to see if it matches that
machine’s l‘JiAC address; if there is no match, then the frame
is discarded. In one embodiment, however, these checks can
be disabled, and every incident packet is passed to the TARP
stack for processing. This will be referred to as “promiscu-
ous” mode, since every incident frame is processed. Promis—
cuous mode allows the sender to use completely random,
unsynchronized MAC. addresses, since the destination
machine is guaranteedto process the frame. The decision asto
whether the packet was truly intended for that machine is
handled by the TARP stack, which checks the source and
destination IP addresses for a match in its IP synchronization
tables. Ifno match is found, the packet is disearded; if there is
a match, 1the packet is unwrapped, the inner header is evalu-
ated, and if the inner header indicates that the packet is des-
tined for that machine then the packet is forwarded to the 1P
stack—otherwise it is discarded.

One disadvantage of purely-random MAC address hop-
ping is its impact on processing overhead; that is, since every
incident frame must be processed, the machine’s CPU is
engaged considerably more often than if the network inter-
face driver is discriminating and rejecting packets unilater-
ally. A compromise approach is to select either a single fixed
MAC address or a small number ofMAC addresses (e.g., one
for each virtual private network on an Ethernet) to use for
lVLAC—hopped communications, regardless of the actual
recipient for which the message is intended. In this mode, the
network interface driver can check each incident frame

against one (or a few) pro-established MAC addresses,
thereby freeing the CPU from the task of physical-layer
packet discrimination. This scheme does not betray any use-
ful information to an interloper on the LAN; in particular,
every secure packet can already be identified by a unique
packet type in the outer header. However, since all machines
engaged in secure communications would either be using the
same MAC address, or be selecting from a small pool of
predetermined MAC addresses, the association between a
specific machine and a specific MAC address is effectively
broken.

In this scheme, the CPU will be engaged more often than it
would be in non—secure communications (or in synchronized
MAC address hopping), since the network interface driver
cannot always unilaterally discriminate between secure pack—
ets that are destined for that machine, and secure packets from
other VPNs. However, the non—secure trafi'lc is easily elimi-
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hated at the network interface, thereby reducing the amount
ofprocessing required ol‘the CPU. ’l'ltere are bowldary con—
ditions where these statements would not hold, of course—
c.g., if all ofthe traffic on the LAN is secure traffic, than the
CPU would be engaged to the same degree as it is in the
purely-random address hopping case; alternatively, if each
VPN on the LAN uses a different MAC address, then the
network interface can perfectly discriminate secure frames
destined for the local machine from those constituting other
VI‘Ns. These are engineering trudeoffs that might be best
handled by providing administrative options for the users
when installing the software andfor establishing VPNs.

Even in this scenario, however, there still remains a slight
risk ofselecting MAC addresses that are being used by one or
more nodes on the LAN. One solution to this problem is to
formally assign one address or a range of addresses for use in
MAC-hopped communications. This is typically done via an
assigned numbers registration authority; e.g., 'm the case of
Ethernet, MAC addIESS ranges are assigned to vendors by the
Institute of Electrical and Electronics Engineers (IEEE). A
brutally-assigned range of addresses would ensure that
secure frames do not conflict with any properly—configured
and properly-flinctioning machines on the LAN.

Reference will now be made to FIGS. 12A and 1 2B in order

to describe the many combinations and features that follow
the inventive principles. As explained above, two computer
nodes 1201 and 1202 are assumed to be communicating over
a network or communication medium such as an Ethernet. A
communication protocol in each node (1204 and 1217,
respectively) contains a modified element 1205 and 1216 that
performs certain functions that deviate from the standard
communication protocols. In particular, computer node 1201
implements a first “hop" algorithm 1208K that selects seem—
ingly random source and destination IP addresses (and, in one
embodiment, seemingly random IP header discriminator
fields) in order to transmit each packet to the other computer
node. For example, node 1201 maintains a transmit table
1208 containing triplets of source (S), destination (D), and
discriminator fields (D3) that are inserted into outgoing 1P
packet headers. The table is generated through the use of an
appropriate algorithm (cg, a random number generator that
is seeded with an appropriate seed) that is known to the
recipient node 1202. As each new IP packet is formed, the
next sequential entry out ofthe sender’s transmittahlc 1208 is
used to populate the 1P source, ll’ destination, and IP header
extension field (c.g., discriminator field). It will be appreci-
ated thatthe transmit table necdnot be created in advance but

could instead be createdon—thc-llyby executing the algorithm
when each packet is formed.

At the receiving node 1202, the same IP hop algorithm
1222K is maintained and used to generate a receive table
1222 that lists valid triplets of source IP address, destination
IP address, and discriminator field. This is shown by virtue of
the first five entries of transmit table 1208 matching the sec-
ond five entries of receive table 1222. (The tables may be
Slightly oilset at any particular lime due to lost packets, mis-
ordered packets, or transmission delays). Additionally, node
1202 maintains a receive window W3 that represents a list of
valid IP source, IP destination, and discriminator fields that
will be accepted when received as part of an. incoming 1?
packet. As packets are received, window W3 slides down the
li st ofvalid entries, such that the possible validentries change
over time. Two packets that arrive out of order but are never-
theless matched to entries within window W3 will he

accepted; those falling outside ofwindow W3 will be rejected
as invalid. The length of window W3 can be adjusted as
necessary to reflect network delays or other factors.
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Node 1202 maintains a similar transmit table 1221 for

creating IP packets and frames destined for node 1201 using
a potentially different hopping algorithm 1221K, and node
1201 maintains a matching receive table 1209 using the same
algorithm 120911. AS node 1202 transmits packets to node
1201 using seemingly random IP source, IP destination, and!
or discriminator fields, node 1201 matches the incoming
packet values to those falling within window W1 maintained
in its receive table. In effect, transmit table 1208 ofnode 1201
is synchronized (i.e., entries are selected in the same order) to
receive table 1222 ofreceiving node 1202. Similarly, transmit
table 1221 ofnode 1202 is synchronized to receive table 1209
ofnode 1201. It will be appreciated that although a common
algorithm is shown for the source, destination and discrimi—
nator fields in FIG. 12A (using, 0.5., a different seed for each
of the three fields), an entirely different algorithm could in
fact be used to establish values for each of these fields. It will
also be appreciated that one or two 01‘ the fields can be
“hopped” rather than all three as illustrated.

In accordance with another aspect of the invention, hard—
ware or “MAC" addresses are hopped insteadofor in addition
to IP addresses and/or the discriminator field in order to
improve security in a local area orbmadcast-type network. To
that end, node 1201 further maintains a transmit table 1210
using a transmit algorithm 1210K to generate source and
destination hardware addresses that are inserted into frame

headers (cg, fields 1101A and 110113 in FIG. 11) that are
synchronized to a con'esponding receive table 1224 at node
1202. Similarly, node 1202 maintains a different transmit
table 1223 containing source and destination hardware
addresses that is synchronized with a corresponding receive
table 1211 at node 1201. In this manner, outgoing hardware
frames appearto bc originating from and going to completely
randomnodes on the network, even though each recipient can
determine whether a giVen packet is intended for it or not. It
will be appreciated that the hardware hopping foaturc can be
implemented at a different level in the communications pro-
tocol than the IP hopping feature (cg, in a card driver or in a
hardware card itself to improve performance).

FIG. 12B shows three different embodiments or modes that

can be employed using the aforementioned principles. in a
first mode relerred to as “promiscuous" mode, a common
hardware address (c.g., a fixed address for source and another
Your destination) or else a completely random hardware
address is used by all nodes on the network, such that a
particular packet cannot be attributed to any one node. Each
node must initially accept all packets containing the common
(or random) hardware address and inspect the] P addresses or
discriminator field to determine whether the packet is
intended for that node. In this regard, either the IP addresses
or the discriminator field or both can be varied in accordance

with an algorithm as described above. As explained previ-
ously, this may increase each node’s overhead-since addi-
tional processing is involved to determine whether a given
packet has valid source and destination hardware addresses.

. In a second mode referred to as “promiscuous pcr VPN”
mode, a small set of fixed hardware addresses are used, with
a fixed sourceldestination hardware address used for all nodes

communicating over a virtual private network. For example,
if there are six nodes on an Ethernet, and the network is to be
split up into two priVatc virtual networks such that nodes on
one VPN can communicate with only the other two nodes on
its own VPN, then two sets of hardware addresses could be
used: one set for the firstVPN and a second set for the second
VPN. This would reduce the amount ofoverhead involved in

checking forvalidframes since only packets arriving from the
designatedVPN would need to be checked. IP addresses and
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one or more discriminator fields could still be hopped as
before for secure communication within the VPN. Of course,
this solution compromises the anonymity ol'lheVI‘Ns (i.e., an
outsider can easily tell what trafiic belongs in which VPN,
though he cannot correlate it to a specific machine/person). It
also requires the use of a discriminator field to mitigate the
vulnerability to certain types of Dos attacks. [For example,
without the discriminator field, an attacker on the LAN could
stream frames containing the MAC addresses being used by
the VPN; rejecting those frames could lead to excessive pro-
cessing overhead. The discriminator field would provide a
low-overhead means oI'rej ecting the false packets.)

In a third mode referred to as “hardware hopping” mode,
hardware addresses are varied as illustrated in FIG. 12A, such
that hardware source and destination addresses are c ed

constantly in order to provide non-attributable addressing.
Variations on these embodiments are of course possible, and
the invention is not intended to be limited in any respect by
these illustrative examples.

B. Extending the Address Space

Address hopping provides security and privacy. However,
the level ofprotection is limitedby the number ol'addresses in
the blocks being hopped. A hopblock denotes a field or fields
modulated on a packet-Wise basis for the purpose of provid-
ing a VPN. For instance, if two nodes communicate with IP
address hopping using hopblocks of4 addresses (2 bits) each,
there would be 16 possible address-pair combinations. A
Window of size 16 would result in most address pairs being
accepted as Valid most” of the time. This limitation can be
overcome by using a discriminator field in addition to or
instead of the hopped address fields. The discriminator field
would be hopped in exactly the same fashion as the address
fields and it would be used to determine Whether a packet
should be processed by a receiver.

Suppose that two clients, each using four-bit hopblocks,
would like the same level of protection afforded to clients
communicating via 11" hopping between two A blocks (24
address bits eligible for hopping). A discriminator field ontl
bits, used in conjunction with the 4 address bits eligible for
hopping in the IP address field, provides this level ofprotec-
tion. A 24-bit discriminator field would provide a similarlevel
ofpmtectioo it‘ the address fields were not hopped or ignored.
Using a discriminator field offers the following advantages:
(1) an arbitrarily lngh level ofprotection can be provided, and
(2) address hopping is unnecessary to provide protection.
This may be important in environments where address hop-
ping would cause routing problems.

C. Synchmnimtion Techniques

It is generally assumed that once a sending node and
receiving node have exchanged algorithms and seeds (or
similar information sufi'icicnt to generate quasi-random
source and destination tables), subsequent communication
between the two nodes will proceed smoothly. Realistically,
however, two nodes may lose synchronization due to network
delays or outages, or other problems. Consequently, it is
desirable to provide means for re-cstoblishing synchroniza—
tion between nodes in a network that have lost synchroniza—
tion.

One possible technique is to require that each node provide
an acknowledgment upon successfiJl receipt of each packet
and, ifno acknowledgment is received within a certain period
of time, to re-send the unacknowledged packet. This
approach, however, drives up overhead costs and may he
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prohibitive in high-throughput environments such as stream-
ing video or audio, for example.

A different approach is to employ an automatic synchro-
nizing technique that will be referred to herein as “self-syn-
chronizatiorr.” In this approach, synchronization information
is embeddedinto eaehpacket, thereby enabling the reeeiverto
re-synchronize itself upon receipt of a single packet if it
determines that is has lost synchronization with the sender. (If
communications are already in progress, and the receiver
determines that it is still in sync withthe sender, then there is
no need to re-synchronize.)A receiver could detect that it was
out of synchronization by. for example, employing a “dead-
man" timer that expires after a certain period oftime, wherein
the timer is reset with each valid packet. A time stamp could
be bashed into the public sync field (see below) to preclude
packet-retry attacks.

In one embodiment, a “sync field” is added to the header of
each packet sent out by the sender. This sync field could
appear in the clear or as part of an encrypted portion of the
packet. Assuming that a sender and receiver have selected a
random—number generator (ENG) and seed value, this com-
bination of RNG and seed can be used to generate a random-
number sequence (RNS). The RNS is then used to generate a
sequence of source/destination IP pairs (and, if desired, dis-
criminator fields and hardware source and destination

addresses), as described above. It is not necessary, however,
to generate the entire sequence (or the first N—l values) in
order to generate the Nth random number in the sequence; if
the sequence index N is known, the random value correspond—
ing to that index can be directly generated (see below). Dif—
ferent RNGs (and seeds) with different ibndamental periods
could. be used to generate the source and destination 11’
sequences, but the basic concepts would still apply. For the
sake of simplicity, the following discussion will assume that
11’ source and destination address pairs (only) are hopped
using a single RNG sequencing mechanism.

In accordance with a “self-synchronization” feature, a sync
field in each packet header provides an index (i .e., a sequence
number) into the RNS that is being used to generate IP pairs.
Plugging this index into the RNG that is being used to gen—
erate the RNS yields a specific random number value, which
in turn yields a specific IP pair. That is, an IP pair can be
generated directly from knowledge of the RNG, seed, and
index number; it is not necessary, in this scheme, to generate
the entire sequence of random numbers that precede the
sequence value associated with the index number provided.

Since the communicants have presumably previously
exchanged RNGS and seeds, the only new information that
must be provided in order to generate an 11’ pair is the
sequence number. If this number is provided by the sender in
the packet header, then the receiver need only plug this num-
ber into the RNG in order to generate an IP pair—and thus
verify that the IP pair appearing in the header ofthe packet is
valid. In this scheme, ifthe sender and receiver lose synchro-
nization, the receiver can immediately re-synchronize upon
receipt of a single packet by simply comparing the IP pair in
the packet header to the IP pair generated from the index
number. Thus, synchronized communications can be
resumed upon receipt ofa single packet, making this scheme
ideal for multicast communications. Taken to the extreme, it
could obviate the need for synchronization tables entirely;
that is, the sender and receiver could simply rely on the index
numberinthe sync field to validate the 1P pair on each packet,
and thereby eliminate the tables entirely.

The aforementionedscheme may have some inherent secu-
rity issues associated with it namely, the placement of the
sync field. If the field is placed in the outer header1 then on
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inter-leper could observe the values of the field and their
relationship to the 1P stream. This could potentially compro-
mise the algorithm that is being used to generate the IP-
address sequence, which would compromise the security of
the communications. If, however, the value is placed in the
inner header, then the sender must decrypt the inner header
before it can extract the sync value and validate the 1P pair;
this opens up the receiver to certain types of dcnial—of—service
(Dos) attacks, such as packet replay. That is, if the receiver
must decrypt a packet before it can validate the IP pair, then it
could potentially be forced to expend a significant amount of
processing on decryption if an attacker simply retransmits
previously valid packets. Other attack methodologies are pos-
sible in this scenario.

A possible compromise between algorithm security and
processing speed is to splitup the sync valuebetween an inner
(encrypted) and outer (unencryptcd) header. That is, if the
sync value is sulficiently long, it cunldpotentially be split into
a rapidly—changing part that can be viewed in the clear, and a
fixed (or Very slowly changing) part that must be protected.
The part that can be viewed in the clear will be called the
“public sync” portion and the partthat must be protected will
he called the “private sync" portion.

Both the public sync and private sync portions are needed
to generate the complete sync value. The private portion,
however, can be selected such that it is fixed or will change
only occasionally. Thus, the private sync value can be stored
by the recipient, thereby obviating the need to decrypt the
header in order to retrieve it. If the sender and receiver have

previously agreed upon the frequency with which the private
part of the sync will change, then the receiver can selectively
decrypt a single header in ordcrto extract the new private sync
ifthe communications gap that has led to lost synchronization
has exceeded the lifetime of the previous private sync. This
should not represent a burdensome amount ofdccryption, and
thus should not open up the receiver lo denial-of—service
attack simply based on the need to occasionally decrypt a
single header.

One implementation of this is to use a hashing function
with a one-to-one mapping to generate the private and public
sync portions from the sync value. This implementation is
shown in FlG. 13, where (for example) a first ISP 1302 is the
sender and a second ISP 1303 is the receiver. (Other alterna-
tives are possible from FIG. 13.)A transmitted packet com-
prises a public or“outcr”header 1305 that is not encrypted,
and a private or “inner” header 1306 that is encrypted using
for example a link key. Outer header 1305 includes a public
sync portion While inner header 1306 contains the private
sync portion. A receiving node decrypts the inner header
using a decryption function 1307 in order to extract the pri-
vate sync portion. This step is necessary only ifthe lifetime of
the curreme buttered private sync has expired. (If the cur-
rently-bufi'ered private sync is still valid, then it is simply
extracted from memory and “added” (which could he an
inverse hash) to the public sync, as shown in step 1308.) The
public and decrypted private sync portions are combined in
function 1308 in order to generate the combined sync 1309.
The combined sync (1309) is then fed into the RNG (1310)
and compared to the IP address pair (131]) to validate or
reject the packet.

An important consideration in this architecture is the Con-
cept of “future” and “past” where the public sync values are
concerned. Though the sync values, themselves, should be
random to prevent spoofing attacks, it may be important that
the receiver be able to quickly identify a sync value that has
already been sent—even if the packet containing that sync
value was never actually received by the receiver. One solu-
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tion is to hash a time stamp or sequence number into the
public sync portion, which could he quickly extracted,
checked, and discarded, thereby validating the pubiic sync
portion itself.

In one embodiment, packets can be checked by comparing
the source/destination lP pair generated by the sync field with
the pair appearing in the packet header. If (1 ) they match, (2)
the time stamp is valid, and (3) the dead-man timer has
expired, then re-synchronization occurs; otherwise, the
packet is rejected. If enough proceslng power is available,
the dead—man timer and synchronization tables can be
avoided altogether, and the receiver would simply resynchro-
nizc (cg, validate) on every packet.

The foregoing scheme mnyrequire large-integer (e .g., 1 60-
bit) math, which may affect its implementation. Without such
large-integer registers, processing throughput would be
affected, thus potentially affecting security from a denial-of-
servicc standpoint. Nevertheless, as large-integer math pro-
cessing features become more prevalent, the costs of imple-
menting such a feature will be reduced.

D. Other Synchronization Schemes

As explained above, ifW or more consecutive packets are
1051: between a transmitter and receiver in a VPN (where W is
the window size), the receiver’s window will not have been
updated and thetransmitter will be transmitting packets not in
the receiver’s window. The sender and receiver will not

recover synchronization until perhaps the random pairs in the
window are repeated by chance. Therefore, there is a need to
keep a Ltansmi ttcr and receiver in synchronization whenever
possible and to re—cstablish synchronization whenever it is
lost.

A “checkpoint” scheme can be used to regain synchroni-
zation between a sender and a receiver that have tails-n out of

synchronisation. In this scheme, a checkpoint message com-
prising a random IP address pair is used for communicating
synchronization information. In one embodiment, two mes-
sages are used to communicate synchronization information
between a sender and a recipient:

1. SYNC_REQ is a message used by the sender to indicate
that it wants to synchronize; and

2. SYNC_ACK is a message usedhy the receiver to inform
the transmitter that it has been synchronised.

According to one variation of this approach, both the trans-
mitter and receiver maintain three checkpoints (see FIG. 14):

1 . In the transmitter, ckpt_o (“checkpoint old”) is the 1P
pairthatwas used to re—sendthe last SYNC_REQ packet
to the receiver. In the receiver, cl-rpt_o (“checkpoint old”)
is the IP pair that receives repeated SYNC_RBQ packets
from the transmitter.

2. In the transmitter, ckpt_n (“checkpoint new”) is the IP
pair that will be used to send the next SYNC_REQ
packet to the receiver. In the receiver, ckpt'_n (“check—
point new”) is the IP pair that receives a new SYN-
C_REQ packet fi-om the transmitter and which causes
the receiver’s window to be re-aliged, ckpt_o set to
ckpt_n, a new ckpt_n to be gcneratcdand a new ckpt_rto
be generated.

3. in the transmitter, ckpt_r is the 1P pair that will be used
to send the next SYNC_ACK packet to the receiver. In
the receiver, ckpt_r is the 11’ pair that receives a new
SYNC_ACK packet from the transmitter and which

'pm________—________—__.____
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causes a new ckpt_n to be generated. Since SYNC_ACK
is transmitted from the receiver ISP to the sender lSP, the
transmitter ckpt__r refers to the ckpt_r ofthe receiver and
the receiver ckpt, ,r refers to the ckpt_r ofthe transmitter
(see FIG. 14).

When a transmitter initiates synchronization, the IP pair it
will use to transmit the next data packet is set to a predeter-
mined value and when a receiver first receives a SYNC_REQ,
the receiver window is updated to be centered on the trans-
mitter’s next 1]? pair. This is the primary mechanism tor
checkpoint synchmnization.

Synchronization can be initiated by a packet counter (e.g.,
after every N packets trans mitted, initiate a synchronization)
or by a timer (every S seCOnds, initiate a synchronization) or
a combination of both. See FIG. 15. From the transmitter’s

perspective, this technique operates as follows: (1) Each
transmitter periodically transmits a “sync request" message
to the receiver to make sure that it is in sync. (2)1fthc receiver
is still in sync, it sends back a “sync ack“ message. [If this
works, no further action is necessary). (3) Ifno “sync ack”has
been received within a period oftime, the transmitter retrans-
mits the sync request again. Ifthe transmitter reaches the next
checkpoint without receiving a “sync ack” response, then
synchronization is broken, and the transmitter should stop
transmitting. The transmitter will continue to send sync__reqs
until it receives a sync_ack, at which point transmission is
remtablished.

From the receiver’s perspective, the scheme operates as
follows: (1) when it receives a “sync request” request from the
transmitter, it advances its Window to the next checkpoint
position (even. skipping pairs ifnecessary), and sends a “sync
ac ” message to the transmitter. li'sync was never lost, then
the “jump ahead” really just advances to the next available
pair of addresses in the table (i.e., normal advancement).

Ii'an interloper intercepts the “sync request” messages and
tries to interfere with communication by sending new ones, it
will be ignored ifthe synchronization has been established or
it will actually help to re—establish synchronization.

A window is realigned whenever a resynchronization
occurs. This realignment entails updating the receiver’s win-
dow to straddle the address pairs used by the packet transmit-
ted immediately after the transmission of the SYNC_REQ
packet. Normally, the transmitter and receiver are in synchro-
nization with one another. However, when network events
occur, the receiver's window may have to be advanced by
many steps during resynchronization. In this case, it is desir-
able to move the window ahead without having to step
through the intervening random numbers sequentially. (This
feature is also desirable for the auto—sync approach discussed
above).

E. Random Number Generator with s Jump —Ahead
capability

An attractive method for generating randomly hopped
addresses is to use identical random number generators in the
transmitter and receiver and advance them as packets are
transmitted and received. There are many random number
generation algorithms that could be used. Each one has
strengths and weaknesses for address hopping applications.

Linearcongruential randomnumber generators [I .CRs) are
fast, simple and well characterized random number genera-
tors that can be made to jump ahead n steps efficiently. An
LCR generates random numbers X1, X2, X3 . . . Xk starting
with seed X0 using a recurrence

X,=(a X,_,+£a] mod c, (1)
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where a, b and c define a particular LCR. Another expression
for X”

X,#((ai(Xo+b)—h)l(a—1)) mod r: (2)

enables the jump-ahead capability. The factor at can grew
very large even for modest i illet‘t unfettered. Therefore some
special properties of the modulo operation can be used to
control the size and processing time requiredto compute (2).
(2) can be rewritten as:

X, (ai(Xu(tr—l)+b)—b)l(a—l) mod 13'. (3)

It can be shown that:

ta;(Xo(a—1)+b] bro—1mm Farmed ((a—1)c)L¥o
(a—l)+b]—b)l(a—l))mod c (4).

(XO(a—1)+b) can be stored as (Xo(a—])+b) mod c, b as b mod
c and compute a’ mod((a—l)c) (this requires 0(10g(i)) steps).

A practical implementation ofthis algorithmwouldjump a
fixed distance, 11, between synchronizations; this is tanta-
mount to synchronizing every n packets. The window would
commence 11 1? pairs from the start: of the previous window.
Using XI”, therandom number at thej‘J‘ checkpoint, as X0 and
n as i, a node can store a"mod((a—1)c) once per LCR and set

4‘2“”: na+r)=[(fl"m°d ((a—1)c)()g“(a—1)+b)—b)f(a—
1))rnod c, (5)

to generate the random number for thej+1"' synchronization.
Using this construction, a node couldjump ahead an arbitrary
(but fixed) distance between synchronizations in a constant
amount oftime (independent of n).

Pseudo-random number generators, in general, and LCRs,
in particular, will eventually repeat their cycles. This repeti-
tion may present vulnerability in the IP hopping scheme. An
adversary would simply have to wait for a repeat to predict
fiiture sequences. One way ofcoping with this vulnerability is
to create a random number generator with a known long
cycle. A random sequence can be replaced by a new random
number generator before it repeats. LCRs can be constructed
with known long cycles. This is not currently true of many
random number generators.

Random number generators can be cryptographically inse-
cure. An adversary can derive the RNG parameters by exam-
ining the output or part of the output. This is true of LCGs.
This vulnerability can be mitigated by incorporating an
encryptor, designed to scramble the output as part of the
random number generator. The random number generator
prevents an adversary from mounting an attacki c.g., a
known plaintext attack—against the encryptor.

F. Random Number Generator Example

Consider a RNG where a=3 1, 13:4 and. c=15. For this case
equation (1) becomes:

X,:(31X,_,+4)mod 15. (a)

Ifone sets Xo=1, equation (6) will produce the sequence 1,
5, 9, 13, 2, 6, 10, 14, 3, 7, 11,0, 4, 8, 12.1his sequence will
repeat indefinitely. For a jump ahead of 3- numbers in this
sequence a"=313=29791, c*(a—l)=15*30:450 and a" mod
((a—l )e)=3 l 3mod(15 *30)=29791mod(4 50)=91 . Equation
(5) becomes:

{(91 [X,30+4)—4)1'30)mod 15 {7).

Table 1 shows the jump ahead calculations from (7). The
calculations start at 5 andjump ahead 3.

'K——_—_
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TABLE 1

r x, {Xian + 4) 91 {Xian + 4) — 4 ((91 (Ks-o + 4) , 4pm 2KH3
1 5 154 14010 457 2
4 2 64 5820 194 14
7 14 424 38580 12R6 11

10 11 334 30390 1013 s
13 s 244 22200 740 5 

G. Fast Packet Filter

Address hopping VPNs must rapidly determine whether a
packet has a validhcader and thus requires furtherprocessing,
or lms an invalid header (a hostile packet) and should be
immediately rejected. Such rapid determinations will be
referred to as “fast packet filtering.” This capability protects
the VPN from attacks by an adversary who streams hostile
packets at the receiver at a high rate of speed in the hope of
saturating the receiver’s processor (a so—called “denial of
service” attack). Fast packet filtering is an important feature
for implementing VPNs on shared media such as Ethernet.

Assuming that all participants in a 1V'PN share an unas-
signed “A” block of addresses, one possibility is to use an
experimental “A” block that will never be assigned to any
machine that is not address hopping on the shared medium.
“A“ blocks have a 24 bits of address that can be hopped as
opposed to the 8 hits in “C” blocks. In this case a hopblock
will he the “A” block. The use of the experiments] “A” block
is a likely option on an Ethernet because:
1. The addrtases have no validity outside ofthe Ethernet and

will not be routed out to a valid outside destination by a
gateway.

2. There are 224 (~16 million) addresses that can he hopped
Within each “A” block. This yields >280 trillion possible
address pairs making it very unlikely that an adversary
would guess a valid address. It also provides acceptably
low probability of collision between separate VPNs (all
VPNs on a shared medium independently generate random
address pairs from the same “A” block).

3. The packets will not be received by someone on the Eth-
emet who is not on a VPN (unless the machine is in pro—
miscuous mode) minimizing impact on non-VPN comput-ers.

The Ethernet example will be used to describe one imple-
mentation of fast packet filtering. The ideal algorithm would
quickly examine a packet header, determine whether the
packet is hostile, and reject any hostile packets or determine
which active IP pair the packet header matches. The problem
is a classical associative memory problem. A variety of tech-
niques have been developed to solve this problem (hashing,
B-trees etc). Each of these approaches has its strengths and
weaknesses. For instance, hash tables can be made to operate
quite fast in a statistical sense, but can occasionally degener-
ate into a much slower algorithm. This slowness can persist
for a period of time. Since there is a need to discard hostile
packets quickly at all times, hashing would be unacceptable.

H. Presence Vector Algorithm

A presence vector is a bit vector of length 2" that can be
indexed by n-bit numbers (each ranging from 0 to 2""1). One
can indicate the presence ol'k 11-bit numbers (not necessarily
unique), by setting the bits in the presence vector indexed by
each number to 1. Otherwise, the hits in the presence vector
are 0. An 11-bit number, x, is one ofthe k numbers ifand only
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if the )1” bit oftho presence vector is 1 .A fast packet filter can
be implemented by indexing the presence vector and looking
for a l, which will be referred to as the “tes .”

For example, suppose one wanted to represent the number
135 using a presence vector. The 135‘” bit ofthc vector would
be set. Consequently, one could very quickly determine
whether an address of 1 35 we 5 validby checking only one bit:
the 1356' bit. The presence vectors could be created in
advance corresponding to the table entries for the 1P
addresses. In cII'ect, the incoming addresses can be used as
indie-s into a long vector, making comparisons very fast. As
each RNG generates a new address, the presence vector is
updated to reflect the information. As the window moves, the
presence vector is updated to zero out addresses that are no
longer valid.

There is a trade-off between efliciency of [he test and the
amount of memory required for storing the presence
vector(s). For instance, if one were to use the 48 hits of
hopping addresses as an index, the presence vector would
have to be 35 terabytes. Clearly, this is too large for practical
pru'poses. Instead, the 48 bits can be divided into several
smaller fields. For instance, one could subdivide the 48 bits
into four 12—bit fields (see FIG. 16). This reduces the storage
requirement to 2048 bytes at the expense of occasionally
having to process a hostile packet. In effect, instead of one
long presence vector, the decomposed address portions must
match all four shorter presence vectors before further pro—
cessing is allowed. (If the first part of the address portion
doesn’t match the first presence vector, there is no need to
check the remaining three presence vectors).

A presence vector will have a 1 in the y“ bit ifand only if
one or more addresses with a corresponding field of y are
active. An address is active only if each presence vector
indexed by the appropriate sub-field of the address is l .

Consider a window of 32 active addresses and 3 check-

points. Ahostilc packet will be rejected bytheindexing ofone
presence vector more than 99% of the time. A hostile packet
will be rejected by the indexing ofall 4 presence vectors more
than 99.9999995% of the time. On average, hostile packets
will be rejected in less than 1.02 presence vector index opera-
tions.

The small percentage of hostile packets that pass the fast
packet filter will be rejected when matching pairs are not
found in the active window orarc active checkpoints. Hostile
packets that serendipitously match a header will be rejected
when the VPN software attempts to decrypt the header. How-
ever, these cases will be extremely rare. There are many other
ways this method can be configured to arbitrate the spaccf
speed tradeofis.

1. Further Synchronization Enhancements

A slightly modifiedform ofthe synchronization techniques
described above can be employed. The basic principles ofthe
previously described checkpoint synchronization scheme
remain unchanged. The actions resulting from the reception
of the checkpoints are, however, slightly difi‘erent. In this
variation, the receiver will maintain between 000 (“Out of
Order”) and 2xWINDOW_SIZE+OoO active addresses
(1 éOoOEWlNDOViLSIZE and WINI)OW_S]ZE§ 2).
00C) and WINDOW_SIZE are engineerable parameters,
where 000 is the minimum number of addresses needed to

accommodate lost packets due to events in the network or out
oforder arrivals and WINDOW_SIZE is the numberofpack-
ets transmitted before a SYNC_REQ is issued. FIG. 17
d icl's & stora e arm for a receiver’s active addresses.t’P E Y
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The receiver starts with the first ZXWINDOW_SIZE
addresses loaded and active (ready to receive data). As pack—
ets are received, the corresponding entries are marked as
“used” and are no longer eligible to receive packets. The
transmitter maintains a packet counter, initially set to 0, con-
taining the number of data packets transmitted since the last
initial transmission ofa SYNC_REQ for which SYNC_ACK
has been received. When the transmitter packet counter
equals W'lN'DOW_SIZE, the transmitter generates a SYN-
C_REQ and does its initial transmission. Whenthe receiver
receives a SYNC_REQ corresponding to its current
CKPT_N, it generates the next W1NDOW_SIZE addresses
and starts loading them in order starting at the first location
after the last active address wrapping around to the beginning
ofthe array after the end of the array has been reached. The
receiver’ 3 array might look like FIG. 18 when a SYNC_R.E.Q
has been received. In this case a couple of packets have been
either lost or will he received out of order when the SYN—

C__REQ is received.
FIG. 19 shows the receiver’s array after the new addresses

have been generated. If the transmitter does not receive a
SYNC_ACK, it will re—issuc the SYNC_REQ at regularinter—
val 5. When the transmitter receives a SYNC_ACK, the packet
counter is decremean by WINl)0W_Sl'/.E. If the packet
counter reaches 2xWNl)OW_SIZE—Oo() then the transmit-
ter ceases sending data packets until the appropriate SYN-
C_ACK is finally received. The transmitter then resumes
sending data packets. Future behavior is essentially a repeti—
tion ofthis initial cycle. The advantages of this approachare:

1. There is no need for an efficient jump ahead in the
random number generamr,

2. No packet is ever transmitted that does not have a cor-
responding entry in the receiver side

3. No timer based rte-synchronization is necessary. This is
a consequence of 2.

4. The receiver will always have the ability to accept data
messages transmitted within 000 messages ofthe most
recently transmitted message.

J. Distributed Transmission Path Variant

Another embodiment incorporating various inventive prin-
ciples is shown in FIG. 20. In this embodiment, a message
transmission system includes a first computer 2001 in com-
munication with a second computer 2002 through a network
2011 of intermediary computers. In one variant of this
embodiment, the network includes two edge routers 2003 and
2004 each ofwhich is linked to a plurality ofInternet Service
Providers (ISPs) 2005 through 2010. Each ISP is coupled to a
plurality ofother lSPs in an arrangement as shown in FIG. 20,
which is a representative configuration only and is not
intended to be limiting. ltach connection between ISPs is
labeled in FIG. 20 to indicate a specific physical transmission
path (e.g., AD is a physical path that links ISP A (element
2005) to lSP 1) (element 2008).). Packets arriving at each edge
router are selectively transmitted to one of the ISPs to which
the router is attached on the basis of a randomly or quasi-
randomly selected basis.

As shown in FIG. 21, computer 2001 or edge router 2003
incorporates a plurality oflink transmission tables 2100 that
identify, for each potential transmission path through the
network, validscts ofIP addresses that canbe used to transmit
the packet. For examplc,AD tabl c 2101 contains aplurality of
IP source/destination pails that are randomly or quasi-ran-
domly generatelehen a packet is to be transmitted from first
computer 2001 to second computer 2002, one of the link
tables is randomly (or quasi-randomly) selected, and thenext
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valid sourcefdestination address pair from that table is used to
transmit the packet through the network. If path AD is ran-
domly selected, for example, the next source/destination IP
address pair (which is pic-determined to transmit between
151’ A (element 2005) and [SP B (element 2008)) is used to
transmit the packet. Ifone ofthe transmission paths becomes
degraded or inoperative, that link table can be set to a “down"
condition as shown in table 2105, thus preventing addresses
from being selected from that table. Other transmission paths
would be unafiected by this broken link.

3. Continuation-In-Part Improvements

The following describes various improvements and fea-
tures that can be applicdto the embodiments described above.
The improvements include: (1) a load balancer that distrib—
utes packets across different transmission paths according to
transmission path quality; (2) a DNS proxy server that trans—
parently creates a virtual private network in response to a
domain name inquiry; (3) a large—to-small link bandwidth
management feature that prevents denial-of-servioe attacks at
system chokepoints; (4) a tradfic limiter that regulates incom-
ing packets by limiting the rate at which a transmitter can be
synchronized with a receiver; and (5) a signaling synchro-
njzer that allows a large number of nodes to communicate
with a central node by partitioning the communication func-
tion between two separate entities. Each is discussed sepa-
rately below.

A. Load Balanccr

Various embodiments described above include a system in
which a transmitting node and a receiving node are coupled
Through a plurality of transmission paths, and wherein suc-
cessive packets are distributed quasi-randomly over the plu-
rality ofpaths. See, for example, FIGS. 20 and 21 and accom-
ptmying description. The improvement extends this basic
concept to encompaSS distributing packets across dill'erenl
paths in such a manner that the loads on the paths are gener~
ally balanced according to transmission link quality.

In one embodiment, a system includes a transmitting node
and a receiving node that are linked via a plurality oftrans-
mission paths having potentially varying transmission qual-
ity. Successive packets are transmitted overthe paths based on
a weight value distribution function for each path. The rate
that packets will be transmitted over a given path can be
different for each path. The relative “health” of each trans-
mission path is monitored in order to identify paths that have
become degraded. In one embodiment, the health ofeach path
is monitored in the transmitter by comparing the number of
packets transmitted to the number of packet acknowledge
ments received. Each transmission path may comprise a
physically separate path (cg, via dial-up phone line, com—
puter network, router, bridge, or the like). or may comprise
logically separate paths contained within a broadband com-
munication medium (e.g., separate channels in an FDM,
TDM, CDMA, or other type of modulated or unmodulated
transmission link].

When the transmisaion quality of a path falls below a
predetermined threshold and there are other paths that can
n'ansmit packets, the transmitter changes the weight value
used for tbatpath, making it less likely that a given packet will
be transmitted over that path. The weight will preterahly be
set no lower than a minimum value that keeps nominal traffic
on the path. The weights of the other available paths are
altered to compensate for the change in the affected path.
When the quality of a path degrades to where the transmitter

Copy provided by USPTO from the PIRS Image Database on 0312812011

VX0005691 2

Petitioner Apple Inc. - Exhibit 1002, p. 1997
PX010_000061



Petitioner Apple Inc. - Exhibit 1002, p. 1998

 

US 7,418,504 B2

35
is turned off by the synchronization function (i.e., no packets
are arriving at the destination), the weight is set to zero, Il‘all
transmitters are turned off, no packets are sent.

Conventional TCP/IP protocols include a “throttling” lea-
torc that reduces the transmission rate of packets when it is
determined that delays or errors are occurring in transmis—
sion. In this respect, timers are sometimes used to determine
whether packets have been received. These conventional
techniques for limiting transmission of packets, however, do
not involve multiple transmission paths between two nodes
wherein transmission across a particular path relative to the
others is changed based on link quality.

According to certain embodiments, in order to damp oscil-
lations that might otherwise occur if weight distributions are
changed drastically (e.g., according to a step function), a
linear or an exponential decay formula can be applied to
gradually decrease the weight value over time that a degrad-
ing path will be used. Similarly, if the health of a degraded
path improves, the weight value for that path is gradually
increased.

Transmission link health can be evaluated by comparing
the number ofpackets that are acknowledgedwithin the trans-
mission window (scc embodiments discussed above) to the
number ofpackets transmitted within that window and by the
state of the transmitter (i.e., on or off). In other words, rather
than accumulating general transmission statistics over time
for a path, one specific implementationuses the “windowing”
concepts described above to evaluate transmission path
health.

The same scheme can be used to shift virtual circuit paths
from an “unhealthy” path to a “healthy” one, and to select a
path for a new virtual circuit;

FIG. 22A shows a flowchart for adjusting weight values
associated with a plurality oftransmission links. It is assumed
that software executing in one or more computer nodes
executes the steps shown in FIG. 22A. It is also assumed that
the software can be stored on a computer-readable medium
such as a magnetic or optical disk for execution by a com-
pater.

Beginning in step 2201, the transmission quality ofa given
transmissionpath is measured. As described above, this mea-
surement can be based on a comparison between the number
ofpaekets transmitted over a particular link to the number of
packet acknowledgements received over the link (e.g., per
unit time, or in absolute terms). Alternatively, the quality can
be evaluated by comparing the number of packets that are
acknowledgedwithin the transmission window to the number
of packets that Were transmitted within that window. In yet
another variation, the number of missed synchronization
messages can be used to indicate link quality. Many other
variations are of course possible.

In step 2202, a check is made to determine whether more
than one transmitter (e.g., transmission path) is turned on. If
not, the process is terminated and resumes at step 2201.

in step 2203, the link quality is compared to a given thresh—
old (e.g., 50%, or any arbitrary number). If the quality falls
below the threshold, then in step 2207 a check is made to
determine whether the weight is above a minimum level (c.g.,
1%). Ifnot, then in step 2209 the weight is set to the minimum
level and processing resumes at step 2201. If the weight is
above the minimum level, then in step 2208 the weight is
gradually decreased for the path, then in step 2206 the
weights for the remaining paths are adjusted accordingly to
compensate (e.g., they are increased).

If in step 2203 the quality ofthe path was greater than or
equal to the threshold, then instep 2204 a check is made to
determine whether the Weight is less than a steady-state value
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for that path. If so, then in step 2205 the weight is increased
toward the steady-statevalue, and in step 2206the weights for
the remaining paths are adjusted accordingly to compensate
(e.g., they are decreased). Ifin step 2204 the weight is not less
than the steady—state value, then processing resumes at step
2201 without adjusting the weights.

The weights can be adjusted incrementally according to
various functions, preferably by changing the value gradu-
ally. In one embodiment, a linearly decreasing function is
used to adjust the weights; according to another embodiment,
an exponential decay function is used. Gradually changing
the Weights helps to damp oscillators that might otherwise
occur if the probabilities were abruptly.

Although not explicitly shown in FIG. 22A the process can
be performed only periodically (e.g., according to a time
schedule), or it can be continuously run, such as in a back-
groundmode of operation. In one embodiment, the combined
weights of all potential paths should add up to unity (e.g.,
whenthe weighting for one path. is deereased, the correspond-
ing weights that the other paths will be selected will increase).

Adjustments to weight values for other paths can be pro-
rated. For example, a decrease of 10% in weight value for one
path could result in an evenly distributed increase in the
weights for the remaining paths. Alternatively, weightings
could be adjusted according to a weighted formula as desired
(e.g., favoring healthy paths over less healthy paths). In yet
another variation, the difference in weight value can be amor-
tized over the remaining links in a manner thatis proportional
to their trafl'ic weighting.

FIG. 22B shows steps that can be executed to shut down
transmission links where a transmittert'urns off. In step 221.0,
a transmitter shut-down event occurs. In step 2211, a test is
made to determine whether at least one transmitter is still

turned on. If not, then in step 2215 all packets are dropped
until a transmitter turns on. Ifin step 2211 at least one trans-
mitter is turned on, then in step 2212 the weight for the path
is set to zero, and the weights for the remaining paths are
adjusted accordingly.

FIG. 23 shows a computer node 2301 employing various
principles ofthe above-describedembodiments. It is ass umed
that two computer nodes of the type shown in FIG. 23 com—
municate over a plurality of separate physical transmission
paths. As shown in FIG. 23, four transmission paths X1
through X4 are defined for communicating between the two
nodes. [Each node includes a packet transmitter 2302 that
operates in accordance with a transmit table 2308 as
described above. (The packet transmitter could also operate
without using the IP-hopping features described above, but
the following description assumes that some form ofhopping
is employed in conjunction with the path selection mecha—
nism.) The computer node also includes a packet receiver
2303 that operates in accordance with a receive table 2309,
includinga moving window W thatmoves as valid packets are
received. Invalid packets having source and destination
addresses that do not fall within window W are rejected.

As each packet is readied for transmission, source and
destination IP addresses (or other discriminator values) are
selected from transmit table 2308 according to any of the
various algorithms described above, and packets containing
these sourcen’destination address pairs, which correspond to
the node to which the four transmission paths are linked, are
generated to a transmission path switch 2307. Switch 23 07,
which can comprise a software function, selects from one of
the available transmission paths according to a weight distri-
bution table 2306. For example, if the weight for path X1 is
0.2., then every fifih packet will be transmitted on path X1. A
similar regime holds true for the other paths as shown. Ini—
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tially, each link’s weight value can be set such that it is
proportional to its bandwidth, which will be referred to as its
“steady-state” value.

Packet receiver 2303 generates an output to a link quality
measurement function 23 04 that operates as described. above
to determine the quality ofeach transmission path. (The input
to packet receiver 2303 for receiving incoming packets is
omitted for clarity). Link quality measurement fimction 23 04
compares the link quality to a threshold for each transmission
link and, if necessary, generates an output to weight adjust-
ment function 2305. If a weight adjustment is required, then
the weights in table 2306 are adjusted accordingly, preferably
according to a gradual (cg, linearly or exponentially declin-
ing) function. In one embodiment, the Weight values for all
available paths are initially set to the same value, and only
when paths degrade in quality are the weights changed to
reflect differences.

Link quality measurement function 23 04 can he made to
operate as part ofa synchronizer function as described above.
That is, if resynchronization occurs and the receiver detects
that synchronization has been lost (e.g., resulting in the syn-
chronization window W being advanced out of sequence),
that fact can be used to drive link quality measurement func-
tion 2304. According to one embodiment, load balancing is
performed using infonnation garnered duringthe normal syn-
chronization, augmented slightly to communicate link health
from the receiver to the transmitter. The receiver maintains a

count, MESS_R(W), of the messages received in synchroni-
zation window W. When it receives a synchronization request
(SYNC__REQ) corresponding to the end of window W, the
receiver includes counter MESS_R in the resulting synchro—
nization acknowledgement (SYNC_ACK) sent back to the
transmitter. This allows the transmitter to compare messages
sent to messages received in order to asses the health of the
link.

If synchronization is completely lost, weight adjustment
function 2305 decreases the weight value onthe alfccted path
to zero. When synchronization is regained, the weight value
for the affected path is gradually increased to its original
value. Alternatively, link quality can be measured by evalu—
ating the length oftime required for the receiver to acknowlr
edge a synchronization request. In one embodiment, separate
transmit and receive tables are used for each transmission

path.
When the transmitter receives a SYNCfiACK, the

NIESS_R is compared with the number of messages trans-
mitted in a window (MESS_T). Whenthe transmitter receives
a SYNC_ACK, the traffic probabilities will be examined and
adjusted ifnecessary. MESS} is compared with the number
of messages transmitted in a window (MESS_T). There are
two possibilities:

1. IfMESS_R is less than athreshold value, THRESH, then
the link will be deemedto be unhealthy. Ifthe transmitter was
turned off, the transmitter is turned on and the weight P for
that link will be set to a minimumvalue MIN. This will keep
a lrickle oftraffic on the link for monitoring purposes until it
recovers. Ifthe transmitterwas turned on, the weight P for that
link will be set to:

P’:r1>rMIN+(1—u)xP [1)

Equation 1 will exponentially damp the traffic weight value to
MIN during sustained periods of dcgradect service.

2. If MESS_R for a link is greater than or equal to
THRESH, the link will be deemed healthy. Ifthe weight P for
Lhat link is greater than or equal to the steady state value S for
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that link, then P is left unaltered. If the weight P for that link
is less than THRESH then P will be set to:

P'=sxs+(1—p)xP (2)

where [S is a parameter such that 0<=1B<ml that determines the
damping rate of P.

Equation 2 will increase the traffic weight to S during
sustained periods ot‘acceptable service in a damped exponen-
tial Fashion.

A detailed example will now be provided with reference to
F1G. 24. As shown in FIG. 24, a first computer 2401 commu-
nicates with a second computer 2402 through two routers
2403 and 2404. Each router is coupled to the other router
through three transmission links. As described above, these
may be physically diverse links or logical links (including
virtual private networks).

Suppose that a first link L1 can sustain a transmission
bandwidth oflOO Mba’s and has a window size of32; link L2
can sustain '75 bes and has awindow size of24; and link L3
can sustain 25 Mb/s and has a window size of 8. The com-
bined links can thus sustain 200 ths. The steady state lralIic
weights are 0.5 for link L1 ', 0.375 for link L2, and 0.125 for
link L3. MIN:1 lVfb/s, THRESH=0.8 INLESS_T for each link,
(1:0.75 and [3:05. 'l'hese trafl'ic weights will remain stable
until a link stops for synchronization or reports a number of
packets received less than its THRESH. Consider the follow-
ing sequence of events:

1. Link L1 receives a SYNC_ACK containing a NIESS_R
of24, indicating that only 75% ofthe MESS__T (32) messages
transmitted in the last window were successfully received.
Link 1 would be below THRESH (0.8). Consequently, link
[.1 ’5 traffic weight value would be reduced to 0.12825, while
link L2’s traflic weight value would be increased to 0.65812
and link L3’s traflic weight value would be increased to
0.217938.

2. Link L2 and L3 remained healthy and link Ll stopped to
synchronire. Then link Li ’5 traffic weight value would be set
to 0, link L2’s traffic weight value would he set to 0.75, and
link L33’s traffic weight value would be set to 0.25.

3. Link Ll finally received a SYNC_ACK containing a
WSS_R of 0 indicating that none of the MESS_T (32)
messages transmitted in the last window were successfully
received. Link Ll would be below THRESH. Link L1’ 5 traffic

weight value would be increased to 0.005, link T.2’s traffic
weight value would be decreased to 0.74625, and link L3’s
traffic Weight value would be decreased to 0.24875.

4. Link L1 received a SYNC_ACK containing a MESS_R
of 32 indicating that 100% of the MESS_T (32) messages
transmitted in the last window were successfully received.
Link Ll would be above THRESH. Link Ll’s traffic weight
value would be increased to 0.2525, while link L2’s LralIic

weight value would be decrwsed to 0.560625 and link L3's
traffic weight value would be decreased to 0.186875.

5. Link L1 received a SYNC_ACK containing a MESS_R
of 32 indicating that 100% of the MESS_T (32) messages
transmitted in the last window were successfully received.
Link L1 would be above THRESH. Link Ll’s traffic weight
value would be increased to 0.37625; link L2’s tralllc weight
value would be decreased to 0.4678125, and link L3's traffic
weight value would be decreased to 0.1559375.

6. Link L1 remains healthy and the trafiic probabilities
approach their steady state traJIic probabilities.
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B. Use of a DNS Proxy to Transparently Create
Virtual Private Networks

A second improvement concerns the automatic creation of
a virtual private network (VPN) in response to a domain—
name server look-up function.

Conventional Domain Name Servers (1 )NSS) provide a
look-up function that returns the IP address of a requested
computer or host. For example, when a comp uteruser types in
the web name “Yahoo.com,” the user’ 5 web browsertransmits
a request to a DNS, which converts the name into a four—part
IP address that is retumcd to the user’ 5 browser andthen used

by the browser to contact the destination web site.
This conventional scheme is shown in FIG. 25. A user‘s

computer 2501 includes a client application 2504 (for
example, a web browser) and an IP protocol stack 2505.
When the user enters thename ofa destination host, a request
DNS REQ is made (through IP protocol stack 2505) to a DNS
2502 to look up the IP address associated with the name. The
DNS returns the IP address DNS RESP to client application
25 04, which is then able to use the IP address to communicate
with the host 2503 through separate transactions such as
PAGE REQ and PAGE RESP.

In the conventional architecture shown in FIG. 25, nefari-
ous listeners on the Intemet could intercept the DNS REQ and
DNS RESP packets and thus learn what LP addresses the user
was contacting. For example, if a user wanted to set up a
secure communication path with a web site having the name
“Targetcom,” when the user’s browser contacwd a DNS to
find the IP address for that web site, the true IP address ofthat
web site would be revealed over the Internet as part of the
DNS inquiry. This would hamper anonymous communica-
tions on the Internet.

One conventional scheme that provides secure virtual pri-
vate networks over the Internet provides the DNS server with
the public keys of the machines that the DNS server has the
addresses for. This allows hosts to retrieve automatically the
public keys ofa host that the host is to communicate with so
that the host can set up a VPN without having the user enter
the public key ofthe destination host. One implementation of
this standard is presently being developed as part of the
FneeS/WAN project(RFC 2535).

The conventional scheme suffers from certain drawbacks.

For example, any user can perform a DNS request. Moreover,
DNS requests resolve to the same value for all users.

According to certain aspects ofthe invention, a specialized
DNS server traps DNS requests and, il'thc request is from a
special type of user (e.g., one for which secure communica~
tionservices are defined), the server does not return the true IP
address of the target node, but instead automatically sets up a
virtual privale network between the target node and the user.
The VPN is preferably implemented using the IP address
“hopping” features of the basic invention described above,
such that the true identity of the two nodes cannot be deter-
mined even if packets during the communication are inter-
cepted. For DNS requests that are determined to not require
secure services (e.g., anunregistered user), the DNS server
transparently "passes throu ” the request to provide :1 nor-
mal look—up function and return the IP address of the target
Web server, provided that the requesting host has pennissions
to resolve unsecured sites. Different users who make aniden-

tical DNS request could be provided with different results.
FIG. 26 shows a system employing various principles sum-

marized above. A user’s computer 2601 includes a conven-
tional client (e.g., a web browser) 2605 and an IP protocol
stack 2606 that preferably operates in accordance with an IP
hopping function 2607 as outlined above. A modified DNS
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server 2602 includes a conventional DNS server function

2609 and a DNS proxy 2610. A gatekeeper server 2603 is
interposed between the modified DNS server and a secure
target site 2704. An “unsecure” target site 26111 is also acces-
sible Via conventional IP protocols.

According to one embodiment, DNS proxy 2610 intercepts
all DNS lookup finictions from client 2605 and determines
whether access to a secure site has beenrequested. Ifaccess to
a secure site has been requested (as determined, for example,
by a domain name extension, or by reference to an. internal
table of such sites), DNS proxy 2610 determines whether the
user has sufficient security privileges to access the site. If so,
DNS proxy 2610 transmits a message to gatekeeper 2603
requesting that a virtual private network be created between
user computer 2601 and secure target site 2604. In one
embodiment, gatekeeper 2603 creates “hophlocks”tobe used
by computer 2601 and secure target site 2604 for secure
communication. Then, gatekeeper 2603 communicates these
to user computer 2601. 'lhercafter, DNS proxy 2610 returns
to user computer 2601 the resolved address passed to it by the
gatekeeper (this address could be different from the actual
target computer) 2604, preferably using a secure administra-
tive VPN. The addrms that is returned need not be the actual

address of the destination computer.
Had the user requested lookup of a non—secure web site

such as site 2611, DNS proxy would merely pass through to
conventional DNS server 2609 the look-up request, which
would be handled in a conventional manner, returning the IP
address ofnon-secure web site 2611.1fthe userhad requested
lockup of a secure web site but lacked credentials to create
such a connection, DNS proxy 2610 would return a “host
unknown” error to the user. In this maimer, differtmt users
requesting access to the same DNS name could be provided
with different look-up results.

Gatekeeper 2603 can be implemented on a separate com-
puter (as shown in FIG. 26) or as a function within modified
DNS server 2602. In general, it is anticipated that gatekeeper
2703 facilitates the allocation and exchange of information
needed to communicate securely, such as using “hopped” IP
addresses. Secure hosts such as site 2604 are assumed to be

equipped with a secure communication function such as an IP
hopping ”Function 2608.

It will be appreciated that the functions ofDNS proxy 2610
and DNS server 2609 can be combined into a single server for
convenience. Moreover, although clement 2602 is shown as
combining the functions oftwo servers, the two servers can he
made to operate independently.

FIG. 27 shows steps that can be executed by DNS proxy
server 2610 to handle requests for DNS look-up for secure
hosts. In step 2701, a DNS look-up request is received for a
target host. In step 2702, a check is made to determine
whether access to a secure host was requested. Ifnot, then in
step 2703 the DNS request is passed to conventional DNS
server 2609, which looks up the IP address of the target site
and returns it to the user’s application for further processing.

In step 2702, ifaceess to a secure host was requested, then
in step 2704 a further check is made to determine whether the
user is authorized to connect to the secure host. Such a check

can be made with reference to an internally stored list of
authorized IP addresses, or can be made by communicating
with gatekeeper 2603 (e.g., over an “administrative” VPN
that is secure). It will be appreciated that different levels of
sec urily can also be provided for dill'erenl categories ofhosts.
For example, some sites may be designated as having a cer—
tain securitylevcl, andthe security level ol‘lhe user requesting
access must match that security level. The user’s security
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level can also be determined by transmitting a request mes-
sage back to the user’ s computer requiring that it prove that it
has sufficient privileges.

Ifthe user is not authorized to access the secure site, then a
“host unknown” message is returned (step 2705). If the user
has sufi'icient security privileges, then in step 2706 a secure
VPN is established between the user’s computer and the
secure target site. As described above, this is preferably done
by allocating a hopping regime that will be carried out
between the user’s computer and the secure target site, and is
preferably performed transparently to the user (i.e., the user
neednot be involved in creating the secure link). As described
in various embodiments of this application, any of various
fields can be “hopped” (e.g., 1P source!destination addresses;
a field in the header; etc.) in order to communicate securely.

Some or all of the security fiinctions can be embedded in
gatekeeperZfitlfi, such that it ha ndles all requests to connect to
secure sites. In this embodiment, DNS proxy 2610 commu-
nicates with gatekeeper 2603 to determine (preferably over a
secure administrative VPN) whether the user has access to a
particular web site. Various scenarios for implementing these
features are described by way of example below:

Scenario #1: Client has permission to access target com-
puter, and gatekeeper has a rule to make a VPN for the client.
In this scenario, the client’s DNS request would be received
by the DNS proxy server 2610, which would forward the
request to gatekeeper 2603, The gatekeeper would establish a
VPN between the client and the requested target. The gate-
keeper would provide the address of the destination to the
DNS proxy, which would then return the resolved name as a
result. The resolved address can be transmitted back to the
client in a secure administrative VPN.

Scenario #2: Client does not have permission to access
target computer. In this scenario, the client’s DNS request
would be received by the DNS proxy server 2610, which
would lbrward the request to gatekeeper 2603. The gate-
keeper would reject the request, informing DNS proxy server
2610 that it was unable to find the target computer. The DNS
proxy 2610 would then return a “host unknown” error mes-
sage to the client.

Scenario #3: Client has permission to connect using a
normal non-VPN link, and the gatekeeperdoes not have arule
to set up aVPN for the client to the target site. In this scenario,
the client’s DNS request is received by DNS proxy server
2610, which would check its rules and determine that no VPN
is needed. Gatekeeper 2603 would then inform the DNS
proxy server to forward the request to conventional DNS
server 2609, which would resolve the request and return the
result to the DNS proxy server and then back to the client.

Scenario #4: Client does not have permission to establish a
normalinon—VPN link, and the gatekeeper does not have a
rule to make a VPN for the client to the target site. In this
scenario, the DNS proxy server would receive the client’s
DNS request and forward it to gatekeeper 2603. Gatekeeper
2603 would determine that no special VPN was needed, but
Lhat the client is not authorized to communicate with non—

VPN members. The gatekeeper would reject the request,
causing DNS proxy server 2610 to return an error message to
the client.

C. Large Link to Small Link Bandwidth
Management

One feature ofthe basic architecture is the ability to prevent
so-called “denial of service” attacks that can occur if a com-

puter hacker floods a known Internet node with packets, thus
preventing the node from communicating with other nodes.
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Because IP addresses or other fields are “hopped” andpackets
arriving with invalid addresses are quickly discarded, Internet
nodes are protected against flooding targeted at a single IP
address.

In a system in which a computer is coupled through a link
having a limited bandwidth (e.g., an edge router) to a node
that can support a much higher-bandwidth link (e.g., an Inter-
net Service Provider), a potential weakness could be
exploited by a determined hacker. Referring to FIG. 28, sup—
pose that a first host computer 2801 is communicating with a
second host computer 2804 using the IP address hopping
principles described above. The first host computer is coupled
through an edge router 2802 to an Internet Service Provider
(1SP) 2803 through a low bandwidth link (LOW 13W), and is
in turn coupled to second host computer 2804through parts of
the Internet through a high bandwidth link (HIGH BW). In
this architecture, the ISP is able to support a high bandwidth
to the internet, but a much lower bandwidth to the edge router
2802.

Suppose that a computer hacker is able to transmit a large
quantity of dummy packets addressed to first host computer
2801 across high bandwidth link HIGH BW. Normally, host
computer 2801 Would be able to quickly reject the packets
since they would not fall within the acceptance window per-
mitted by the ll"I address hopping scheme. However, because
the packets must travel across low bandwidth link LOW 13W,
the packets overwhelm the lower bandwidth link before they
are received by host computer 2801. Consequently, the linkto
host computer 2801 is effectively flooded before the packets
can be discarded.

According to one inventive improvement, a “link guard"
fimction 2805 is inserted into thehigh—bandwidth node (cg,
ISP 2303) that quickly discards packets destined for a low-
bandwidth target node if they are not valid packets. Each
packet destined for a low-bandwidth node is cryptographi-
cally authenticated to determine whether it belongs to a VPN .
If it is not a valid VPN packet, the packet is discarded at the
high-bandwidth node. If the packet is authenticated as
belonging to a VPN, the packet is passed with high prefer-
ence. Ifthe packet is a validnon-VPN packet, it is passedwith
a lower quality of service (e.g., lower priority}.

In one embodiment, the ISP distinguishes between VPN
and non-VPN packets using the protocol ol'thc packet. In the
case of IPSEC [rfc 2401], the packets have [P protocols 420
and 421. In the case of the TARP VPN, the packets will have
an IP protocol that is not yet defined. The lSP’s link guard,
2805, maintains a table ofvalidVPNs which it uses to validate
whether VPNpackets are cryptographically valid. According
to one embodiment, packets that do not fall Within any hop
windows used by nodes on the low-bandwidth link are
rejected, or are sent with a lower quality of service. One
approach for doing this is to provide a copy ofthe 1P hopping
tables used by the low-bandwidth nodes to the high—band—
widthnode, such that both the high—bandwidth and low-band-
width nodes track hopped packets (e.g., the high-bandwidth
node moves its hopping window as valid packets are
received). In such a scenario, the high—bandwidth node dis—
cards packets that do not fall Within the hopping window
before they are transmitted over the low—bandwidth link.
Thus, for example, TSP 2903 maintains a copy 2910 of the
receive table used by host computer 2901. Incoming packets
that do not fall withinthis receive table are discarded. Accord-

ing to a different embodiment, link guard 2805 validates each
VPN packet using a keyed bashed message authentication
code fl-IMAC) [rfc 2104].

According to another embodiment, separate VPNs (using,
for example, hopblocks) canbc established for communicat-

' M___—______——______—_
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ingbetween the low-bandwidth node and the lugh-bandwidth
node (i.e., packets arriving at. the high-bandwidth node are
converted into different packets before being transmitted to
the low-bandwidth node).

As shown in FIG. 29, for example, suppose that a first host
computer 2900 is communicating with a second best com-
puter 2902 over the Internet, and the path includes a high
bandwidth link HIGH BW to an ISP 2901 and a low band-

Width link LOW BW through an edge router 2904. In accor-
dance with the basic architecture described above, first host
computer 2900 and second host computer 2902 would
exchange hopblocks (or a hopblock algorithm) and would be
able to create matching transmit and receive tables 2905,
2906, 2912 and. 2913. Then in accordance with the basic
architecmre, the two computers would transmit packets hav-
ing seemingly random IP source and destination addresses,
and each would move a corresponding hopping window in its
receive table as valid packets were received.

Suppose that a nefarious computer hacker 2903 was able to
deduce that packets having a certain range of IP addresses
(cg, addresses 100 to 200 for the sake of simplicity) are
being transmitted to ISP 2901, and that these packets are
being forwarded over a low-bandwidth link. Hacker com-
puter 2903 could thus “flood” packets having addresses fall-
ing into the range 100 to 200, expecting that they would be
forwardedalong low bandwidth link LOW BW’, thus causing
the low bandwidth link to become overwhelmed. The fast

packctreject mechanism in firstbost computed-000 would be
of little use in rejecting these packets, since the low band-
width link was effectively jammed before the packets could
be rejected. In accordance with one aspect of the improve—
ment, however, VPN link guard 2911 would prevent the
attack from impacting the performance of VPN traffic
because the packets would either be rejected as invalid VPN
packets or given a lower quality of service than VPN traffic
over the lower bandwidth link. A denial-of-service flood

attack could, however, still disrupt non-VPN traflic.
According to one embodiment of the improvement, 13?

2901 maintains a separateVPN with first host computer29'00,
and thus translates packets arriving at the ISP into packets
having a different IP header before they are transmitted to
host computer 2900. The cryptographic keys used to authen-
ticate VPN packets at the link guard 2911 and the crypto~
graphic keys used to encrypt and decrypt the VPN packets at
host 2902 and host 2901 can be different, so that link guard
2911 does not have access to the private host data; it only has
the capability to authenticate those packets.

According to yet a third embodiment, the low-bandwidth
node can transmit a special message to the high-bandwidth
node instructing it to shut down all transmissions on a par-
ticular IP address, such that only hopped packets will pass
through to the low-bandwidth node. This embodiment would
prevent a hacker from flooding packets using a single lP
address. According to yet a fourth embodiment, the high-
bandwidth node can be configured to discard packets trans-
mitted to the low-bandwidth node if the transmission rate

exceeds a certain predetermined threshold for any given 1P
address; this would allow hopped packets to go through. In
this respect, link guard 2911 can be used to detectthat therate
ofpackets on a given IP address are exceeding a threshold
rate; furtherpackets addressed to that same IP address would
be dropped or transmitted at a lower priority (e.g., delayed).

D. Traffic Limiter

In a system in which multiple nodes are communicating
using “hopping” technology, a trodsonous insidercould inter-
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nally flood the system with packets. In order to prevent this
possibility, one inventive improvement involves setting up
“contracts” between nodes in the system, such that a receiver
can impose a bandwidth limitation on each packet sender.
One technique for doing this is to delay acceptance of a
checkpoint synchronization request from a sender until a
certain time period (e.g., one minute) has elapsed. Each
receiver can effectively control the rate at which its hopping
window moves by delaying “SYNC ACK” responses to
“SYNC__REQ“ messages.

A simple modification to the checkpoint synchronizer will
serve to protect a receiver from accidental or deliberate over—
load from an internally treasonous client. This modification is
based on the observation that a receiver will not update its
tables until a SYNCJIEQ is received on hopped address
CKPT_N. It is a simple matter ofdeferring the generation of
a new CKPT_N until an appropriate interval alter previous -
checkpoints.

Suppose a receiver wished to restrict reception from a
transmitterto 100 packets a second, and that checkpoint syn-
chronization messages were triggered every 50 packets. A
compliant transmitter wouldnot issuencw SYNC_REQ mes—
sages more often than every 0.5 seconds. The receiver could
delay a non-compliant transmitter from synchronizing by
delaying the issuance ofCKPT_N for0.5 second after the last
SYNC_REQ was accepted.

in general, if M receivers need to restrict N transmitters
issuing new SYNC_REQ messages after every W messages
to sending R messages a second in aggregate, each receiver
could defer issuing a new CKPT_N until MXNXWJ'R seconds
have elapsed since the last SYNC_REQ has been received
and accepted. If the transmitter exceeds this rate between a
pair of checkpoints, it will issue the new checkpoint before
the receiver is ready to receive it, and the SYNC_REQ will be
discarded by the receiver. After this, the transmitter will re-
issue the SYNC_REQ every 'l'i seconds until it receives a
SYNC_ACK. The receiver will eventually update CKPT_N
and the SYNC_REQ will be acknowledged. If the transmis-
sion rate greatly exceeds the allowed rate, the transmitter will
stop until it is compliant. If the transmitter exceeds the
allowed rate by a little, it will eventually stop after several
rounds of delayed synchronization until it is in compliance.
Hacking the transmitter” 5 code to not shut offonly permits the
transmitter to lose the acceptance window. In this case it can
recover the window and proceed only after it is compliant
again.

Two practical issues should be considered when imple-
menting the above scheme:

1. The receiver rate should be slightly higher than the
permitted rate in order to allow for statistical fluctuations in
traffic arrival times and non-uniform load balancing.

2. Since a transmitter will rightfully continue to transmit
for a period after a SYNC_REQ is transmitted, the algorithm
above can artificially reduce the transmitter‘s bandwidth. 1f
events prevent a compliant transmitter from synchronizing
for a period (cg. the network dropping a SYNC_REQ or a
SYNC_ACK) a SYNC_R]}1Q will be accepted later thrm
expected. After this, the transmitter will transmit fewer than
expected messages before encountering the next checkpoint.
The new checkpoint will not have been activated and the
transmitter will have to retransmit the SYNC_REQ_ This will
appear to the receiver as if the transmitter is not compliant.
Therefore, the next checkpoint will be accepted late from the
transmitter’s perspective. This has the effect of reducing the
transmitter's allowed packet rate until the transmitter trans-
mits at a packet rate below the agreedupon rate for a period of
time.
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To guard against this, the receiver should keep track ofthe
times that the last C SYNC_REQs were received and
accepted and use the minimum of MxNxW/R seconds after
the last SYNC_REQ has been received and accepted, ZxMx
NXWIR seconds after next to the last SYNC_RI£Q has been
received and accepted, CxMxNfoR seconds after (C—l )‘h
to the last SYNC_REQ has been received, as the time to
activate CKPT_N. This prevents the receiver from inappro-
priately limiting the lransmitter’s packet rate ifat least one out
o t'Ihe last C SYNC_RFJQS was processed on the first attempt.

FIG. 30 shows a system employing the above-described
principles. In FIG. 30, two computers 3000 and 3001 are
assumed to be conn'nunicating over a network N in accor-
dance with the “hopping” principles described above (e.g.,
hopped IP addresses, discriminator values, etc). For the sake
of simplicity, computer 3000 will be referred to as the receiv-
ing computer and computer 3001 will be referred to as the
transmitting computer, although full duplex operation is of
course contemplated. Moreover, although only a single trans-
mitter is shown, multiple transmitters can transmit to receiver
3000.

As described above, receiving computer 3000 maintains a
receive table 3002 including a window W that defines valid IP
address pairs that will be accepted when appearing in incom-
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subscribers to a web site occasionally communicate with the
web site, the site must maintain one million hopping tables,
thus using up valuable computer resources, even though only
a small percentage of the users may actually be using the
system at any one time. A desirable solution would be a
system that permits a certain maximum number of simulta-
neous links to be maintained, but which would “recognize”
millions of registered users at any one time. In other words,
out of a population of a million registered users, a few thou-
sand at a time could simultaneously communicate with a
central server, without requiring that the server maintain one
million hopping tables of appreciable size.

One solution is to partition the central nodeinto two nodes:
a signaling server that performs session initiation for user
log-onand log-off (and requires only minimally sized tables),
and a transport server that contains larger hopping tables for
the users. The signaling server listens for the millions of
known users and performs a fast-packet reject of other (bo-
gus) packets. When a packet is received from a known user,
the signaling server activates a virtual private link (VPL)
between the user and the transport server, where hopping
tables are allocated and maintained. When the user logs onto
the signaling server, the user’ s computer is provided with hop
tables for communicating with the transport server, thus acti-

ing data packets. Transmitting computer 3001 maintains a 25 vating the VPL. The VPLs can be torn down when they
transmit table 3003 from which the next IP address pairs will become inactive for a time period, or they can be torn down
be selected when transmitting a packet to receiving computer upon user log-out. Communication with the signaling server
3000. (For the sake of illustration, window W is also illus- to allow user log—on and log-ofi'can be accomplished using a
hated with reference to transmit table 3003). As transmitting specialized version of the checkpoint scheme described
computer moves through its table, it will eventually generate 30 above.
a SYNC_REQ message asillusttatedin function 301 0. This is
a request to receiver 3000 to synchronize the receive table
3002, from which transmitter 3001 expects a response in the
form of a CKPT_N (included as part of a SYNC_ACK mes-
sage). If transmitting computer 3001 transmits more mes—
sages than its allotment, it will prematurely generate the
SYNC_REQ message. (If it has been altered to remove the
SYNC__REQ message generation altogether, it will fall out of
sy11chroni7ation since receiver 3 000 will quickly reject pack-
ets that fall outside of window 'W, and the extra packets
generated by transmitter 3001 will be discarded).

In accordance with the improvements described above,
receiving computcr3000 performs certainstcps whena SYN-
CgREQ message is received, as illustrated in FIG. 30. In step
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FIG. 31 shows a system employing certain of the above-
described principles. in FIG. 31, a signaling server 3101 and
a transport server 3102 communicate over a link. Signaling
scrver3101 contains a large number ol'small tables 3106 and
3107 that contain enough information to authenticate a com-
munication request with one or more clients 3103- and 3104.
As described in more detail below, these small tables may
advantageously be constructed as a special case of the syn—
chronizing checkpoint tables described previously. Transport
server 31 02, which is preferably a separate computer in com-
munication with signaling server 3101 , contains a smaller
number of larger hopping tables 3108, 3109, and 3110 that
can be allocated to create a 'VPN with one of the client com-
puters.

3004, receiving computer 3000 receives the SYNC_REQ 45 According to one embodiment, a Client that has previously
message. In step 3005, a check is made to determine whether registered with the system (cg, via a system administration
the requestis aduplicate. If so, it is discarded instep 3006. In function, a user registration procedure, or some other
step 3007, a check is made to determine whether the SYN— method) transmits a request for information from a computer
C_REQ received from transmitter3001 was received at a rate (cg, a web site). In one variation, the request is made using
that exceeds the allowablerate R (i.e., the period between the 50 a “hopped” packet, such that signaling server 3101 will
time of the last SYNCWREQ message). The value R can be a quickly reject invalid packets from unauthorized computers
constant, or it can be made to fluctuate as desired. lfthe rate such as hacker computer 3105. An “administrative”VPN can
Groceries R, then in step 30 08 the next activation of the next be established between all of the clients and the signaling
CKPT_N hopping table entry is delayed by W/R seconds server in orderto ensure that a hacker cannot flood signaling
after the last SYNC_REQ has been accepted. 55 server 3101 with bogus packets. Details of this scheme are

Otherwise, if the rate has not been exceeded, then in step provided below.
3109 the next CKPT_N value is calculated and inserted into Signaling server 3101 receives the request 3111 and uses it
the receiver’s hopping table prior to the next SYNC_REQ to determine that client 3103 is a validly registered user. Next.
from thetransmitter 3101, Transmitter 3101 then processes signaling server 3101 issues a requestto transport server 3102
the SYNC_REQ in the normal manner. 60 to allocate a hopping table (or hopping algorithm or other

regime) for the purpose of creating aVPN with client 3103.
E. Signaling Synchronizer The allocated hopping parameters are returned to signaling

server 3101 (path 3113), which then supplies the hopping
In a system in whicha large number ofusers communicate parameters to client 3103 via path 3114, preferably in

wilh a central node using secure hopping technology, a large 65 encrypted form.
amount of memory must be set aside for hopping tables and
their supporting data structures. For example, if one million

Thereafter, client 3103 communicates with transport
server 3102 using the normal hopping techniques described

I Copy provided by USPTO from the PIHS Image Database on 0312312011
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above. It will be appreciated that although signaling server
3101 and transport server 3102 are illustrated as being two
separate computers, they could of course be combined into a
single computer and their fiinctinns performed on the. single
computer. Alternatively, it is possible to partition the flinc—
tions shown in FIG. 31 chli’erently from as shown without
departing from the inventive principles.

One advantage of the above—described architecture is that
signaling server 3101 need only maintain a small amount of
information on a large number ofpotential users, yet it retains
the capability ofquickly rejecting packets from unauthorized
users such as hacker computer 3105. Larger data tables
needed to perform the hopping and synchronization functions
are instead maintained in a transport server 3102, and a
smaller number ofthese tables are needed since they are only
allocated for “active” links. After a VPN has become inactive
for a certain time period (e.g., one hour), the VPN can be
automatically torn down by transport server 3 102 or signalingserver 3101.

A more detailed description will now be provided regard-
ing how a special case of the checkpoint synchronization
feature can be used to implement the signaling scheme
described above.

The signaling synchronizer may be required to support
many (millions) of standing, low bandwidth connections. It
therefore should minimize per—VPL memory usage while
providing the security offered by hopping technology. In
order to reducememory usage in the signaling server, thedata
hopping tables can be completely eliminated and data can be
carried as part ofthe SYNC_REQ message . The table usedby
the serverside (receiver) and client side (transmitter) is shown
schematically as element 3106 in FIG. 31.

The meaning and behaviors of CKPT_N, CKPT_O and
CKPT_R remain the same from the previous description,
exoept that CKPT_N can receive a combined data and SYN—
CFREQ message or a SYNC_REQ message without the data.

The protocol is a straightforward extension of the earlier
synchronizer. Assume that a client transmitter is on and the
tables are synchronized. The initial tables can be generated
“out ofband.” For example, a client can log into a web server
to establish an account over the Internet. The client will

receive keys etc encrypted over the Internet. Meanwhile, the
server will set up the signaling VPN on the signaling server.

Assuming that a client application wishes to send a packet”
to the server on the client’s standing signaling VPL:

l. The client sends the message marked as a data message
on the inner header using the transmitter’ s CKPT_N address.
It turns the transmitter off and starts a timer TI noting
CKPT_O. Messages can be one of three types: DATA, SYN-
C_RE'EQ and SYNC_ACK.. In the normal algorithm, some
potential problems cam be prevented by identifying each mes-
sage type as part of the encrypted inner header field. In this
algorithm, it is important to distinguish a data packet and a
SYNC_REQ in the signaling wnchronizcr since the data and
the SYNCMREQ come in on the same address.

2. Whenthe server receives a data message on its CKPTMN,
it verifies the message and passes it up the stack. The message
can be verified by checking message type and and other
information (i.e., user credentials) contained in the inner
header 1t replaces its CKPT_O with CKPT_N and generates
the next CKP'l'_N. It updates its transmitter side CKP1‘_R to
correspond to the client’s receiver side CKPT_R and trans—
mits a SYNC_ACK containing CKPT_O in its payload.

3. When the client side receiverreceivcs a SYNC_ACK on
its CKP'l'_R with a payload matching its transmitter side
CKPT_O and the transmitter is 011', the transmitter is turned
on and the receiver side CKPT_R is updated. If the SYN-

10

15

2|]

25

30

35

4t)

45

50

SS

60

65

48
C_ACK’s payload does not match the transmitter side
CKPT_O or the transmitter is on, the SYNC_ACK is simply
discarded.

4. TI expires: If the transmitter is oil' and the client‘s trans-
mitter side CKPT_O matches the CKPTHO associated with
the timer, it starts timer Ti noting CKPT_O again, and a
SYNC_RBQis sent using thetransmitter‘s CKPThO address.
Otherwise, no action is taken.

5. When the server receives a SYNC_REQ on its CKPT_N,
it replaces its CKPT_O with CKPT_N and generates the next
CKPT_N. It updates its transmitter side CKl-‘THR to corre-
spond to the client's receiver side CKP'1‘_R and transmits a
SYNC_ACK containing CKPT_O in its payload.

6. When the serverrcceivcs a SYNC_REQ on its CKPT_O,
it updates its transmitter side CKPT_R to correspond to the
client’s receiver side CKPT_R and transmits a SYNC_ACK
containing CKPT_O in its payload.

FIG. 32 shows message flows to highlight the protocol.
Reading from top to bottom, the client sends data to the server
using its transmitter side CKPT_N. The client side transmitter
is turned OH and a retry timer is turned off. The transmitter
Will not transmit messages as long as the transmitter is turned
oil‘. The client side transmitter then loads CKPT_N into
CKPT_O and updates CKPT_N. This message is success-
fully received and a passed up the stack. It also synchronizes
the receiver i.c., the server loads CKPT_N into CKP’F_O and
generates a new CKP’l‘_N, it generates a new CKPT_R in the
server side transmitter and transmits a SYNC_ACK contain-
ing the server side receiver’s CKPT_O the server. The SYN-
C_ACK is successfully received at the client. The client side
receiver’s CKPT_R is updated, the transmitter is turned on
and the retry timer is killed. The client side. transmitter is
ready to transmit a new data message.

Next, the client sends data to Lhe serverusing its transmitter
side CKPT_N. The client side transmitter is turned off and a
retry timer is turned olI. The transmitter will not transmit
messages as long as the transmitter is tuned off. The client
side transmitter then loads CKPT_N into CKPT_O and
updates CKP’I‘_N. This message is lost. The client side timer
expires and as a result a SYNC_REQ is transmitted on till:
client side transmittcr’s CKPT_O (this will keep happening
until the SYNC_ACK has been received at the client). The
SYNC_REQ is successfully received at the server. It synchro-
nizes the receiver i.e., the server loads CKPT_N into
CKPTJ) and generates a new CKPT_N, it generates an new
CKPT_R in the server side transmitter and transmits a SYN—

C_ACK containing the server side receiver’s CKPT_O the
server. The SYNC_ACK is successfully received at the client.
The client side receiver’ 5 CKPT_R is updated, the transmitter
is turned off and the retryr timer is killed. The client side
transmitter is ready to transmit a new data message.

There are numerous other scenarios that follow this flow.
For example, the SYNCwACK could be lost. The transmitter
would continue to re—send the SYNCAREQ until the receiver
synchronizes and responds.

The above-described procedures allow a client to be
authenticated at signaling server 3201 While maintaining the
ability of signaling server 3201 to quickly reject invalidpack-
eta, such as might be generated by hacker computer 3205. In
various embodiments, the signaling synchronizer is really a
derivative ofthe synchronizer. It provides the same protection
as the hopping protocol, and it does so for a large number of
low bandwidth connections.
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F. One-click Secure On-line Communications and
Secure Domain Name Service

The pie-sent invention provides a technique for establishing
a secure communication link between a first computer and a
second computer over a computer network. Preferably, auser
enables a secure comrnunicationlink using a single click of a
mouse, or a corresponding minimal input from another input
device, such as a keystroke entered on a keyboard or a click
entered through a trackball. Alternatively, the secure link is
automatically establishedas a default setting at boot-up ofthe
computer (i.c., no click). FIG. 33 shows a system block dia-
gram 3300 of a computer network in which the one-click
secure communication method of the present invention is
suitable. In FIG. 33, a computer terminal or client computer
3301, such as a personal computer (PC), is connected to a
computer network 3302, such as the Internet, through an ISP
3303. Alternatively, computer 3301 can be connectedto com-
puter network 3302 through an edge router. Computer 3301
includes an input device, such as a keyboard and/or mouse,
and a display device, such as a monitor. Computer 3301 can
communicate conventionally wiLh another computer 3304
connected to computer network 3302 over a communication
link 3305 using a browser 3306 that is installed and operates
on computer 3301 in a well—known manner.

Computer 33 04 canbe, for example, a server computer that
is used for conducting e-commercc. In the situation when
computer network 3302 is the Internet, computer 3304 typi-
cally will have a standard top-level domain name such as
.com, .nct, .org, .edu, .1110 or .gov.

FIG. 34 shows a flow diagram 3400 for installing and
establishing a “one—click” secure communication link over a
computernetwork according to the present invention. At step
3401, computer 3301 is connected to server computer 3304
over a non-VPN communication link 3305. Web brOWser

3306 displays a web page associated with server 3304 in a
well -known manner. According to one variation ofthe inven-
tion, the display ofcomputer 3301 contains a hyperlink, or an
icon representing a hyperlink, for selecting a virtual private
network (VPN) communication link (“go secure” hyperlink)
through computer network 3302 between terminal 3301 and
server 3304. Preferably, the “go secure” hyperlink is dis-
played as part ofthe web page downloaded from server com-
puter 3304, thereby indicating that the entity providing server
3304 also provides V'PN capability.

By displaying the “go secure" hyperlink, a user at com-
puter 3301 is informed that the current communication link
between computer 3301 and server computer 33 04 is a non-
secure, non-VPN communication link. At step 3402, it is

- determined whether a user ofcomputer 3301 has selected the
“go secure” hyperlink. If not, processing resumes using a
non-secure (conventional) communication method (not
shown). If, at step 3402, it is determined that the user has
selected the “go secure” hyperlink, flow continues to step
3403 where an object associated with the hyperlink deter—
mines whether a VPN communication software module has

already been installed on compo tcr 33 01 .Allernalively, auser
can enter a command into computer 3301 to “go secure.”

If, at step 3403, the object determines that the software
module has been installed, flow continues to step 3407. If, at
step 3403, the object determines that the sofiware module has
not been installed, flow continues to step 3404 where a non-
VPN communication link 3307 is launched between com-

puter 33 01 and a website 3308 over computer network 3302
in a well-known manner. Website 3308 is accessible by all
computer terminals connected to computer network 3302
through a non-VPN communication link. Once connected to
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website 3308, a sofiware module for establishing a secure
communication link over computer network 3302 can be
downloaded and installed Flow continues to step 3405
where, after computer 330:] connects to website 3303, the
software module for establishing a communication link is
downloaded and installed in a well-known manner on com-

puter terminal 3301 as software module 3309.At step 3405, a
user can optionally select parameters for the software mod-
ule, such as enabling a secure communication link mode of
communication for all communication links over computer
network 33 02. At step 3406, the communication link between
computer 3301 and website 3308 is then terminated in a
well-known manner.

By clicking on the “go secure” hyperlink, a user at com-
pulCr 3301 has enabled a secure communication mode of
communication between computer 3301 and server computer
3304.According to one variation of the invention, the user is
not required to do anything more than merely click the “go
secure" hyperlink. The user does not needle enter any user
identification information, passwords or encryption keys for
establishing a secure communication link. All procedures
required for establishing a secure communication link
between computer 3301 and server computer 3304 are per-
formed transparently to a user at computer 33 01.

At step 3407, a secure VPN communications mode of
operationhasbeen enabled and software module 3309 begins
to establish aVPN communication link. In one embodiment,
software module 3309 automatically replaces the top—level
domain name for server 3304 within browser 3406 with a

secure top-level domain name for server computer 3304. For
example, if the top-level domain name for server 3304 is
.com, software module 3309 replaces the .com top-level
domain name with a scorn top-level domainname, where the
“5” stands for secure. Alternatively, software module 3409
can replace the top-level domain name of server 3304 with
any other non—standard top—level domain name.

Because the secure top~level domain name is a non-stan-
dard domain name, a query to a standard domain name ser-
vice (DNS) will return a message indicating that the universal
resource locator (URL) is unknown. According to the inven-
tion, software module 3309 contains the URL for querying a
secure domain name service (SDNS) for obtaining the URL
for a secure top-level domain name. In this regard, software
module 33 09 accesses a secure portal 3310 that interfaces a
secure network 3311 to computer network 3302. Secure net-
work 3311 includes an internal router 3312, a secure domain
name service (SUN 8) 3313, a VPN gatekeeper 3314 and a
secure proxy 3315. The secure network can include other
network services, such as e—mail 3316, a plurality of chat-
rooms (of which only one chatroorn 3317 is shown), and a
standard domain name service (STD DNS) 3318. Of course,
secure network 33 11 can include otherresources and services
that are not shown in FIG. 33.

When software module 3309 replaces the standard Dop-
level domain name for server 3304 with the secure top-level
domain name, software module 3309 sends a query to SDNS
3313 at step 3408 through secure portal 331 0preferably usingr
an administrative VPN communication link 3319. In this

configuration, secure portal 3310 can only be accessed using
a VPN communication link. Preferably, such a VPN commu-
nication link canbe based ona technique ofinserting a source
and destination IP address pair into each data packet that is
selected according to a pseudo-random sequence; an IP
address hopping regime that pseudorandomly changes IP
addresses in packets transmitted between a client computer
and a secure target computer; periodically changing at least
one field in a series of data packets according to a known

}—_—___———
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sequence; an InternetProtocol (IP) address in a headerofeach
data packet that is compared to a table ofvalid IP addresses
maintained in a table in the second computer; and/or a com~
parison ofthe IP address in the header ofeach data packet to
a moving window of valid IP addresses, and rejecting data
packets having IP addresses that do not fall within Lhe moving
window. Other types of VPNs can alternatively be used.
Secure portal 3310 authenticates the query from software
module 3309 based on the particular information hopping
technique used for VPN communication link 3319.

SDNS 3313 contains a cross—reference database of secure

domain names and corresponding secure network addreSses.
That is, for each secure domain name, SDNS 3313 stores a
computer network address corresponding to the secure
domain name. An entity can register a secure domain name in
SDNS 3313 so that a user who desires a secure communica-

tion linkto the website of the entity can automatically obtain
the secure computer network address for the secure website.
Moreover, an entity can register several secure domain
names, with each respective secure domain name represent-
ing a different priority level ofaccess in a hierarchy ofaccess
levels to a secure website. For example, a securities trading
website can provide users secure access so that a denial of
service attack on the website will be inefiectual with respect
to users subscribing to the secure Website service. Different
levels of subscription can be arranged based on, for example,
an escalating fee, so that a user can select a desired level of
guarantee for connecting to [he secure socurities tradingweb-
site. When a uscrqueries SDNS 3313 for [he secure computer
network address for the securities trading website, SDNS
3313 determines the particular secure computer network
address based on the user’s identit'}r and the user’s subscrip-tion level.

At Stop 3409, SDNS 3313 accesses VPN gatekeeper 3314
for establishing aVPN communication link between software
module 3309 and secure server 3320. Server3320 can only be
acceSSed through a VPN communication link. VPN gate-
keeper 3314 provisions computer 330 l and secure web server
computer 3320, or a secure edge router for server computer
3320, thereby creating the VPN. Secure server computer
3320 canbc a separate server computer from server computer
3304, or can be the same server computer having both non—
VPN andVPN communication link capability, such as shown
by server computer 3322. Returning to FIG. 34, in step 3410,
SUNS 3313 returns a secure URL to software module 3309
for the .scom server address for a secure server 3320 corre-

sponding to server 3304.
Alternatively, SDNS 3313 can be accessed through secure

portal 3310 “in the clear”, that is, without using an adminis-
trative VPN communication link. In this situation, secure
portal 3310 preferably authenticates the query using any
Well-known technique, such as a cryptographic twhnique,
before allowing the query to proceedto SDNS 3319. Because
the initial communication link in this situation is not aVPN

communication link, the reply to the query can be “in the
clear.” The querying computer can use the clear reply for
establishing a VPN link to the desired domain name. Alter-
natively, the query to SDNS 3313 can be in the clear, and
SDNS 3313 and gatekeeper 3314 can operate to establish a
VPN communication link to the querying computer for send-
ing the reply.

At step 3411, software module 3309 accesses secure server
3320 through VPN communication link 3321 based on the
VPN resources allocated by VPN gatekeeper 3314. At step
3412, webbrowser 3306 displays a secure icon indicating that
the current communication link to server 3320 is a secure
VPN communication link. Further communication between
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computers 33 01 and 3320 occurs via the VPN, e.g., using a
“hopping” regime as discussed above. When VPN link 3321
is terminated at step 3413, flow continues to step 3414 where
software module 3309 automatically replaces the secure top-
level domain name with the corresponding non-secure top-
level domainname for server 3304. Browser 3306 accesses a
standard DNS 3325 for obtaining the non-secure URL for
server 3304. Browser 3306 then connects to server 3304 in a

well-mourn mariner. Al step 34151 browser 33 06 displays the
“go secure“ hyperlink or icon for selecting aVPN communi-
cation link between temiinal 3301 and server 3304. By again
displaying the “go secure” hyperlink, a user is informed that
the current communication link is a non-secure, non-VPN
communication link.

When software module 3309 is being installed orwhen the
user is oil-line, the user can optionally specify that all com-
munication links established over computer network 3302 are
secure communication links. Thus. anytime that a communi-
cation link is established, the link is a VPN link. Conse-
quently, sofiware module 3309 transparently accesses SDNS
3313 for obtaining the URL tor a selected secure website. In
other words, in one embodiment, the user need not “Click” on
the secure option each time secure communication is to be
effected.

Additionally, a user at computer 3301 can optionally select
a secure communication link through proxy computer 3315.
Accordingly, computer 3301 can establish a VPN communi-
cation link 3323 with secure server computer 3320 through
pron},r computer 3315. Alternatively, computer 3301 can
establish a non—VPN communication link 3324 to a non—
secure website, such as non-secure server computer 3304.

FIG. 35 shows a flow diagram 3500 for registering a secure
domain name according to the present invention. At step
3501, aroqueslcr accesses website 3308 andlogs into a secure
domain name registry service that is available through web-
site 3308. At step 3502, the requester completes an onljne
registration form forregistering a secure domain name having
a top-level domainname, such as .com, .net, .org, .edu, .mi] or
.gov. Ofcourse, other secure top -level domain names can also
be used. Preferably, the requestor must have previously reg-
istered a non-secure domain name corresponding to the
equivalent secure domain name that is being requested. For
example, a requester attempting to register secure domain
name “websitescom” musl have previously registered the
corresponding non-secure domain name ‘hwebsitecom”.

At step 3503, the secure domain name registry service at
website 3308 queries 3 non-secure domain name server data-
base, such as standard DNS 3322, using, forexample, a whois
query, for determining ownership information relating to the
non-secure domain name corresponding to the requested
secure domain name. At step 3504, the secure domain name
registry service at website 3308 receives a reply from stan-
dard DNS 3322 andat step 3505 determines whether there is
conflicting ownership information for the corresponding non-
securc domain name. If there is no conflicting ownership
information, flow continues to step 3507, otherwise flow con-
tinues to step 3506 where the requester is informed of the
conflicting ownership information. Flow returns to step 3502.

When there is no conflicting ownership information at step
3505, the secure domain name registry service (website 3308)
informs the requestor that there is no conflicting ownership
information and prompts the requester to verify the informa-
tion entered into the online form and select an approved form
of payment. Alter confirmation of the entered information
and appropriate payment information, flow continues to step
3508 where lhc newly registered secure domain name sent to
SDNS 3313 over communication link 3326.
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If, at step 3505, the requested secure domain name does not
have a corresponding equivalent non-secure domain name,
the present invention infon'ns the requester of the situation
and prompts the requester for acquiring the corresponding
equivalent non-secure domain name for an increased fee. By
accepting the offer, the present invention automatically reg-
isters the corresponding equivalent non-secure domain name
with standard DNS 3325 in a well-known manner. Flow then

continues to step 3508.

G. Tunneling Secure Address Hopping Protocol
Through Existing Protocol Using Web Proxy

The present invention also provides a technique for imple-
menting the field hopping schemes described above in an
application program on the client side of a firewall between
two computer networks, and in the network stack on the
server side of the firewall. The present invention uses a new
secure connectionless protocol that provides good denial of
service rejection capabilities by layering the new protocol on
top ofan existing IP protocol, such as the ICM'P, UDP or TCP
protocols. Thus, this aspect of the present invention does not
require changes in the lntemet inlrastructure.

According to the invention, communications are protected
by a client-side proxy application program that accepts unen-
crypted, unprotected communication packets from a local
browser application. The client-side proxy application pro-
gram tunnels the unencrypted, unprotected communication
packets through a new protocol, thereby protecting the com—
munications from a denial of service at the server side. Of

course, the unencrypted, unprotected communicationpackets
can be encrypted prior to tunneling.

The client-side proxy application program is not an oper-
ating system extension and does not involve any modifica—
tions to the operating system network stack and drivers. Con-
sequently, the client is easier to install, remove and support in
comparison to nV'PN. Moreover, the client-side proxy appli-
cation can be allowed through a corporate firewall using a
much smaller “hole” in the firewall and is less of a security
risk in comparison to allowing a protocol layer VPN through
a corporate firewall.

The server-side implementation of the present invention
authenticates valid field-hopped packets as valid or invalid
very early in the server packet processing, similar to a stan-
dard virtual private network, for greatly minimizing the
impact of‘a denial ofservice attempt in comparison to normal
TCPIIP and HTTP communications, thereby protecting the
server from invalid communications.

FIG. 36 shows a system block diagram of a computer
network3600 in which a virtual private connection according
to the present invention can be configured to more easily
traverse a firewall between two computer networks. FIG. 3'7
shows :1 Flow diagram 3700 for establishing a virtual private
connection that is encapsulated using an existing network
protocol.

In FIG. 3 6 a local area network (I ,AN] 3601 is connected to
another computer network 3602, such as the Internet, through
a firewall arrangement 3603. Firewall arrangement operates
in a well-known mamrer to interface LAN 3601 to computer
network 3602 and to protect LAN 3601 from attacks initiated
outside of LAN 3601.

A. client computer 3604 is connected to LAN 3601 in a
well -knuwn manner. Client computer 3604 includes an oper-
ating system 3605 and a web browser 3606. Operating system
3605 provides kernel mode functions for operating client
computer 3604. Browser 3606 is an application program for
accessing computer network resources connected to LAN
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3601 and computer network 3602 in a well-known manner.
According to the present invention, a proxy application 3607
is also stored on client computer 3604 and operates at an
application layer in coniunction with browser 3606. Proxy
application 3607 operates at the application layer within cli—
ent computer 3604 and when enabled, modifies unprotected,
uncncrypted message packets generated by browser 3606 by
inserting data into the message packets that are used for
forming a virtual private connectionhetwecn client computer
3604 and a server computer connected to LAN 3 601 or com-
puter network 3602. According to the invention, a virtual
private connection does not provide the same level ofseeurity
to the client computer as a virtual private network. A virtual
private connection can be conveniently authenticated so that,
for example, a denial ofserviec attackcanbc rapidly rejected,
thereby providing difl‘erent levels ol‘service that can be sub-
scribed to by a user.

Proxy application 3607 is conveniently installed and unin-
stalled by a user because proxy application 3607 operates at
the application layer within client computer 3604. On instal-
lation, proxy application 3607 preferably configures browser
3606 to use proxy application for all web communications.
That is, the payload portion ofall message packets is modified
with the data for forming a virtual private connection between
client computer 3604 and a server computer. Preferably, the
data for forming the virtual private connection contains field-
hopping data, such as described above in connection with
VPNs. Also, the modified message packets preferably con-
form to the UDP protocol. Alternatively, the modified mes-
sage packets can confomi to the TCP/IP protocol or the ICMP
protocol. Alternatively, proxy application 3606 can be
selected and enabled through, for example, an option pro-
vided by browser 3606. Additionally, proxy application 3607
can be enabled so that only the payload portion of specially
designated message packets is modified with the data for
forming a virtual private connection between client computer
3604 and a designated host computer. Specially designated
message packets can be, for example, selected predetermined
domain names.

Referring to FIG. 37, at step 3701, unprotected and unen—
erypted message packets are generated by browser 3606. At
step 3702, proxy application 3607 modifies the payload por-
tion ol'all message packets by tunneling the data for forming
a virtual private connection between Client computer 3604
and a destination server computer into the payload portion. At
step, 3703, the modified messagepackets are sent from client
computer 3604 to, for example, website (server computer)
3608 over computer network 3602.

Website 3608 includes aVE’N guardportion 3609, a server
proxy portion 3610 and a web server portion 3611. VPN
guard portion 3609 is embedded wi thin the kernel layer ofthe
operating system of website 3608 so that large bandwidth
attacks on website 3608 are rapidly rejected. When client
computer 3604 initiates an authenticated connection to web-
site 3608, VPN guard portion 3609 is keyed with the hopping
sequence contained in the message packets from client com-
puter 3604, thereby performing a strong authentication ofthe
client packet streams entering website 3608 at step 3704.
VPN guard portion 3609 can be configured for providing
different levels of authentication and, hence, quality of ser~
vice, depending upon a subscribed level of service. That is.
VPN guard portion 3609 can be configured to let all message
packets through until a denial of service attack is detected, in
which case VPN guard portion 3609 would allow only client
packet streams conforming to a keyed hopping sequence,
such as- that of the present invention.
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Server proxy portion 361 0 also operates at the kernel layer
wilhin website 3608 and catches incoming message packets
from client computer 3604 at the VPN level. At step 3705,
server proxy portion 361 ll authenticates the message packets
at the kernel level within host computer 3604 using the dos—
tination IP address, UDP ports and. discriminator fields. The
authenticated message packets are then forwarded to the
authenticated message packets to web server portion 3 61 1 as
normal TCP web transactions.

At step 3705, web serverportion 3611 rcsponds to message
packets received from client computer 3604 in accordance
with the particular nature ofthe message packets by generat-
ing reply message packets. For example, when a client com-
puter requests a webpage, web server portion 3611 generates
message packets corresponding to the requested webpage. At
step 3706, the reply message packets pass through server
proxy portion 3610, which inserts data into the payload por—
tion of the message packets that are used for lbnnjng the
virtual private connection between host computer 3608 and
client computer 3604 over computer network 3602. Prefer)
ably, the data for forming the virtual private connection is
contains field-hopping data, such as described above in con-
nection withVPNs. Server proxyportion 3610 operates at the
kernel layer wifliin host computer 3608 to insert the virtual
private connection data into the payload portion of the reply
message packets. Preferably, the modified message packets
sent by host computer 3608 to client computer 3604 conform
to the UDP protocol. Alternatively, the modified message
packets can conform to the TCP/IP protocol or the ICNEP
protocol.

At step 3707, the modified packets are sent from host
computer 3608 over computer network 3602 and pass
through firewall 3603. Once through firewall 3603, the modi-
fied packets are directed to client computer 3604 over LAN
3601 and are received at step 3708 by proxy application3607
at the application layer within client computer 3604. Proxy
application 3601»r operates to rapidly evaluate the modified
message packets for determining whether the received pack-
ets should be accepted or dropped. If the virtual private con—
nection data inserted into the received information packets
conformsto expectedvirtual private connection data, then the
received packets are accepted. Otherwise, the received packs
ets are dropped.

While the present invention has been described in connec—
tion with the illustrated embodiments, it will be appreciated
and understood that modifications may be made without
departing from the true spirit and scope of the invention.

“That is claimed is:

1. A system for providing a domain name service for estab—
lishing a secure communication link, the system comprising:

a domain name service system configured to be connected
to a communication network, to store a plurality of
domain names and corresponding network addresses, to
receive a query for a network address, and to comprise
an indication that the domain name service system sup-
ports establishing a secure communication link.

2. The system of claim 1, wherein at least one of the
plurality of domain names comprises a top-level domainname.

3. The system of claim 2, wherein the top-level domain
name is a non-standard top-level domain name.

4. The system of claim 3, wherein the non-standard top-
level domain name is one of .scom, .sorg, .snet, .sgov, .sedu,
.smil and slot.

5. The system ofclaim 2, wherein the domainname service
system is configured to authenticate the query using a cryp-
tographic technique.
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6. The system of claim 1, wherein the communication
network includes the Internet.

7. The system ofclaim 1, wherein the domain name service
system comprises an edge router.

8. The system ofclaim 1, wherein the domain name service
system is connectable to a virtual private network through the
communication network.

9. The system of claim 8, wherein the virtual private net-
work is one ofa plurality ofsecure communication links in a
hierarchy of secure communication links.

.1 0, The system of claim 8, wherein the virtual private
network is based on inserting into each data packet commu-
nicated over a secure communication link one or more data

values that vary according to a pseudo-random sequence.
11. The system of claim 8, wherein the virtual private

network is based on a network address hopping regime that i s
used to pseudorandomly change network addresses in pack-
ets transmitted between a first device and a second device.

12. The system of claim 8, wherein the virtual private
network is based on comparing a value in each data packet
transmitted. between a first device and a second device to a

moving window of valid values.
13. The system of claim 8, wherein the virtual private

network is based on a comparison of a discriminator field in a
header of each data packet to a table of valid discriminator
fields maintained for a first device.

14. The system of claim 1, wherein the domain name
service system is configured to respond to the query for the
network address.

15. 'lhe system of claim 1, wherein the domain name
service system is configured to provide, in response to the
query, the network address corresponding to a domain name
from the plurality of domain names and the corresponding
network addresses.

16. The system oi" claim 1, wherein the domain name
service systcm is configured to receive the query initiated
from a first location, the query requesting the network address
associated with a domain name, wherein the domain name
service system is configured to provide the network address
associated with a second location, and wherein the domain
name service system is configured to support establishing a
secure communication link between the first location and the
second location.

17. The system of claim 1, wherein the domain name
service system is connected to a communication network,
stores a plurality of domain names and corresponding net-
work addresses, and comprises an indication that the domain
name service system supports establishing a secure commu—
nication link.

18. The system of claim 1, wherein at least one of the
plurality of domain names is reserved for secure communi-
cation links.

19. The system of claim 1, wherein the domain name
service system comprises a server.

20. The system of claim 19, wherein 1he domain name
service system further comprises a domain name database,
and wherein the domain name database stores the plurality of
domain names and the corresponding network addresses.

21. The system of claim 1, wherein the domain name
service system comprises a server, wherein the server com-
prises a domain name database, and wherein the domain
name database stores the plurality of domain names and the
corresponding network addresses.

22. The system of claim 1, wherein the domain name
service system is configured to store the corresponding net-
work addresses foruse in establishing secure communication
links.
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23. The system of claim 1, wherein the domain name
service system is configured to authenticate the query for the
network address.

24. The system of claim 1, wherein at least one of the
plurality of domain names comprises an indication that the
domain name service system supports establishing a secure
communication link.

25. The system of claim 1, wherein at least one of the
plurality of domain names comprises a secure name.

26. The system of claim 1, wherein at least one of the
plurality of domain names enables establishment of a securecommunication link.

27. The system of claim 1, wherein the domain name
serVice system is configured to enable establishment of a
secure communication link between a first location and a

second location transparently to a user at the first location.
28. The system of claim 1, wherein the secure communi-

cation link uses encryption.
29. The system of claim 1, wherein the secure communi-

cation link is capable of supporting a plurality of services.
30. The system of claim 29, wherein the plurality of ser—

vices comprises a plurality of communication protocols, a
plurality of application programs, multiple sessions, or a
combination thereof.

31. The system ofclairn 30, wherein the plurality ofuppli-
cation programs comprises items selected from a group con-
sisting of the following: video conferencing, c~mail, a word
processing program, and telephony.

32. 'lhe system of claim 29, wherein the plurality of ser-
vices comprises audio, video, or a combination thereof.

33. The system of claim 1, wherein the domain name
service system is configured to enable establishment of a
secure communication link between a first location and a
second location.

34. The system of claim 33, wherein the query is initiated
fromthe first location, wherein the second location comprises
a computer, and wherein the network address is an address
associated with the computer.

35. The system of claim 1, wherein the domain name
service system comprises a domain name database connected
to a communicationnetwwk and storing a plurality ofdomain
names and corresponding network addresses for communi-
cation,

wherein the domain name database is configured so as to
provide a network address corresponding to a domain
name inresponse to a query in order to establish a secure
communication link.

36. A machine-readable medium comprising instructions
executable in a domain name service system, the instructions
comprising code for:

connecting the domain name service system to a commu-
nication network;

storing a plurality of domain names and corresponding
network addresses;

receiving a query for a network address; and
supporting an indication that the domain name service

system supports establishing a secure communication
link.

37. The machine-readable medium of claim 36, wherein
the instructions comprise code for storing the plurality of
domain names and corresponding network addresses includ-
ing at least one top-level domain name.

38. The machine-readable medium of claim 36, wherein
the instructions comprise code forresponding to the query for
the network address.

39. The machine-readable medium of claim 36, wherein
the instructions comprise code for providing, in response to
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the query, the network address corresponding to a domain
name from the plurality ofdomain names and the correspond—
ing network addresses.

40. The machine-readable medium of claim 36, wherein
the instructions comprise code for receiving the query for a
network address associated with a domain name and initiated

from a first location, and providing a network address asso-
ciated with a second location, and establishing a secure com-
munication link between the first location and the second
location.

41. The machine-readable medium of claim 36, wherein
the instructions comprise code for indicating that the domain
name service system supports the establishment of a secure
communication link.

42. The machine-readable medium of claim 36, wherein
the instructions comprise code forreserving at least one ofthe
plurality of domain names for secure communication links.

43. The machine-readable medium of claim 36, wherein
the code resides on a server.

44. The machine-readable medium of claim 36, wherein
the instructions comprise code for storing a plurality of
domain names and corresponding network addresses so as to
define a domain name database.

45. The machine-readable medium of claim 36, wherein
the code resides on a server, and the instructions comprise
code for creating a domain name database configured to store
the plurality ofdomain names and the corresponding network
addresses.

46. The machine-readable medium of claim 36, wherein
the instructions comprise codc for storing the corresponding
network addresses for use in establishing secure communi—
cation links.

47. The machine-readable medium of claim 36, wherein
the instructions comprise code for authenticating the query
for the network address.

48. The machine-readable medium ofClaim 3 6, wherein at
least one of the plurality of domain names includes an indi-
cation that thc domain name service system supports the
establishment of a secure communication link.

49. The machine-readable medium of claim 3 6, wherein at
least one of the plurality of domain names includes a securename.

50. The machine-readable medium ofclaim 36, wherein at
least one of the plurality ofdomain names is configured so as
to enable establishment of a secure communication link.

51. The machine-readable medium of claim 36, wherein
the domain name service system is configured to enable
establishment ofa secure communication link between a first

location and a second location transparently to a user at the
first location.

52. The machine—readable medium of claim 36, wherein
the secure communication link uses encryption.

53. The machine-readable medium of claim 36, wherein
the secure communication link is capable of supporting a

plurality of services.
54. The machine-readable medium of claim 53, wherein

the plurality of services comprises a plurality ofcommunica-
tion protocols, a plurality of application programs, multiple
sessions, or a combination thereof.

55. The machine-readable medimn of claim 54, wherein
the plurality of application programs comprises items
selected from a group consisting oi" the following:
video conferencing, e—mail, a word processing program, and
telephony.

56. The machine~rcadable medium of claim 53, wherein
the plurality of services comprises audio, video, ora combi-
nation thereof.
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59 60

5'7. The machine-readable medium of claim 36, wherein name is response to the query in order to establish a
the domain name service system is configured to enable secure communication link.

establishment ofa secure communication link between a first 541 A method of providing a domain name service for
location 311d a second location. establishing a secure communication link, the method com-

5& The machine-readable medium of claim 57, wherein 5 prising:
the instructions include code for receiving a query initiated
from the first location, wherein the second location comprises
a computer, and wherein the network address is an address
associated with the computer.

591 The machine-readable medium of claim 36, wherein to

connecting a domain name service system to a contmuni—
cation network, the domain name service system com-
prising an indication that the domain name service sys~
tem supports establishing a secure communication link;

the domain name service system comprises a domain name storing, a plurality 01 down] names and corresponding
database connected to a communication network and storing network addresses; and _
a plurality of domain names and corresponding network receivmg a 511131? for a network address for communica-
addresses for communication, U011-

wherein the domain name database is configured so as to 15
pmvide a network address corresponding to a domain * =k * a: *
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—ESTKBHSHMENTTIFTSECURE proxy schemes are vulnerable to traffic analys1s methods of
COMIVIUNICATION LINK BASED ON A determining identities of transmitters and receivers. Another

DOMAIN NAME SERVICE (DNS) REQUEST important limitation ofproxy servers is that the server knows
the identities of both calling and called parties. In many

CROSS-REFERENCE TO RELATED 5 instances, an originating terminal, such as terminal A, would
APPLICATIONS prefer to keep its identity concealed fiom the proxy, for
 

example, ifthe proxy server is provided by an Internet service

This application1s a divisional application of 09/504783 provider (ISP). 
Dec. 31, 2002, which claims priority from and1s acontinua- 10 employs a proxyserver that transmits and receives fixed

tion-in-part of previously filed U. S application Ser No. lengthmessnges, ineludingdummymcssages.'Multipleorigi- 
The subject matter of the ’643 application, which15 bodily multiple target servers Itrs difficult to tell which of the
incorporated herein, derives from provisional U. S. applica- originating terminals are communicating to which ofthe con- 
(filed Iim 7,1999). . eavesdroppers’ efforts to detect communicating pairs by ana-

lyzing traffic. A drawback1s that there1s a risk that themix
 

is to spread the trust among multiple mixes If one mix is
compromised, the identities of the originating and target ter-
m1nals may rcmam concealed. This strategy requ1res a num-

the Central Intelligence Agency The Government has certain ber ofalternative mixes so that the intermediate servers inter-

 

 
 rights1n the invention. posed between the originating and target terminals are not

determinable except by compromising more than one mix.
BACKGROUND OF THE INVENTION 25 The strategy wraps the message with multiple layers of

encrypted addresses. The first mix in a sequence can decrypt
A tremendous variety ofmethods have been proposed and only the outer layer of the message to reveal the next desti-

implemented to provide security and anonymity for commu- nation mix in sequence The second mix can decrypt the
nications over the Internet. The variety stems, inpart, from the messagemammmgflfimr—
different needs of different Internet users. A basic heuristic 30 receives the message and optionally: a multi-layer encrypted

framework to a1d m discussmg these different security tech- payload containing return information to send data back1n

 

 

   

terminal 100 and a destination terminal 110 are in coinmuni- is to colludeamongmixes If the packetsareall fixed-length
cation over the Internet It15 desired for the commtmications and intermixed withdummy packets, there15 no way to do 
 

terminal I00may transmit secret informationto termiiial 110 SIlll_anQ_thfir anohymity technique, called Hcrowds, pro-
 

over the Internet 107. Also, it may be desired to preventan tects the 111511111}; of the originating termina-J frnm the inter-
  

a user and terminal 110 hosts a web site, terminal 100’ s user 40 are interposed between originating and target terminals Each
WWW proxy through wlfich themessageis sent is randomly chosen

 

 
 

issue, for example, for companies that want to keep their message either to another randomlychosen proxy in the 
market research mterests private and thus would prefer to “crowd” or to the destinat1on Thus, even crowd members
prevent outsiders from kIIOWIHrWhICh—WBITSfies—oroflmmtfietermine ifa preceding proxy is the originator ofthe
Internet resources they are “visiting.” These two security message or ifit was simply passed from another proxy
issues may be called data security and anonymity, l"351360' ZKS (Zero-Knowledge Systems) Anonymous IP Protocol
trvely. allows users to select up to any ofIive different pseudonyms,

Data securitv is usuallv tackled using some form of data whfledesktensofmarejmmprmngeingmifieandmapsjt—
encryption. An encryption key 48 is known at both the origi- 50 in User Datagram Protocol GJDP) packets. The first server in

mating and terminating terminals 100 and 110. The keys may a 2+-hop system gets the UDPpackets, strips offone layer of

  

 

 

 

nals 100 ahd 110, respectively or they may be symmetrical server, which strips off yet another layer of encryption and
keys (the same keyis used by both partiesto encrypt and adds anew one The user rs permitted to control the number of 

. {thu- .. . . . , , . . . . ._ . ‘
  

 

 
administratororISP onlysees the encrypted traiiie Proxy 50 F1rewalls attempt to protect LANs from unauthorized
servers prevent destmation servers from determrnmg the access andhostile exploitanon or damage tocomputers con-

 

 
intermediate server interposedbetween client and destination all access to the LAN must pass. Firewalls are cehtralized 
server. The destination server sees only the Internet Protocol systems that require administrative overhead to maintain.
(I?) address ofthe proxy server and not the originating client. 65 Theym be Why virtual-machine applications
The target server only sees the address of the outside proxy. (“applets”). They instill a false sense of security that leads to
This scheme relies on a trusted outside proxy server. Also, security breaches for example by users sending sensitive
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4 
information to sewers outside the firewall or encouraging use
ofmodems to sidestep the firewall security. Firewalls are not

using a sesSion key. The sessmnkey is not available to any of
the intervening TARP routers. The session key is used to 

useful for distributed systems such as business travelers,
extranets, small teams, etc.

decrypt the payloads ofthe TARP packets permitting the data
stream to be reconstructed. 

SUMMARY OF THE INVENTION
Communication may be made private using linkand—ses-

sion keys, which in turn may be shared and used according to  qlll'l' [dulhlflhl‘dlibl‘lifll—L“I!“ ll [aIlll'llll'fl'llll'flll‘dfl‘d'b‘lulfl'lll -
  
 

A secure mechanism for communicating over the internet, 
 

tion to regular 1P routers Each TARP router has one or more
IP addresses and uses normal IP protocol to send IP packet
messages (“packets” or “datagrams”). The IP packets
exchanged between TARP terminals via TARP routers are
actually encrypted packets whose true destination address is
concealed except to TARP routers and servers. The normal or
“clear” or “outstde” IP header attached to TARP IP packets
contains only the address of a next hop router or destination
server. That is, instead 01“indicating a final destination in the
destination field of the IP header, the TARP packet’s IP

15

20

 
 

metric keys may be used.  

   
terms“networklayer,” “data link layer,” “application layer,”
etc. usedin this specification correspond to the Open Systems
Interconnection (0S1) network terminology.) The payloads
of these packets are assembled into a block and chain-block
encrypted using the session key. This assumes, ofcourse, that
all the IP packets are destined for the same TARP terminal.
The block is then interleaved and the interleaved encrypted
block is broken into a series ofpayloads, one for each TARP
packet to be generated. Special TARP headers lPT are then
added to each payload using the IP headers from the data 

header always pomts to a next-hop in a series of'IARP router

hops,or to the final destination. This means there is no overt
streampackets. The TARP headers can be identical to normal
 

IP headers or customizedin someway. They should contain a
 

 
needed to decrypt the outer layer of encryption of a TARP
packet a receivingTARP or routing terminal may identify the
transmitting terminal by the sender/receiver IPnumbers inthe
cleartext IP header.

Once the outer layer of encryption is removed, the TARP

router determines the final destination Each TARP packet

35

40

 

may be used. Preferably, as in chain block encryption,a
methodshouldhemsedlhatmakesnmamhorizeddxb
difi'lcult without an entire result of the encryption process.
may sepmating the encgzpted block among multiple
packets and making it difficult for an interloper to obtain
access to all of such packets. the contents ofthe communica- 

  
    

among a number oigeographically disparate routers before

ferent for each packet composing a given message because 
iscalled agile routing. The fact that different packets take  
differemmutesprevidesdistmaadvaatageebyanaadagdt—mcatmgendpofifis

difficult for an”interloper to obtain all thepackets formingan 50

 
this purpose; a feature thatensuresthat anymessage is broken

..| "11 1.1

tions are provided an extra layer of security.

Decoy or dummy data can be added to a stream to help foil
a team ysis syr-ucing ilepea - 0-average sey r -

It may be desirable to provide the TARP process with an

  

erate more decoy data during low traffic periods so that com-

eornmunieation bursts at another point to reveal the commu- 

Dummy data also helps tobreak the data into a larger

 
—intomulti-plepackets.

The IP address ofa TARP router can be changed, afeature
  
 

  
is also defined. This address, called theTARP address,15
known only to TARP routers and terminals and may be cor-

60
then interleavedinto a number of separate packets. consid-
ering the agile IP routing of the packets, and the attendant 

related at any time by a TARP router or a TARP terminal using
a Lookup Table (LUT). When a TARP router or terminal

difiiculty of reconstructing an entire sequence ol'packets to
form a single block-encrypted message element, decoy pack- 

changes its IP address, it updates the other TARP routers and
terminals which in turn update their respective LUTs. 65

ets can Significantly increase the difliculty of reconstructing
an entire data stream. 

'Hie message payload7s Hidden behind an inner layer of
encryption in the TARP packet that can only be unlocked

The above scheme may be implemented entirely by pro-
cesses operating between the data link layer and the network 
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layer of each server or terminal participating in the TARP erably not reused between any two nodes during any given
system. Because the encryption system described above is end-to-end session, though limited IP block sizes or lengthy

flmWWTflW—W' ne r ayers, The pro- SESSions mightT—tequirei.

 
 

 
 

 
may be completely transparent to processes at the IP (net- 5 part application include (1) a load balancer that distributes
work) layer and above The TARP processes may also be packets across different transmission paths according to
 

completely transparent to the data link layer processes as
domain nameinquir1;_(3) a large-to-small link bandwidth

TARPstack This providesadditional security to allprocesses 10 management feature that preventsdenialofservice attacks at
at or above the network layer, since the difliculty ofunautho- system chokepomts; (4) a traffic limiter that regulates incom-. 1 1 1. . . 1 1. 1 . I

rizethration 0f the network layer Lby, for examplc,a synchronized with a receiver; and (5) a signaling synchro-
hacker) is WWWW nizer that allows a large number of nodes to communicate

15 with a central node by partitioning the commumcation func-
tion between two separate entities

   

   
 

 
  

  

 
the session layer vulnerableto attack Note thatinthis archi-
tecture security is distributed. Thatis notebook computers

WWW—WWWDRAWINGS

 
 

 
can be done at regular intervals, at random intervals, or upon Internet according ‘0 a prior art embodiment .
detection of “attacksn The variation of IP addresses hinders FIG. 2is an illustration ofsecure communications over the 

  

 

traffic analysis that might reveal which computers are com-
25 IP paeket according toanembodiment of the invention.

FIG. 3bis an illustration ofa process of forming a tunneled
IP packet according to another embodiment oftheinvention.

FIG. 4 mmflustrattonmianflSLlayenhcafloncipm—
cesses that may be used to implement the invention.

FIG. 5 is a flow chart illustrating a process for routing a
tunneledpacket according to an embodiment ofthe invention.

FIG. 6 is a flow chart illustrating a process for forming a
tunneled packet according to an embodiment ofthe invention.

, FIG. 7 is a flow chart illustrating a process for receiving a
‘ 35 In ie 6: pac e according toanembodiment ofthe invention

somemanner ...... FigsshewsheW—amfimefiflbhshfirafld—
Decoy packets may be generated by each TARP terminal synchronized between a client and a TARP router.

m.Forexample,the FIG 9—shows an IP address hopping scheme between a
ofamcketomarandom ‘ - --' " _. '.-
Alternatively, the algorithm may be responsive to time ofday FIG 10 shows h sical link undan

or detection of low trafiic to gcnerate-more decoy packets net Service. Providers (ISPs) and aclient computer—dui:ing_low_traflimtimes._Note4..
generatedin groups rather than one by one.thegroupssbeing
sized to simulate real messages. In addition, so that decoy 45 shows the use of a discriminator field to camouflage true
packets may be inserted in normal TARP message streams, packet recipients
the background loop may have a latch that makes it more FIG 12A shows a system that employs hopped hardware
likely to insert decoypackets when a message stream is being addresses, hoppefijp addressesmdhoppedaiiscnmmator—
received. Alternatively, if a large number of decoy packets is fields

received along with regularTKRPpackets, the algoriThmmay 50 FIG 12B shows several different approaches for hopping
—increasethe1atemf—droppiugbfiiecoypacketsaatherfimn hardware addresses, IP addresses, and discriminator fields in

forwarding them. The result of dropping and generating combination.

 
 

 
tional to the rate atwhichthe IP address of the hostis chang-
ing.

As mentioned, IP addresses may be changed in response to

 
 

 
 

some way Upondetection of anattack, the TARP layer pro-

cess may respondtothisevent by changingits IP address. In 
 

 
 
 

 

  
 
 
 

 

 
 
 
 

 
 
 

 
 decoy packets in this way is to make the apparent incoming FIG. 13 shows a technique for automatically re-establish-

message Size different from the apparent outgomg message mg synchronization between sender and receiver through the

—StZ€fehelp~foii—trafi=icfirm}ysrs. 55 use—of a partially pub‘lic sync value.
 

version ofthe system may be constructedin which a plurality chronization between a sender and recipient.
 

 
of IP addresses are prea551gned toeach pair of communicat- FIG. 15 ShOWS further details Of the checkpoint scheme of

and receivin suc that an eav s s 5 ar ntl a lurali ofSe ents forcom arisonwi

continuously random IP address pairs (source and destina- FIG. 17 shows a storage array for a receiver’s active

tion)-for packets transmitted between the pair. Overlapping or addresses 
the same subnet sinceeach node merely verifies that a par- 65 sync request
 

ticular packet includes a valid source/destination pair fiom FIG 19 shows the receiver’s storage array afier new
the agreed-upon algorithm. Source/destinationpairs are pref- addresses have been generated.
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FTG. 20 shows a system employing distributed transmis— clear IPhcader. Each TARP router, upon receivmg a TARP
SiOIl paths. message, determines if the message is a TARP message by

FIG 21 shows a plurality 0f link transmission tables that using authentication data in the TARP packet. This could be
can be used to route packets 111 the system OfFIG 20- recorded in available bytes in the TARP packet’s IP header.

FIG- 22A shows a flowchart for adjusting weight “111-16 5 Alternatively, TARP packets could be authenticated by
distributions associated with a plurality oftransmission links. attempnngiodecmptnsingihejnngkeyimidnetennimng—

FIG. 22B shows a flowchart for setting a weight value to if the results arc as expected. The former may have compu-
zero if a transmitter turns Off- . tational advantages because it does not involve a decryption

FIG. 23 shows a system employing distributed transmis- process
sion paths with adjusted weight value distributions for each 10
path.

—Elfi.lishowsane2mmplensingjhesystcmn£flw

 

 

Once the outer layer ofdecryption is completed by a TARP
router 122-127, the TARP router determines the final desti-

. . nation. The s stem is referabl desi ed to cause each

_ FIG. 25 shows a conventional domain-name look-up ser- TARP packet 3,40 to undergo a minimurginnumber ofhops to
Vlce‘ , hclp foil trafic analysis, The time to live countcr in the 1P

MW15 header ofthe TARP message may be used to indicate a num-
w1th transparent VPN creation. ber of TARP router hops yet to be completed. Each TARP

FIG 27 shows st:ps that can be carried out to implement router then would decrement the counter and determine from
i V 7 ' 7 A 7 7 7 7 that whether it should forward the TARP packet 140 to

another TARP router 122-127 or to the destination TARP
terminal 110. If the time to live counter is zero or below zero

afier decreinenting, for an example ofusage, the TARP router
receiving the TARP packet 140 may forward the TARP packet

counter is above zero afier decrementing, for an example of

usage, the TARP router receiving the TARP packet 140 may

 

 

 

 
FIG. 28 shows a system includinga link guard function that

prevents packet overloading on a low-bandwidth link LOW 20
BW.

FIG. 29 shows one embodiment ofa system employing the
principles of FIG. 28.

FIG. 30 shows a system that regulates packet transmisston
rates by throttling the rate at which synchronizations are 25
performed.

FIG. 31 shows a signaling server 3101 and a transport
server 3102 used to establish a VPN with a client computer.

FIG. 32 shows message flows relating to synchronization
protocols of FIG. 31.

 

 

 
the ciirrent TARP terminal chooses at random. As a result,

each TARP packet-.140 isrouted throughsome minimum
 

 
  

DETAILED DESCRIPTION OF THE INVENTION Thus, each TARP packet, irrespective of the traditional

factors determining trafficin the Internet, makes random trips
 

 
Referring to FIG 2, a secure mechanism for communicat- reaching its destination and each trip is highly likely to be

servers, calledTARP routers 12:242.,that aresimilarto regu- different for each packet composing a givenmessage because
lar IP routers 128-132 in that each has one or more lP each mp 15 Independently randomly determinedas described, . r _ _ above. This feature is called agile routing. For reasons that

will become clear shortly, the fact that difierent packets take

different routes provides distinct advantages by making it

 

 

 

 

 
 

 
 
 

 

 

entire multi-packet message. Agile routingis combinedwith

another feature that furthers this purpose,a feature that

 

packet However, instead of indicating a final destinationin

the destination fieldofthe iH’header the TARP packet’ s m
 
 

router hopsS or the final destination, TARP terminal 110 used by the TARP routercoincides with the TPaddressin the
Because the header of the TARP packet contains only the TARP packet5 IP header IPc- The IP address Of a TAR-P
nethop destination, there is no overt indication Irom an ‘ ' « '
intercepted TARP packet of the true destination ofthe TARP age attacks, each TARP router, independently 01' Hildel’ direc-
packet 140 since the destination could always be the next-hop 50 t101'1 from another TARP termrnal 01’ router, may change1t5 1P
1m router as well as the final destination, TARP terminal addressA separate, unchangeable idenfifier or address is also
110 defined. This address, called the TARP address, is known only

Each TARP packet’s true destination is concealed behind to TARP routers 311d terminals and may be correlated at any

an outerlayer ofencryptiongenerated usinga link key 146. time .by a TARP router 01’ a TAR-P terminal usmg a Lookup

  
 

  
  

 

    

communication between the erid points (TARPterminalsor V address 1t updates the Other TARP routers and terminals
TARProuters) ofasingle linkin the chain ofhopsconnecting which111 tum update their feSPeCti‘le LUTS In reality, when-  
 

m ”ach TA RP 122_W encryptedheader. it must convert a TARP address to a real IP
146 it uses to communicate with the previous hop in a chain, 60 address using its LUT

can use til—link ke—yto reveal’the true destinamfa TARP WindeeveryTARP routerreceiving aTPRP packet‘hasthe

    

 

 
layer of chci'yption of a TARP packet, a receiving TARP or sage payloadis embeddedbehmdanmner layer ofencryption 

routing terminal may identify the transmitting terminal intheTARP packet that canonly be unlocked usmg a session

the clear lPheader. Alternatively, this identity may be hidden routers 122-127'1ntervening between the originating 100 and
behind another layer of encryption in available bitsin the destination 110 TARP terminals. The session keyis used to
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decrypt the payloads of the TARP packets 140 permitting an given message. Decoy or dummy data can be added to a
entire message to be reconstructed. stream to help foil traffic analysis by leveling the load on the

o e e ' e ' 'on e m e priva e network. Thus, it may be desirable—WWW—
using link and session keys, which in turn may be shared and process with an ability to respond to the time of day or other

used according any desired method For example, a public 5 criteria to generate moreIdecoy dataIduriiigllow traffic periods

 

 
session endpoints usinga public key method. Any ofavarietv cannot be tied to commiiiiication burstsat another point to
  

of other mechanisms for securing data to ensure that only reveal the communicating endpoints.Bunnnydataaisoheipsfiobreak—flieflataintoalarger

  

  
tion in the TARPpackets 140 may be used asdesired. 10 number of inconspicuously-sized packets permitting the

Referring to FIG. 3:1, to construct a series ofTARP packets, interleave window size to be increased while maintaining a
a data stream 300 of IP packets 207a, 207b, 2074‘, etc., such reasonable size for each packet. (The packet size can be a
series of packets being formed by a network (IP) layer pro- single standard size or selected from a fixed range of sizes.)
 

cess, is broken into a series of small sized segments. In the Oneprimary reason for desiring for each message to be bro-
 

used to construct a set ofinterleaved data packets A B, and C. tioii schemeis used to form the first encryption layer prior to
 

Here it is assumed that the number or interleaved packets A, interleaving A Single Block encryption may be applied to a
 

2070-2070 used to form the three interleaved packets A, B, entirety then interleavedinto a number of separate packets.
 

and Cis exactly three Of course, the number of IP packets 20 Refening‘lto FIG. 3b, in an alternative mode of TARP 
venient umberas may be the number of interleaved packets make up a predefined interleave window. The payloads ofthe
over which theincoming data stream isspread. The latter, the packets are used to construct a single block 520 for chain  

 

spread, is called the interleave window. 25 form the block are presumed to be destined for the same
To createa packet, thetransmittmg sofiware mtei'leaves the terminal. The block size may oomcide with the interleave

ormal ackets 070 e 'e to anew ‘et of int - w‘ dowa e icte ' thee ' lee dimento FIG. 3b

leaved payload data 320. This payload data 320 is then After encryption, the encrypted block is broken into separate

encrypted using a session key to form. a set of session—key- payloads and segments which are interleaved as inthe 
form the payload ofa TARP packet Using the 1P header data, 7 B, and C, are then packagedas TARP packets with TARP  

from the original pack—ets2070--2070,-new TARPhe—aders IPT headers as in the Example of‘FIG 3a The remaining process 
 

IP headers or customizedin some way. In a preferredembodi- Once the TARPpackets 340 areformed, each entire TARP
ment, the 'L'XKFheaders IPT are'IFhead'ers wfih added data 35 packet 330, including the TARP header IPI, is encryptedEi‘l Wilhthe miLth-

 

 
 

reconstruction ofmessages some ofwhich dataisordinarily, TARP router Thefirst hop TARP router is randomly chosen.
 

where the packet belongsinthe original message sequence. 40 transmitted to a TARP router. Note that the process ofcon-
2. An interleave sequence numbereean identifier that indi- structing the TKKP packet 360 does not‘have to be donein

 

 
 cates the interleaving sequence usedto form the packet so that stages as described. The above description is iust a useful

the packet can be deinterleaved along with other packets in heuristic for describing the final product, namely, the TARP

the interleave Window. packet. 

 
datum to be usedin aprobabilistic formula for determining so since this headeris interpreted by only TARP routers.
 
 whether to route the packet to the destination or to another The above scheme may be implemented entirely by pro-

hop. 50 cesses operating between the data link layer andThe network
4. Data typeidentifier—indicates whetherthe payload con- layer of each server or terminal participating in the TARP
 

tains, for example, TCP orPD? data system Referringto FIG. 4, aTARPtransceiver 405 can be an
 

 

 
 

 

7. Decoy/Real~an indicator ofwhether the packet con- munication over the network. A receiving process is gener-
tains real message data or dummy decoy data or a combina- ated to receive normal IP packets containing TARP packets
tion. and generate from these normal IP packets which are “passed

Obviously. the packets gomg into a single interleave Win- 60 up” to the Network (1P) laver Note that where the TARP

dowmust include only packets with a common destination Transceiver 405‘is a router, the receivedTARP packets 140 
of IP packets 207a-207c all contain the same destination need onlybe authenticatedas properTARP packets and then 

address or at least wiifbe received by the same terminal so passed toIanother'TAPCP-router or a TARP destination termi-
data or packets can be added to form a larger interleave be combined with either the data link layer 430 or the Net-
window than would otherwise be required by the size of a worklayer 410. In either case, it would intervenebetwccn the
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data link layer 430 so that the process would receive regular

12

bowled) IP address can be recorded or transmitted for human
 

TP packets contaimng embedded‘l’fiml3 packets and hand
up’’a series of reassembled IP packets to the Network layer

analysis or further synthesizcd’for purposes ofresponding in
some way 

  
 410. As an example 01 commeg the TARPTayer 420 with As mentioned above, decoy or dummy data or packets can 

 
  

form part ofadynamically loadablemodule thatIS loaded arid
executed to support communications between the network1

can also help to level the load on inactive portions of the  

  (1 dat lnkl I 1
an a ] ayers Decoy packets may be generated by each TARP terminal

or eae rou er on some asis Why

inserted between the data link and network layers the pro- an algorithm. For example, the algorithm may be a random
 

 
may be completely transparent to processes at the IP (net-

one which calls for the generation of a packet on a random
basis when the terminal is idle. Alternatively, the algorithm
 

—Workjdayeramfabove—Fhe—1Alflfimrcessesmayvaisobe 15
completely transparent to the data link layer processes as

may be responsive to time ofday or detection of low trafl'ic to 

well. Thus no operations at or above the network layer, or at
or below the data link layer, are afl'eeted by the insertionofthe

genemtemomdeeoypackfisdufingdmflietmaeS—Nom—
that packets are preferably generatedin groups, rather than 

TARP stack. This provides additional security to all processes
at or above the network layer, since the difliculty ofunautho- 20

In additon, oa pktsa insned 'oo1
WWWMMW
 

rized penetration of the network layer (by, for example,a
hacker; is increased , ,

 

tecture, security is distributed Thatis, notebook computers 25

  

 
  

 
 

latch that makes it morelikelyto insert decoy packets when a
 

"0 Thafis, Whena—seriesof

 
 
  

cate over the Internet without any compromise in security forwarding them The result ofdroppingand generating
 

Note that TP address changes madeby TARP terminals and

routers can be done at regmlar intervals, at random intervals, 30
decoy packetsin this way is to make the apparent incoming
message size different from the apparent outgoing message
 

or upon detection of“attacks.” The variation of}? addresses
hinders traffic analysis that might reveal which computers are

size to help foil traflic analysis. The rate of reception of  It 1. l'l'llt 

communicating, and also provides a degree othyfrom
attack. The level ofimmunity from attack is roughly propor-

packet dropping and generating processes throughpenshable 

tional to the rate at which the IP address ofthe host is chang-. 35
mg.

deczoyandregiilanpaclgetcounterLQpenslmbluduntems—
one that resets or decrements its valuein response to time so 

Asmentioned, IP addresses may be changedin responseto

 
formatted message, in thestyle of InternetControl iVIessage

succession and a small value when incremented either slowly

I‘ "I” I"' it .1

 

Referring to FIG 5, the followingparticular steps may be
 

Protocol (ICMP) datagrams as an example; this message will
contain the machine’ s TARP address, its previous IP address, 45

employedin the above-described method for routing TARP
packets.
 

and its new IP address. The {A}? layer will transmit this‘ the; HMO receit  SO. A background loop operation is performed which 
 

andvalidation ofthe message, til—TARP routerwill updateits
LUT with the new IP address for the stated TARP address.

  

decoy IP packets. The loop is interrupted when an 
 

The TARP router will then format a similar message, and 50
broadcast it to the otherTARP routers so that they may update

 

WW5received.
82. The TARP packet may be probed in some way to
 

their LUTs Since the total number of TARP routers on any
auumioato—tho pack—et‘befbrTatWWWfit— 

 using the link key Thatis, the router may determine that
 

updating the MIPS should be relatively fast It may not, how- selected operation on some data included with the clear
  

—ever—werleas+vefl—when+hereasareiatweirlargemuflbeeef5y
TARP routers and/or a relatively large number ofcl1ents this

—hasanetavatedra+efinerneneo£tbisasehitecture tom

IP header attached to the encrypted TARP packet con-
tained in the payload. This makes it possible to avoid
 

scalability; this refinement has led to a second embodiment, performing decryption on packets that me not authentic
TARPpackets
 

which is discusscd'bclow.

Upon detection of an attack, the TARP process may also 60
 

create a subprocess that maintains the original I? address and
continues interacting with the attacker. The latter may pro-

SS. The TARPpacketisdecryptedtoexpose the destination
a decoy packet or part ofa real message 

v1de an opportumty to trace the attacker or study the attack-
liglitttll 1. ”1’ t]

Sit-ffflrepackehsva—decoy—padfititheperrshabie—dmsy—
counter is incremented.

 

 

ofa small fish111 a fish bowl that “thinks” it is in the ocean but 65

—1saemallynm®rcap1nLthsemation)iAhistorvofjhecnm-
SS. Based on the decoy generation/dropping algorithm and

the perishable decoy co te 1 if ac et is a
 

munication between the attacker and the abandoned (fish- decoy packet, the router may choose to throw it away. If  
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the received packet is a decoy-packet andit is determined
 

32121. Tithepacketis adecoy packet, the perishable decoy
 
 

S7. The TTLparameter ofthe TARP header is decremented and the perishable decoy counter value, ifthe packet is a
 

and it is determined if the TTL parameter is greater than 5 decoy packet the receiver may choose to throw it away. zero.
SEE The TARP packets are cached until ail packets form-
 

 
 

the packetsaredeinterleaved.
 

  

 
 

IP address correspondmg to that TARP address memo— 10 S48. The packets block of combined packets defining the
rized for use in creating a new IP packet containing the interleave window is then decrypted using the session
TARP packet. key.

59. Ifthe TTL paramctcr is zero or less, the link key and 1p S49. The decryptedblock is then divided using the window
address corresponding to the TARP address of the des- sequence data and the IPT headers are converted into
tination are memorized for use in creating the new IP 15 normal IPC headers. The window sequence numbers are

—packet£ontaimngrflie_LABPpacket. inte atedinthe] he dI‘S‘
$10. The TARP packet is encrypted using the memorized 550- The packets are then handed “P to the 1P layer pro-

link key. cesses.
911 An IP header is added to the packet that contains the 2U 1. SCALABILH'XLENPLANCENHENTS
  

storedTP address, theencryptfiiTARP packetwrapped

 
 

 
The IP agility feature described above relies on the ability
 

Referring to FIG. 6, the followmgparticular steps may be
employed in the above-described method for generating

to transmit IP address changes to all TARP routers The

embodiments including this feature will be referred.to as
 

TARP packets.  
 

820. Abackground loop operation applies an algorithm (The “boutique’ embodiments would, however, be robustfor
 

 
use in smaller networks, such as small virtual private net-
 

packets is received for transnussron.
$21. The received IP packets are grouped into a set con-

sisting of messages with a constant IP destination
address. The set is further broken down to coincide with
a maximum size of an interleave window The set is

encrypted, and interleaved into a set of payloads des—
—trned4919ecome TARP paekets.

works, for example). One prohlem With the boutique embodi-
30 ments is that ifIP address changes are to occur frequently, the

message traflic required to update all routers sufficiently
quickly creates a serious burden on the Internet when the
TARP router and/or client population gets large. The band-
width burden added to the networks, for example in ICMP

35 packets, that would be used to update all the TARP routers
 

determined from a iookup table and stored to generate

could overwhelm the Internet for a large scale implementa-
approac ed‘the scale ofthe Internet. In other words,

 
 

the TARP header. An initial TTL count is generated and

 
thebeutiquesysteinsseaiabihtydshflmted.

Asystemeanjeconstmctedflhichjradeshsomemfnhe—
 

storedin the header. i he TTL countmay be random with 
40 features of the above embodiments to provide the benefits of
  

minimumandmaxmiumfiia‘iuesmitmaydiefixechor 
IP agility without the additional messaging burden. This is
 

$23. The window sequence ritunbers and interleave
sequence numbers are recorded in the TARP headers of

accomplished by IPaddress-hoppmg according to shared
 
 

each packet.

SZ4TOne TARP router address israndomlychosen for each
45 TARP nodes. (Note that the 1P hopping techniqueis also

applicable to the boutique embodiment.) The IP agility fea-
 

 ture discussed With respect to the boutique system can be
. . l [I header. [he hnk ks; C on E' modified so thatit becomes decentralized under this scalable

sponding to this router is identified and used to encrypt
ARP packets containing interleaved and encrypted
data and TARP headers.

S25. A clear IP header with the first hop router’s real IP
address is generated and added to each of the encrypted

TARP”packets and the resulting packets.

 

 

 

regime and governed by the above-described shared algo-
50 rithm. Other features of the boutique system may be com-

bined with this new type of IP-agility.
The new embodiment has the advantage of providing IP

agility governed by a local algorithm and set of IP addresses
exchanged by each communicating pair of nodes This local
 

 

 pakets.
55 governanceis ses51on-independent inthat itmaygoverncom- 
 
 

S40. A background loop operation is performed which
 
communicatingpair of nodes.
 

applies an algorithm which determines the generation of In the scalable embodiments, blocks of IP addresses are
 

decoy IP packets The loopis interrupted when an

M.
60 allocated to each nodein the network. (This scalability will
 

   

packelbelore attempting to decryptit usingthelinkkey.
S43. The TARP packetis decrypted with the appropriate

 

increase irrthc—fiture, when IntemetProtocoi addresses are

the IP addresses assigned to that node to communicate with
 

link key to expose the destination TARP address and an 65 other nodes in the network. Indeed, each pair of communi-
 

indication ofwhether the packet is a decoy packet or part eating nodes can use a plurality oi source IP addresses and
 

—ofareahrressage.  
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Each communicating pair ofnodes in a chain participating destination IP numbers on the packet 821 are the client’s 801
 

1n any sessron stores two blocks oFIP addresses, called net-

addresses that will be used to transmit the next message. In 5 destined for the roiiter’s known fixed IP address. 1 =Upon

current fixed IP address, and a “known" fixedIP address for
  

other words, the algorithm governs the sequential selection of receipt and validation of the client’s 801 SSYN packet 821,
 

IP-address pairs, one senderand one receiver IP address, from the router 811 responds by sending an encrypted‘secure 

each nethlock. The combination ofalgorithm, seed, and net-
issues separate tiansmit and receive hopblocks to its clients.
The send address and the receive address of the IP header of

each outgoing packet sentby the client are filled with the send
and receive IP addresses generated by the algorithm. The

algorithm is “clock ” (indexed) by a counter so that each
time a pair is used, the algorithm turns out a new transmit pair

transmit hopblock The router usesthe receivehopblock to

 

synchronization acknowledgment” (“SSYN ACK”)- 822to 
and receive hopblocks that the client 801 will use when com-
municating with the TARP router 811 The client 801 will
acknowledge the TARP router’s 811 response packet 822 by
generating an encrypted SSYN ACKACK packet 823 which
will be sent from the client’s 801 fixed IP address and to the

TARP router s 811 known fixed IP address. The client 801
 

 
tion (381) packet 824, will be sent with thefirst { sender,
 

predict what the send and receive IP address pair for the next receiver} IP pair inthe client’s transmit table 921 (FIG. 9), as
 

expected packet fromthat client will be. S1nce packetscan be

a range ofpredictions encompassing the number ofpossible

spec1fied 1n the transmit hopblock prov1ded by the TARP 

 
IP pair in the TARP router’s transmit table 923. Once these
 

transmitted packet send/receive addresses, ofwhich the next packets have been successfiilly exchanged, the secure com- 

packet received could‘leap ahead Thus, iTThere 1s a vam‘sh—

given packet, then the router can generate a series of 6 send!
receive IP address pairs (or “hop window”) to compare with
the next received packet. When a packet is received, it is
marked in the hop window as such, so that a second packet
with the same IP address pair will be discarded. If an out-of-

sequence packet does not arrive within a predetermined tim-

discardedfromthereceivetable, dependingupontheprotocol
in use for that communications session, or possibly by con-

mumcat1ons sessmn 1sestablfihed, and all turmer secure

 
 

synchronization1s maintained. Ifsynchromzat1on1s lost, then
the client 801 and TARP router 802 may re--estab1ish the
secure session by the procedure outlined in FIG. 8 and
described above.

While the secure session is active, both the client 901 and

TARP router 911 (FIG 9) willmaintaintheir respective trans-
 

by theTARP router duringsessionsynchronization 822. It1s
important that the sequence ofIP pairs in the client’s transmit
 

vention. table 921 be identical to those in the TARP router’s receive 

—W‘h—fl17ene router receives the client s packetit compares

packet ifit is not a member of this set. Received packets that

table 924; similarly, the sequence of IP pairsin the client 5
 

nization to be maintained. The client 901 need maintain only
 

do not have the predicted source/destination IP addresses one transmit table 921 and one receive table 922 during the
 

FIngwith the windoware rejected, thus thwartmg possible

is a member of this set, the router accepts the packet and

course of the secure sessron. Each sequential packet sent by
 

 
The TARP router 911 will expect each packet arrivingfrom
 

processes it further. This link-based IP--hopping strategy,
referred to as “IHOP,” is a network element that stands on its
own and is not necessarily accompanied by elements of the
boutique system described above. If the routing agility fea-
ture described in connectionwith the boutique embodiment is
combined with this link—based IP-hopping strategy, the rout-

the client 901 to bear the next IP address pair shownm its
receive table.

Since packets can arrive out of order, however, the router
911 can maintain a “look ahead” buffer in its receive table,
and will mark previously-received IP pairs as invalid for
future packets; any future packet containing an IP pair that is

er’s next step would be to decrypt the TARP header to deter- in the look-ahead buffer but is marked as previously received
mine the destination TARP router for the packet and deter- 55. will be discarded. Communications from the TARP router
 

mine what should be the next hop for the packet. The TARP 911 to the client 901 are maintained in an identical manner, in 

router would then forward—the packet to a random TARP

established.

particular, therouter 911 w1Il select the nextTPaddresspair
 

V 60 buifer ofexpectedIPpairs onpackets that it is receiving Each
 

FIG. 8 shows how a client computer 801 anda TARP router TARP router will maintain separate pairs of transmit and
 

811 can estaBIisha secure ses51on When client 81H seeks to rece1ve tables for each client that 15 currently engaged—in a

 
acket 821 to the IARP router 811. This SYN acket 821 65 linkiIi them to the Internet routers exchan e ho blocks.

contains the client’s 801 authentication token, and may be
 

When a router establishes a link-based IP--hopping commu-
 

sent to the router 811 in an encrypted format. The source and nication regime with another router, each router of the pair
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exchanges its transmit hopblock. The transmit hopblock of vides a high degree of communications redundancy, with
each router becomes the receive hopblock ofthe other router. improved immunity from denial-of-service attacks and traflic 
The communication betweenrouters is governed as described monitoring. 

 While the above strategy works fine in the IP milieu, many 5 2' FURTHER EXTENSIONS
local networks that are connected to the Internet are Ethernet ‘ . . '
systems. In Ethernet, the IP addresses of the destination The followmg describes various eX1e11510115 to the tech- 

devices must be translated into hardware addresses, and vice niques, systems,and methods described—above. As described
vcrsa, using known processes ( address resolution protocof,” 10 t k. h th I ‘
and "reverse address resolution protocol"). However, ii the computers in a compu er networ (suc as c nternet an
link—based IP—hopping strategy is employed, the correlation Ethernet or others) can be enhanced by using seemjligly
process would become explosive and burdensome An alter-
native to the link-based IP hopping strategy may be employed

withinanbthemetnetwork. The solutionisto providethafthe 15 P111ers in the network are communicating with each other
node linking the Internet to the Ethernet (call it the border while permitting the two communicating computers to easily
Dede) use tile link:based IP-hopping communication regime recognize whelhcnagjyempeeejycdfialapacketjsleg'fimate—
to commumcate With nodes outside the Ethernet LAN. Within ornot In one embodiment ofthe above-descnbed systems an
the Ethernet m 630m node wouldhave a Single IP IP header extension field is used to authenticate incoming

packets on an Ethernet.

Various extensions to the previously described techniques
to authenticate a packet, the intra-LANTARP nodewoulduse descnhedheminnndudefljmsemthoppgimamwammr—
one ofthe IP header extension fields to do so. Thus, the border “MAC” addresses in broadcast type network; (2) a se1f_syn_
node uses an 2113011111111 S1131ed'by the intra-LW node chroni7ation technique that permits a computer to automati-

cally regain synchronization With a sender; (3) synehromza-
header, and the intra—LAN TARP node generates a range of tion algorithms that allow transmitting and receiving
symbols basedonits prediction ofthenext expectedpacketto computers to quickly re--estab1ish synchronization in the

 
 

  

 
  

featureprevents eavesdroppersfromdetermining which com-
  

 

 
 

Instead of comparing the {sender, receiver} IP address pairs
 

  
 
 

 

be receiverfi‘rom thatparticularsource IP address The packet event of lost packets or other events; and (4) a fast-packet
 
 

Communications fiom the intra-LAN TARP node to the bor- described above in any of various Ways.
der node are accomplishedin the same manner, though the
  

ddreTHopping
 
 

35
mit and receive tables in a similarmanner to that ofFIG. 9 ; the
intra-LAN TARP nodes transmit table will be identical to the

—berdepnode’Heeeive able, andthe intra-LAN TARP nodes
- eive table wil 0 identical to n n 0 tier node’s . ' , '

table.

The algorithm used for 11’ address-hopping can be any two embedded IP packets 1P1 andIP2 whileasecond Eth-
desired algorithm Forexample, the 313011111111 can be a given ernet frame 1160 comprises a (lifl'erent frame header 1104

 
  

LAN40r across anydedicated physicalmedium typically
embed the IP packets wftl‘Tin lower-level packets, often

  

    

 
 

 

 
 

the range covering the allowed IP addresses with a given seed mmmmmflmmalmn—
Alternatively, the session participants can assume a certain 4; hardware address 1101B; other well-known fields in frame
type 01 318011111131 and specify Simplyaparameter for aPPIYmE headers are omitted from FIG 11 for clarity. Two hardware
the algorithm. For example the assumed algorithm could be at nodes communicating over a physical communication chan-
particular pseudo-random number generator and the session nel insert appropriate source and destination handlararg

 

 

 
 

11311101133315 00111‘1 S1111P1Y exchange seed values. addresses to indicate which nodes on the channel or network
Note that there is no permanent physical distinction 50 should receive the frame.

between the 0113111311113 and (16511111111011 terminal 110(155- It may be possible for a nefarious listener to acquire infor-
Elthel' deV1°e at either end 1101111 can 111111§1e a Syneh101111a110n mation about the contents of a frame and/or its communicants
ofthe pair. Note also that the authentication/synchronization- by examining frames on a local network rather than (or in
 

request (and acknowledgment) 311d hopblock-exehange may addition to) the IP packets themselves. This is especially true
311 be served by a 51113115 me.ssage 50 11131 separate message 55 .m broadcast media, such as Ethernet, where it is necessary to

—eeehansesmayfietjeereqwred- insert into the frame header the hardware—address—ofthe—
As another extension to the stated architecture, multiple machine that generated the frame andthe hardware address of

physical paths can he used by a client, in order to provide link the machine to which frame is being sent. All nodes on the

 
 

 

redundancy and further thwart attempts at demal of serum network can potentially‘‘”see all packets transmitted across

 
each of three I‘ARP routers providedby different ISPs 1011 want for any third partyto be able to identify whoisengaging
1012,1013.'Asan example, the client 1 001 can use three in the information exchange. One way to address this problem
 

scheme, transmitted packets will be sent in a random fashion tion, hardware addresses are “hopped”in a manner similar to
among the difi‘erent physical paths This architecture pro- that used to change IP addresses, such that a listener cannot
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determine which hardware node generated a particular mes- address-hopped frame can become non-thIal In short, any

 
 

  
(‘MAC”) hardware addresses are “hopped” in order to resis ' ' ' -
 

increase security over a network such as an Ethernet. While 5 less, it is technically feasible, and can be implemented with-
the description refers to the exemplary case oi an Ethernet out risk on a LAN on which there is a small number of

We machines, or if all ofthe machines on the LAN are engaging
theMALaddressofthesendenandreceiiLenaremsertedmto—Synehmmzed MAC address hopping may incur some
the Ethernet frame and can be observed by anyone on the 10 overheadin the course ofsess1on establishment especially if
LAN who is within the broadcast range for that fi'ame. For there are multiple sessions or multiple nodes involved in the
secure communications, it becomes desirable to generate communications. A simpler method of randomizing MAC
frames with MAC addresses that are not attributable to any addresses is to allow each node to receive and process every
specific sender or receiver. incident frame on the network. Typically, each network inter-

As showninFIG. 12A, two computernodes 1201 and 1202 15 face driver will check the destination MAC address in the
—commimicatd01enaeommnnieationehanne1such.asan£fli- headerofeueiyincidentfrarnuoseeifitmatchesmat

emet. Each node executes one or more application programs machine’s MAC address; if there is no match, then the frame
1203 and 1218 that communicate by transmitting packets is discarded In one embodiment, however, these checks can

throughcommumcation sofiware {2071 and r217, respec- be disabled, and every inc1dent packet is passed to the lARP

 
 
 

   

 
 
  

 
the like Communication software 1204 and1217 can com- cuousmode audit-Ls the sender to_use edmpletelv tandem,
prise, for example,anOSI layered architecture or “stack” that unsynchronized MAC addresses, since the destination
 

standardizes various services provided at different levels of machine is guaranteed to process the frame. The decisionas to
 

—thWlhy. 25 whether the packetwastruly intended for. that machineis
 

 
1214 respectively, each of which can include one or more tables Ifno matchisfound, thepacketis discarded; ifthereis
registers 1207 and 1215 that allow the hardware to be recon- a match, the packetis unwrapped, theinner headeris evalu-
figured orcontrolled in accordance with various communica- 30 ated, and if the inner header indicates that the packet is des-
tion protocols. The hardware components (an Ethernet net- tined for that machine then the packet is forwarded to the IP
work interface card, for example) communicate with each stack—otherwise it is discarded.
other over the communication medium. Each hardware com- One disadvantage of purely-random MAC address hop-
ponent is typically pre-assigned a fixed hardware address or ping is its impact on processing overhead; that is, since every
MAC number that identifies the hardware component to other 35 incident frame must be processed. the machine’s CPU is
nodes on the network. One or more interface drivers control engaged considerably more often than if the network inter-
the operation ofeach card and can, for example, be configured face driver is discriminating and rejecting packets unilater-

 

 
 
 

Waddresses. am compromise approachis to select either a single fixed
 
 

ferent addresses using one or more algorithms and one or MAC-hopped communications, regardless of the actual
more moving windows that track a range ofvalid addresses to recipient for which the message is intended. In this mode, the

validate received packets Packets transmitted according to network interface dfiver can check each mcfdent irame

 
 
  

  

 
 

“ ” “ ' ' ”45therebyficeeingtheCPTTfromthe4aske-fphysical-layer—
to differentiate them from ordinary data packets that are trans- packet discrimination. This scheme does not betray any use-
mitted in the clear using ordinary, machine-correlated ful information to an interloper on the LAN; in particular,
addresses. every secure packet can already be identified by a unique

One straightforward method ofgenerating non-attributable packet type in the outer header. However, since all machines
MAC addresses is an extension ofthe IP hopping scheme. In 50 engaged in secure communications would either be using the
this scenario, two machines on the same LAN that desire to same MAC address, or be selecting from a small pool of
communicate in a secure fashion exchange random-number predetermined MAC addresses, the association between a
generators and seeds, and create sequences of quasi-random specific machine and a specific MAC address is effectively
MAC addresses for synchronized hopping. The implementa- broken.
but and synchronization issues are then similar to that of IP 55. In this scheme, the CPU will be engaged more often thanit

hopping. wouldbein non-secure communications (or insynchronized

 
   
  

 
couldinterniptcommunications for those machines.Since an ets that are destined for that machine, and securepacketsfrom
 

Ethernet MAC addressis at present 48 bitsin length, the 60 otherVPNs. However, the non-secure trafiicis easily elimi-

chance of randomly misusmg an active MAC address is actu- nated afihc network interface, thereby reducing theamount

 

 
LAN), by alarge number offrames (as might be the casewith egg if all 0f the traflic on the LAN isseeurejmffidjhenjhe—
 

packet voice or streaming video), and by a large number of 65 CPU would be engaged to the same degree as it is in the
concurrentVirtual Private Networks (VPNs), then the chance purely-random address hopping case; alternatively, if each

Waflesscould‘ue usedinan V‘PN on mm a different NDXC address, then the
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network interface can perfectly discriminate secure frames

22

packet values to those falling within window W1 maintained
 

es ine II01' e 00' 1.11216 me mm 056 (20118 1utingother

when installing the software and/or establishing VPNs.
Evenin this scenario, however, there still remains a slight

 
and properly-functioning machines on the LAN.

Reference will now be made to FIGS. 12A and 12B inorder

in“itsreccrvc table In effect, transmit tab‘le 12178oi“node 12171
 

5 table1221 ofnode 12021s synchronized to receive table 1209
ofnode 1201 It will be appreciatedthat although a common 

more nodes on the LAN. One solution to this problem1s to hater fie dsin FIG 12A (using, e.g.., adifferent see/.1 for each
formally assign one address or a range ofaddresses for use in
MAC-hopped communications. This is typically done via an
assigned numbers registration authority; e.g., in the case of
Ethernet MAC address ranges are assigned to vendors by the
Institute of Electrical and Electronics Engineers (IEEE). A

formally-ass1gned range of addresses would ensure that

of the three fields), an entirely different algorithm could in
10 fact be used to establish valum for each ofthese fields. It will

also be appreciated that one or two of the fields can be
"hopped” rather than all three as illustrated.

In accordance with another aspect of the invention, hard-

ware or “MAC” addresses are hoppedinstead ofor m adaifion
 
fieid—inorderTo

improve security ina local area orbroadcast--type network. To
that end, node 1201 further maintains a transmit table 1210 

to describe the many comlfinations and—features that follow

 
anetwork orommunicationmedium suchas anEthernet A

communication protocol in each node (1204 and 1217,

communication protocols In particular, computer node 1201
implements a first “hop” algorithm 1208X that selects seem-
ingly random sourceand destination IP addresses (and, in one
embodiment. seemingly random 11’ header discriminator
fields) in order to transmit each packet to the other computer
node. For example, node 1201 maintains a transmit table

usinga transmit algorithm1'210X to generate source and  

magnate 1191mm 
 

synchronized to a corresponding receive table 1224 at node

1202. Similarly, node 1202 maintains a different transmit
 

25 table 1211 at node 1201. In this manner, outgoing hardware
frames appear to be originating from and going to completely
random nodes on the network, even though each recipient can
determine whether a given packet is intended for it or not. It
will be appreciated that the hardware hopping feature can be

30 implemented at a difl'erent level in the communications pro-  
12178 containing triplets of source (S), destination 03), and
discriminator fields (DS) that are inserted into outgoing 1P
packet headers The table is generated through the use of an
appropriate algorithm (e.g., a random number generator that 

tocorthan the IPhopping feature keg, in a card driver or in a
hardware card itself to improve performance).

FIG. 12B shows three different embodiments ormodes that

can be employed usrng the aforementioned pr1nc1ples. In a
 

rsseededwrthanappropnatrseedjthatrsknowntofire

nextsequential entryout ofthe sender’s transmit table 12081s
 

for destination) orelse a completely random hardware 

used to populatethe 11’ source, IP destinatlon, anleheader

could insteadbecreatedon-the-flyby executing thealgorithm
when each packet1s formed.

address15 used by all nodes on the network such that a
 

(or random)hardware address andmspectthe IP addressesor
discriminator field to determine whether the packet is
 

1222 that lists valid triplets of source IP address,destination 45 with an algorithm as described above. As explained previ-
IP address and discriminator field. This1s shownby virtue of
the first five entries of transmit table 1208 matching the sec-
ond five entries of receive table 1222. (The tables mav be
slightly ofi'set at any particular time due to lost packets, mis-

ously, this may increase each node’s overhead since addi-
tional processing is involved to determine whether a given

acket ' id source tion hardware ' dresses.

In a second mode referred to as “promiscuous per VP ”
ordered packets, or transmission delays). Additionally, node 50 mode, a small set of fixed hardware addresses are used, with  
1202 maintams a receive windowWW5 a list of
valid 1P source, IP destination, and discriminator fields that
will be accepted when received as part of an incoming IP

packet. As packets are rece1ved,w1ndow W3 slides down the

theless matched to entries within window W3 will be

accepted; those falling outside ofwmdow W3 will be rejected
 

Node 1202maintainsa similar transmit table 1221 for
creating IP packets and frames destined for node 1201 using

a potentially different hoppingalgorithm 1221X, and node
algorithm 1209X. As node 1202 transmits packets to node
1201 using seemingly random 11’ source, IP destination, and/

a fixed sowee/destination hardware address usedTor ail nodes

communicating over a virtual private network. For example,
if there are six nodes on an Ethernet and the network is to be

spfit up 1nto two pr1vate Virtual networks such that nodes on
 

used: one set for the firstVPN anda second set for the secorid

VPN. Thiswouldreduce the amount of overhead involvedin
 

one or more discriminator fields could still be hopped as
before for secure communication within the VPN. Ofcourse,

this solutioncompromises the anonymity oftheVPNs (i.e., an
 

65 though he cannot correlate1t to a specific machine/person). It
also requlres the use of a discriminator field to mitigate the 

or discrimmator fields, node 12111 matches the incoming vulnerab—lhy—t'i o certain types ofDoS attacks. (For example,
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without the discriminator field, an attacker on the LAN could determines that is has lost synchrom’zationwith the sender. Of
stream frames containing the MAC addresses being used by communications are already in progress. and the receiver

 

 

 
 

 

 
the VPN; rejecting those flames could lead to excessive pro- determines that itis stillin sync with the sender, then thereiscessingoverhead.'13he=' m. . e. v-.a.- : - ' ‘ ' ..

low-overhead means of rejecting the false packets) 5 out of synchronization by, for example, employing a “dead-
In a third mode referred to as “hardware hopping” mode, man” tmier thatexpires after a certainperiod oftime, wherein  
 
 

that hardware source and destination addresses are changed be bashedinto the public sync field (see below) to preclude
constantly in order to provide non—attributable addressing. packet—r—etry attacks.

 

 
the invention is not intended to be limitedin any respect by each packet sent out by the sender. This sync field could
these illustrative examples. appear in theclear.or aspart of anencrypted portion of the
 

 
B. Extending the Address Space random-number generator NG) and seed value, this com-

15 Fination of RNG and seed can be used to generate a random-
Address hoppingprovides security and privacy. However, numbersranienceCRNSIIheRNfiislhermsedtogcneratoa—

the level ofprotection is limited by the number ofaddressesin sequence of source/destination IP pairs (and, if desired, dis-

the blocks being hopped. A hopElock denotes a field or fields criminator fields and hardware source and destination
modulated on a ac - . _ _

  

 
 

    to generate the entire sequence (or the first N—1 values)in
- order to generate the Nth random number in the sequence; it

there would be 16possible address-pair combinations A the sequenceindexNisknown, the random value correspond-
window of size 16 would resultin most address pairs being ing to that index can be directly generated (see below) Dif-
W as valfil most of the time. This limitation can bc ferent RNGs (and seeds) with different fundamental periods
overcome by using a discriminator field in addition to or 25 could he used to generate thensource and destination—IP—

instead of the hopped address fields. The discriminatorfield sequences but the basic conceptswould still apply. For the

 

  

 

  

   

should be processed by a receiver. using a single RNG sequencing mechanism.
—Supposetl€tat—twrreiients,—eactrusingfonrfoit hopbiocks, 30 In accordance with a‘self-synchromzationfieature, a sync

would like the same level of protection aiforded to clients fieldin each packet header provides anindex tie. a seqme
communicating via IP hOpping between two A blocks (24 number) into the RNS that is being used to generate IP pairs.
addmbits eligible for hopping). A discriminator field of20 Plugging this index into the RNG that is being used to gen-
bits, used in conjunction with the 4 address bits eligible for emielheRNSytddsaspcmficrandomnnmhemhrgmhich—

hoppingin the IP address field, provides this level ofprotec- 35 in turn yields a specific IP pair Thatis, an IP pair can be

 

 
 

 

  
 

ofprotection ifthe address fields were nothopped or ignored index number it is not necessary, in this schcme, to generate
Usmg a discriminator field offers the falowmg advantageS: the entire sequence of random numbers that precede the

WWWMd sequence value associated with the index number provided.
(2) address hoppingis unnecessary to provide protection. 40 Since the communicants have Wy—
This may be important in environments where address hop- exchanged RNGs and seeds, the only new information that. I 1 .

C. Synchronization Techniques the packetheader, then the receiver need onlyplugthisnum-
45 berintodhekNGu‘erefiogwte an IP pairiandThus

It is generally assumed that once a sending node and verify that the 1P pair appearing inthe header ofthe packetis

receivmg node have exchanged algorithms and seeds (or valid. Inthis scheme, 1fthe sender andreceiver lose.synchro-' ilr ' ' __ _

source and destination tables), subsequent communication receipt of a sin 1e acket b s

between the tW0 nodes W111 proceed smoothly Realistically, 50 the packet header to the IP pair generated from the index
delays or outages, or other problems. Consequently, it is resumed upon receipt of a single packet, making this scheme
desirable to provide means for reesta‘fifislfing synctironiza- ideal for multicast communications. Taken to the extreme, it

‘ v ‘ - o I u . '- ia e 1e n-u for synchronization tables entirely;
tion 55 that is, the sender and receiver could simply rely on the index

One possrble technique15 to require that each node provide numberin the sync field to validate the IP pair on each packet

 
 

  

 
 

  

 

 
    

 
  
  
 

  

 
 

and, ifno acknowledgmentis received within acertain period The aforementioned schememayhave some inherent secu-
of time, to re--send the unacknowledged packet. This rity issues associated with it—namely, the placement of the   
 

 
prohibitive inhigh--throughput environments such as strcam- interloper could observe the values of the field and their
1ng video or audio, for example. relationship to the IP stream. This could potentially compro-

—Adifferen_ppmachisjdemployanautomancsynchro- misethealgofithmthatisbeinguseddogeneratetheIP-

nizing technique that will be referred to herein as “self-syn- address sequence, which would compromise the security of
 

chronization.” In this approach, synchronization information 65 the communications If, however, the valueis placedin the 
  

resynchronize itself upon receipt of a single packet if it before it can extract the sync value and validate the IP pair;
 

 

 

Copy provided by USPTO from the PIRS Image Database on 03/28/2011 
 

vxopq35497
Petitioner Apple Inc. - Exhibit 1002, p. 2061

 

 



Petitioner Apple Inc. - Exhibit 1002, p. 2062

 
 
 

 
 

US 7,490,51 32
 

25 26
 

this opens up the receiver to certain types ofdenial-of-service

could potentially be forced to expend a significant amount of

the lime stamp is valid, and (3) the dead-man timer has
 

 
the dead-man timer and synchronization tables can be
 

processing on decryption if an attacker simply retransmits
previously valid packets. Other attack methodologies are pos-
sible in this scenario.

avoided altogether, and the receiver would simply resynchro-
nize (e.g., validate) on every packet.

The foregoing schememayrequire large-integer (e.g.. 160-
 

A possible compromise between algorithm security and bit) math, which may affect its implementation. Without such
 

processrng speedis to splrt up the sync value betweenaninner

sync valueis sufiiciently long, it couldpotentihllybe splitinto
a rapidly-changing part that can be viewed1n the clear, and a

 
large-integer registers, processing throughput would be

, us potfitfilly affecting security from a denial-of-
service standpoint. Nevertheless, as large-integer math pro-
cessing features become more prevalent, the costs of imple-

 

 

fixed (or very slowly changmg) part that must be protected.
mentmg such a feature wilfbe reduced. 

be called the “private sync’’portioii
Both the public sync and private sync portions are needed

 
 

only occasionally. Thus, the private sync value can be stored
20 

updated and the transmitter will be transmitting packets not in
 

by the recipient, thereby obviating the need to decrypt the
header in order to retrieve it. If the sender and receiver have

previously agreed upon the frequency m‘th which the private

the receiver’s window. The sender and receiver will not

recover synchronization until perhaps the random pairs inthe
window are repeated by chance. Therefore, there is a need to
 

part ofthe sync will change, then the receiver can selectively keep a transmitter and receiver in synchronization whenever
 

decrypt a single header in order to extract the new private sync
25

poss1ble and to re-establish synchromzation whenever it is 

ifihe communications gap thathas led to lost synchronization
has exceeded the lifetime of the previous private sync. This
should not represent aburdensome amount ofdecryption, and

lost.

A “chcckpoin ” scheme can be used to regain synchroni-
zation between a sender and a receiver that have fallen out of 

thus should not open up the receiver to demal-of-service
synchromzation. In this scheme, a checkpomt message com-

 
 

One implementation of this is to use a hashing fimction

with a one--to-one mapping to generate theprivate and public

sender and a second ISP 1303ISthereceiver.(Other alterna-

sages are used to communicate synchronization information
between a sender and a recipient:
 
 

2. SYNC_ACKIS a message used by the receiver to inform
 

tives arepossible from FIG. 13.)A transmittedpacketcom-

i‘or example a link key Outer header 1305 includes a public 40

the transmitter that it has been synchronized.
 

1. In the transmitter, ckpt_o (“checkpoint old”)rs the IP
 

sync portion whileinner header 1306 contains the private pair that was used to re-send the last SYNC_REQ packet
 

sync port1on. A receivrng node decrypts the inner headersin a de tio 'unction 130 er to e -
to the receiver. In the recelver, ckpt_o ( checkpomt old”)
is the IP pair that receives repeated SYNC REQpackets
 

vate sync portion. This step is necessary only if the lifetime of
from the transmitter. 

the currently buffered private sync has expired. (If the cur-
45

2. In the transmitter, ckpt_n (“checkpoint new") is the IP 

rently-bufi'ered prrvate sync 1s still val1d, then it 15 Simply
extracted from memory and “added” (which could be an
inverse hash) to the public sync, as shown in step 1308.) The

  

pair tlfirwifl 1W1 to send am SYNC_REQ
packet to the receiver. In the receiver, ckpt_n (“check-
point new”) is the IP pair that receives a new SYN-
 

public and decrypted private sync portrons are combfimedl in

and compared tothe IP address pair (1311)to validate or
reject the packet 

C_KEQ packet from the transmltter and WHIChmet—mcauses
  

 
be generated

3.111 the transmitter, ckpt_r is theIIP pairthat will be used  
ceptof‘fiitnre” and‘past”urherethep11bhcsyncxamesare_55_merecemeg£kptritheJPpanthatreceivesanew
concerned. Though the sync values, themselves, should be SYNC ACK packet from the transmitter and which
 

random to prevent spoofing attacks, it may be important that
the receiver be able to quickly identify a sync value that has causes a new ckpt_nto be generated. Since SYNC_ACKis transmitted from the receiver ISP to the sender ISP, the
alreadyWWWmefimkpnmflhmmmd—
value was never actually received by the receiver One solu- 60 the receiver ckpt_r refers to the ckpt_r of the transmitter
 

tion is to hash a time stamp or sequence number into the (see FIG. 14)
 

public sync port1on, which could be qu1clEly extracted,
checked, and discarded, thereby validating the public sync
portion itself.

When a transmitter 1mt1ates synchronization, the IP pair it
will use to transmit the next data packet is set to a predeter-
mined value and when a receiver first receives a SYNC_REQ,
 

In one embodiment, packets can be checked by comparing 65 the receiver window is updated to be centered on the trans-
 

the source/destinationIP pa1r generatedby the syncfield with 

 
 

mittfi’mt—IP pair. This is the primary mechanlsm for

 
 

 

Copy provided by USPTO Irom the MRS Image Database on 03/28/2011
 
 

W 

Petitioner Apple Inc. - Exhibit T002, p. 2062 



Petitioner Apple Inc. - Exhibit 1002, p. 2063

 

 

 

 

US 7,490,15LB2
 

27

Synchronization can be initiated by a packet counter (e.g.,
after every N packets transmitted. initiate a synchronization)
or by a timer (every S seconds, initiate a synchronization) or

—aeombinatio1re¥bofl1—See¥iG&STFromihe+ransmifier’s

28
It can be shown that:  

(X°(a—l)+b)—b)/(zz—1)) mod 5 (4) 

perspective, this technique operates as follows: (1) Each 5 (X0(a—1)+b) can be stored as (X0(a—1)+b) mod c, b as b mod
 

transmitter periodically transmits a‘‘sync request” message c and compute amod ((a-l)c)(this requires O(log(1)) steps). 

  

 
checkpoint withoutreceiving a ‘sync ack” response, then

fixed distance, 11, between synchronizations; tl‘fis is tanta-
mounttos nchronizin eve n ackets The window wo d

n as i, a node can store a"mod((a—l)c)once per LCR and set 
synchronizationis broken, and the transmitter should stop
transmitting. The transmitter will continue to send sync_reqs

"(J-+1": n011r((0”m°d((a+13C)(x\§”(a-1)+b)-b)/
(0—1))mod c, (5) 

untll it rece1ves a sync_ack, at which point transmission is
—reestahlished.

From the receiver’s perspective, the scheme operatesas
 
 

ac ”message to the transmitter Ifsync was never lost, then

15

to generate the random number for the j +1 ”' s.ynchrg1nizau’on

Using this construction, anode couldjump ahead anarbitrary
 

wrrrgeneraiandrBCRs,
in particular,willeventuallyrepeat their cycles This repeti- 

the“jump ahead”really just advances to the next available

 
A window is realigned whenever a resynchronization

non may present vulnerabihty1n the 1P hoppingscheme. An

with known long cycles. This15 not currently true of many 

occurs. Thisrealignmententailsupdatingthe receiver’s win-
random number generators. 

 
nization with one airother However, when network events This vulnerability can be mitigated by incorporating an 

occur, the receiver s window may have to be advanceddoy
many steps during resynchronization. In this case, it is desir-

emWIrdesrgnedmnbh—the—otmmthe—
35 random number generator. The random number generator
 

able to move the window ahead without having to step
through the intervening random numbers sequentially. (This

prevents an adversary from mounting an attack—cg, a
known plaintext attack—against the encryptor.
 

feature is also desirable for the auto-sync approach discussed F. Random Number Generator Example
  

   
capability

40

equation (1) becomes: 

An attractive method for generating randomly hopped

 
X}F34 Mmed—léi—«l - {5)

 

addressesIS to use identical random number generators in the

transmitted and received. There are many random number

 
  

45  
. - > , v- . 3 numbers irrthis

sequence a”~313~2979l c"(a—l):—15*30—450 and a" mod   
—generatiomalgorithms that could be used. Each one has

strengths and weaknesses for address hopping applications

 

WWW
(5) becomes.
 

inear con 0 s are

fast, simple and well characterized random number genera-
50 (91(X,30+4)—4)/30)mod 15 (7) 

tors that can be made to jump ahead 11steps eflic‘ientlybAn
 
 

Table 1 shows the jump ahead calculations from (7) The  

with seed XO using a recurrence 
 
 
 
 

 

  

 

 

X,=(aX,._, +b) mod 0 (1) 55 IABLEJ
. . I X: M+Mlm4‘-4 W4) ”0/30 Xfi

where a, b and c define a partlcular LCR. Another expressmn
for X. 1 5 154 14010 467 2" 4 2 64 5320 194 14

XS " X +b -b I —1 mod 6 (2) 7 14 42A 335110 1286 11

. ((4( o ) )(a )) 60 1’0 11 334 39390 1013 8. . . - 3
enables the jump-ahead capabihty The factor a' can grow 3 244 22200 740 5

very large even for modest1 1fleft unfettered Therefore some
- , l ' ' .. G. F t '

control the size and processing time required to compute (2). 65 as Packet Fm“
—(2}eanberew1=1tte1+asz
 

ATM-M-Dmfldr (3)
Address hoppmg VPNs must rapidly determine whether a

packethas avalidhfldenandthusreqmresflniherprocessmg,—
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or has an invalid header (a hostile packet) and should be There is a trade-off between efliciency of the test and the
immediately rejected. Such rapid determinations will be amount of memory required for storing the presence
referred to as “fast packet filtering.” This capability protects vector(s). For instance, if one were to use the 48 bits of
the VPN trom attacks by an adversary who streams hostile hopping addresses as an mdex, the presence vector would
packets at the receiver at a high rate of speed in the hope of 5 have to be 35 terabytes. Clearly, this is too large for practical

 

 

  

 

saturating the receiver s processor (a so--called “denial of purposes Instead, the 48 bits can be divided into several

service” attack). Fast packet filteringis an important feature smaller fields. For instance, one could sub divide the 48 bits
 

 

   
“A” blo-rckshave a 24bits of address that can be hoppedas cessing is allowed. (If the first part of the address portion
opposed to the 8 bits'in “C” blocks In this case a hopblock doesnt match the first presence vector. thereis no need to
will be the “A” block. The use ofthe experimental “A” block 15 check the remaining three presence vectors).
is a likely option on an Ethernet because: A presence vector will have a l in the 31’” bit if and only if

1. The addresses have no validity outside of the Ethernet one or more addresses with a corresponding field of y are
and will not be routed out to a valid outside destination active. An address is active only if each presence vector
by a gateway. indexed by the appropriate sub-field of the address is 1.

2. There are 224 (~16 million) addresses that can be hopped 20 Consider a window of 32 active addresses and 3 check-
within each “A” block. This yields >280 trillion possible points. A hostilepacketwill be rejected by the indexing ofone
address pairs making it very unlikely that an adversary presence vector more than 99% of the time. A hostile packet
would guess a valid address. It also provides acceptably will be rejectedby the indexing ofall 4 presence vectors more

lowprobabilityof collisionbetween separate VPNs (all than 99. 9999995% of the time On average, hostile packets

 

 

 

 

 

 

 

 
mentation of fast packetfiltering. The ideal algorithm would
packetis hostile, and reject any hostile packets or determine speed tradeofi‘s.1"IE'llll 113““

  
 
 

 is a classical associative memory problem, A variety of tech- 1. Further Synchronization Enhancements
. 1 1 i 1 j l l . 1] J 1 .

B-trees etc). Each of these approaches has its strengths and A slightlymodified form ofthe synchronization techniques
weaknesses Em instance, bash tables can be made to operate described above can be employed. The basic principles ofthe
quite fastin a statistical sense, but can occasionally degener- 40 previously described checkpoint synchronization scheme

WWW“ remain unchanged. The actions resulting from the reception

for a period of time. Since there is a need to discardhostile ofthe checkpornts are, however, slightly dirferent. In this
packets guicklv at all times, hashing would be unacceptable. variation, the receiver will maintain between 000 (“Out of

0mm”) andAXW
H. Presence VectorAlorithm 45 (l SOOOSWINDOW_SIZE and WINDOW_SIZE>1).

  

  

 

OoOandWiNfiGW‘SI‘Z‘Emengimrabie—pararneters,—

A presence vector is a bit vector of length 2” that can be where 000 is the minimum number ofaddresses needed to 
can indicate the presence ofk n-bit numbers (not necessarily 01'order arrivals andWINDOW SIZEis the number ofpack-- - - - " ‘-' ' beforeaSWC_REQisissncd.FiGl—7

depicts a storage array for a receiver’s active addresses.

ifthe x”" bit ofthe presence vector is l. A fast packet filter can addresses loaded and active (ready to receiveUdata) As pack-

 

 
 

 

   
whetheranaddressofl35was validby checking only onebit: has beeii received. When the transmitter packet counter
@3135wa mmmmmmwmfirfl,mmmmmm—

  

advance corresponding to the table entries for the IP C__RBQ and does its initial transmission. When the receiver
addresses. In efiect, the incoming addresses can be used as receives a SYNC_REQ corresponding to its current
indices into a long vector, making comparisons very fast. As CKP'LN, it generates the next WINDOW_SIZE addresses
each RNG generates a new address, the presence vector is and starts loading them in order starting at the first location
updated to reflect the information. As the window moves, the 55 afier the last actrve address wrapping around to the beginning
presence vector is updated to zero out addresses that are no of the array after the end of the array has been reached. The
longer valid. receiver’s array might look like FIG. 18WW
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has been received In this case a couple ofpackets have been

32

utespackets across different transmission paths accordingto
 
 

FIG. 19 shows the receiver’s array after the new addresses
have been generated. If the transmitter does not receive a
SYNC_ACK, it will re-issue the SYNC_REQ at regular inter-
vals.Whenthetransmitter receivesaSYNC ACK. the ac t

counter is decremented by WINDOW_SIZE. If the packet

5 domain name inquiry; (3) a large-to-small link bandwidth
management feature that prevents denial-of-service attacks at

system chokepoints; (4) a lralIic limiter that regulatesincom-limitin the rate which a trans r can be

synchronized With a receiver; and (5) a signaling synchro-
 

counter reaches 2xWINDOW_SIZE —000 then the transmit— nizer that allows a large number of nodes to communicate 
ter ceases sending data packets untihihe appropriate SYN—
C_ACK is finally received. The transmitter then resumes
sending data packets. Future behavior is essentially a repeti—

10
with a central node by partitioning the communicanon func-
tion between two separate entities. Each is discussed sepa-
rately below. 

 

tron o‘fhis initialcycle The advantages ofthis approach are:
 

 S

2. No packet is ever transmitted that does not have a cor-

responding entry in the receiver side

 
 
 

Various embodiments described above include a system in
which a transmitting node and a receiving node are coupled
 

4. The receiver Will always have the ability to accept data
messages transmitted within 000 messages ofthe most
recently transmitted message.

J. Distributed Transmission Path Variant

20

 

rality ofpaths. See, for example, FIGS. 20 and 21 and accom-
panying description. The improvement extends this basic
concept to encompass distributing packets across different
paths in such a manner that the loads on the paths are gener-
ally balanced according to transmission link quality. 25

In one embodiment, a system includes a transmitting node 
Another embodiment incorporating various inventiveprin-

ciples is shown in FIG. 20. In this embodiment, a message
transmission system includes a first computer 2001 in com-

and a receiving node that are linked via a plurafity oftrans-
mission paths having potentially varying transmission qual-
ity. Sueces sivepackets are transmittedover thepaths based on 

munication with a second computer 2002 through a network a weight value distribution function for each path. The rate
 

2004 each ofwhichislinked to a plurality ofInternet Service
Providers (ISPS) 2005 through 2010. Each ISP15 coupled to it

intended to be limiting. Each cohnection between ISPs is
labeledin FIG. 20 to indicate a specific physical transmission

 

 
mission pathismonitoredin order to ideiitify paths that have

become degraded. In.oneembodiment, the healthofeachpath
 

merits received. Each transmission path may comprise a

physically separate path .(e.g. via dial-up phone line, com-
 

router are selectively transmitted to one of the ISPs to which
the router is attached on the basis of a randomly or quasi-

40 
munication medium (e.g, separate channels in an FDM,
TDM, CDMA, or other type of modulated or unmodulated 

—Asshonmjn_Elfi.21,mmpnteL2!m1nnedgenniteL20fl3
randomly selectedbaSIS.

incorporates a plurality of link transmission tables 2] 00 that

transmiss1on link).
When the transmission quality of a path falls below a

predetermined threshold and there are other paths that can 

identify, for each potential transmission path through the
45 transmit packets, the transmitter changes the weight value 

network, valid sets oflP addresses that can be used to transmit
the packet. For example, AD table 2101 contains aplurality of
IP source/destination pairs that are randomly or quasi-ran-

usedfor that path, making it less likely that a given packet will
be transmitted over that path. The weight will preferably be
set no lower than a minimum value that keeps nominal traffic 

domly generated. When apacket is to be transmitted from first on the path. The weights of the other available paths are 

computer 2001 to secondcomputer 2002, one of the link
valid source/destination address pair from that tableis u sed to
transmitthe packet through the network If path ADis ran-

ISP A (element 2005) aiid ISP B (element 2008))is used to
transmit the packet. Ifone ofthe transmission paths becomes

degraded or inoperative, that link table can be set to a “down’
frombeing selected fromthat table.Other transmission paths
would be unaffected by this broken link.

60

 

 

is turned offby the synchronizationfuhction (i.e., no packets
arearrivingat the destination), the weightis set to zero. Ifall
 

 
 

'ture that reduces the transmission rate of packets when it is
determined that delays or errors are occurring in transmis-

sion. In this respect, timers are sometimes used to determine  
techniques for limiting transmission ofpackets, however, do
not involve multiple transmission paths between two nodes 

3. CONTINUATION-IN—PART IMPROVEMENTS

The following describes various improvements and fea-
65

wherem transmissron across a particular path relative to the
others is changed based on link quality.

According to certain embodiments, in order to damp oscil-
lations that might otherwise occur 1fwe1ght distributions are 

tures that can be applied tothe embodiments described above. 
 

changed drastically (e.g, accordingto a step function),a 
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gradually decrease the weight value over time that a degrad-
ing path will‘be used. Siam—lily, iftire e
path improves, the weight value for that path is gradually

 
34

groundmode ofoperation. In one embodiment, the combined 

we1 s 0 p0 en in pa We unity (e. g.,
when the weighting for one path is decreased, the correspond- 

increased
mg we1ghts that the other paths Will be selected willincrease).5 

Transmission link health can be evaluated by comparing 
 
 

mission window (see embodiments discussed above) to the
rated. For example, adecreaseof 10%inweight value for one 

number ofpackets transmitted within that window and by the
state of the transmitter (i.e., on or off). In other Words, rather

  
path could—result ifl—afl evenly distributed'increase in the

weights for the remaining paths Alternatively, weightings
 

than accumulatinggeneral transmission statistics over time 

lO
  

concepts described above to evaluate transmission pathhealth

The same scheme can be used to shift virtual circuit paths
fireman “imhmlthy” pathjna “healthv” oneamjo select a
path for a new virtual circuit
ma shOWs . ' .

associated with a plurality oftransmiss1on links. Itis assumed

 

 

 
tized over the remaining linksin a manner thatis proportional
to their traflic weighting.

EIQJZB shows steps that can be executed to shut down

transmissionlinks where a transmitterturns off. In step 2210,2211, mm
made to determine whether at least one transmitter is still

15

 

 
—that—softvv‘arecexectfimg—in one or more computer nodes

executes the steps shownin FIG 22A. his also assumed that
turned on. I‘fnot, thenin step 2215 all pac e s e

20 until a transmitter turns on. If in step 2211 at least one trans- 
 

such as amagnetic or optical disk for execution by a com-

 

mitter is turned on, then in step 2212The weight for the path 

puter
Beginning in step 2201, the transmission quality ofa given

inset L0_ZQI9_, and theniJeights for the remainingpaths are
adjusted accordingly.

ML”! 1231 I . .

 

 

transmissmn path is measured. As described above, this mea-
—snrementcanbehasedon_asnmmrison between the number

25

principles ofthe above-describedembodiments.It is assumed
 
 

of packets transmttted over a particular link to the number of
' ket acknowled 'ements received over the link (e.g3_per municateover a plurality of separate physical transmission 

unit time, or in absolute terms). Alternatively, the quality can
be evaluated by comparing the number of packets that are

acknowledged Within the transmission window to the number

paths As s o in
through X4 are defined for communicating between the two
nodesEachnodeinciudesapacketfiransnfitterfiSfiWt—

operates in accordance with a transmit table 2308 as

30

  
 
without using the IP.-dropping features described above, but  the following description assumes that some form ofhopping
is employed in conjunction with the path selection mecha- 

than one transmitter (e.g., transmission path)is turned on. If nism.). The computer node also includes a packet receiver
mflmnperaiesnnaecordanewnhareeemeJahIeZm—
 

not, the process is termmated and resumes at step 2201
In step 2203, the link quality is compared to a given thresh-

including a moving window W thatmoves as valid packets are 

oldieg. 50%, or any arbitrary number). lfthe quafiyfalls
below the threshold thenin step 2207 a checkismadeto  
 
1.%) Ifnot thenin step 2209 the weightis setto the minimum
level and processing resumes at step 2201 If the weightis
above the minimum level, then in step 2208 the weight is

gradually decreased for the path, then in step 2206 the 

“mmwflhayingsmimeanddestmation
 

addresses that do not fall within window Ware rejected.

destination IP addresses (or other discriminator values)are
selected from transmit table 2308 according to any offhe
various algorithms described above, and packets containing
these source/destination address pairs, w 'c c es
the node to which the four transmission paths are linked, are

45

 

compensate (eg., theyare increased)
equal to the threshold, thenin step 2204 a checkis made to

—determinemhethertheweightislesslhan1fiead;bflmflvalne

 

generated’to a transmission paWtclTZSW. Switch 2307,
which can comprise a software function, selects from one of

50 the available transmission paths according to a weight distri-
bution table 2306 For example, if the weight for path X1 is
 

  for that path. If so, thenin step 2205 the weight18 increased 0.2, thenevery fifthpacketwill be transmitted onpath X1. A 

 
The weights can be adjusted incrementally according to

various functions, preferably by changing the value gradu-
measurementfuiiction 2304that operates as described above
to determine the quality or each transmissron path (The input
 

 

 

ally. In one embodiment, a linearly decreasing fiinction is 50 to packet receiver 2303 for receiving incoming packets is
used to adjust the weights; according to another embodiment, omittedTor clarity). Dink quality measurement function 2303
an exponential decay functionis used. Gradually changing compares the linkquality to athresholdfor eachtransmission
the weights helps to damp oscillators that might otherwise linkmd, if necessary, generates an output to weight adjust-

WWW merit function 2305. If a weight adjustment is required, then
Although not explicitly shown in FIG. 22A the process can 65 the weights in table 2306 are adjusted accordingly, preferably

be performed onlv Emma according to a time
schedule), or it can be continuously run, such as in a back-

 
accordingto a gradual (cg, linearly or exponentially declin-
ing) function. In one embodiment, the weight values for all  

 

 
_————____—__—_—————‘—_—
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35 36
available paths are initially set to the same value, and only through three transmission links. As described above, these
when paths degrade in quality are the weights changed to may be physically diverse links or logical links (including

1 1' E5 . . I . .

link quali'g! measurement function 2304 can he made to Suppose that a first link L1 can sustain a transmission
operate aspart ofa synchronizer function as described above. 5 bandwidth of 100 Mb/s and has a window size of32; link L2
That is, if resynchronization occurs andThe receiver detects ‘ ‘ ‘. . . . _ cansustain 25 Mb/sandhas a windowsizeof 8 Thecom-
chromj'zation window W being advfangced out ofg sequencje), bined links can thus sustain'200Mb/s. The steady state traffic
that fact can be used to drive link quality measurement func- 10 link L3. MIN=1Mb/s THRESH=0.8 MESS T for each link,

0L=(I75 and—0:05. These traflic weights will remain stable
until a link stops for synchronization or reports a number of

 

  

 

 
  

 

 

 
performed using information garnered during thenormal syn-
chr01111313011 augmented slightly to communicate hnk health packets received less Lhan its THRESH. Consider the follow-
 

from the receiver to the transmitter. he receiver maintains a ing sequence of events:
count MESS R(W) ofthe messages received in synchroni- 1; 1 IinkI 1 receives a SACNC_ACK cgmajm'ng a MESS}!

zation windowW. Whenit receives a synchronization request of 24, indicating that only 75% of the MESS_T (32)
messages ansmi e in the last window were success-

 

  

 
 

 

 

 

 

 
  

 
 

nization acknowledgement (SYNC_ACK) sent back to the Consequently, j'mk Ll’s traffic weight value would be
m20 reduced to 0. U875, while link HTS traffic weight value

sent to messages received in order to asses the health of the would he in;mm In Q 65812 and ligk I 35 lljmg

link weight value would be increased to 0.217938.

If synchronizationis completely lost, weight adjustment 2. Link L2 and L3 remained healthy and link L1 stopped to
to zero When synchronizationisregained, the weight value 25 beset to0, link L2’s tiaflic weight valuewouldbe set to
lethe aff—t—d path15 gradually increased to its original W5, anddinkms traffic weight value would—be sefto
value. Alternatively, link quality can be measured by evalu- 0.25.
ating the length oftime required for the receiver to acknowl- 3. Link L1 finally received a SYNC ACK containing a

edge a synchronization request. In one embodiment separate MESS—R TWmdicatmg that none ofTheW 
path. ' ' ' ' ' 7 i h 7 fully received Link L1 wouldbe below THRESH. Link

Lhfiaffirwerglr’rvaluewotdddremcreasedttrdfiflS—
. . . ; link 1.2% manic weight value would bedecneesed—w—

mittedinawindow(MESS1“) Whenthetransmitterreceives 074625, and link 143,5 traflic weight value WOUId be
a SYNC_ACK, the traflic probabilities will be examined and 5 decreased to 024875-

meWW 4. Link L1 received a SYNC ACK containing a MESS R

of messages transmitted in a window (MESS_T). There are 01:32 indicatmg that 100% Of the MESS_TT323).mes-

 
 

  
 

   

 

the link will be deemed to be unhealthy Ifthe transmitterwas 40 traffic weight value would be increased to 0.2525, whilevaiurwouid—be—decreasemto—
turned off, the transmitteris turned on and the weight P for link Lfi W weight0.560625 and link L3’s Lraflic weight value would be

decreased to 0.186875.

5. Link El received a SYNC_ACK containing a MESS_R

 

 

 
atrickle of trafficonthelinkformonitoringpurposes until it
recovers. Ifthe transmitter was turned on, theweight P for that 

 

  

  

  

  

1' 1 'll 1 45 of 32 indicating that 100% of the MESS T (32) mes-
' sages transmittedin the last window were successfully

—PeaxMiN+a—w a) received. Link LtweuldbeabevefiEI-IRESkHjinkljks—
traffic weight value would be increased to 0.37625; link

Equationlwill exponentially damp thetrafic weight valueto 1:2’8 uaflic welght value woula be decreased to

2. If MESS R for a link is greater than or equal to decreased to 0. 1559375.
THRESH, thelink will be deemed healthy. Ifthe WeightPfor 6. Link L1 remains healthy and the traffic probabilities

—thathnk,1h:enliislcflimalten®.lfjhenLght P for that link '
is less than THRESH then P will be set to: 55 13- Use ofa DNS PI'OXY t0 Transparently Create

\lirtual—BnivateNeMerles
P’=flxS+(1—fl)xP (2) 

‘ . th A secondimpmvement concerns the automatic creation or
where B isaparametcr such that 0<—[3<—1 that determines e a virtual private network (VPN) in response to a domain-
damping rate OH) 50 name server look-up function.

Equation 2_ will increase the wc weight to S dunng Conventional Domain Name Servers (DNSs) provide a

 

   

tial fashion computerorhost. For example, When a computer user types in  

A detailed example will nowbe provided with reference to Woo.com,”Theluser swebbrowser transmits  
nicates with a second computer 2402 through two routers lP address that!is returned to the user’s browser andthen used
2403 and 2404. Each router is coupled to the other router by the browser to contact the destination web site.
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This conventional schemeis shownin FIG. 25. A user’s requesting that a Virtual private network be created between
W—fifli—mfiudes—a—dtent—appficaticn 2504 (for user computer 2601 and secure target site 2604 hit one

—exampl%a—web49rewser9 and an—IP preteeel stack 2505. embedirnenfigatekeeperélétfiereates‘‘hepbleeks”telseused

DNS REQis made (through IP protocol stack 2505) to a DNS 5 communication. Then, gatekeeper 2603 communicates these
2502 to look upthe IP address associated with the name. The to user computer 2601 Thereafier, DNS proxy 2610 returns

 

 
  

 

 
2504 whichis then able touse the IP address to communicate gatekeeper (this address could be difiéer-ent from the actual
with the host 2503 through separate transactions such as target computer) 2604,preferably usinga secure administra-
 

 

 

PAGE REQ and PAGE RESP. 10 tive VPN. The address that is returned need not be the actual
In the conventional architecture shown in FIG. 25, nefari- address of the destination computer.

ous listeners on thelnternet could interceptthe DNS REQ and Had the user requesjgd lQQleP of a momsflmg web site
DNS RESP packets and thus learn what IP addresses the user such as site 2611, DNS proxy would merely pass through to
was contacting For example 1? a user wanted to set uP a conventional DNS server 2609 the look—up request, which
 

 would’be handled in a conventional manner, returning the IP
“Targetcomwhen the user 5 browser contacted a DNS to address ofnon-secure web site 2611. Ifthe user had requested
find the IP address for that web site, the true IP address ofthat lookup of a secure web site but lacked credentials to create

web site wouldbe revealed over the Internet as part ofthe such a connection DNS proxy 2610 would return a “host

 

  
  

 
One conventional scheme that provides secure virtual pri- with different 100k-.1113results

vate networks over the Internet provides the DNS server with Gatekeeper 2603 can be implemented on a separate com-

puter (as shown'in FIG—26) or as aUfiinctionwithinmod‘fied
public keys Offl host that the hostis to cominunicatc with so 25
that the host can set up aVPN without having the user enter needed to communicate securely, such as using “hopped” IF
the public key ofthe destination host. One implementation of addresses. Secure hosts such as site 2604 are assumed to be
this standard is presently being developed as part of the - - . - - .~
FreeS/WAN project(RFC 2535). ' H H "01

lhe conventional scheme suffers from certain drawbacks. 30 Itwill be appreciated that the functions ofDNS proxy2610
DNS eisany “1se t th ér 0““ a 1 f ‘11,“ ' “we" and DNS server 2609 canbe combined into a single server for

reques reso V0 0 e same V3 ue or a users. convenience. Moreover, although element 2602 is shown as
According to certain aspects ofthe invention, a specialized l . . l E . E 1

DNS server traps DNS requests and, ffthe request is from a made to operate independently.
FIG. 27 shows steps that can be executed by DNS proxy

server 2610 to handle requests for DNS look-up for secure

 
   

 

 

 

   

 

  
 

 

 

address of the target node, but instead automatically sets up a

virtual private network betweenthe target node andTheuser. hQStS' In step 2; "1’ a D1 IS lggk'up request 15 racer. Ed in; a —

 

. , . ' target host. In step 2702, a check is made to determine
s‘ - n 7 - - - ~ 40 whether accesstoaseeurehostwas requested. Ifnot thenin
such that the true identity ofthe two nodes cannot be deter- step 2703 the DNS request is passed to conventional DNS
mined even if packets during the communication are inter- server 2609’ ttich IOOkS up the fi address Of theetatget siteand returns it to the user’s application for fiirther processing.

In step 2702, if access to a secure host was requested, then

transparently “passes through” the request to provide a nor— 45 in step 2704 a further check is made to determine whether the
mal look-up filnction and return the IP address of the target user is authorized to connect to the secure host. Such a check
web server, provided that the requesting host has permissions can be made With reference to an internally stored liSt 0f
to resolve unsecured sites. Difierent users who make an iden- authorized IP addresses, or can be made by communicating
tical DNS request could be provided with different results. With gatekeeper 2603 (eg over an “administrative” VPN

FIG. 26 shows a system employing various princ1ples sum- 50 that15 secure) ItW111?” appreciatecfthat1dfferenflevels 0f

 

  
 

 
 
  

 
 

  

tional client (cg.., a web browser) 2605 and an IP protocol For example, some sites may be designated as having a eel"
stack 2606 that preferably operates in accordance with an IP tam securitylevel, and the security leVel ofthe user requesting

hopping function 2607 as outFmed above. A modified—DNS acceSs"Wlevet. fhe-user’s security

  

   
  

 

interposed between the modified DNS server and a secure has SUffiCIellt P1”1V11ege5

target.site2704. An-“unsecure” target site 2611IS also acces- Ifthe user is not authorized to access the secure site, then a
 

 
all DNS lookup functions from client 2605 and determines VPNis established betweentheuser’scomputer and the
 

whether access to a secure site has been requested. Ifaccess to secure target site. As described above, thisis preferably done
a secure site has been requested (as determined, for example, by allocating a hopping regime that will be carried out
by a domain name extension, or by reference to an internal betweenthe user’s computer and the smure target site, andis
table of such sites), DNS proxy 2610 determines whether the 65 preferably performed transparently to the user (i.e., the user
user has sufficient security privileges to access the site. If so, need not be involved mcreating the secure link). As described
DNS proxy 2610 transmits a message to gatekeeper 2603 mmof this application, any of various
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fields can be “hopped” (e.g., IP source/destination addresses; USE—280.3 through a low bandwidth link (LOWBW), andis
 

gatekeeper 2603, suchthatIthand]; allrQuests to connect to this architecture, the ISPisableto support a high bandwidth
secure sites. In this embodiment, DNS proxy 2610 commu- 5 to theintemet, but a much lower bandwidth to the edge router
nicates with gatekeeper 2603 to determine (preferably over a 2802.

secure administrative VPN“) whether the user has access to a Suppose that acomputer hacker is able to transmit a large

 
 

 
Scenario #1: Client has permission to access target com- 10 computer 2801 would be able to quickly reject the packets

puter, and gatekeeper has a rulc to make a VPN for the client. since they would not fall within the acceptance window per-
In this scenario, the client’s DNS request would be received mitted by the IP address hopping scheme. However, because
by the DNS proxy server 2610, which would forward the the packets must travel across low bandwidth link LOW BW,
request to gatekeeper 2603. The gatekeeper would establish a the packets overwhelm the lower bandwidth link before they

VPN.between the client and the requested target. The gate- 15 are received by host computer 2801-. Consequently, the link to 
DNS proxy,which would then return the resolved name as a can be discarded.
result The resolved address can be transmitted back to the According to one inventive improvement, a “link guard”

client in a secure administrative VPN. function 280515 msefiefinto the high-bandwidth node (e.g..,

 
 

  

  
would forward the request to gatekeeper 2603. The gate- cally authenticated to determine whetherit belongs to aVPN.
keeper would reject the request informing DNS proxy server IfIt is not a valid VPN packet, the packetis discarded at the

2610that it wasunable to tdehctargct computer The DNS 25 high-'bandwidth node If the packet is authenticatedas

 
 

 
 

Scenario #3: Client has permission to connect using a a lower quality of service (e.g., lower priority).
normal non-VPN link, and the gatekeeper does not have arule In one embodiment, the ISP distinguishes between VPN
to setup aVPN for the client to the target site. In this scenario, 30 and non-VPN packets using the protocol of the packet. In the
the client’s DNS request is received by DNS proxy server case of IPSEC [rfc 2401], the packets have IP protocols 420
2610, which would check its rules and determine that no VPN and 421. In the case of the TARP VPN, the packets will have
is needed. Gatekeeper 2603 would then inform the DNS an IP protocol that is not yet defined. The ISP’s link guard,
proxy server to forward the request to conventional DNS 2805, maintains atable ofvalidVPNs which it uses to validate
server 2609. which would resolve the request and return the 35 whether VPN packets are cryptoggphically valid.
 
 result to the DNS proxy server and then back to the client. According to one embodiment, packets that do not fall

Scenario #4: Client does not have permission to establish a within any hop windows used by nodes on the low-bandwidth 

normal/'non-VPN link, and the gatekeeper does notAhave a fifl—W’flfa—mmcfiewrce—arehre]ec e or are sen
 

DNS request and forward it to gatekeeper2603. Gatekeeper bandwidth node, such that both the high-bandwidth and low-
2603 would determine that no special VPN was needed, but bandwidth nodes track hopped packets (eg., the high-band-

 

 

  
 

that the client is not authorized to communicate wfih non- width node moves its hopping Window as valid packets are

the client. before theyaretransmitted over the low-bandwidth link
Thus, for example, ISP 2903 maintains a copy 2910 of the

C. Large link to Small'Eink Bandwidth receive table used by host computer 2901. Incoming packets
Management that do not fall within this receive table are discarded. Accord-

50 ing to a different embodiment, link guard 2805 validates each
One feature Ofthe basic architecture is the ability to prevent VPN packet using a keyed bashed message authentication

so—called “denial of service” attacks that can occur if a com- code (HMAC) [rfc 2104]. According to another embodiment,
puter hacker floods a known Internet node withpackets, thus separate VPNs (using, for example, hopblocks) can be estab-
 
 

preventing the node from communicating with other nodes lished for communicating between the low-bandwidth node
Because IP addresses or other fields are “hopped” and packets 557 and the high—bandwidth node (i.e., packets arriving at the

arrivingWith invalid addressesm’eqmcldy discarded, hiternet l:Li—gl-1-bandwidth nodeare convertedinto IthWk—els—
  
 

In a system in which a computer is coupled through a link computer 2900 is communicating with a second host com-
having a limited bandwidth (eg, an edge router) to a node 60 puter 2902 over the Internet, and the path includes a high

that can supporta much Egher-bandwi‘dth‘I‘ink (e.g., anInter— bandwidth link HTGIDJW to an ISP79IT1 and a low band-

   

  

 
pose that a.first'host computer 2801iscommunicatingwith a computer 2900 and second host compuér 2902 would
second host computer 2804 using the IP address hopping 65 exchange hopblocks (ora hopblock algorithm) and would be 

principles described above. The first host computeris coupled able to create matching transmit and receive tables 2905,
through an edge router 280210 an ]ntemerSchProvider 2906, 2912 and 2913. Then in accordance with flwbasic
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ing seemingly random IP source and destination addresses. CKPTNW
and each would move a corresponding hopping windowin its a new CKPT_N until an appropriate interval after previous
receive table as valid packets were received checkpoints.

—Su—tl1—t—fpposeua ane arious computerhacker2903 was ableto 5 Suppose a receiver wished to restrictreception from a

 
     
 
 

  
 

being transmitted to ISP 2901, and that these packets are compliant transmitterwouldnotissue new SYNC REQmes-
 

being forwarded over a low-bandwidth link. Hacker com- sages more often than every 0.5 seconds. The receiver could
puter 2903 could thus “flood” packets having addresses fall- to delay a non-compliant transmitter from synchronizing by
ing into the range 100 to 200, expecting that they would be delaying the issuance ofCKPT_N for 0.5 second afterthe last
forwarded along low bandwidth link LOW BW, thus causing SYNC_REQ was accepted.
the low bandwidth link to become overwhelmed. The fast In general, if M receivers need to restrict N transmitters
packet reject mechanism in first host computer3000 would be issuing new SYNC_REQ messages alter every W messages
of little use in rejecting these packets, since the low band- 15 to sending R messages a second in aggregate. each receiver

width link was effectively jammed before the packets could could defer issuing a new CKPT Nuntil MxNxW/R seconds

 
 

be rejected. In accordance wfih one aspect of the improve- have elapsed since the last SYNC_REQ has been received
 

 

 
packets or given a lower quality of service than VPN Hafiic discarded by the receiver. After this, the transmitter will re-
over the lower bandwidth link. A denial-of--service flood issue the SYNC_REQ every T1 seconds until it receives a

attack could, however, still disrupt non--WITHaffie. SYITC_ACK. The receiver will eventually update LKPI _N

 
 

 
and thus translates packets arriving at the ISP into packets stop until it is compliant. if the transmitter exceeds the
 

having a different IP header before they are transmitted to allowed rate by a little it will eventually stop after several
host computerWecryptographic keys used to authen- rounds of delayed synchronization until—it is in compliance.
ticatc VPN packets at the link guard 2911 and the crypto- Hacking thetransmitter’scodetonot shut 011'only permits the
graphic keys used to encrypt and decrypt the VPN packets at 30 transmitter to lose the acceptance window. In this case it can
host 2902 and host 2901 can be different, so that link guard recover the window and proceed only after it is compliant
2911 does not have access to the private host data; it only has again.
the capability to authenticate those packets. Two practical issues should be considered when imple-

According to yet a third embodiment, the low-bandwidth menting the above scheme:
node can transmit a spec1al message to the high--bandwidth 35 1. The receiver rate should be slightly higher than the

  

 
 

Wmmmmomon a par— permitted rate in order to allow for statisticahfiuctuations in
 

prevent a hacker from flooding packets using a single IP foraperiod afiera SYNCREQ1s transmitted, the algorithm
address. According to yet a fourth embodiment, the high- 40 above can artificially reduce the transmitter’s bandwidth. If

bandwidth node can be configured to discard packets trans- events prevent a compliant transmitter from‘synchromzmg
—exceedsacedanmpredetennmedthreshold fenany givenJP SVNC_ACK; a SYNC_REQ will bmpmddmepmw—

address; this would allow hopped packets to go through. In expected Afier this. the transmitter will transmit fewer than
this respect, link guard 2911 can be used to detect that the rate 45 expected messages before encountering the next checkpoint

of packetson a given IP address are exceeding athreshold The new checkpoint will not have been activated and the

 
 
 

  

 
 

 
be dropped ortransmitted at a lower priority (eg. delayed). appear to the receiver as if the transmitter is not compliant.

Therefore, the next checkpoint will be accepted late from the
13- Traflic Limiter 50 transmitter’s perspective. This has the effect of reducing the

transmitter’s allowed packet rate until the transmitter trans-
In a system in which multiple nodes are communicating mits at a packet rate below the agreedupon rate for a period of

using “hopping” technology, a treasonous insider could inter- time. 

—naflyfloodthe1ysterrrwntrpackets—hrorderttrpreventflns To guard against this, the receiver shouldkeep track ofthe
mmmupfimmmmcmmmm

“’contmctsbetween nodesin the system, such that a receiver accepted and use the minimirm of MxNxWZR seconds after:
can impose a bandwidth limitation on each packet sender. the last SYNC REQ has been received and accepted, 2><Mx
One technique for doing this is to delay acceptance of a NxW/R seconds after next to the last SYNC_REQ has been

checkpomt synchromzation request from a sender until a received and accepted, CxMxNxVWR seconds after (C- It”

  

 
 
 

 
window moves by delaying “SYNC ACK'” responses to pnatelylimtmgminainnnnefispacketnateifatleastnnemn—
 

“SYNC_REQ” messages. ofthe last C SYNC_REQs was processed on the first attempt
A simple modification to the checkpoint synchronizer will FIG. 30 shows a system employing the above-described

 
  

serve to protect areceiver from accidental or deliberate over- 65—Hn61ples.[n—FTG_ 30 two computers 3000 and 3001 are
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hopped IP addresses, discriminator values, etc.). For the sake lo g-on and og-ofl'tand requires only minimally sized tables),
of simplicity, computer 3000 will be referred to as the receiv- and a transport server that contains larger hopping tables for
mg computer and computer 3001 will be referred to as the the users. The signaling server listens for the millions of

Wfull duplex mien is of known users and performs a fast-packet reject of other (bo-
course contemplated. Moreover, although only a singletrans- 5 gus) packets. When a packet is received from a known user,
mitter is shown, multipletransmitters cantransmit to receiver the signaling server activates a virtual private link (VPL)

 
 

  
 
 

 

3000. between the user and the transport server, where hopping
 

addresspairs that will be acceptedwhen appearing in incom— 10 tablesfor connnunicatingwiththe transport server, thus acti-

ing data packets Transmitting computer 3001 maintains a vating the VPL. The VPlecanbe torn down when they
 

3000. Gor the sake of illustration, window Wis also illus- to allow user l-ogonand log-ofl' canbe accomplishedusing a
 

trated with reference to transmit table 3003). As transmitting 15 specialized version of the checkpoint scheme described
computer moves through its table, it will eventually generate above.
aSYNC REQmessageasillustratedin lunction3010, hisis EIG. 3| shows a system emp crying certain of the alarme-
a request to receiver 3000 to synchronize the receive table described principles. In FIG. 31, a signaling server 3101 and
3002, from which transmitter 3001 expects a response in the a transport server 3102 communicate over a link. Signaling

 
  

— form of a CKP l_N (included as part ofa SYNQACK mes— 20 server 3101 contains a large number of small tables 3106 and
sage). If transmitting computer 3001 transmits more mes- 3107 that contain enough information to authenticate a com-
sages than its allotment, it will prematurely generate the munication request with one or more clients 3103 and 3104.
 

S Y NCLR EQ message. (Ifit has been altered to remove the As described in more detail below, these small tables may
  

ets that fall outside of window W, and the extra packets server 3102, whichis preferablyaseparate computerincom-
generated bytransmitter 3001 will be discarded). munication with signaling server 3101, contains a smaller

 

 
C REQmessage is received,as illustratedinFIG. 30. Instep 30 puters.
 

3004, receiving computer 3000 receives the SYNC_REQ According to one embodiment, a client that has previously
message In step 3005, a checkis made to determine whether registered with the system (eg, via a system administration

WWWMWW
step 3007, a checkis made to determine whether the SYN- method) transmits a request for information from a computer
CREQ received fi'orn transmitter 3001 was received at a rate 35 (e.g, a web site) In one variation, the request is made using

  
 
 

that exceeds the allowable rate R (1e., the penodbetween the a“hopped” packet, such that signaling server 3101 will‘ue ofthe last , 
constant, or it can be made tofluctuate as desired If the rate suchas hacker computer 3105. An “administrative” VPN can
exceeds R, then'in step 3008 the next activation of the next be established between all of the clients and the signaling

 
  

CKP‘LN hopping tab—1eentry isdelayed by W7R seconds 40 server in order to ensure that a hacker cannot flood signaling 
Otherwise, if the rate has not been exceeded, thenin step provided below

3[i]9thenext CKPT__N value iscalculated and inserted into Signaling server 3101 receives the request 3111 and uses it

 

 
theSYNCREQin the normalmanner. to allocate a hopping table (or hoppingalgorithmor other

regime) for the purpose of creating a VPN with client 3103.
E. Signaling Synchremae ~ . .

In a system in which a large number ofusers communicate 50 parameters to client 3103via path 3114. preferablyin
with a central node using secure hopping technology, a large encrypted form.

amount of memory must be set aside for hopping tables and Thereafter, client 3103 communicates with transport

 
 
  

 
subscribers to aweb site occasionally communicate with the above. It will beappreciated that although signaling server
 

web site, the site must maintain one million hopping tables, 55 .3101 and transport server 3102 are illustrated as being two
thus using up valuable computer resources, even though only separate computers, they coulEl of course be comfi'med“into a
a small percentage of the users may actually be using the single computer and their functions performed on the single

 

 
 system at any one time A desirable solution would be a computer. Alternatively, it is possible to partition the func-

system that permits a certain maxrmum number of simulta- tions shown in FIG 31 differently from as shown without

neo a c recognize“ so departing from theinventive principles. 
out of a population of a million registered users, a few thou- signaling server 3101 need only maintain a small amount of
sand at a time could simultaneously communicate with 21 information on a large number ofpotential users, yet itretains

 
 

users sueh as haeker computer 3105 Larger data table;. o rformtheho '

a signaling server that performs session initiation for user are instead maintainedin a transport server 3102, and a
 
 
 
 

Copy provided by USPTO from the PIRS Image Database on 03/26/2011 
 

W

Petitioner Apple Inc. - Exhibit 1002, p. 2071

 

 



Petitioner Apple Inc. - Exhibit 1002, p. 2072

 

 

 
 

 

US 7,490,151 B2 

 
  

 

 

 
  

45 46

smaller nmnber of these tables. are needed since they areonly correspond to the client’ 5 receiver side CKPT_R and
for a certain time period (e.g, one hour), the VPN can be load
automat1cally torn down by transport server 3102 or Signaling CWhenthe server receives a S C_REQ on 1ts _O,

! C | 5 . | . . . I CKPT_R l
A more detailed description will now be provided regard- the client’ 5 receiver side CKPT_R and transmits a SYN-

ing how a special case of the checkpoint synchronization C_ACK containing CKPT 01n itspayload.feamiecanbeusedteimplement"... .. . - . m'tliepreteeel.
described above Reading from toptobottom, the client sends data to the server  

The signaling synchronizer may be requ1red to support 10 usmg 1tstransm1tter side CKPT_N. The client sidetransmnter
many (millions) of standing, low bandwidth connections. It is turned off and a retry timer is turned off. The transmitter
therefore should minimize per-VPL memory usage while willnot transmit messages as long as the transmitter is turned

prov1ding the security offered by hoppmg technology.In oE_The client side transmltter then loads CKPT_Ninto

  

 
  

schematically aselement 3106in FIG. 31. serverside transmitter and transmitsaSYNC_ACK contain-
The meaning and‘behaviors ofTJKPT_N, CKPT_O and ing the server s1de rece1ver’ s CKPTZOThe server The SYN-

CKPT R remain the same fiom the previous description, 20 C ACK is successfiilly received at the client. The client side
except that CKPT_N can receive a combined data and SYN- receiver’s CKPTR is updated, the transmitter is turned on

CREQ message oraSYNC_REQ messageWithoutlthe data. and the retry timer is killed The client side transmitter is

  

 

 
“out ofband” For example, a client can log1nto a web server retry timer is turned 011'. The transmitter will not transmit
 

to establish an account over the Internet. The client will messages as long as the transmitter15 turned off The client 

receive keys etc encrypted over the Internet. Meanwhile, the side transmitter then loads CKPT_N 1nto CKPT_O and
server will set up the signaling VPN on the signaling server updates CKPT N. This message is lost. The client side timer

Assuming thata client application wishes to send a packet 30 expiresand.as aresult a SYNC_REQ1s transmitted on the
 

on the innerheaderusingthe transmitter’s CKPT_N SYNCREQ1ssuccessfully receivedat the server. It synchro-- ~ . KPi_NintUCKPT_6

noting CKPT_0. Messages can be one of three types: 35 and generates a new CKPT_N, it generates an new CKPT_R

 
 
 

DATA, SYNC_REQ and SYNC_ACK. In the normal in the server side transmitterand transmits a SYNC_ACK.. - . g .
 

identifying each message type as part of theencrypted SYNC ACKIS successfully receivedat the—client. The client
innerheader field. In this algorithm, it is important to side receiver sCKPT_R15 updated, thetransmitter.is“turned 
11a]mgsynchronizersince the data and-the SYNC_REQ readyto transmit a new data message.
come In on thesame address. Thereare numerous other scenarios that follow this flow.

 

 
it verifies the message and passes it up the stack. The wouldcontinue to rc-send thc SYNC_REQ until the receiver
message can be verified by checking message type and 45 synchronizes and responds

 

, a client t9 be

the1nner header It replaces its CKPT_O with CKPT_N authenticated at signalingserver3201 while maintaining the

and generates the next CKPT_N. It updates 1ts transmit- abilityofs1gnal1ng server3201 to qu1ck‘]y re} ect 1nvalid pack-terside .-

CKPT_R to correspond to the client’s receiver side 50 various embodiments, the signaling synchronizeris really a
CKPT_R and transmits a SYNC_ACK containing CKPT_O derivative ofthe synchronizer. It provides the same protection

 

 

  
  

  

 

 

 

. . l l l l . l 1 . l E l l E
3 When the client side receiver receives a SYNC_ACK on low bandwidth connections.

its CKPT_R with a payload matchin=g its transmitter side We claim:CKP—T_Qand . 
turned on and the receiver side CKPT_Risupdated. If domainname server"(DNS) proxy module that intercepts
the SYNC_ACK1 s payloaddoes not match the transmit- DNS requests sent by a client and, for each intercepted—DNS
ter side CKPT_O or the transmitter is on, the SYN- request, performs the steps of:
C_ACK is simply discarded (i) determining whether the intercepted DNS request cor-

4. T1 expires: If the transmitter is off and the client’s 60 responds to a secure server;

 

 

   
5 When the serverreceivcsa SYNC_REQ onits CKPT_N, 65 (iii) when the intercepted DNS request corresponds to a 

1t replaces 1ts CKPT_O with CKPT_N and generates the secure server, automat1cally initiating an encrypted
next CKP | N. It updates its transmitter side CKP l Rto channel between the client and the secure server.
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2. The data processing device ofclaim 1, wherein step (iii) 9. The computer readable medium of claim 8, wherein step
—comprisesfllestepsvf: mfiuflrcrcomprisesflrestepnf

(a) determining whether the client is authorized to access
—thesecureserver, and

 

(c) when the clientis not authorized to access the secure 

(b) whenthe clientis authorized to access the secure server, 5 
smwmmmwmwmmmfihmmwme

client comprises a web browser into which a user enters a
URL resulfing 1n the DNS request.

11. The computer readable medium of claim 7 wherein

automatically initiating the encrypted channel between the

encrypted channel between the secure server and the
client.

3 The data processing device of claim 2, wherein step (iii)

further comprisesthe step of: 10   

server returning a host unknown error message to the
client.

4. The data processing device ofclaim 3, wherein the client
comprises a web browser into which a user enters a URL

resulting1n the DNS request

15

 

 

server reflemmgahesfimflmowmm message to theclient.
  

address hopping scheme between the client and the secureserver.

12. The computer readable medium of claim 7, wherein
automatically initiating the encrypted channel between the
client and the secure server avoids sending a true IP address of 

13. A computer readable medium storing a domain name
serveréDNS)moduleecmprisedefeemputerreadable
 

 
 

matieally initiating the encrypted channel between the client
and the secure server avoids sending a true IP address ofthe
secure server to the client.

 

instructions that, when executed, cause a data processing 

(i) determining whether a DNS request sent by a client
corresponds to a secure server;

(ii) when the DNS request does not correspond to a secure  

  

 

7. A computer readable medium storing a domain name 25 server, forwarding the WSW a DNSd‘unction
server (DNSlproxy module comprised ofcomputer readable that returns an IP address of a nonsccure computer; and
instructions that, when executed, cause a data processing (iiinren firednterceptethNSTequestTorrespondsTo—a—
device to perform the steps of: secure server, automatically creating a secure channel

(i) intercepting a DNS request sent by a client; between the client and the secure server.

(i_i) determining whether the intercepted DNS request cor- 30 14. The computer readable medium of claim 13, wherein 

responds to a secure server; step (iii) comprises the steps of 
 

35
 
 

secure server, automatically initiating an encrypted 

8. The computer readable medium ofclaim 7, wherein step

15 The computer readable medium of claim 14, wherein
channel—between the client anctflW—stepfimfiuflrermpnsefihestercf

 

(c) when the client is not authorized to access the secure 
1 iv ) compfl—sThe—steps'se of

(a) determining whether the client is authorized to access

40

 
—thesecurflerver, and

(b) when the client is authorized to access the secure server,
sending a request to the secure sewer to establish an
encrypted channel between the secure sewer and the 45
client.

 
the client comprises a web browser into which a user enters a
URL resulting1n the DNS request
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KGIISE NEI WURK PRU [OCOL FOR SECURE The target server only sees the address of the outside proxy.

  
CROSS-REFERENCE TO RELATED 5 important limitation ofproxy servers is that the server knows

APPLICATIONS the identities of both calling and called parties. In many

instances, an originating terminal, such as terminal A, would

 
 
 

 
nowUS Pat. No. 7418504. whichis a continuation ofUS. 10 prov1der USP)-
 

application Ser. No. 09/558,210, filed Apr. 26, 2000, now To defeat traffic analysis, a scheme called Chaum’s mixes
abandoned, which in turn is a continuation-impart of previ- employs a proxy server that transmits and receives fixed
ously-filed US. application Ser. No. 09/504,783, filedonFeb. lengthmessages, including dummy messages. Multiple origi-
15,2000, now US. Pat. No. 6,502,135, issued Dec. 31, 2002, Dating terminals are connected through a mix (a server) to
which in turn claims priority from and is a continuation-in— 15 multiple target servers. It is difficult to tell which of the
part patent application of previously-filcd U.3. application originating terminals are communicating to which ofthe con-
Ser.No.092429,643,filg10n09t.29 152529 11911! S Bat No nected target servers, and the dummy messages confuse
7,010,604, issued Mar. 07, 2006. The subject matter ofUs. eavesdmppem’ efforts to detect communicating pairs by ana-
application Ser. No. 09/429,643, now U.S. Pat. No. 7,010, 13’ng traffic. A drawback is that there is a risk that the mix
604, which is bodily 1ncorporatcd'herein,derives irom pro- WWWOW“) dealeh—thls risk

—Vrsmfiai—H—S—apfflteatton—Nos—60HGS£61—ffiled—Get—30, is Weed metmst among multiple nmxesWis

 

 
  
  

   
 cationis also related to US application Ser No. 09/558209 minals may remain concealed. This Strategyrcqhites a num-

filed Apr. 26 2000 now abandoned and which15 incorpo- ber ofalternative mixcs so that the intermediate servers inter-

rated by reference herein. 25 posed—between the originatingand target terminals are not
 

  

encrypted addresses. The first”mix in asequence candecrypt
 

Atremendous variety ofmethods have been proposed and only the outer layer of the message to reveal the next desti-
implemented to provide security and anonymity for commu- 30 nation mix in sequence. The second mix can decrypt the
nications over the Internet. The variety stems, inpart, fromthe message to reveal the next mix and so on. The target server
different needs of different Internet users. A basic heuristic receives the message and, optionally, a multi-layer encrypted
framework to aid in discussing these difierent security tech- payload containing return information to send data back in
niques is illustrated in FIG. 1. Two terminals, an originating the same fashion. The only way to defeat such a mix scheme
terminal 100 and a destination terminal 110 are in communi- 35 is to collude among mixes. If the packets are all fixed-length

 

 
cation over the Internet. It is desired for the communications and intermixed with dummy packets, there is no way to do
to be secure, that is, immune to eavesdropping. For example, any kind of traflic analysis. 

terminaTIOO may transmit secret information to terminal’l‘ro Still another anonymity technique, called ‘crowds,’pro-
 

munication with terminal 110. or example, ifterminal 100 is belong to groups ofprox1es called crowds. The crowd proxies
a user and terminal 1 10 hosts a web site, terminal 100’ 5 user are interposed between originating and target terminals. Each

may not want anyone in the intervening networks to know proxy through which the messageis sent is randomly chosen

 
 

 
  

market research interests private and thus would prefer to “crowd” or to the destination. Thus. even crowd members
prevent outsiders fiom knowing which web-sites or other cannot determine if a preceding proxy is the originator ofthe
 

Internet resources they are “Visiting.” These two security message or if it was simply passed from another proxy.
  

issues may b—llfiieca d—t‘aa security and anonymty', respec- ZKS lZero-Knowiedge Systems) Anonymous IPTrotocol
tively. 50 allows users to select up to any offive different pseudonyms,

Data security is usually tackled using some form of data while desktop software encrypts outgoing traflic and wraps it
encryption. An encryption key 48 is known at both the origi- in User Datagram Protocol (UDP) packets. The first server in
nating and terminating terminals 100 and 110. The keys may a 2+-hop system gets the UDP packets, strips offone layer of
be private and public at the originating and destination termi- encryption to add another, then sends the traffic to the ncxt

nals 100 and 110, respectively or they may be symmetrical 55 server, which strips off yet another layer of encryption and

keys (the same keyisused‘hy both parties-to encrypt and adds anew one The useris permittedto controlThc numbcr of

 

 
 1. . '11P 1] ‘I‘l 14 ~ 111 c - o I].
 
 

To hide trafiic from a local administrator or ISP, a user can method can be defeated using traflic analysis. For a simple
employ a local proxy server in communicating over an 60 example, bursts ofpackets from a user during low-duty peri-
 

encrypted channel wfih an outside proxy such that the local ods can reveal the identities of sender and receiver.

WWW.M FirewaflsattempttoprotectLAd‘isrromunaufiiorizal—

 

 
intermediateserver interposedbetween client and destination 65 all access to the LAN must pass. Firewalls are centralized
server. The destination server sees only the Internet Protocol systems that require administrative overhead to maintain.
(I?) address ofthe proxy server and north—'ting—ciienteorigina They can be comproimsed‘by Virtual—machme applications
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security breaches for example by users sending sensitive encryptioninthe TARP packet that can only be unlocked
information to servers outside the firewall or encouraging use 115ng a session key. The session keyis not available to any of

ofmodems to sidestep the firewall security. Firewalls are not the Intervening TARP routers. The sess1on”key is used to

 

  
 

Communication may be made private using link and ses-
SUMMARY OF THE INVENTION sion keys, which in turn may be shared and used according to 

any desired method. For example, public/privatekeys or sym-
A secure mechanism for communicating over the internet, 10 metric keys may be used.

includingaprotocolreferredto asthe TunneledAgile Routing To transmit a data stream, a TARP originating terminal
Protocol (TARP), uses a unique two-layer encryption format constructs a series ofTARP packets from a series of IP pack-
and special TARP routers. TARP routers are similar in func- ets generated by a network (IP) layer process. (Note that the
tion to regular IP routers. Each TARP router has one or more terms “network layer,” “data link layer,” “application layer,”
IP addresses and uses normal IP protocol to send IP packet 15 etc. used inthis specification correspond to the Open Systems
messages (“packets” or “datagi-ams”). The IP packets Interconnection (OSI) network terminology.) The payloads

exchangcd‘between TARP terminals v1a TARP routers are ofthese packets are assembledinto a block and chain-b‘lock

 

 

 
 

“clear” or “outside” 1P header attached to TARP IPpackets 20 The blockis then interleaved and the interleaved encrypted
contains only the address of a next hop router or destination blockis broken into a series ofpayloads one for each TARP 

server. That is, instead of indicating a final destination in the packet to be generated. SpeciaTTARP headers IPT are then  

destIIIatronfieid—oftheI'PheaderfliebARPpacketslPW 
v P he ders orcustomizedin some wa .Th should contain a

indication from an intercepted TARP packet of the true des- formula or data for deinterleaving the data at the destination
tination of the TARP packet since the destination could TARP terminal, a time-to-live (TTL) parameter to indicate

always be next-hop TARP router as well as the final destina- thenumberofl-iopsi stili to be executed,a data type ide—tn'11er

 
 
 
 

EachTARP packet’s true destination is concealed behind a 30 TCPor UDP data the sender’ sTARP address, the destination
layer ofencryption generated using a link key. The link key is TARP address, and an indicator as to whether the packet
the encryption key used for encrypted communication contains real or decoy data or a formula for filtering out decoy
between the hops intervening between an originating TARP data if decoy data is spread in some way through the TARP
terminal and a destination TARP terminal Each TARP router payload data.

can remove the outerlayer of encryption to reveal the desti- 35 Note that although chain-blockencryption is discussed
  
 

packet, areceiving TARPor routingterminalmay identify the method should be used that makes unauthorized decryption
transmitting tenmnal by the sender/receiverIPnumbers1n the difficult without an entire result of the encryption process 

cleartext 1P header. 40 lhus, by separating the encrypted block among mulTiple

  

analysis The hops may be chosen at random or by a fixed Decoy or dummy data can be addcd to a stream to help foil
value. As a result, each TARP packet may make random trips 45 traffic analysis by reducing the peak-to--averagenetwork load.

among a number of geographically disparate routers betore Itmay he desrrable toprovide the TARP process withan

 

 
each trip isindependently randomly determined This feature municationbursts at onepointin the Internet cannot be tied to
is called agile routing. The fact that different packets take 50 communication bursts at another point to reveal the commu-
different routes provides distinct advantages by making it nicating endpoints.
difficult for aninterloper to obtain all the packets forming an Dummy data also helps to break the data into a larger
entiremulti-packetmessage. The associated advantages have number of inconspicuously-sized packets permitting the

to do with the innerlayer ofencryptiondiscussed below interleave window size to be increased while maintaining a 
this purpose;a feature thatensuresthatany message is broken single standard size or selected l'roma fixed range of sizes.)
into multiple packets. One primary reason for desiring for each message to be bro- 

The IP address of a TARP router can be changed, a feature ken into multiple packets is apparent ifa chain block encryp-

called—IF agility. Each TARP router,in epen n o r tionschemeis.usm?rorrn the firstencryptionImm—

  

 

 
is also defined This address, called the TARP address,is then interleaved into a number of separate packets. Consid-
known only to TARP routers and terminals and may be cor- ering the agile IP routing of the packets, and the attendant 
 

related at anytime by a TARP router or a TARP terminal using difficulty of reconstructing an entiresequence ofpacketsto 

 
teiminals whichin turn updatetheir respective LUTs. an entire data stream.
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system. Because the encryption system described above15 Furthcr improvements describedin this continuation-in-
insertable between the data link and network layers, the pro- 5 part application include (1) a load balancer that distributes

cesses mvolvcd1n supporting the encrypted communication packets across difi‘crcnt transmission paths according to

 
 

 
completely transparent to the data link layer processes as domain name inquiry; (3)a large-to-small link bandwidth
 

well Thus no operations at or above the Network layer or at 10 management feature that prevents denial-of service attacks at
orbelow the data l1nk layer, are afl'ectedby the insertion ofthe system chokepomts; (4) a traffic Emiter that regulates incom-
TARP stack. This provides additional security to all processes ing packets by limiting the rate at which a transmitter can be
at or above the network layer, since the difliculty ofunautho- synchronized with a receiver; and (5) a signaling synchro-
rized penetration of the network layer (by, for example, a nizer that allows a large number of nodes to communicate
hacker) is increased substantially. Even newly developed 15 with a central node by partitioning the communication func-
servers running at the session layer leave all processes below tion between two separate entities.
the session layer vulnerable to attack. Note that in this archi- The present inventionprovides key technologies for imple-

 

 

tecture, security is distributed Thatis, notebook computers mentinga secureVirtual Internetby using anew agilenetwork
use iuy execu ives on ‘eroa- - ., . V _ 

net infrastructure and interfaces with client a lications the
can be done at regular intervals, at random intervals, or upon same way as the existing Internet. The key technologies pro-
detection of “attacks.” The variation of IP addresses hinders vided by the present invention that support the secure virtual

 

 
 

traffic analysis that might reveal which computers are com- Internet include a ‘one-click” and’“no-click”1echmque to
 

tional to the rate at whichthe IP addiess of the hostis veha‘ng- new approach for interfacing_specific client applications onto
ing. the secure virtual Internet. According to the invention, the

As mentioned, IP addresses may be changedinresponse to securedomainname serVice. interfaces wifh exrsting applica-

 
 

 
series ofmessages indicating that a router is being probed'in domain names and addresses.
some way. Upon detection of an attack, the TARP layer pro- According to one aspect ofthe present invention, a user can
cess may respond to this event by changing its IP address. In conveniently establish a VPN using a “one-click” or a “no-
addition, it may create a subprocess that maintains the origi- click” technique without being required to enter user identi-
nal IP address and continues interacting with the attacker in 35 fication information, a password and/or an encryption key for
some manner establishing a VPN. The advantages of the present invention  

Decoy ipackets maybe generatedby each TAKPTerminal are providechy“a methodTor establishinga secure commu-
 

ofa packet on a random basis when the terminal is idle. 40 ment, a secure communication modeis enabled at a first
Alternatively, the algorithm may be responsive to time ofday computer without a user entering any cryptographic informa-
or detection otrlow traflic to generate more decoy packets tion for establislfing the secure oommunicationmode ofcom-

durhiglowtraflictimes. Notethatpacketsarepreferably

 
 
  

 
WesIn addition. sothat decoy 45 tion mode of communication can be enabled by entering a 
  packets may be insertedin normal TARP message streams, command into the first computer. Then, a secure communi-

the background loop may have a latch that makes it more cation linkis established between the first computer and a

likely to insertdecoy packetswhen amessage stream is being second computer—over—a—computermetwork based—on the 
received along with regularTARP packets, thealgorithm may 50 According to the invention, it is determined whether a secure
increase the rate of dropping of decoy packets rather than communication software module15 stored on the first com-
forwarding them. The result of dropping and generating puter in response to the step of enabling the secure commu—
decoy packets in this way is to make the apparent incoming nication mode ofcommunication.Apredetermined computer
message size different from the apparent outgoing message network address is then accessed for loading the secure com-

size to help foil trafiic analysis 55 munication software module when the sofiware moduleis not
 

of IP addresses are preassigned to each pair of communicat- cation link is a virtual private network communication link
 

ing nodes in the network. Each pair ofnodes agrees upon an over the computer network Preferably, the virtual private

algorithm Ior “hopping” between IP addresses (both sending 60 networkcan be basedon insertinginto each data packet one or

 

   

—tinn.)i:onpacketsjransmifledhetw_eenlhepain9v in or basedon a computer network address hoppingregimethatis
“reusable" IP addresses may be allocated to different users on used to pseudorandomly change computer network addresses
the same subnet, since each node merely verifies that a par- 65 or other data values 1n packets transmitted between the first

ticular packet includes a valid source/desfination pair fromW
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a moving window of valid values. Yet another alternative WWW
provides that the virtual private network can be based on a packet.
comparison between a discriminator field in each data packet
to a table ofvalid discriminator fields marntamed for the first 5 BRIEF DESCIUP I ION OF I HF, ”1275: W INGS
computer.

 
 
 
 

 
 

communication link mode ofcom v, FIG. 2 is an illustration ofsecure communications over the
 

the secure communication modeis automatically established ‘0 Internet according to a 311 embodiment 0f the invention.
when a communication link is established ovcr the computer FIG- 3a is an 1llustrat10n ofa process offorrmng a tlmneled
network. IP packet according to an embodiment of the invention.

The present invention also provides a computer system FIG. 3b is an illustration ofa process offorming atunneled
having a communication link to a computer network, and a 15 IP packet according to another embodiment ofthe invention

display showing a hyperlink for establishing a virtual private FIG 415 an lllustratlon Of an 031 layer location Of pro-
  
—maLpriyaIganmLorkjs_establishedm the cgmpjjler net- tunneled packet according to an embodiment ofthe1nvention

work.Anon-standardtop-level domainname is then sent over 20 FIG- 615 a flow chart lllustrating a process for forums a
the virtual private network communication to a pfedetef- tlmneled packet according toanembodiment ofthe invention
mined computer network address, such as a computer net- FIG T15 21 flow chart fllustratmg a process for recervmg a

work address for a secure domain name service (SENS). ‘ ' ' ' ' ' " " - ' ' ' '

 
 

  
 

 

 

standard top-level domain names. TheAdvantages of the . . FIG. 9 shows an IP address hopping scheme between a  
present invention are provided by a secure domain name client computer and TARP router using transmit and receive

serv1ce for a computer network that 1ncludes a portal con- tables in each computer
 

domain name database comiected to the computer network 30 net Service Providers USPS) and a client computer

 

through the portal. According to the invention, the portal FIG. 11 shows how multiple IP packets can be embedded
authenticates a query for a secure computer network address, into a single “frame” such as an Ethernet flame, and further
and the domain name database stores secure computer net- shows the use of a discriminator field to camouflage true
work addresses for the computer network. Each secure com- packet recipients.
puter network addressrs based on a non-standard top-level 35 FIG. 12A shows a system that employs hopped hardware

, . , o , .sn , .sne , se u, .smi a esses, opp a esses, an 1W1 Wm 

 
ingapplication network traffic at the application layer of a hardware addresses, IP addresses, and discriminator fieldsin
client computer so that the client application can securely 40 combination

commumcate with a server protected by an agile network FIG 13 showsa technique forautomatically re-estaElish-

 
 

 
 

munication link between a client computerand a server com- FIG 14 shows a “checkpoint” scheme for regaining syn-
 
 

puter over a computer network, such as the Internet. 45 chronization between a sender and recipient.
Accordlng to the mventlon, an information packet1s sent FIG. 15 shows further details of the checkpoint scheme of  

—fionrthe—chemmornputermthe—servercomputeroverfire FIG.I4.

 
is insertedInto the payload portion ofthe packet at the appli- a plurality ofsegments for comparison with presence vectors
cation layer of the client computer andis used for forming a 50 FIG. 17 shows a storage array for a receiver’s active
virtual private connection between the client computer and addresses.
the server computer. The modified information packet can be , FIG. 18 shows the receiver’s storage array after receiving a
sent through a firewall before being sent over the computer sync request.

network to the server computer and by working on top of FIG. 19 shows the receiver’s storage array afier new
 

 
packet1s received at a kernel layer of an operating system on sion paths.
 

the server side. Itis then determined at the kernel layer ofthe FIG. 21 shows a plurality of link transmission tables that
operating system on the host computer whether the informa- can be used to route packets m the system 01 FIG 20.

 
  

mammnm 00 Wshowsafiowchartforadjustmgwerghtva’rue
  
 
  

an information packet to the client computer that has been FIG. 22F showsa flowchart for settihg aweight value to
modified at the kernel layer to containing virtual private con- zero if a transmitter turns off.
nection information in the payload portion ofthe reply mfor- FIG. 23 shows a system employing distributed transmis-

mation packet. Preferably, the mibWtro—npacket‘fi‘om fire 05 sion—paths w1th adjusted werglit value distributions for each
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 FIG. 25 shows a conventional domain-name look-up ser- (which may indicate the link key used) by the sender field of

 
with transparent VPN creation. clear IP header. Each TARP router. upon receiving aTARP

FIG 27 shows steps that can be carried out to implement 5 message, (1603111111165 if the message 15 a TARP message by

transparent VPN creation based on a DNS look-up function. using authenticationdatainthe TARP packet. This could be

 

 
prevents packet overloading ona low-bandwidth linkLOW Alternatively, TARP packets could be authenticated by
 
 

 
  

BW. attempting to decrypt using the link key 146 and determining
FIG. 29 shows one embodiment ot a system employing the 10 ifThc results are as expected. The former may have compu-

principles of FIG. 28. tational advantages because it does not involve a decryption
FIG. 30 shows a system that regulates packet transmission PYOCCSS.

rates by throttling the rate at which synchronizations are Once the outer layer ofdecryption is completed by aTARP

performed rout—122127, flrTARP routerdetermines the final desti-
  

FIG. 31 shows a signaling--
server 3102 used to establish a VPN with a client computer. TARP PflCkCt 140 to undergo a minimumnumber of hops to

FIG 32 shows message flows relating to synchronization help foil traffic analysis The time to live counter in the IPW
MG33—Shewsasystembleekdiagramefaeemputer berefTARPreuterhepsateHoJoeeompleted—EaehiEARP—

 

 

  

networkin which the“one--click”sm11re commiinigafinn link 20 router then would decrement the counter and detenninefrom

of the present invention is suitable for use that whether it should forward the TARP packet 140 to

FIG. 34 shows 1] flow diagram forinstalling and establish- another TARP router 122—127 or to the destination TARP  
network according to the present invention after decrementing for an example ofusage, theTARP router 

FIG 35 shows a flow diagram for registering a secure 25 receiving the TARP packet 140 may forward the TARP packet
domain name according to the present invention. 131) to the destination TARP terminal 110. If the time to live

FIG, 36 shows a system block diagram of a computer counter is above zero afier decrementing, for an example of
network in which a private connection according to the usage, the TARP router receiving the TARP packet 140 may
present invention can be configured to more easily traverse a forward the TARP packet 140 to a TARP router 122-127 that

 
 

 
firewafl‘between twocomputernetworks 30 the current TARP terminal chooses at random As a result,

private connection thatis encapsulated using an existing net- number ofhops of'IARP routers 122-127 which are chosen at
work protocol random. 

Thus, each TARP packet, irrespective ofThe traditional 

 
 

lar 1P routers 128-132 inthat each hasone or moreIP 40 above. This featureis called agmgkfiomeasnisjiat—
addresses and uses normal IP protocol to send normal-look- will become clear shortly, the fact that difl'erent packets take
 

ing IP packet messages, called I‘ARP lpackets 140. TARP different routes provides distinct advantages by making it 
are routed by regular IP routers 128-132 because each TARP entire multi -packet message. Agile routingis combinedwith
 

packet 140 contains a destination address as in a normal IP 45 another feature that fiirthers this purpose, a feature that
packet. However, instead or indicatmg a final destination in ensures that any message is broken into multiple packets.
the destination field of the 1P header, the TARP packel’s 140 A TARP router receives a TARP packet when an IP address
I? header always points to a next-hop in a series of TARP used by the TARP router coincides with the IP address in the
router hops, or the final destination TARP terminal 110. TARP packet’ s IP header IPc. The IP address of a TARP

Because the header of the TARP packet-contains only the 50 router, however, maynot remain constant To avoid and man-

 

 
 

 
interceptedTARP packet of the true destination of the TARP tion from another TARP terminal or router, may change its IP
packet 140 since the destination could always be the next-hop address. A separate, unchangeable identifier or addressis also
 

 

mm defifil This address, calledtheTARPaddress,isknown only
Each TARP acket’s true destina 'on is co c led behin ti

an outer layer of encryption generated using a link key 146. Table (LUT). When a TARP router or terminal changes its IP

The linkkey 146is the encryption key used for encrypted address, it updates the other TARP routers and terminals

 

 

 
TARP routers) ofasingle link inthechain ofhops connectin 60 ever aTARP router loo ddr
 

the originating [ARP terminal 100 and the destination TARP encrypted header, it must convert a TARP address to a real IP
termmal 110. Each TARP router 122-127, usmg the link key address using its LUT.
146 it uses to communicate with the previous hop in a chain, While every TARP router receiving a TARP packet has the
can use the link key to reveal the true destination of a TARP ability to determine the packet’s final destination, the mes-
packet. TO identify the link key needed to decrypt the outer 65 sagepayload is embedded behind aninner layer ofencryption

 

 
 
 

layer or encrypt1on or a TART’ packet, areceiving TARP or in theTARP packet that canonlybe unlocked using a session 
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decrypt the payloads of the TARP packets 140 permitting an window than would otherwise be required by the size of a
entire message to be reconstructed given message. Decoy or dummy data can be added to a

In one embodiment communicanon may be made private 5 stream to help foil tralfic analysis by leveling the load on the

 

 

 
key or symmetric keys ma be communicated between link or 0 ie
 

session endpoints using apublic key method. Any ofa variety so that communication bursts at one point in the Internet
of other mechanisms for securing data to ensure that only 10 cannot be tied to communication bursts at another point to

Waveaccess to the pnvate informa- reveal the communicatmg endpoints.
tion in the TARP packets 140 may be used as desired. Dummy data also helps to break the data into a larger

Referring to FIG. 3a, to construct a series ofTARP packets, number of inconspicuously—sized packets permitting the
a data stream 300 of IP packets 207a, 207b, 2070, etc., such interleave window size to be increased while maintaining a
series of packets being formed by a network (1P) layer pro- 15 reasonable size for each packet. (The packet size can be a
cess, is broken into a series of small sized segments. In the single standard size or selected from a fixed range of sizes.)
present example equal-sized segments 1-9 are defined and One primary reason for desiring for each message to be bro-

 
 

 

usedtoconstruct a setlofinterlcaveddata packetsA, l3, andC. kenintomulfiple packets is apparent1if a chain Block encryp-
 

207a-207c used to fo'rm the three interleaved packets A l3, portion, orthe entirety of a message, and that portion or
and C1s exactly three. Of course, the number of IP packets entirety then interleaved into a number of separate packets.

 
 

   
 
 
  

spread over a group of interleaved packets may be any eon- Referrmg to FIG. 3b, in an alternative mode 01 TARP

nuinber of interleavedWMblockfll) fdr chain
spread,is called the interleave window block encryption using the session key. The payloads used to

To createapacket, the transmitting software interleaves the form the block are presumed to be destined for the same
normal IP packets 207a et. seq, to form a new set ofintcr- termmal. The Block size may coincide with the interleave

leavedpayieaddamm. 'Hfispayieaddatam is—thenfiewrrtdowas depictedfirflmxampieemimdimentroffleflh—
encrypted using a session key to form a set of session-key- Afier encryption, the encrypted blockis broken into separate
encrypted payload data 33 0, each ofwhich, A, B, and C, will payloads and segments which are interleaved as in the
form the payload ofa TARP packet. Using the IP header data, embodiment ofFIG. 3a. The resulting interleaved packets A,
from the original packets 207a-207c, new TARP headers IPT B, and C, are then packaged as TARP packets with TARP
are formed. The TARP headers IPT can be identical to normal 35 headers as in the Example ofFIG 3a. The remaining process

IPheaders or customizedin some way. In a preferred embodi- is as shownin,and discussedwith reference to, FIG. 3a. 
 

 
 

packet340,mcludmgtheLAxRPheaderIPTi&ene1§Lpted—reconstruction ofmessages, some ofwh1chdata15 ordinarily, using the link key for communication with the first-hop-
or capable ofbeing, contained1n normal IP headers: 40 TARP router. The first hop TARP router is randomly chosen

1.Awindow sequencenumber—an identifier that indicates A final unencrypted 1P header IPc is added to each encrypted

 
 
 

firth—Mew message TARP packet 3401pform a normal‘fPpackefifithatcanbe
 

 
cates the interleaving sequence used to form the packet 45 stages as described The above descriptionis just a useful
so that the packet can be deinterleaved along with other hcuristic for describing the final product, namely, the TARP

packets 1n theinterleave w1ndow. packet3. A time-io-hvefl‘TL ' . - -

reachesits destination Note that the TTL parameter may 50 except thatit contain the information identified above. Thisis
provide a datum to be usedin a probabilistic formula for so since this header1s interpreted by only TARP routers

 
 
 

 
 
 

 

 
  
 

determining whether to route the packet to the destina- The above scheme may be implemented entirely by pro-
tion or to another hop. cesses operating between the data link layer and the network

4. Data type identifier—indicates whetherthe payload con- layer of each server or terminal participating in the TARP

tains, for example, TCP or-UDP data 55 system Referringto FIG. 4, aTARP transceiver 405 can be an
TARP network TARP mirterlzz-lflhmchIAREItanscenLer 4115,a_ttans-

6. Destination addressiindicates the destination termi- mitting process is generated to receive normal packets from
nal’ s address in the TARP network the Network (1P) layer and generate TARP packets for com-
 

7 Decoy/Realean-indicator of whetherthe packet“eon— 60 munication over the network. A receivmg process is gener-.. . .. ...'i,_,,. ._,:.__,=,‘. An; ,,,;,

  
 

Obviously, the packets going into a single interleave win- up” to the Network (1P) layer. Note that where the TARP
dow must include only packets with a common destination. Transceiver 40515 a router, the received TARP packets 140

 
  
 

Thus, 1t 15 assumed‘mthe depictedexample that the IPheaders 65 are not processedinto a stream of IP packets 415 because they
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nal 110. Theinterveningprocess, a“TARPLayer”420, could

data link layer 430 so that the process would receiveregular

isactuallyunder captive observation) Ahistory of the com-
 

analysis or further synthesized for purposes ofrespondingin
 

IP packets containing embedded TARP packets and “hand 5
up” a series of reassembled IP packets to the Network layer
410. As an example of combining the TARP layer 420 with
the data link layer 430, a program may augment the normal

some way
As mentioned above, decoy or dummy data or packets can

be added to outgflig data streams by TARP terminals or
routers. In addition to making it convenient to spread data
 

processes running a communications card, for example, an

form part ofa dynamically loadable module that is loaded and
executed to support communications between the network

over a larger number of separate packets, such decoy packets 

c . em ' e y, e ayer processes may can a so elp—to 1W1 the load on inactiveWtions offlie
Internet to help foil traflic analysis efforts.

Decoy packets may be generated by each TARP terminal 

and data link layers.

cesses involvedin supporting the encrypted communication

may be completely transparent to processes at the IP (net-
 

well. Thus no operationsI.ator above the network layer,or at 20

fill), 1T0 or each router {22-I27 on some basrs determinedby
 

basis when the terminalisidle. Alternatively, the algorithm
may be responsive to time ofday or detection oflow trach to 

 
one by one the groups being sized to simulate real messages.
 

orbelow the data link layer, are aflected by theinsertion ofthe

TARP slack. This provides additional security to all processes
rizedpenetration of the network layer (by, for example,a

In addition, so that decoy packets may be insertedin normal

TARP message streams,the background loop may have a 
message stream is being received Thatis, when a series of 

hacker) is increased substantially Even newly developed 25 messages are received, the decoy packet generation rate may 

servers running afthe sessron layer leave all processes below
the session layervulnerable to attack. Note that in this archi-
tecture, security is distributed. That is, notebook computers

be increased. Alternatively, if a large number ofdecoypackets
is received along with regular TARP packets, the algorithm
may increase the rate ofdropping ofdecoy packets rather than
 

used by executives on the road, for example, can communi-

routers can be done at regular intervals, at random intervals,
or upon detection of “attacks.” The variation of IP addresses

attack. The level ofimmunity from attackis roughlv propor—
tional to the rate at which the IP address of the hostis chang—

forwarding them The result of dropping and generating
 

size to help foil traffic analysis The rate of reception of
packets, decoy or otherwise, may be indicated to the decoy
 

one that resets or decrements its valuein response to time so
that it contains a high value when it is incrementedin rapid 

attacks. An attack may be revealed, for example, by a regular 40
 

destination TARP terminal 110 may generate decoy packets
 

series of messages indicates that a router is being probedin equalin number and size to those TARP packets received to 

some way. Upon detection of an attack, the TARPdayer pro-
11. ]1"IEHI]1" .1

accomplish this, the TARP process will construct a TARP—

make it appear it is merely routing packets andis thereforenot 

Referring to FIG. 5, the following particular steps may be
 

formatted message, in the style of Internet Control Message 45 employed in the above-described method for routing TARP 

Protocol (ICIVIP) datagrams as an example; this message will
contain the machine’s TARP address, its previous IP address,
and its new IP address. The TARP layer will transmit this

packets.
SO. A background loop operation is performed which

applies an algorithm which deteniiines the generation of
  

—haLmonwte¢mmfinmnenLoLmisarcmmnmrempmmde

packet to at least one known IARP router; then upon receipt decoy IP packets. The loop is interrupted when an
 

—d—l—dat—fth—th—TARP—t—llanva 1 iono emessage, rou erw1 updateits

The TARP router will then format a similar message, and
broadca st it to the otherTARP routers so that they may update

updatingthe LUTs shouldbe relatively fast It may not,how-
ever, work as well when thereis a relatively large number of
TARP routers and/or a relatively large number ofclients; this

 

encrypted TARP packelW. 
 

authenticate tlie packet before attempting to decrypt it
using the link key. Thatis, therouter may determine that
 

1P header attachedto the encrypted TARP packet con-
tainedin the payload. This makes it possible to avoid
performing decryption on packets that are not authentic  

scalability; this refinement has led to a second embodiment 60
TARP packets

S3. TheTARP packet is decrypted to expose the destination
 

which is discussed below. TARP address and an indication ofwhether the packet is
 

Upon detection of an attack, the TARP process may also
create a subprocess that maintains the original IP address and
continues interacting with the attacker. The latter may pro-

a decoy packet or part ofa real message.
S4. If the packet is a decoy packet, the perishable decoy

counter is incremented. 

vide an opportunity to trace the attacker or study the attack- SS Based on the decoy generation/dropping algorithm and 

er’ smethods (called"tislibowling” drawinguponthe analogy the perishable decoycountervalue, if the packetis a
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the received packet is a decoypacket and it is determined
16

S44. If the packet is a decoy packet, the perishable decoy 

S45. Based on the decoy generation/dropping algorithm 
and it is determined ifthe TTL parameter is greater thanzero.

5
decoy packet, the receiver may choose to throw it away

SAiTlieIARPpacketsaremchediintiLallpacketsform—
 

SS. If the TTL parameter is greater than zero, a TARP
address is randomly chosen flora a list of TARP

ing an interleave Window are received
S47. Once all packetsnfaninterme window are received.
  
 

addresses maintained bythe router and the link keyand
the packets are deinterleaved. 

 
 

  

 

 

 

. _ 10 S48. The packets block of combined packets defining the

rized for use in creating a new IP packet containingthe iggfleave Window 15 then decryptcd usmg the 585310“
S9. Ifthe TTL parameteris zero or less, the linkkey and IP Stsgequeehcicfia andothelIP ehedders ”631:5“:rtedl into

address corresponding to the TARP address of the des- 15 1 fl; 1 1 Ti 1." 1 l
tination are memorized for use in creating the new IP integratedcin the IP' headers. 1 . y C ‘

packet containing the IARP packet 356.MW-
810. The TARP packet is encrypted using the memorized cesses.

—linkkegz.

$11. An IP headeris added to the packet that contains the 20 I, Scalability Enhancements
 

 

withan IP header, and the completed packet transmitted The IP agility feature described above relies on the ability 
—tclhenexthopondestmahon.

Referringto FIG 6 the following particular steps maybe

to transmit LP address changes to all TAPJ’ routers The

embodimentsincludingthis feature will be referred to as 

  
that determines the generation ofdecoy IP packets. The
loopis interrupted when a data stream containing I?

use in smaller networks,such assmall Virtual private net-
works, for example) One problem with the boutique embodi-
 

packets is received’for transmiss1on.
S21. 'l‘he received IP packets are grouped into a set con-

30
ments is that ifIP address changes are to occur frequently, the
message traffic required to update all routers sufficiently 

s1st1ng of messages with a constant IP destination
address. The set is further broken down to coincide with

quickly creates a serious burden on the Internet when the
TARP router and/or client population gets large. The band- 

a maximum size of an interleave window The set is

encrypted, and interleaved into a set of payloads des-
35 width burden added to the networks, for example in ICIVI‘P

packets, that would be used to update all the TARP routers 

—tiW1‘tobecTneTARP pack—e15.

S22 The TARP address corresponding to the IP addressis
could overwhelm the Internet for a large scale implementa-

tion thatapproached the scale ofthe Internet. In other words
 

 
    

each packet
S24 One TARP routeraddress is randomly chosen for each

TARP packet and the IP address corresponding to it
stored for use in the clear 1P header. The link key corre-

45 TARPII nodes. (Note that the IPhio'ppiiig techniqueis also
applicable to the boutique embodiment.) The IP agility fea-
ture discussed with respect to the boutique system can be
modified so that it becomes decentralized under this scalable 

sponding to this router is identified and used to encrypt
TARP packets containing interleaved and encrypted

50 regime and governed by the above-described shared algo-
rithm. Other features of the boutique system may be com-
 

data and TARP headers.

$25. A clear IP header with the first hop router’s real IP
bined with this new type of IP-agility.

The new embodiment has the advantage of providing IP
 

address is generated and added to each of the encrypted
TARP packets and the resulting packets.

Referring to FIG. 7, the following particular steps may be
employed in the above-described method for receiving TARP

55

agility governed by a local algorithm and set of IP addresses
exchanged by each communicating pair of nodes. This local
governance is session-independent in that itmay governcom-
munications between a pair ofnodes, irrespective ofthe ses-
 

packets sion or end points being transferred between the directly 
S40. A background loop operation isperformed which communicating pairof nodes. 

decoy IP packets. The loop is iriterrupted whenan
60

 

   

W.-

 
indication ofwhether thepacketis a decoy packetorpart

—o£ar_catmessage.
eating nodes an use a plurality of source IP addresses and 

 
desfinationjlladdressesiommmunicatingndtheachothen—
 

 

 

/
Copy provided by USPTO from the PIRS Image Database on 04/08/2011  

  

Petitioner Apple Inc.

W

 
- Exhibit 1002. p. 2129



Petitioner Apple Inc. - Exhibit 1002, p. 2130

 
 
 

 
 

US 7,921,211 B2 
 

  
18

« - - dwination IP numbers on the packef821 aremmsmi—
in any session stores two blocks of IP addresses, called net— current fixed IP address, and a “known” fixed IP address for
blocks, and an algorithm and randomization seed for select« the router 811 (For security purposes, it may be desirable to
 

mg,1mm each netElock, thenextpa1r o1 source/destmationIP reject any packets from out51de ofthe local network that are 
otherwords, the algorithm governs the sequential selection of receipt and validation of the client’ s 801 SSYN packet 821,
lP-address pairs, one senderand onereceiverIP address, from the router 811 responds by sending an encrypted‘‘secure

each netb‘lock. The combination of algorithm, seed, and net— synchronization acknowledgment” (ssh ACK”) 822to

 

 
The send address and the receive address of the IP header of municating with the TARP router 811 The client 801 will
each outgoing packet sent by the client are filledwith the send acknowledge the TARP router’s 811 response packet 822 by
 

algorithmis “clock ’(indexed) by a counterso that each will be sent 1rom the client’s 801 fixed IP address and to the
 

timea pairis used, the algorithm turns outa new transmit pair 15 TARP router’s 811 known fixed IP address. The client 801
for the next packet to be sent. will simultaneously generate a SSYNACKACK packet; this

The router’s receive hopblock is identical to the client’s SSYNACK packet, referred to as the Secure Session Initia-
transmit hopblock. The router uses the receive hopblock to tion (881) packet 824, will be sent with the first { sender,
predict what the send and receive IP address pair for the next receiver} IPpair in the client’s transmit table 921 (FIG. 9), as

 

 
 

expected packet from that client W111 be. Since packets.can be 20 spec1fied 1n the transrmthopblock. prov1ded by the TARP 
with certainty what IP address pairwillbe onthenext sequen- 811 will respond to the SSI packet 824 with an $51 ACK
tial packet. To account for this problem, the router generates packet 825, which will be sent with the first {sender, receiver}

a range ofpredictions encompassing the number of possible lPpair in the TARP router’s transmittaBle 923. Once these

 

 
 

ingly small probability that a given packet will arrive at the communications between theclient 801 and the TARP router
router ahead of 5 packets transmitted by the client before the 811 will be conducted via this secure session, as long as  ,qi‘

“ ' ” ' 30thechen1801andTARPmuter802mayreestahhsthe—
the next received packet. When a packet is received, it is secure session by the procedure outlined in FIG 8 and

 
 

marked in the hop window as such, so that a second packet described above.

with the same IP address pair will bediscarded. Ifan out-of— While the secure session is active, both the client 901 anduence ack TARP route 11 1G. 9 w' ' ‘ tain theirre‘

eout period, it can be requested for retransmission or simply 35 mit tables 921, 923 and receive tables 922, 924, as provided
discardedfromthereceive table, dependinguponthe protocol by the TARP router during session synchronization 822. It is
in use for that communications sess1on, or possiBly by con- importanfthafthe sequence oflP pairs inthe chent’s transmit
vention, table 921 be identical to those in the TARP router’s receive

When the router receives the client’s packet it compares table 924; similarly, the sequence of IP pairs in the client’s

  
 

 
 

the send and rece1veIP addresses of the packet w1th the next 40 receive taEIe 922 must be 1dent1cal to those 1n. the router’s
 

 
do not have the predicted source/destination IP addresses onetransmit table 921 and one receivetable 922 during the
finingwfih the w1ndoware rejected, thus thwarting possible course of the secure sess1on Fach sequential packet sent by

 
 

 
 

is a member of this set, the router accepts the packet and The TARP router 911 will expect each packet arriving from

processes it further. This link-based lP-hopping strategy, the client 901 to bear the next I? address pair shown1n its
 

 
boutique system described above. If the routing agility fea- 911 can maintain a “look ahead” buffer in its receive table,
 

ture described1n connectionwith the boutique embodiment1s and will mark previously-received 1P pairs as invalid for
combined with this link-based IP-hopping strategy, the rout- future packets; any future packet containing an IP pair that is
er's next step would be to decrypt the TARP header to deter- in the look-ahead buffer but is marked as previouslv received
mine the destination TARP router for the packet and deter- 55 will be discarded. Communications from the TARP router
mine What should be the next hop for the packet. The TARP , 911 to the client 901 are maintained in an identical manner; in

 
  

router would—then forward the packet to—zu'andom—TARP particular, the router 911 W111 selecfthe next 1P address pair
router or the destination TARP router with which the source from its transmit table 923 when constructing a packet to send
TARP router has a link-based IP hopping communication to theclient 901 andthe client 901 willmaintainalook—ahead

established. 60 b—fi‘er ofexpected 1Ppairs onpacketsthat 1t 15 receiving. leach

  

 
establish an=THOP session withTARP router 811, the client secure session with or through that TARP router.
801 sends “secure synchronization” request (“SSYN”) While clients receive their hopblocks from the first server 

 

 
sent to therouter 811in an encrypted format. The source and nication regime with another router, each router of thepair
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exchanges its transmit hopblock. The transmit hopblock of
each router becomes the receive hopblock of the other router.

20

vides a higflegree of communications redundancy, with
improved immunity from denial-of-service attacks and traffic
 

The communication between routers is governed as described monitoring. 

by the example of a client sending a packet to tne first router
 
 

 

 

systemslnEthemeLtheJPaddressesoftheAestmaIion
 

devices must be translated into hardware addresses, and vice

versa, using known processes (“address resolution protocol,”

The following describes various extensions to the tech-
niques, systems, and methods described above. As described
above, the security of communications occurring between 

and “reverse address resolution protocol”). However, if the
link-based IP—hopping strategy is employed, the correlation
process would become explosive and burdensome. An alter-
native to the link-based IP hopping strategy may be employed
within an Ethernet network. The solution is to provide that the

node linking the Internet to the Ethernet (call it the border  
to communicate withnodes outside the EthernetLAN. Within
the Ethernet LAN, each TARP node would have a single IP

15

computers in a computer network (such as the Internet, an
Ethernet, or others) can be enhanced by using seemingly
random source and destination Internet Protocol (IP)
addresses for data packets transmitted over the network. This
feature prevents eavesdroppers from determining which com-
puters in the network are communicating with each other
while ermittin- com outers to easilv  = the two communicatin_
recognize whether a given received data packet is legitimate
ornot. Inone embodiment ofthe above-described systems, an 

address which would be addressed in the conventional way. 20 IP header exten51on field is used to authenticate incoming 

Instead of comparing the {sender, receiver} IP address pairs

to authenticate a packet, the intra-L "

 
packets“.on anEthernet  

 
togelierate a simbo] thati-lS storedg'1n the fi'ee fieldm the IP 25 chronization technique that permits a computer to automati-
header, and the intra-LAN TARP node generates a range of cally regain synchronization with a sender; (3) synchroniza- 

symbols based on its prediction ofthe next expectedpacket to tion algorithms that allow transmitting and rece1v1ng 

be received—from thatparticular source IP address. The packet cemputerstoquicidyre-estabiishsynehronization—in—the— 

—iswjectfi1_ifit_dmffill into the set of predictedmbols
(for example, numerical Values) or is accepted if it does.
Communications from the intra-LAN TARP node to the bor-

der node are accomplished in the same manner, though the
algorithm will necessarily be different for security reasons.
Thus, each of the communicating nodes will generate trans-
mit and receive tables in a similarmanner to that ofFIG. 9; the

30

35

eventeef lest packetsrer—ether events; 311-161—6491! last-peeket
rejection mechanism for rejecting invalid packets. Any or all
of these extensions can be combined with the features

described above in any of various ways.

 

A. Hardware Address Hopping
 

intra-LAN TARP nodes transmit table will be identical to the  

border node’ s receive table, and the intra-LAN TARP node’ s
LANioraacross anydedicatedphysicalmediumtypically
embed the IP packets within lower—level packets, often receive table will‘be identical to the border node’s transmit
referred to as “frames.”As shown in FIG 11, for example,a 

 40
first Ethernet frame 1150 comprises a frameheader1101 and
 

pseudo-random number generator that generates numbers of
the range covering the allowed IP addresses witha givenseed.

and a single IP packet 1P3 Each frame header generally
includes a source hardware address 1101 A and a destination 

Alternatively, the session partic1pants can assume a certain
45

hardware address H01 B; other welFlmown fields in frame

 
pmticular pseudo-random numbergenerator and thesession
participants could simply exchange seed values

Note that there is no permanent physical distinction
between the originating and destination terminal nodes.
Either device at either end point caninitiate a synchronization
ofthe pair Note also that the authentication/synchronization-

request (and acknowledgment) and hopblock-ex-change may

50

nel insert appr_opriate source and destination hardware
addresses to indicate which nodes on the channel or network
should receive the frame.

It may be possible for a nefarious listener to acquire infor-
mation about the contents ofa flame and/or its communicants

by examining frames on a local network rather than (or in

addition to) the IP.packets themselves. Thisis especially true 
exchanges may not be required insert into the frame header the hardware address of the 

As another extension to the stated architecture, multiple machine that generated the frame and the hardware address of 

physmal pathscan be usedbya client,inorderto providelink the machine to which frame is beingsent. All nodesonthe
 
 

client 1001 can establish three simultaneous sessions with

each of three TARP routers provided by different ISPs 1011,

 

tions, especially in cases where the communicants do not
want for any third party to be able to identify who is engaging 

1012,1013.As an example, the client 1001 can use three inthe iniormation exchange. One wayto address this problem

 
among the different physical paths. This architecture pm- that used to change IP addresses, such that a listener cannot 
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determine which hardware node generated a particular mes-
, FIG. 12A shows a system in which Media Access Control

address-hopped frame can become non-trivial. In short, any
 

cations for other machines on the LANis bound to receive
 

(“MAC”) hardware addresses are “hopped” in order to resistance from prospective system administrators. Neverthe- 

1ncrease security over a network such as an Ethernet. While 5
the description refers to the exemplary case of an Ethernet
environment, the inventive principles are equally applicable

less, ifis technically feasible, and can be implemented with-
out risk on a LAN on which there is a small number of

machines, or if all ofthe machines on the LAN are engaging
 

  

to other types ofcommunicationsmedia. In the Ethernet case,

LAN whois within the broadcast rangefor that frame For
secure communications, it becomes desirable to generate

in MAC--hopped communications
 

 
there are multiple sessions or multiple nodes involvedin the
communications A simpler method of randomizing MAC

 
 

As shown inFIG. 12A, two computer nodes 1201 and 1202 15
communicate over a communication channel such as an Eth-

ernet. Each node executes one or more application programs

through communication sefiware 1204 and1217, respec-

lace driver will check the destination MAC addressinthe
header of every incident frame to see if it matches that

machine’s MAC address; if thereis no match, then the frame 
be disabled, andevery incident packetis passed to the TARP
 

tively. Examples of application programs include video con- 20 stack for processing This will be referred to as “promiscu- 

ferencmg, e-mail, word proces Sing programs, telephony, and
the like. Communication software 1204 and 1217 can com-

prise, for example, an OSI layered architecture or “stack” that

ous” mode, Since every mcident frame is processed. Promis-
cuous mode allows the sender to use completely random,
unsynchronized MAC addresses, since the destination
 

standardizes various services provided at different levels of machine is guaranteed to process the frame. The decision as to 

functionality.
1217 communicate with hardware components 1206 and
1214 respectively, each of which can include one or more

WWW—tmdwar—t—b—t—h—th—howe e o erecon- a ma c , e pac e is unwrapped, theinnerheaderis evalu-  

work interface card, for example) communicate with each
other over the communication medium. Each hardware com-

MAC number that identifies:thehardwarecomponent to other 35
nodes on the network. One or more interface drivers control

. whether the packetwas truly intended for that maclfine is 
destination IPl addresses for a matchin its IP synchronization
tables. Ifno matchis found the packetis discarded, ifthereis 

 
stack—otherwise it is discarded

One disadvantage of purely-random MAC address hop-
 

 
incident frame must be processed, the machine’ 5 CPUis
engaged considerably more often than if the network inter-
 

the operation ofeach card and can, for example, be configured
As will be describedin more detail below, various embodi-

face driveris discriminating andrejecting packets unilater- 
MACaddress or asmall number ofMAC addresses (e.g, one
 

merits of the inventive principles provrde for “hopping” dif- 40 for each Virtual private network on an Ethernet) to use for
 

ferent addresses usmg one or more algorithms and one or

validate received packets. Packets transmitted according to

MAC-hopped commumcations, regardless of the actual
 

network interface driver can check each incident frame
 

one or more of the inventive principles will be generally against one (or a few) pre-established MAC addresses
 

 

referred to as secure” packets or ‘sccure communications”

mitted in the clear using ordinary, machine-correlated
addresses.

communicate in a secure fashion exchange random-number

generators and seeds, and create sequences of qmisi-random

thereby freeing the CPU from the task of physicaFlayer
 

ful information to aninterloper on the LAN, in particular,
every secure packet can already be identified by a unique

 
predetermined MAC addresses, the association between a
specific machine and a specific MAC addressis effectively
broken.
 

tion and synchronizationissues are then similar to that of IP 55
hopping.

In this scheme. the CPU will be engaged more often than it
would be in non-secure communications (or in synchronized
 

This approach, however, runs the risk of using MAC
addresses that are currently active on the LAN—which, in
turn, could interrupt communications for those machines.

MAC address hopping), since the network interface driver
cannot always unilaterally discriminate between secure pack-
ets that are destined for that machine, and secure packets from
 

Since an Ethernet MAC address is at present 48 bits in length, 60 other VPNs However, the non-secure traffic is easily elimi-
 

the chance of randomly misusmg an active MAC addressis

large number of nodes (as would be found on an extensive
LAN), by a large number offrames (as might be the case with

nated at the network mteiiace, thereby reducing theamount 
ditions where these statements would not hold, of course u
eg., if all of the traffic on the LANis secure traffic, then the 

packetmice orIstrearning video), and—11y.a large number of 65 CPU weuld’be engagedto the same degree as it is inthe
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network interface can perfectly discriminate secure frames
destined for the local machine from those constituting other

24

packet values to those falling within window W1 maintained
in its receive table. In effect, transmit table 1208 ofnode 1201 

VPNs. These are engrneermg tradcoffs that mrght be best

Even1n this scenario, however, there still remains a slight
risk ofselecting MAC addresses that are being used by one or

rssynchromzed (1e., entries are selected“1n the same order) to
 

ofnode 1201. It will be appreciated that althougha common
algorithmis shown for the source, destination and discrimi- 

more nodes on th—LTXN One solutron to this problem 15 to

assigned numbers registration authority; e.g., in the case of
Ethernet, MAC address ranges are assigned to vendors by the
Institute of Electrical and Electronics Engineers (IEEE). A
formally-assigned range of addresses would ensure that
secure frames do not conflict with any properly-configured 15

and properly-functioning machines on the LAN 

nator fields1n FIG. 12A (using, e.g, a”dlfl’erent seed for each
 

also be appreciated that one or two of the fields can be
“hopped” rather than all three as illustrated.

In accordance with another aspect of the invention, hard-
ware or“MAC” addresses are hopped instead oforinaddition
to IP addresses and/or the discriminator field in order to

improve security inalocal area orbroadcast-type network To 
WVWWWWWWWM
the inventive principles As explained above, two computer

 

destination hardware addresses that are inserted into frame

nodes 1201 and 1202 are assumed to be communicating over 20 headers (e.g., fields 1101A and 1101 B in FIG. 11) that are 
a network or communication medium such as an Efl1ernet. A

synchronrzed to a corresponding rece1ve table 1222 at node
 

performs certain functions that deviate from the standard
communication protocols. Inparticular, computer node 1201 25 table 1211 at node 1201. In this manner, outgoing hardware

 
addresses that1s synchronized with a corresponding receive
 

implements a first “hop” algorithm 1208X that selects seem-
in yran om source an s ' a ion a esses an inone

frames appear to be originating from and going to completely
ran om no es on e ne wor , even ou eac recipien can

 
node For example, node 1201 maintains a transmit table 30 implemented at a different levelin the communications pro-

tocol than the IP hopping feature (e.g. in a card driver or in a
hardware card itself to improve performance).

FIG. 12B shows three different embodiments ormodes that

can be employed using the aforementioned principles. In a
35 first mode referred to as “promiscuous” mode, a common

1208 containing triplets of source (S), destination (D), and
discriminator fields @S) that are inserted into outgoing IP
packet headers. The table is generated through the use of an

appropriate algorithm (e.g., a random number generator that

is seeded with an appropriate seed) that is known to the
nextsequential entry out ofthe sender’s transmit table 12081s
used to populate the IP source, IP destination, and IP header

 
for destination) or else a completely random hardware
address is used by all nodes on the network, such thata 

extensron field (e.g. discriminator field) It wilTbe appreci-

when each packetisformed.
At the receiving node 1202, the same IP hop algorithm

1222K is maintained and used to generate a receive table

particular packet cannot be attributed to anyone node. Each
 

discriminator field to determine whether the packet is
intended for that node. In this regard, either the IP addresses
or the discriminator field or both can be varied in accordance  

1222That‘lrsts valid triplets.of source IPaddress,destraation

ond five entries of receive table 1222 (The tables may be
slightly ofi‘set at any particular time due to lost packets, mis-
ordered packets, or transmission delays). Additionally, node 50 mode, a small set of fixed hardware addresses are used, with
1202 maintains a receive window W3 that represents a list of
valid IP source, IP destination, and discriminator fields that
will be accepted when received as part of an incoming IP
packet. As packets are received, window W3 slides down the
list ofvalid entries, such that the possible valid entries change
over time. Two packets that arrive out of order but are never-

45 with an algorithm as described above. As explained previ-
 

packet has valid source and destination hardware addresses;In a second mode referred to as “promiscuous per VP

a fixed source/destination hardware address used for all nodes

communicating over a Virtual private network. For example,
ifthere are six nodes on an Ethernet, and the network is to be
split up into two private virtual networks such that nodes on

55 one VPN can communicate with only the other two nodes on
its own VPN, then two sets of hardware addresses could be 

theless matched to entries W1th1n w1ndow W3 wiIl be used: one set for the first VPN and a second set for the second

acceptfii' those falling outside (If WmdUW W 3 Wifl bEIEeeted V FN . Ihis would reduce the amount of overhead involvai I‘ll

 
 

Node 1202 maintains a similar transmit table 1221 for

creating IP packets and frames destined for node 1201 using
one or more discriminator fields could still be hopped as
before for secure communication within the VPN Ofcourse, 

a potentlally. different hopping algorithm 1221 X, andn—ode 

algorithm 1201-1X . _ . , .
1201 using seemingly random IP source, IP destination, and/
or discriminator fields, node 1201 matches the incoming

this solut10n compromises the anonym1ty oftheVPNs (1.e. ,an
 

 

 
also requirestheuse ofadiscriminator field to mitrgate the
vulnerability to certain types of DOS attacks, (For example, 
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without the discriminator field, an attacker on the LAN could determines thatis has lost synchronization with the sender. (If
stream frames containing the MAC addresses being used by Communications are already in progress, and the receiver
the VPN; rejecting those frames coul‘d'leadio excessive pro- determresth—at—itmfillmwnhthesemtettherrtherers—

—lew-everheadmeahse£rejeefihethe false paeleetsg 5 MVWWW
AWN”mode man’’tinier that expires after a certain period oftime, wherein

hardware addresses are varied as illustratedin FIG 12A such the timer is reset with each valid packet. A time stamp could
that hardware source and destination addresses are changed be 1121511“ij the public sync field (see below) ‘0 preclude

constantly inorder to provide non——aflributable addressmg. packet-retry attacks.

 
 
 
 

    

 

 
 

   

the invention is not intcndcd to be limitedin any respect by eaCh packet 561“ 01“ by the sender T1115 sync field could
these illustrative examples appear in the clear or as part of an encrypted portion of the

packet. Assuming that a sender and receiver have selected a
B. Extending the Address Space Address random-number generator (RNG) and seed value, this com-

15 bination of RNG and seed can be used to generate a random-

Address hopping provides security and privacy However, number sequence (RNS). The RNSis then used togenerate a
—thehlocksheinghoppedAhopblockdenotesafieldoLficlds criminator fields and hardware source and destination

modulated on a packet-wise basis for the purpose ofprovid- addresses), as described above. It15 um necessary, hUWEVBY,

ing aVPN For instance if two nodes communicate with IP 20 to generate theentire sequence (or the first N—l values) in
address hopping using hophlocks of?! addresses Obits) each, ‘ ‘ ' ‘ '

    

 
 

  
 

 

 accepted as valid most of the time l’his limitationcan be ferent RNGs (and seeds)with different fundamental periods
overcome by using a discriminator field'in addition to or 25 could bc used to generate the source and destination IP

instead of the hopped address fields The discriminator field sequences, but the basic conceptswould still apply Forthe

 

 
should he pmgessed by a receiirer using a single RNG sequencingmechanism.
 

Suppose that two clients, each using four-bit hopblocks, 30 In accordance w1tha“self-synchronization” feature, a sync
would like the same level of protection afforded to clients field in each packet header provides anindex (i .e., a sequence
communicating via 1P hopping between two A blocks (24 number) into the RNS that is being used to generate lP pairs.
address bits eligible for hopping). A discriminator field of 20 Plugging this index into the RNG that is being used to gen-
bits, used1n conjunction with the 4 address bits eligible for erate the RNS yields a Specific random number value, which
hopping inthe IP address field, provides this level ofprotec- 35 in turn yields a Specific 1P pair ThatIs, an IP pair can be

WMMWmemeof the RNG. seed and
ofprotection ifthe address fields were not hopped or ignored. index number; it is not necessary, in this scheme, to generate
Using a discriminator field offers the following advantages: the entire sequence of random numbers that precede the

(1) an arbitrarily High level ofprotection canbe provided,and sequence value associated with the index number providfii.

 

 
 

   

Wk.I i I i .. H I must be provided in order to generate an IP pair is the
 

 sequence number If this numberis provided by the senderin
C. Synchromzation Techniques the packet header, then the receiver need only plug this num- 

 
ode have exchan= ed a] orithms aiid seeds (or valid Iii this scheme. 1f the sender andreceiver lose synchro-

similar information suflicient to generate quasi-random nization, the receiver can immediately re-synchronize upon
 

source and destination tables), subsequent communication receipt ofa single packet by simply comparing the 11’ pair in
between the two nodes will proceed smoothly. Realistically, 50 the packet header to the IP pair generated from the index
however, two nodes may lose synchronization dueto network number. Thus, synchronized communications can be
delays or outages, or other problems. Consequently, it is resumed upon receipt of a single packet, making this scheme
desirable to provide means for re-establishing synchroniza- ideal for multicast communications. Taken to the extreme, it
tion between nodes in a network that have lost synchroni7a~ could obviate the need for synchronization tables entirely;
tion. 55 that is, the sender and receiver could simply rely on the index
 

One possible technique is to require that each node provide number in the sync field to validate the IP pair on each packet,

an acknowledgment upon successful receipt of each packet and’thereby eliminate the tables entirely.

 

 
 

approach however, drivesup overhead costs and may be 60 sync field. ifthe fieldis placedin the outer header, then an 
 

prohibitive inhigh—thr—oughput environments such as stream- interloper could observe the values of the field and their
ing video or audio, for example. relationship to the IP stream. This could potentially compro-

WWWW- misc the algorithm thafis being used to generate1hefl‘P—  
chronization” in this approach synebrdnizatinninformation 65 the communications. II, hrnheyer. the valueis placedin tile
is embeddedinto eachpacket, thereby enabling the receiver to inner header, then the sender must decrypt theinner header
re-synchronize itself upon receipt of a single packet if it before it can extract the sync value and validate the IP pair;
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this opens up the receiver to certain types ofdemal—of-service the 'the stamp is valid, and (3) the dead--man timer has
 

must decrypt a packet beforeit can validate the IP pair,thenit
could potentially be forced to expend a significant amount of

packetis rejected. If enough processingpower is available,
the dead-man timer and synchronization tables can be 

processing on decryption it an attacker simply retransmits
previously valid packets. Other attackmethodologies are pos-
sible in this scenario.

5 avoided altogether, and the receiver would simply resynchro-
nize (e.g., validate) on every packet.

T] E . l . l _. 2 1 SD-
 

A possible compromise between algorithm security and bit) math, which may affect its implementation. Without such
 

{5101:333ng SpecdIS EU Split up the sync value bétW een aninner
n large-integer registers, processing throughput would be
 

—(enerypted)end—eeter—(enenerypted)41eader.Thatis,ifthe‘
1u

sync value is sufficiently long, it couldpotentially be split into
a rapidly-changing part that can be viewed in the clear, and a

 

all'ected, thus potentially affecting security from a denial-cf-
service standpoint. Nevertheless, as large integer math pro-
cessing features become more prevalent. the costs of imple-
menting such a feature will be reduced.
 

“public sync’portion and the partthat must be protected Will
be called the “private sync’’portion

Both the public sync and private sync portions are needed
1 l 1 I . .

15
D. Other Synchronization Schemes

As explained above, ifW or more consecutive packets are
 

however, can be selected such that it is fixed or will change lost between a transmitter and receiver in a VPN (where W is 

only occasionally. Thus, the private sync value can be stored 20 the Window Size), the rece1ver’ 5 Window will not have been
 

by the rec1p1ent, thereby obv1ating the need to decrypt the
header in order to retrieve it. If the sender and receiver have

previously agreed upon the frequency with which the private

 the receiver’s window. The sender and receiver will not

recover synchronization until perhaps the random pairs in the 

part ofthe sync will change, then the receiver can selectively window are repeated by chance. Therefore, there is a need to 

decrypt a Single header inorder to extractchcnewprivate sync
25 Keep a transmitter and receiver in synchromzation whenever
 

has exceeded the lifetime of the previous private sync. This
should not represent aburdensome amount ofdecryption and

no open e receiver 0 enia -0 -service

lost.

1 A “checkpoint” scheme can be used to regain synchroni-
za ion e ween a sen er an a receiver a ve ' en on o

 
 

One implementation of this is to use a hashing function

with a one-to-one mapping to generate the private and public
 

shownin FIG. 13. where(for example)a first ISP 1302is the
sender and a second ISP 1303is the receiver. (Other alterna-

synchronization information. In one embodiment two mes-

sages are used to communicate synchronization information
 

35 1. SYNC REQis amessage used by the sender to indicate
that it wants to synchronize; and 

tives are possible from FIG. 13)A transmitted packet com-
 

and a private or “inner’’header 1306 thatis encrypted using
for example a link key. Outer header 1305 includes a public

2. SYNC_ACK1s amessage used by the receiver to inform
 

According to onevariation ofthis approach, both the trans-
40 mitter and receiver maintain three checkpoints (see FIG. 14). 

sync portion wlifle inner header 1306 contains the pr1vate

sync W receiving nude decrypts theun .
using a decryption firnction 1307in order to extract the pri-

 
1. In the transm1tter,ckpto (“checkpoint old”) is the IP pair 

receiver. In the receiver, ckpt_o (“checkpoint old”)is the IP 
vate sync portion. This step is necessary only ifthe lifetime of pair that receives repeated SYNC_REQ packets from the 

the currently bufferedprivate sync has expired. (Ifthe cur- 45 transmitter.
 

extracted from memory and “added” (which could be an

inverse hash) to the public sync, as shownin step 1308.) The

thatwill beusedto send the next SYNC_REQ packet tothe
receiver. In the receiver, ckptn (“checkpoint new”)is the

 
and compared to the IP address pair (131]) to validate or

reject thepacket“
erated and a new ckpt_r to be generated.

3. In the transmitter, ckpt_r is the IP pair that will be used to
 

concerned. Though“the sync values, themselves, should be
55 receiver ckpt-r is the IP pairthatreceives a new SYN-

C_ACK packet from the transmitter and which causes a 

random to prevent spoofing attacks, it may be important that
the receiver be able to quickly identify a sync value that has
already been sent—even if the packet containing that sync
value was never actually received by the rcccivcr. One solu-

new ckpt_n to be generated. Since SYNC_ACK is trans-
mitted from the receiver ISP to the sender ISP, the trans-
mitter ckpt r refers to the ckpt r of the receiver and the

60 receiver ckpt_r refers to the ckpt_r of the transmitter (see 

tion is to hash a time stamp or sequence number into the FIG. 14). 

pubtic sync portion, which ceuid be quickly extracted,
checked, and discarded, thereby validating the public sync
portion itself.

When 1..,1fl,..
will use to transmit the next data packet is set to a predeter-
minedvalue and when a receiverflrst receives a SYNC_REQ, 

Inoneembodiment, packetscanbe checkedby comparing 63 the receiverlw1ndowis updated to be centeredonthetrans-
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or by a timer (every S seconds, initiate a synchronization) or
a combination of both. See FIG. 15. From the transmitter’ s

(a‘(Xn(a—1)+b)~b)/(a—1)mod c=((a‘ mod((a-IEXXQ
(a-l)+b)—b)/(a—1))mod c (4) 

perspective, this technique operates as follows: (1) Each 5 (Xo(a—1)+b) can be stored as (XO(a-1)+b) mod c, b as b
 

tramnutter periodically transmits a sync TEQlIeSt message
mod c and compute a“ mod((a—1)c) (this requires O(log(i))
 

l ‘ l 1‘” £21“ .u 55
steps). 

works, no further action is necessary). (3) Ifno “sync ack”has A practicalimplementation ofthis algorithmwouldjump a 

been received within a period oftime, the transmitter retrans- 10
mits the sync request again. Ifthe transmitter reaches the next
checkpoint without receiving a “sync ack” response, then
synchronization is broken, and the transmitter should stop
transmitting. The transmitter will continue to send syne_reqs
until it receives a syne_ack, at which point transmission is 15
reestablished.

 

fixed distance, n, between synchronizations; this mm-
mount to synchronizing every n packets. The Window would
commence 11 IP pairs from the start of the previous window.

Using Xj‘”, the random number at thej 'h checkpoint, as X0 and
n as i, a node can store a" mod((a—1)c) once per LCR and set

19“": mean" mod((a-1)C)(I\§”(u-1)+b)-b)/(fl- 

From the receiver’s perspective, the scheme operates as 1))mod c, (5) 

ffilows: (1) when it receives a “sync request” requestfromthe  
to generate the random number for the j+1 ”’ synchronization.

I sing II ‘5 cons ruc ion, ano e cou jumpaheadan arbitrary

 

 
ack” message to the transmitter. ITsvnc was neverlost their
the‘jump ahead” really just advances to the next available
pair of addresses in the table (ie., normal advancement).

 

Pseudo-random number generators, in general, and LCRs,
in particular, will eventually repeat their cycles. This repeti- 

if an interloper intercepts the“sync request” messages and tion may present vulnerability in the'IFhopping scheme. An
 

it will actually help to re-establish synchronization.
A window is realigned whenever a resynchronization

to createa random number generator with a known long
cycle A random sequence can be replaced by a new random 

occurs. This realignment entails updating the receiver’s Win-
dow to straddle the address pairs used by the packet transmit- 30
ted immediately after the transmission of the SYNC_REQ
packet. Normally, the transmitter and receiver are in synchro-
nization with one another. However, when network events
occur, the receiver’s window may have to he advanced by
many steps during resynchronization In this case, it is desir- 35

number generator before it repeats. LCRs can be constructed
with known long cycles. This is not currently true of many
random number generators.

Random number generators can be cryptographically inse-
cure. An adversary can derive the RNG parameters by exam-
ining the output or part of the output. This is true of LCGs.
This vulnerability can be mitigated by incorporating an 

able to move the window ahead vin'thout having to step encryptor, designed to scramble the output as part of the 

 random number generator. The random number generator
, > :- adversary fremnioanting an attackweg” a
 

  
 40

1 l‘ l—'
 

E. Random Number Generator wifli a Jump-Ahead F. Random Number Generator Example E 11‘ 

or eneratin random] ho ed

addresses is to use identical random number generators in the 45

* 3
 

 

transmitter and receiver and advance them as packets are X,=(31X,~_l-i4)mod 15. (6) 
transmitted and received. There are many random number

If one sets X0=1, equation (6) will produce the sequence 1,
 

—generation—aigoriflimsthateou1dbeusedEaehenehas
strengths and weaknesses for address hopping applications

Linear congruential randomnumber gcncrators (LCRs) are 50
fast, simple and well characterized random number genera-
tors that can be made to jump ahead n steps efi’iciently. An
LCR generates random numbers X1, X2, X3 . . . Xk starting
with seed X0 using a recurrence

Xi=(aX,-_l+b)mod c, (1) 55
where a b and c define a particular I 1 1|} Another expression

5, 9, 13, 2, 6,10, 14, 3, 7, 11, 0, 4, 8, 12. This sequence will
repeat indefinitely. For a jump ahead of 3 numbers in this
sequence a"=313=29791, c*(a—1)=15*30=450 and a" mod
((a—1)c)=313 mod(15*30)=29791 mod(450)=91. Equation
(5) becomes:

((91(x,30+4)-4)/30)mod 15 (7)-

Tllll 1' 1111.511]
calculations start at 5 and jump ahead 3.
 

for X1,

WowJ-W-mm?
  

623
TABLE 1

  
 

 
 

 
 

1 X,- .30+4 91 ,30+4 —4 (91 i30+4 —4/30 X.

enables the jump-ahead capability. The factora' can.grcwv (x, ) (x ) ( (x ) ) “3i . __ 1 5 154 140m 457 2
4 2 54 5820 194 14

‘ ‘ ' ' ' ' ' ‘ I 14 4221 38380 1286 11
control the sizeand processing time required to compute (2),.10 11 334 30390 101.3 11
(2) can be rewritten as: 65 13 8 244 22200 740 5 

(3)

m
 i' 0
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G. Fast Packet Filter

312

each RNG generates a new address, the presence vector is
 

 
updatedto reflect the 1normation. As the w1ndow moves, the
 
 

orhasaninvalid header (a hostile packet) and should be
immediately rejected Such rapid determinations will be

5
There15 a trade-off between efficiency of the test and the

amount of memory requiredfor storing the presence vector
 

 
packets at the receiver at a high rate of speed1n the hope of
saturating the receiver’s processor (a so-c-alled “denial of
service” attack) Fastpacket filtering'is an important feature
' r im-lernentin 'Ns on share _

10 terabytes. Clearly, this is too large for practical purposes.
Instead, the 48 bits can be divided into several smaller fields

For instance, one couldsubdivide the 48 bits into four 12-bitfl ‘ . . . . 
Assuming that all participants in aVPN share an unas— 2048 bytes at the expense ofoccasronally having to process a
 

signed “A” block of addresses, one possibilityrs to use an hostile packet. In effect, instead of one long presence vector  

experimental ‘A”‘block that Will never be asmgned to any
machine that is not address hopping on the shared medium.
“A” blocks have a 24 bits of address that can be hopped as

the decomposed address portions must match aHTour shorter
presence vectors before further processing is allowed. (If the
first part of the address portion doesn’t match the first pres-
 

opposedto the 8 bits In “C” blocks. Inthiscase a hopblock ence vector, there15 no need to check the remaining three
 

 
1. The addresses have no validityoutsideiof the Ethernet and

will not be routed out to a valid outside destination by a
one or more addresses with a corresponding field of y are
active An address is active only if each presence vector 

 
‘ within each “A” block This yields >280 trillion possible

address pairs making it very unlikely that an adversary

would guess a valid address. It also provides acceptablylow probability of a '
VPNs on a shared medium independentlygenerate random

 

25
points. Ahostilepacket will berejectedbvtheindexing ofone
presence vector more than 99% of the time A hostile packet

will be reJected by the indexing ofall 4 presence vectors more
 

will be re]ected1n less than 102 presence vector index opera-
 
 

 
 

address pairs from the same “A” block). 30 tions.
3. The packets will not be receivedby someone on the Eth- The smaIl percentage ofhostile packets that pass the fast

ernet who is not on a VPN (unless the machine is in pro— packet filter will be rejected when matching pairs are not
miscuous mode) minimizing impact on non-VPN comput- found in the active window or are active checkpoints. Hostile
ers. packets that serendipitously match a header will be rejected35

The Ethernet examplewiITbe used to describeone1mple— when the VPN software attempts todecrypt the header. How- 
quickly examine a packet header, determine whether the Ways this method can be configured to arbitrate the space/ 
packet is hostile, and re1ect any hostile packets or determine speed tradeoffs. 

W C ve pair C ea ermac CS. epro e
 

  
ate into a much slower algorithm. This slowness can persist remain unchanged The actions resulting from the reception
 

 

 

45

for a period of time. Since thereIS a need to discard hostile of the checkpoints are however. slightly different In this
packets quickly at all times, hashing would be unacceptable. variation the receiver Will maintain between 000 (“Out of

Order”) anLZJMINDLBLSIZEonLacImddmsses—
H. Presence Vector Algorithm fl<OoO<WINDOW_SIZE and WINDOW_SIZE>1). 000

50 and WINDOW_SIZE are engineerable parameters, where 

A presence vector is a bit vector of‘length 2"That can be
indexed by n-bit numbers (each ranging from 0 to 2”-—1). One
can indicate the presence ofk n-bit numbers (not necessarily

0001s the minrmum number ofaddresses needed to accom-

modate lost packets due to events in the network or out of
order arrivals and WINDOW_SIZE is the number ofpackets
 

unrque), by settingthe b1ts 1n the presencevector 1ndexed by transmitted before a SYNC_REQ lS 1ssued. FIG. 17 deprcts a
 

 
1fthex”:bit ofthe presence vector is 1. A fastpacket filtercan
be implemented by indexing the presence vector and lo oking

addresses loaded and active (ready to receive data). As pack-
ets are received, the corresponding entries are marked as 

—forad—Whrcl:rwrlibereferredtoasfite“tcst”3
 

  

be set. Consequently, one could very quickly determine
whether an address of 135 was validby checking only one bit.

—the_135_brt.;l2he_presenccveetorscouldbeereatedin

135 using_presence vector. The135‘”bit ofthe vector would

 

“used”andarenolongereirg1biertorecervepackets "Ifhe
taming the numberofdata packets trahsinitted sincethe last
initial transmission ofa SYNC_REQ for which SYNC_ACK
has been received. When the transmitter packet counter
aruals MNDQW_SIZE,JhemnsmifieLgmcramaS¥N-—
 

advance corresponding to the table entries for the IP
65

C_REQ and does its initial transmission. When the receiver
 

addresses. In efi'ect, the incoming addresses can be used as receives a SYNC_REQ corresponding to its current
 

indices into a long vector, making comparisons very fast. As

 

CKPI_N, it generates the next WINUOW_SI'ZE addresses
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afierthe last active address wrappingaround to the beginning
    

of the array after the end of the array has been reached. The
 

 

 
receiver’ sarray might look likeFIG. 18 whena SYNC'_KEQ

transmISSion path quality' (2) a DNS proxy server that trans-
parently creates a virtual private network in response to a
 

 

C_IREQis received.
domain name inquiry; (3) a large-tosmall link bandwidth
  

  FIG. 19 shows the receiver’3array after the new addresses 

 
  

synchronized with a receiver; and ('5) a sighaling synchro—
 

SYNC_ACKj—Lt—WLI-i-l re-issuetheSYNC—REQatregrelanmter-
vals. When the transmitter receives a SYNC ACK the packet nizer that allows a large number of nodes to communicate
 

counter is decremented by WINDOW_SIZB If the packet
counter reaches 2XVVINDOW_SIZE4000 then the trans-

with a central node by partitioning the communication func-
tion between two separate entities. Each is discussed sepa-

 

mitter ceases sending data packets until the appropriate SYN- rately bEIOW-
C_ACK is finally received. The transmitter then resumes
sending data packets. Future behavior is essentially a repeti- 15
tion ofthis initial cycle. The advantages of this approach are:
1 There is no need for an efl‘icient jump ahead in the random

number generator,

A. Load Balancer

Various embodiments described above include a system in
  

wmc11—t—tt—dearansnn mg no and areceiving node arecoupled 
 

s ndin n inth ' ' ' ' ' ' -

3. No timer based resynchronization is necessary. This is a rality ofpaths. See, for example, FIGS. 20 and21 and accom-
panying description The improvement extends this basic

conceptto encompass distributing packets across diiTerent

 

consequence of 2.  

 
 

recently transmitted message
In oneembodiment a system includesatransmitting node
 

s e ransrrnssmn a arianl and a receiving node that are linked via a plurality of trans-

Another embodiment incorporating various inventive prin- misswn paths hav1ng potentially varying transmission qual-
ciples is shown in FIG. 20. In this embodiment, a message I 5 [ :: iii 51‘ :ksts HE {Ian‘srmtted over thepaths basedon
transmissmn system includes a first computer 2001 in com- 39 WWWWh—fihem—
munication with a second computer 2002 through anetwork that packets Will be transmitted 0V6“: a given path can be
2011 of intermediary computers. In one variant of this different for each path. The relative . health of each trans-
embodiment, the network includes two edge routers 2003 and missron path is momtored in order to identify paths that have
2004 each ofwhich is linked to a plurality of Internet Service become degraded. In one embodiment, the health 01-63011 path
Providers (ISPs) 2005 through2010 Bach ISP is coupledto a 35 is monitored in the transmitter by comparing the number of
plurality ofother ISPsin anarrangementas shown'in FIG. 20, packets transmittedtothe number of packet acknowledge-

 
 
 

 

 
puter network, router, bridge, or the like), ormay comprise

path (e.g., ADIs aphysical path that lmks ISP A (element 40 logically separate paths contained Within a broadband com-
‘ ’ ' ' . - mumcation medium (e.g., separate channels in an FDM,

Zdaivirefiivfihiorpfltermpfmodtdatedmrmoduiated—

When the transmission qm' of a path falls below a
45 predetermined threshold and there are other paths that can

transmit packets, the transmitter changes the weight value

labeledin FIG 20 to indicate a specific physical transmission
 
 

 
 

 

the routerisattachedonthe basis ofa randomly or quasi-
  

randomly selected basis.

As shown inFIG 21, computer. 2001 or edge router I2003

 
 

 
mamM mwamMgh—thP—Wfo—rflmtfim, making iflesslikelythat a givenpacket will
 

network, valid sets ofIP addresses that can be used to transmit

the packet. Forexample,AD table 21 01 contains a plurality of

 

    

 

 
domly generated Whena packetisto betransmittedfromfirst 50 on the path Tlie weights of the other available paths are
computer 2001 to second computer 2002, one of the link
tables is randomly (or quasi-randomly) selected, and the next
valid source/destination address pair from that table is used to
transmit the packet through the network. If path AD is ran-

domly selected, forexample, the next source/destination IP 
A(element 2005) and ISP B(element 2008))is used to

altered to compensate for the changein the affected path.
When the quality of a path degrades to where the transmitter
is tumed offby the synchronimtion function (i.e., no packets
are arriving at the destination), the weight is set to zero. Ifall

55 transmitters are turned off, no packets are sent.
- i “throttling”fea-

 

ture that reduces the transmission rate of packets when it is
 

transmit the packet. Ifone of the transmission paths becomes determined that delays or errors are occurring in transmis-
 
 

  
degraded or inoperative, that link table can be set to a “down” sion.In this respect, tmiers are sometimes used to deterrmne 

not involve multiple transmrssienpathshemLeenMnodes—
 

wherein transmission across a particular path relative to the
 

others is changed based on link quality.
 

  

 

According to certain embodiments,in orderto dampOSCll- 
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35 316

linear or an exponential decay formula can be applied to schedule), or it can be continuously run, such as in a back-

gradually decrease the weight value over time that aldegr‘ad— ground mode ofoperation In one embodiment, the combined‘ , 1 . ' - ' ' my (6g,
pathnnproves, the weight value for that path15 gradually when the weighting for one pathis decreased, the correspond-

increased. ’ . . 5 ing weightsthat the otherpaths will be selectedwill increase).
  

the number ofpackets thatare acknowledgedwithin the trans- 
 

path could resultin anevenly distributedincrease in the
weights for the remaining paths. Alternatively, weightings

mission window (see embodiments discussed above) to the
 
 

state of the transmitter (i.e., on or ofi). Iii other words, rather 10 l 1 l j' 1 j‘ . 1 l E 1 l . l
(eg., favoring healthy paths over less healthy paths) In yet

another variation, the differencein weight value can be amor-

 

than accumulating general transmissron statistics over time
for a path, one specific implementation uses the “windowing”
concepts described above to evaluate transmission path
health.

 

  I] l 1 1' 1.51 - l - :u-t all s 15 to theirtraflic weighting.
from an ‘unhealthy” path to a “healthy” one and to select a FIG. 22B shows steps that can beexecuted to shut down

Wm . .. . . ,, .
 
    

 

associated witli apliirality oftransmission links Itis assiiiried made to determine whether at least one transmitter is still
that software executing in one or more computer nodes 20 turnedmfnotrtlfim—stefiZWT—cketswe—dmpped—
executes the steps shown in FIG. 22A. It is also assumed that until a transmitter turns on. If in step 2211 at least one trans-
tlie software can be stored on a computer-readable medium mitter is turned on, then in step 2212 the weight for the path
such as a magnetic or optical disk for execution by a com- is set to zero, and the weights for the remaining paths are
pm; 1' 1 1.]

Beginningin step 2201, the transmission quality ofa given 25 FIG. 23 shows a computer node 2301 employing various

 

   

 
surement can be based on a comparison between the number that two computer nodes of the type shownin FIG 23 com- 
ofpackets transmitted over a particular link to the number of municate over a plurality of separate physical transmission
packet acknowledgements received over the link (e.g., per paths. As shown in FIG. 23, four transmiss1on paths X1

—unitiime,emnahselu_terms)flmai&haMualitv can 30 through X4 are defined for communicating between the two

 

 

be evaluated by comparing the number of packets that are nodes Fach node includes a packet transmitter 2302 that
 

 
mother variation, the number of missed synchronization without using the IF--hopping features described above, butmessages can be used to indie—ale 11 '
variations are of course possible. is employcdin conjunction with the path selection mecha-

 

  

In step 2202, aIcheckis made.to determine whether more nism). The computer node also includes a packet receiver 
' ' ' ’ ovin w dew W thatmoves asvalid acketsare

In step 2203, the link qualityis compared to a given thresh— 40 received. Invalid packets having source and destination
, . 2 . ' WthindowWerm-ejefied—

below the threshold, thenin step 2207 a checkis made to As each packetis readied for transmission, source and
determine whether the weightis aboveamimmum level (eg, destination IP addresses (or other discrirmnator values) are

0701. llnot, then in step 2209The weight is sefto the minimum selected from transmit table 2308accorW0 an

level and processing resumes at step 2201 If the weight is 45 various algorithms described above, and packets containing
above the minimum level, thenin step 2208 the weightis these source/destination address pairs, which correspond to

 
  
  

 

 
weights for the remaining paths are adjusted accordingly to generated to atransmission path switch 2307 switch 2307, 

compensate (e.g., they are increased). which cancomprisea software function, selects from one of 
equal lto the threshold, thenin step 2204acheckis made to butioh table 2306 For example, if the weightfer path X1is 

determine whether the weightis less than a steady-state value 0.2, then every fifth packet will be transmitted on path X1. A
toward the steady--state value, andinstep 2206the weights for tially, each link’s weight valuecan be set such that it is
the remaining paths are adjusted accordinglyto compensate SS proportional to its bandwidth, which will bereferred to as its

 
 

 

 e , ~ . , . . . . -. . . ” value.

than the steady--state value, then processing resumes at step Packet receiver 2303 generates an output to a link quality
2201 without adjusting the weights measurement runction 23114 that operates as described above

 

The weights can be adjusted incrementally according to to determine the quality ofeach transmission path. (The input
various fiinctions, preferably by changing the value gradu- 60 to packet receiver 2303 for receiving incoming packets is
 

allyIn one embodiment, alinearly decreasingfunction is omittedforclarity)"Link qualitymeasurement function 2304
 

  
Although notexplicitly shown'in FIG 22A the process can according to a gradual (e.g., linearly orexponentially declin-

be performed only periodically (eg, according to a time mg) function. In one embodiment, the weight values tor all
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available paths are initially set to the same value, and only Suppose that a first link L1 can sustain a transmission
when paths degrade in quality are the weights changed to bandwidth ofITWb/s and has a Window 5126 0122; link 12
reflect differences. can sustain 75 Mb/s and has a window size of24; and link L3

Link quality measurement function 2304 can be made to can sustain 25 Mb/s and has a Window size of 8. The com-
operate as part ofa synchromzer function as described above. 5 bincd links canthus sustain 200 Mb/s. The steady state traffic
That is, if resynchronization occurs and the receiver detects weights are 0.5 for link L1; 0.375 for link L2, and 0.125 for
that synchronization has been lost (e.g., resulting in the syn- link L3, MIN=1 Mb/s. THRESH=0.8 MESS T for each link.

 

 

 

 

chronization window W being advanced out of sequence), 030.75 and [3:05. These traflic weights will remain stable
that fact can be used to drive link quality measurement func- until a link stops for synchronization or reports a number of
tion 2304. According to one embodiment. load balancing is 10 packetsrmeinedlcssjhanitsflllRESHLInnsideLtheioflonh—
performed using information garnered during thenormal syn- ing sequence of events:
chronization, augmented slightly to communicate link health 1. Link L1 receives a SYNC_ACK containing a MESS_R

—from.the1ccciyentoihciransmittenlherecemenmain1ainsa ef24,indieatingthatenl—y—75%—efflae—MESS_T (329
count, MESSR(W) of the messages received in synchroni- messages transmitted in the last window were success-

zationwindowW. Whenit receives a synchronization request 15 fully received Link 1 would be below THRESH (0.8)  
 

  

 

 

 

 

 

   

receiver includes counter MESS_Rin the resulting synchm- reduced to 012825 whilel link L2’5 traffic weight value
nization acknowledgement (SYNC_ACK) sent back to the would be increased to 065812 and link L3’ 5 traffic

—transm1ficr—Thrsafiowsthefiansnnrtefiommparemessages weighthue would—be increased’to 0317938.
sent to messages received in order to assess the health of the 20 2, Link L2 and L3 remained healthy and link L1 stopped to
link. synchronize. Then link Ll’s traffic weight value would

If synchronization is completely lost, weight adjustment be set to 0, link 1:2’5 traffic weight value woulETbe set to
function 23 05 decreases the weight Value on the affected path 075, and link L33 ’5 naffic weight value would be set to
to zero. When synchronization is regained, the weight value 025,

for the affected path 18 gradually mcreased to its original 25 3, Link L1 finally received a SYNC_ACK containing a
value. Alternatively, link quality can be measured by evalu- MESS_R of 0 indicating that none of the MESS_T (3 2)
ating the length of time required for the receiver to acknowl- messages transmitted in the last window were success-
edge a synchronization request, In one embodiment, separate fully received Link L1 would be below THRESH. Link
transmit and receive tables are used for each transmission Ll’s traffic weight value would be increased to 0005,
path. 30 hnkLZs traflic weight vahicnuonld.hc_dmreased_to—

When the transmitter receives a SYNC_ACK, the 074625, and link L3’ 5 traffic weight value would be

MESS_Ris compared with the number of messages trans- decreased to:024875.
aSYNC_ACK, the traffic probabilities will be examined and of 32 mm atin that 1000/ of th MP S T 32
adjusted ifnecessary MESS_R15 compared With the number 35 sages transmittedin the last window were successfully 

 
—o£messages4ransrnitted—irrawndev+GA/1ESS_B. .hereare

sib'l" . _. . _ .' _

1.1fMESS_R is less thanathresholdvalne,THRESH,then link L2‘s traffic weight value would be decreased to
—flredmkw1ii~bedeenredtobemmeaithy—Ifflrehansnntterwas 0560625 and link 133’s traffic weight value would be

 

 
 

  

  
 

 that link will beset to a minimumvalue MIN. Ihis will keep 5, Link L1 received a SYNC_ACK containing a MESS_R
a trickle oftraffic on the link for monitoring purposes untir't of:52 Indicating that 100% of the EMSS 1 (32) mes-  
 

link will be set to: received. Link L1 would be above THRESH. Link Ll’s 
 

 
 

. 45 traffic weight value would be increased to 0.37625; link
—MM;QIXP (D LTS traffic weight value would be decreased to

Equation 1 will exponentially damp the traffic weight value to 04678125, and link L3’s trafiic weight value would be
MIN during sustained periods of degraded service. decreased to 0155937;

2. If MESS—R for a link 13 greater than 01' “3411131 to 6. Link L1 remains healthy and the traific probabilities 
THRESH. the link will be deemed healthy. 1fthe weight P for 50 mecmfimmm—
that link is greater than or equal to the steady state value S for
 

  

 

   

that link, then P is left unaltered. If the weight 1’ for that link B. Use of a DNS Proxy to Transparently Create
. l l IEIBESH] E .11] , 15 1E . 11 l

F=fixo+tFBij (7) 55 A secondimprovement concerns the automatic creation of

damping rme of P name smenlookninfimciion

Equation 2 will increase the traific weight to S during Conventional Domain Name Servers (DNSS) provide a  
  
 

A detailed example will now be provided with reference to theweb name “Yahoo .com,” theuser’ 5web browser transmits

FTG. 24. As showninP‘TGT24, a first—t—meu—fifil—efificompuor u s o a DNS, whichconverts the name into afour-part

  

 
2403 and 2404. Each router is coupled to the other router by the browser to contact the destination web site. 

through three transmlsswn links. As described above, these 55 This conventional schemeis showninFIG. 25 A user’s
 

 
virtual private networks). example, a web browser) and an IP protocol stack 2505.
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When the user enters the name ofa destination host, arequest by computer 2601 and secure target site 2604 for secure
DNS REQ is made (through IP protocol stack 2505) to a DNS communication. Then, gatekeeper 2603 communicates these

 
 
 
  

250210 look up the IP address associated with—thename.The to user computer 2301. Thereafier, DNS proxy 26H! returns
 

with the host 2503 through separate transactions such as 7 target computer) 2604preferablyusing a secure administra-
PAGE REQ and PAGF, RESP. tive VPN. The address thatis returned need not be the actual

In.the conventional arclTitecture shown in FIG—25 nefari- address of the destination computer

 
 

 
was contacting. For example, if a user wanted to set up a conventional DNS server 2609 the look-up request, which
secure communication path with a web site having the name would be handledin a conventional manner, returning the IP
“Targetcom,” when the user’s browser contacted a DNS to address ofnon-secure web site 2611. Ifthe userhadrequested
find the IP address for that web site, the true IP address ofthat lookup of a secure web site but lacked credentials to create
web site would be revealed over the Internet as part of the 15 such a connection, DNS proxy 2610 would return a “host
 

  
DNS inquiry. This would hamper anonymous communica- unknown error to the user. In this manner, different users

On onv n 'onal hem ' ' '- ' ' -

vate networks over the Internet provides the DNS scrvcr with Gatekeeper 2603 can be implemented on a separate com-
 

the public keys of the machines that the DNS scrvcr has thc 20 puter (as shown in FIG. 26) or as a function within modified
 

addresses for This allows hosts to retrieveautomatically the DNS server 2602 Ingeneral, it is anticipated that gatekeeper
  

the public key ofthe destination host. One implementation of addresses Secure hosts suchas site 2604are assumed to be
this standardis presently being developed as part of the 25 equippedwith a secure communication fimction such as an IP

FreeS7WAN prOJect (W) hopping function 2608.

  

 
According to certain aspects ofthe invention,a specialized 30 combining the functions oftwo servers, the two servers can be

DNS server traps DNS requests and, if the requestis from a made to operate independently.
special type of user (e.g., one for which secure communica- FIG. 27 shows steps that can be executed by DNS proxy
tion services are defined), the serverdoes not return the true IP server 2610 to handle requests for DNS look-up for secure
address ofthe targct node, but instead automatically sets up a hosts. In step 01, a DNS look-up request is received for a

virtual privatc network between the target node and the user. 35 target host. In step 02, a checkismade to determine whether 
“hopping” features of the basic invention described above, the DNS request ispassedto conventional DNS server2609,
such that the true identity of the two nodes cannot be deter- which looks up the IP address of the target site and returns it

mined even if packets during the communication are mter- to the user’s application for further processrng.

 
 

 
transparently‘‘passes throug’’the request to provide a nor- is authorized to connect to the secure host. Such acheck can
 

mal look-up function and return the IP address of the target be made with reference to an internally stored list of autho-
web server, provided that the requestinghost has permissions rized IP addresses, or can be made by communicating with

 
 

WWW—Wes 1 erent users who makeanliden— 4S gatekeeper 26031e.g, over an administrative”VPN’that is
 

marized above A user’s computer 2601 includes a conven- examplc, somc sitcs may be designated as having a certain
tional client (eg, a web browser) 2605 and an IP protocol security level, and the security level of the user requesting
stack 2606 that preferably operates in accordance with an IP 50 acccss must match that security level. The user’s security
hopping fimction 2607 as outlined above. A modified DNS level can also bc determined by transmitting a request mes-
server 2602 includes a conventional DNS server function sage back to the user’s computer requiring that it prove that it
2609 and a DNS proxy 2610. A gatekeeper server 2603 is has sufficient privileges.

 

 interposed between the modified DNS server and a secure Ifthe user is not authorized to access the secure site, then a
target site 04.An “unsecure” target site 2611 is also accessible 55 “host unknown” message is returned (step 05). Ifthe user has
via conventional 1P protocols sumcient security privileges, then in step 06 a secure VPN is
 

According to one embodiment, DNS proxy 2310 intercepts established between the user’s computer and the secure target
 

a secure sitehas beenrenestedas determine forexam 1e 60 com ' ' -
 

by a domain name extension, or by reference to an internal formed transparently to the user (i.e., the user need not be
table of such sites), DNS proxy 2610 determines whether the involved in creating the secure link) As described in various

 
 

user has sufficient security privileges to access the site. Ifso, embodiments oftfiis application, any ofvarious fields can bc 
 

user computer 2601 and securetarget site 2604. In one Some or all 0 the secuty functions can be embedded in
cmhodimcnt, gatekeeper 2603 creates “hopblocks” to be used gatekeeper 2603, such that it handles all requests to connect to
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nicates with gatekeeper 2603 to determine (preferablyover a to theInternet, but a much lower bandwidth tothe edgeroute
 

secure administrative VPN) whether the user has access to a 2802
particular web site. Various scenarios for implementing these Suppose that a computer hacker is able to transmit a large

teamres are describedby way 01example below: > quanhty‘ofdmmuypaeketraddressedttrfirsrhosreomputer—
‘ ' I l ‘ computer 2801would be able to quickly Laminates—

since they would not fall within the acceptance window per-
- ' d b the IP address ho in scheme. However because

by the DNS proxy server 2610, which would forward the mitte y PP g ’
request to gatekeeper 2603. The gatekeeper would establish a 10 the packets must travel across low bandwidth .lmk BOW BW’
VPN between the client and the requested target. The gate- the packets overwhelm the lower bandw1dth link before they
kee er would provide the address of the destination to the are received by hOSt computer 2801‘ Consequently, the lmk to
DNE proxy which would then r ‘ ‘ the resolved name as a host computer 2801 is effectively flooded before the packets. can be discarded.

result. The resolved address can be transmitted back to the 15 According to one inventive improvement, 3 “link guard”
clientIn a secure administrative VPN . ' function 2805 is inserted into the high-bandwidth node (e.g..,

18137803) that quickly discards packets destinedTor a low-
bandwidth mrget nodenf they aremot vaiid packets—Each—

would be received by the DNS proxy server2610, which packet destined for a lonz-bandwidth node'is agaprogmphj.
would forward the request to gatekeeper 2603 The gate- 20 cally authenticated to determine whether it belongs to aVPN
keeper would reject the request, informing DNS proxy server If it is not a valid VPN packet, the packet is discarded at the
2610 that it was unable to find the target computer. The DNS ligh—bandwfdth node. 11 the packet 15 authenticated as

 
 

 
 
 

 

    

  
 
  
 
 
 

proxy 2610 wouldThen return a “host unknown” error mes- WWW 
  
 

normal non-VPN link andthe gatekeeper does not have arule In oneembodiment, the ISP distinguishes between VPN
to setup aVPN for the client to the target site Inthis scenario, and non--VPN packets using the protocol ofthe packet In the

the client’s DNS request is received’byDNS proxy server case ofTPS‘BCTrfc 221011, the packets have [P protocols 420

 
  

 
is needed. Gatekeeper 2603 would then inform the DNS 30 an IP protocol that is not yet defined. The ISP’s link guard,
proxy server to forward the request to conventional DNS 2805,maintainsamble ofvalidVPNs which it uses to validate
server 2609, which would resolve the request and return the WhetherVPN packets are cryptographically valid. According
result to the DNS proxy server and then back to the client. to one embodiment, packets that do not fall Within any hop

Scenario #4: Client does not have permission to establish a Windows used by nodes on the low-bandwidth link are

normal/non-VPN link, and the gatekeeper does not have a 35 rejected, 01' are sent With a lower quality 0f service. One

  
width node, suchthatboththe high--bandwidtharidlow-band-

2603 would determine that no special VPN was needed, but Width nodes track hopped packets (eg., the high--bandwidth
that the client is not authorized to communicate with non- 40 node moves its hopping window as valid packets are

VPN members The gatekeeper would reject the request, received). 11 sue ascenario, e. i - an wi no -

 

 
 

   
     

 before thev aretransmitted ester the low-bandwidth link
Thus, for example, ISP 2903 maintains a copy 2910 of the

C. Large Link to Small Link Bandwidth 45 receive table used by host computer 2901. Incoming packets
 
 

Management that do notfall withinthisreceivetaBlearediscarded.Accord-
 

so—called “denial of service’’attacks that can occur if a com- code aiMAC) [rfc 2104]
puter hacker floods a known Internet node with packets, thus 50 According to another embodiment, separate VPNs (using,
preventing the node from communicating with other nodes. for example, hopblocks) can be established for communicat-
Because IP addresses or other fields are “hopped” and packets ing between the low-bandwidth node and the high-bandwidth
arriving with invalid addresses are quickly discarded, Internet node (i.e., packets arriving at the high-bandwidth node are
nodes are protected against flooding targeted at a single IP converted into different packets before being transmitted to
address. 55—19116 low-bandwidthaaode).
   

In a system in which a computer is coupled through a link As shown in FIG. 29, for example. suppose that a first host
having a limited bandwidth (e.g., an edge router) to a node computer 2900 is communicating with a second host com-
that can supportamuch higher-bandwidth link (e.g., anlnter- puter 2902 over the Internet, and the path includes a high

 
 
  

nct Serv1ce Provider), a potential weakness could be b—dwidth linkW.to an18132901 andalow band-
 

 
second host computer 2804 using the IP address hopping computer 2900 and second host computer 2902 would
principles described above. The first host computer is coupled exchange hopblocks (or a hopblock algorithm) and would be

through anedge router 2302 to an Internet Serv1ce Provider able to create matching transmit and receive tables 2905,

 
 

 

 
the Ingtemet tlimuugh ahighbandwidth link (PlIGPIBW). In ing seemingly random 1Psource and destinationaddresses.
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43 1 44
and each would move a corresponding hopping window in its CKPT_N. It is a simple matter of deferring the generation of
receive table as valid packets were received. a new CKPT_N until an appropriate Interval after prevrous

Suppose that a nefarious computerhacker2903 was able to cheCkpoints.
deduce that packets havmg a certain range or IP addresses Sunpose a receiver WiShed t0 FCStl‘lCt reception from a

_gewmflmflommfimmw are 5 transmitter to 100 packets a second and that checkpoint syn-
being transmitted to ISP 2901, and that these packets are 0130111235011 messages were triggered every 50 packets A

—bemgefomarded—ovepadew-bandmdtbrhnk Hacker com compliant transmitter wouldnotissuenew SYNC REQ mes-
puter 2903 could thus “flood” packets having addresses fall- sages more often than every 0.5} seconds. The receiver could

delay a non-compliant transmitter from synchronizing by

fo 1ed alonglow bandwidth link LO-W BW thus causing 10 delaying the Issuance ofCKPT__N for 0.5 second after tlielastS¥NC_REQavesaeoepted.thedew bandwrdth lmk teeaeeomeeverwhemed. The fast

packet rejectmechanism infirst host computer3000 wouldbe . IngeneralégiquIC 1:9:in need to restrict N transmitters. . . . . .stessagesafiepeveq W messages
of little use in rejecting these packets, smce the low band- to sending R messages a secondin aggregate each receiver
width link was effectively jammed before the packets could 15 : 1d 1 tie u CKDT_II 'III 11 WE I
be rejected. In accordance With one aspect of the improve— have elapsed since the last SYNC_REQ has been received

—ment,—heweverVPNhnkguard29Hwouldprevent c 'sratebetweena

attack from impacting the performance 0f VPN trafl'ic pair of checkpoints, it willissue the new checkpoint before

   

  

 

 

  
  

  
 
 

 
 

 

  

  
 

packets or given a lower quality of service than VPN traflic 20 discarded bythe receiver After this, the transmitter will re-
 

attack could, however, still disrupt non-VPN traffic. SYNC_ACK the receiver will eventually update CKPT_N 
According to one embodiment of the improvement, ISP and the SYNC_REQ will be acknowledged. If the transmis-

2901 maintains a separateVPN with first host computer2900 sion rate greatly exceeds the allowed rate the transmitter will

and. thus translates packets arriving at the ISP into packets 25 stop until it is compliant. If the transmitter exceeds the

host computer 2900. The cryptographic keys used toauthen- rounds of delayed synchronization until it is incompliance.
graphic lkeys used to encrypt and decrypt the VPN‘packets at transmitter to iose the acceptance window In this case it can

- recover the window and .roc ed o . -

 

 
 
 

  

  

 

 

 
   

 

 

 

  

node instructing it to shut down all transmissions on a pfr- 35 permitted rateinorderto allow for statistical fluctuations
through to the low-bandwidth node. This embodiment would 2 Since a transmitter Will rightfully Continue to transmit
prevent a hacker from flooding packets using a single IP foraPeI‘IOd atteraSYN'CjIEQrs transmitted the algo-
address. According to yet a fourth embodiment, the high- rithm above can artificially reduce the transmitter’s
bandwidth node can be configured to discard packets trans- 40 bandwidth. If events prevent a compliant transnntter
mitted to the low-bandwidth node if the transmission rate from synchronizing for a period (eg. the network drop-
exceeds a certain predetermined threshold for any given 1P ping a SYNC_REQ 01' a SYNC_AICK) a SYNC_REQ

_ammmmmmflkmmflghm will be acceptedlater than expected. After this, the trans-
this respect link guard 2911 can be used to detect that the rate mitter will transmit fewer than expected messages
Qipackets onwvenJP addness m exfllmgadhreshold 45 before encountering the next checkpoint. The new

rate; further packets addressed tothat same IP address would checkpoint will not have been activated and the trans-  
 

REQTlnszer
appear to the receiver as ifthe transmitteris not compli- 

D.TmiHcLimiter aatHEhereforethenexteheelepomwallheaeeeptedtate—

50 from the transmitter sperspectiveThis has the effect of
 
  

 

possibility,one inventive improvement involves setting up To guard againstthis, the receiver should keep track ofthe
contracts’*between nodes mthe system, such that areeeiver 55. times that the last C SW5 were received and

can impose a bandwidth limitation on each packet sender. accepted and use the minimum of MxNxW/R seconds after
One technique for—do—irfg this is Mela}! acceptance of a medastSWC—REQhas‘beerrreceivedmlaccepted, ZXMX
checkpoint synchronization request from a sender until a NxW/R seconds after next to the last SYNC REQ has been
certain time period (e.g., one minute) has elapsed. Each received and accepted, CxMxNxW/R seconds after (C—l )”'
receiver can effectively control the rate at which its hopping 60 to the last SYNC_REQ has been received, as the time to
window moves by delaying “SYNC_ACK” responses to activate CKPT_N. This prevents the receiver from inappro-
“SYNC_REQ” messages priately limiting the transmitter’ spacketra’teifat least one out

 

  

   

 

 

A simple modification to thecheckpointsynchronizer will ofthe last C SYNC_REQswas processedon the firstattempt

 
tables until a SYNC_REQIis received on hopped address dance with the “hopping” principles described above (e. g.,  
 

 

_..___——————-—-——————-———-————"——————_*
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hopped IP addresses, discriminatorvalues, etc. ). For the sake  lo=g-onand log-off (and requires only minimallysized tablesi),

  
3000.

  

- . activateH Virtual private leak NFL)
between the user and the transport server where hopping
 

As described above, receivmg computer 3000 maintains a
receive table 3002 including a window W that defines valid 1P

tables are allocated and maintained When the user logs onto
the signaling server, the user’ 5 computer is provided withhop
 

address pairs that wilIbe accepted when appearing in incom-
ing data packets. Transmitting computer 3001 maintains a

ro—tables for communicating With the transport server, thus aeti-
vating the VPL. The VPLs can be torn down when they
   

tr—rtaaiismible Worn which the next‘IP address pairs will
be selected when transmittinggpacket to receiving computer

  

WWW—rm, or th—beycan e torn down
upon user log-out Communication with the signaling server
 

3000. (For the sake of illustration, window W is also illus-
trated with reference to transmit table 3003) As transmitting

to allow user log-on and log-oif can be accomplished using a
is specialized version of the checkpoint scheme described
 

computer moves throughits table, it will eventually generate

 
sages than its allotment, it will prematurely generate the

above

munication request with one or more clients 3103 and 3104 

—SWC:REQ message (If it’has been alteredTo remove the

SYNC_REQmessage generation altogether, itwill fall out of

AsdescfibetfmncredetaflbelowrthesmmTabiesTnay—

advantageously be constructed as a special case of the syn- 
 

 
In accordance with the improvements described above, number of larger hoppingtables 3108, 3109, and 3110 that 

receiving computer 3000 performs certain steps when a SYN-

C_REQ message is received, as illustrated in FIG. 30 In step

can be allocated to create a VPN with one of the client com-
30 puters. 

3004,receiving computer 3000 receives the SYNC:REQ According to one embodiment, a client that has previously 

 
  

 
3109thenext CKPT_Nvalueis calculated and inserted into

(eg., aweb site). Iii one variation, the request is made using
a “ho ed”

35

acket such that Jim

 

Signalingserver 3101 receives the request 3 111 and uses it
 

the receiver’s hopping table prior to the next SYNC_REQ to determine that client 3 l 03 i s a validly registered user. Next, 

  

 

from the transmitter 3101. Transmitter 3101 then processes 45 signaling server3101 issues a request to transport server3102
the SYNC_REQ in the normal manner. to allocate a hopping table (or hopping algorfihm or other

regime) for the purpose of creating a VPN with client 3103.
n. Signaling Synchronizer The allocated—hopping parameters are returned to Signaling

server 3101 (path 3113), which then supplies the hopping
Ina system in which a large number ofusers communicate 50 parameters to client 3103 via path 3114, preferably in

with a central node using secure hopping technology, a large encrypted form.
 

amount ofmemory must be set aside for hopping tables and Thereafter, client 3103 communicates with transport 

 
system at any one time. A desirable solution would be a computer. Alternatively, it ispossible to partition the func- 

m-

neous links to be maintained, but which would‘‘recoguize”
  

sand aka time could .

central server, without requiring that the server maintain one
 

lions shown in FIG. 31 difi’erently from as shown without

60 departing from the inventive principles.
 

the capability of quicklyrejecting packets from imauthorized 
million hopping tables of appreciable size.

One solution is to partition the central node into two nodes:

65
users such as hacker computer 3105. Larger data tables
needed to perform thehopping and synchronization functions
 

a signaling server that performs session initiation for user are instead maintained in a transport server 3102, and a  

 

 

/
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47

smaller number ofthese tables are needed since they are only
allocated for “active” links. Afier a VPN has become inactive

48

correspond to the client’s receiiLer side CKELKand
transmits a SYNC_ACK containing CKPT_O in its pay-
 

for a certain time period (eg., one hour), the VPN can be lead.
 

A more detailed description will now be provided regard-
it updates its transmitter sideflELRtonenespnndto—
the client’s receiver side CKPT_R and transmits a SYN- 

ing how a special case of the checkpoint synchronization
feature can be used to implement the signaling scheme

—desc1:ibedabo¥e

C_ACK containing CKPT_O1n its payload
FIG. 32 shows message flows to highlight the protocol.

Reading from top to bottom, the client sends data to the server
 

 
 

 
  

 

 

 

  

The signaling svnchronizer may be required to support 10 using itstransmgtcr side CKPT_N. Theclientsidetransmitter
many (millions) of standing, low bandwidth connections. It 1s.tu“rned Off an a retry timer] 1s turned] Off‘ Th? transmitter]
therefore should minimize per-VPL memory usage while . . . . .

providing the security offered by hopping technology. In 8%?60 client Slde transmitter then loads CKPT‘N 1nto. . . and updates CKPT_N. This message 1s success-
WWWW r5

hopping tables can be completely eliminated and data can be Wiggm
carried as Part 0fthe SYNC—REQ message’ The table usedby WWgflmWaflm—
the server side (receiver) and client side (transmitter) is shown server side transmitter and transmits a SYNC_ACK contain-
schematically as element 3106in FIG 31- ing the server side receiver’s CKPT_0 the server The SYN-

_ThemeaningandhehayiormeKPT_N,CKPT_Oand on CACKssueeessfullyreeervedaHheehentiheehenesrde—
CKPT_R remain the same from the previous description, receiver 5 CKPT Rns updates] the tmnsmjnfl is hung! on
except that CKPT_N can receive a combined data and SYN— and the retry timer is killed The client side transmitter is
C_KEQ message or a SYNCREQ message Without the data. ready to transmit a new data message.

The protoeol is a straightforward extension of the earlier Next, the client sends data to the server using its transmitter
synchronizer. Assume that a client transmitter is on and the 25 side CKPT N, The client side transmitter is turned off and a
 

tables are synchronized. The initial tables can be generated retry timer is turned off The transmitter will not transmit 

“out ofband”For example,a clientcanlog 1nto aweb server 
receive keys etc encrypted over the Internet. Meanwhile, the
server will set up the signaling VPN on the signaling server.

30

messages as long as the transmitter is turned off. The client
 

' then leads CKPT N into—CKPT_G—d
updates CKPT_N This message is lost. The client side timer
expires and as a result a SYNC_REQrs transmitted on the 

Assuming thata client application wrshes to send a packet client sfde transmitter’ s CKPT_O_(flfis wiITkeep happemng
 

on themner header using the transmitter’s CKPT_N
address It turns the transmitter 03 and starts a timer T1HetingeCKP'LO. , .. .
DATA, SYNC m2 1. .
algorithm, some potential problemscan be preventedby

identifying each message type as part of the encrypted

 
   

35 nizes the receiver i.e., the server loads CKPT_N into

CKPT_O andgeneratesa new CKPT_N, it generatesan new
 

 

server. The SYNC_ACKrs successfiilly received at the-client.
The client side receiver’s CKPT_R15 updated,the transmitter 

distinguish a data packet anda SYNC REQ1n the sig—
naling synchronizer since the data and the SYNC_REQ
come 1n on the same address

There are numerous other scenarros that follow this flow.

For example, the SYNC_ACK could be lost. The transmitter 

—2—Whenfilese—IETeiveS—a—dametfit—CM_mess n s N
it verifies the message and passes it up the stack The
message can be verified by checking message type and

45 would contmue to re-sendthe S Y N( LEEQ until the rece1ver
synchronizes and responds.

The above-described procedures allow a client to be 

   

other informatron (re, user credentials) contarnedin the

generates the next CKPT_N. It updates its transmitter
side CKPT_R to correspond to the client’s receiver side

50

authenticated at srgnaling server 3201 while maintaining the
a i 1 yo si ing server 0 quic yrejec invaliTiWk-
ets, such as might be generated by hacker computer 3205. In
various embodiments, the signaling synehronizer is really a

 

  

CKP-_R and transmits a SYNC_ACK containing derrvatrve ofthe synchronizer. Itprovides the same protection

 
its CKPT_Rwith a payloadmatching1ts transmitter side
CKPT_0 and the transmitterrs off, the transmitter is

 55

 

F. One-Click Secure On-line Communications and 

ter side CKPT_O or the transmitter is on, the SYN«

 
S l; '11 S"

The present invention provides a technique for establishing
 

C_ACK is simply discarded.
4. T1 expires: If the transmitter is off and the client’s

transmitter side CKPT 0 matches the CKPTO associ-

ated with the timer, it starts timer T1 noting CKPT_O

60 a secure communication link between a first computer and a
second computer over a computer network. Preferably, a user
enables a secure communication link using a single click ofa
mouse, or a corresponding minimal input from another input 

again, and a SYNC_REQ 1s sent usrng the transmitter’ sCKPT_Oaddress I' I'- - ' '
5. When the server receives a SYNC_REQ on its CKPT_N,

it replaces its CKPT_O with CKPT_N and generates the

 

65
dev1ce, such as a keystroke entered on a keyboard or a click 
automatically established as a default setting at boot-up ofthe
computer (i.e., no click). FIG 33 shows a system block dia- 

next CKPT_NTIt updates 1ts transmitter side CKPT_Rto gram 33170 of a computer network 1n which the one-chck 
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suitable. In FIG. 33, a computer terminal or client computer puter 3301 has enabled a secure communication mode of
3301, such as a personal computer 0C), is connected to a communication between computer 3301 and server computer
 

computer network 3302, such as the Internet, through an ISP 3304. According to one variation of the invention, the user is
3303.Alternatively, computer 3301 can be connected to com- 5 not required to do anything more than merely click the “go

—puteenetwer16302threughanedgereuter Computer 3301 secure” hyperlink. Theaserdeesaieeneedrteenteeanypser—
includes an input device such as a keyboard and/or mouse, identification information, passwords or encryption keys for
and a display device, such as a monitor. Computer 3301 can establishing a secure communication link All procedures

—connnunicatmrventionafly—with another computer 3304 required for estabhshing—a—secure—cormnunieation—firfli—
connected to computer network 3302 over a communication 10 between computer 3301 and server computer 3304 are per-
link 3305 using a browser 3306 that is installed and operates formed transparently to a user at computer 3301.

 

  

  
on computer 33 01 in a well-known manner. At step 3407, a secure VPN communications mode of

Computer 3304 can be, for example, a server computer that operation has been enabled and sofiware module 3309 begins
is ufid—for confiucfing e-o e si ua ion w en is a communica ion link. In one embodiment,

computer network 3302is the Internet, computer 3304 typi- 15 software module 3309 automatically replaces the top-~level  
.,com.,net.org,.edu,1nil or .gov secure top-level domain name for server computer 3304. For

FIG. 34 shows a flow diagram 3400 forinstalling and example, if the top-level domain name for server 3304 is 

computernetworkaccording to the present invention. At step 20 domain name with a scom top——level domain name, where the
3401, computer 3301is connected to server computer 3304 “5” stands for secure. Alternatively, software module 3409

 

 

over a non-VPN communication link 3305. Web browser can replace the top--level domain name of server 3304 with

3306 displaysa web page associated with server 3304in a any other non-standard top-level domain name 
 

tion, the display ofcomputer 3301 contains a hyperlink or an 25 dard domain name, a query to a standard domain name ser-
icon representing a hyperlink, forselecting a virtual private vice (DNS) will returna message 1nd1cat1ng that the universal
 

 
through computer network 3302 between terminal 3301 and tion, software module 3409 contains the URL for querying a
server 3304 Preferably, the “go secure” hyperlinkIS dis- sgure domain name service (SDNS) for obtaining the URI,
played as part ofthe web page downloaded from server com- 30 for a secure top-level domain name. In this regard, software

pater.3304,thereby indicatingthat the entity providing server module 33 09 accesses a secureportal3310 that interfaces a
   

   
between computer 3301 and server computer3m41s a non- 35 secure proxy 3315. lhe secure network caninclude other
secure, non-VPN communication link At step 3402, it is network services, suchasle—rnail 3316, a plurality of chat-  
 

   

 

J.... ,..,,.-,, e e--:.‘ l: L- ="3311715—5h9Wfldafld—B
“go securc’hyperlink If not, processing resumes using a standard domainname service (STD DNS) 3318. Ofcourse
non-secure (conventional) communication method (not secure network33ll can include other resources and services

selected the “gosecure’l’hyperlink, flow continues to step When software module 3309 replaces the standard top-  
 

mines whether a VPN communication softwaremodule has domain name, software module33 09 sends a query to SDNS

already been installed oncomputer 3301Alternatively,a user 3313 at step 3408 through secure portal 3310 preferably using' ' ‘ ‘ - a 'I n fink—3319.In—d1is
 

  
step 3403, the object determines that the sofiware module has meation link canbe based on a techmque ot insertmg a source
not been installed, flow continues to step 3404 where a non- and destination IP address pair into each data packet thatis
  

 
puter 3301and.a website 3308 overcomputer network 33 02 address hopping regimethat pseudorandomly changes IP
in a well-known manner. Website 3308IS accessible by all addressesin packets transmitted between a client computer
computer terminals connected to computer network 33 02 and a secure target computer; periodically changing at least

through a non-VPN communication link Once connected to one field1n a series of data packets according to a known

 

 
 

communication link over computer network 3302 can be data packetthat1s compared to a table of valid IP addresses
downloaded and installed. Flow continues to step 3405 maintainedin a tablein the second computer, and/or a com-
 

 
software module for establishing a communication linkls a moving window of valid IP addresses, and rejecting data
downloaded and installedin a well-known manner on com- 60 packets having IP addresses that do not fall within themoving
puterterminal 3301 as software module 3309. At step 3405, a window Other types of VPNs can alternatively be used.

user can optionally select parameters for the software mod— Secure portal 3310 authenticates the queryfrom software
  

  
computer 3301- and webSIte 3308 is then temnnated In a domain names and corresponding secure network addresses
well-known manner ThatIs, for each secure domain name, SDNS 3313 stores a 

  

   

 
 

VX00036941
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computer network address corresponding to the secure displaying the “go secure” hyperlink, a user is informed that
domainnameAn entity can register a secure domainname in the current communication link is a non-secure, non-VPN
SDNS 3313 so that a user who desires a secure communica- communication link.

tionlinkto the web51te ofthe entity can automatically obtain When soflware module 3309is being Installed orwhen the

 

 

 

 
Moreover, an entity can register several secure domain municationlinksestablishedovercomputernetwork3302are 
names, with each respective secure domain name rcpresent- secure communication links Thus, anytime that a communi-
ing adifferent priority level ofaccess inahierarchy ofaccess cation link is established. the link is a VPN link. Conse-

levels to a secure web51te.l‘or example, a securities trading 10 quently, software module 3309 transparently accesses SDNS

 

 
 

 
. . . . . ,r- wehsne Tn

service attack on the website will be inefl'ectual with respect other words,in oneembodiment, the user need not‘‘clic’’on
to users subscribing to the secure website service )ifierent the secure option each time secure communication is to he
levels of subscription can be arranged based on, for example, efi'ected. 

an escalating fee, so that a user can select a desired level of 15 Additionally, a user at computer 3301 canoptionally select
guarantee for connecting to the secure securities trading web- a secure communication link throughproxv computer 3315

site. When a user qucries SDNS 3313 for the secure computer Accordingly, computer 3301 can establish a VPN communi-
 

3313 determines the particular secure computer network proxy computer 3315. Alternatively, computer 3301 can
address based on the user’s identity and the user’s subscrip- 20 establish a non-VPN communication link 3324 to a non-
tion level. secure website, such as non-secure server computer 3304.

At step 3409, SDNS 3313 accesses VPN gatekeeper 3314 FIG. 35 shows a flow diagram 3500 for registering a secure 
fi ”.1. “Eli "l'll [i ‘name I' tothe . .‘

module 33 09 and secure server 3320. Server 3 320 canonly be 3501,.a requester accesses website 3308 and logs into a secure
accessed through a VPN communication link. VPN gate- 25 domain name registry service that is available through web-
keeper 3314 provisions computer 3301 and secure web server site 3308 At step 3502, the requestor completes an online

computer 3320, or a secure edge router for server computer registration formfor registering asecure domainnamehaving
3320 can be a separate server computer from server computer “gov Ofcourse, other secure top-level domain names can also

be used. Preferably, the requestor must have previously reg-
istered—anoa—seeuredemeianamecerrespendmg—toethe—

equivalent secure domain name that15 being requested. For

  

 
 

3304, or can be the same server computer having both non—
 

 
   

for the .soom server address for a secure server 3320 corre- 35 name “Website.scom” must have previously registered the

sponding‘"to server 3304. correspondingnon-secure domain name “website.com“.

 
portal 3310 preferably authenticates the query using any 40 query, for determining ownership information relating to the

well-known techmque, such as acryptographic technique, non-secure domain name corresponding to the requested

 

 
natively, the query to SDNS 3313 can bein the clear, and information, flow continues to step 3507, otherwise flow con-
SDNS 3313 and gatekeeper 3314 can operate to establish a tinues to step 3506 where the requestor is informed of the
VPN communication link to the querying computer for send— conflicting ownership information. Flow returns to step 3502.

ing the reply 50 When thereis no conflicting ownership information at step 
3320 through VPN communication link 3321 basedonthe informs the requestor that thereis no cohflicting ownership 
VPN resources allocated by VPN gatekeeper 3317!. At step information and prompts the requestor to verifyTthe informa-
3412, web browser 3306 displays a secure icon indicating that tion entered into the online form and select an approved form

Wimlink to server 3320 is a secure 53 of payment. Afier confirmation Ofihefitered Won
VPN communication link. Further communication bctween and appropriate payment information, flow continues to step

computers 3301 and 3320 occurs via the VPN, e.g, using a 3508 where the newly registered secure domain name sentto

 

 
 
 is terrmnated at step 3413, flow continues tostep 3414 where If, at step 3505, the requested securedomain name does not

sottware module 3309 automatically replaces the secure top- 60 have a corresponding equivalent non-secure domain name,
level domain name with the corresponding non-secure top- the present invention informs the requestor of the situation 
level domain name for server 3302!. Browser 3306 accesses a and prompts the requestor for acquiring the corresponding
standard DNS 3325 for obtaining the non-secure URL for equivalent non-secure domain name for an increased fee. By

server 3304 Browser 3306 then connects to server 3304 in a acceptingthe offer,‘thepresentinvention automatically reg-
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WWW UiPTgtrom the PIHS Image Database on 04/08/2011
 

 
VXMfiflfl:

Petitioner Apple Inc. - Exhibit 1002, p.

 
2147



Petitioner Apple Inc. - Exhibit 1002, p. 2148

 
 

 

US 7:921,211B2 
 
 

 

53 54

G. Tunneling Secure Address Hopping Protocol puter network 3 602. According to the invention, a virtual
Through Existing Protocol’Using Web—Proxy private connection does not provide the same level of security

to the client computer as a virtual private network. A virtual
'lhe present invention also provides a technique for imple- private connection can be conveniently authenticated so that, 

mentmg the field hopping schemes described above in an 5 for example,adenial ofservice attack canberapidly rejected,' ‘ - e e-y provioi 1g Ii eren eve s 0 service it . can limb-

 

 
two computer networks, andin the network stack on the scribed to by a user.
server side of the firewall. The present invention uses a new Proxy application 3607 is conveniently installed and unin-

secure connectionless protocol that provides good denial or stalledby a user because proxy application 3607 operates at

 

 
protocols. Thus this aspect of the present invention does not 3606 to use proxy application for all web communications.
require changes1nthe Internetinfrastructure Thatis, thepayloadportionofall messagepacketsis modified
 

crypted, unprotected communication packets from a local data for forming the virtual private connection contains field-
browser application The client-side proxy application pro- hopping data, such as described abovein connection with

gram tunnels the unencrypted, unprotected communication VPNs. Also, the modified message packets preferably con-o'ckets throu_ i an-w rotocol t-

munications from a denial of service at the serverside. Of 20 sage packets can conform to the TCP/IP protocol or the ICMP
course, the unencrypted, unprotected communicationpackets protocol Alternatively, proxy application 3606 can be

 

 
can be encrypted prior to tunneling. selected and enabled—through, for example, an option pro-

The client-side proxy application program is not an oper- vided by browser 3606. Additionally, proxy application 3607
ating system extension and does not involve any modifica- can be enabled so that only the payload portion of specially 

tions to the operating systemnetwork stack and drivers. Con- 25 designated message packets is modified with the data for
 

cation can be allowed through a corporate firewallusing a message packetscan be, for example, selectedpredetermined
much smaller “hole” in the firewall andis less of a security domain names.
 
 

The server-side implementation of the present invention step 3702 proxy application 3607 modifies the payloadpor-
authenticates valid field--hopped packets as Valid or invalid tion of all message packets by tunneling the data for forming
 
  
 

very earlyin the server packet processing, similar to a stan- a virtual private connection between clientcomputer 3604
impact ofa denial of service attempt in comparison to normal step, 3703 the modified messag_packets are sent from client
TCP/1P and HTTP communications, thereby protecting the computer 3604 to, for example, website (server computer)

server from invalid communications 3608 over computer network 3602. 
network36001nwh1chav1rtua1privateconnection according 40 proxy portion 3610 anda web server portion 3611. VPN 
to the present invention can be configured to more easily guardportion 3609is embeddedwithinthekemellayer ofthe

traverse a firewall—between two computer networks FTG. 37 operating system of website 3608 so that large bandwidth
connection that is encapsulatedusing an existing network computer 3604 initiates an authenticated connection to web-

protocol 45 Site 3608, VPNguard portion 3609 is keyed with the hopping

 
  

  

 
a firewall arrangement 3603. Firewall arrangement operates client packet streams entering website 3608 at step 3704.

in a well-known manner to interface LAN 3601 to computer VPNguard portion 3609 can be configured for providing 
 

A client computer 3604 is connected to LAN 3601 in a VPN guard portion 3609 canbe configured to let all message
well-known manner Client computer 3604 includes an oper— packets through until a denial of service attackis detected,in
ating system 3605 and aweb browser3606 Operating system which case VPN guard portion 3609 would allow only client

Ammmmssmmcmummpfiwm—
 

computer 3604 Browser 3606is an application program for such as that of the present invention.
accessing computer network resources connected to LAN Server proxy portion 3610 also operates at the kernel layer
3601 and computer network Wu a weIFknown manner. within web51te 3603 and catches incoming message packets
According to the present invention, a proxy application 3607 from client computer 3604 at the VPN level. At step 3705,
is also stored on client computer 3604 and operates at an 60 server proxy portion 3610 authenticates the messagepackets
application layer in conjunction with browser 3606. Proxy at the kernel level within host computer 3604 using the des-

 

 

applicanon 3607 operatesat the application layer within cli— tination IP address, UTJP portsand discriminator fields. The
 

 
unencrypted message packets generated by browser 3606 by authenticated message packets to web server portion 3 611 as
inserting data into the message packets thatare used for 65 normal TCP web transactions.
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e age c e s genera - It). The system of claim 8, wherein the Virtual private
ing reply message packets. For example, when a client com- network is based on inserting into each data packet commu-
puter requests a webpage, web server portion 3611 genethS nicated over a secure communication link one or more data

message packets corresponding to the requested webpage. At values that vary according to a pseudo-random sequence
step 3706 the replv message_packets pass through server g; lhe system 91: claim 8 wherein the V+1=tua1 W
proxy P01110113610 “111191111156115 data 11110 the payload 1301'" networkis based on a network address hopping regime thatis

used to pseudorandomly change network addresses in pack-

 

  

 

  

 
 

s device and a second device.

12. The system of claim 8, wherein the virtual private

network'is basedon comparing a valuein each data packet

client computer 3604 over computernetwork 3602. Prefer-
a , o e a priva e connec on is 10
contains field-hopping data, such as described abovein con-
nectionwithVPNs. Server proxy portion 3610 operates at the '
kernel layer within host computer 3608 to insert the virtual moving Window 0fvalid values. . . .

rivate connection ta into a l or' t v 13. The system of claim 8, wherein the Virtual private

message ipackets. Preferably, themodified message packets 15 network 15 based on a comparison Ofa discrnrnnator 116131” a

 

 

 

  
 

to the UDP protocol Alternatively, the modified message 1191115 maintained for a 11131 device
 
 

 
packets can conform to the TCP/[P protocol or the ICMP 171- The system 01 9131111 1: wherein the domain name
prom. servicesystenrisnconfiguredttrrespondtofltequeryforthe—

At step 3707, the modified packets are sent from host 20 network address.

computer 3608 over computer network 3602 and pass 15. The system of claim 1, wherein the domain name 
fied packetsare directed to client computer 3604 over LAN query, the network address corresponding to a domain name

3601 and are received at step3708 by proxy application-3607 from the plurality of domain names and the corresponding
 

 
application 3607 operates to rapidly evaluate the modified 16 The system of claim 1, wherein the domain name
message packets for determining whether the received pack- service system is configured to receive the query initiated

 

 
nection data inserted into the received information packets associated with a domain name wherein the domain name
 

conforms to expectedvirtual private connectiondata, then the 30 servicesystem isconfigured toprovide the network address 
ets aredropped name service system is configured to support establishing a 

While the present invention has been described"in connec- secure communication link between the first location and the
 

 
and understood that modifications may be made without 35 17. The system of claim 1, wherein the domain name
 

 

 
departing from the true spirit and scope of theinvention. service system is connected to a communication network,Acclaimedas - - . . . . .-. - - .

1. A system for providing a domain name service for estab- workaddresses, arid comprises an indication that the domain 

lishing a secure communication link, the system comprising: name service system supports establish'mg a secure commu-
 
 

be connected to a communication network, store a plu- 18. The system of claim 1, wherein at least one of the
rality 01 domain names and corresponding network plurality of domain names is reserved for secure communi-

“ . E 1 ii I . 1.]

 

 
 

   

 

 
 

indicate in response to the query whether the domain 19. The system of claim 1, wherein the domain name
name service system supports establishing a secure 45 service system comprisesaserver.

—communication—link 20.'lhe~systenrofclaim1—9,whereisethedomainname
2. The system of claim 1, wherein at least one of the service system lurther comprises a domain name database,

plurality of domain names comprises a top-level domain and whereinthe domainnamc database stores the plurality of
name. domain names and the corresponding network addresses.

3. The system of claim 2, wherein the top--level domain 50 21. The system of claim 1, wherein the domain name

name is a non-standard top--level domain name servtce system comprises a server, wherein the server com—
  

 
system is configured toauthenticate the query usinga cryp- service systeni isconfigured to store the corresponding net- 

 

 

  
  

tographic technique. work addresses foruse in establishing secure communication
6. The system of claim 1, wherein the communication links.

network includes the Internet. 23. The system of claim 1, wherein the domain name
7. The system ofclaim 1, wherein the domainname service 60 service system is configured to authenticate the query for the

system comprises an edge router network address

8. The system ofclaim 1,wherein the domainname service 24. The system of claim 1, wherein at. least one of the

communication network. domain name service system supports establishing a secure
9. The system of claim 8, wherein the virtual private net— 65 communication link.

work is one ofa plurality of secure communicationlinks ina 25—11116 system of claim 1, wherein at least one 01 the
hierarchv of secure communication links. plurality of domain names comprises a secure name.
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—26—Thesysteri+ef claim 1, whereireat least oneof the the . . . . ..
plurality of domain names enables establishment 01 a secure ofa secure communication link.
communication link. 42. The non-transitory machine-readable medium ofclaim

27-12113 W 0f claim 1: wherein flitti“6}511%“1‘1—11311‘1f3figwereSS—lfitlmtructions comprise code—for reserving at
service system is configured to enable establishment of a 5 least one of the plurality of domain names for secure com-
secure communication link between a first location and a municationlinks

 
 

  

 

 
  

. 28. The system of claim 1, wherein the secure communi— 36
44 The non-transitory machine-readable medium ofclaim

36, wherein the instructions comprise code for storing a plu-
cation linkis capable of supporting a plurality of services. 1' E l . l 1. l |

31) The system of claim 29, wherein thc plurality of ser- so as to define a domain name database
vices comprises a plurality of communication protocols, a
plurality of application programs, multiple sessions, or a 45 The“011'11111135301?Ind111116recldablemediumofd1m

  

cation link uses encryption.
 

  

 

  combination thereof.

3] The samein of claim 30 W1] erein the pillmljfl} ofappli- comprise code for creating a domain name database config-

cation programs comprises items selected from agroup con- ured I? store the plurality 0f domain names and the corre-
   

 

32. The system ofclaim 29, wherein the plurality of ser- 20 36, wherein the instructions comprise code for storing the
 

 

 
  

 
 

Vices comprises audio, video oracombination thereof corresponding network addresses for use in establishing
33. The svstem of claim 1. wherein the domain name secure communication links.

service system is configured to enable establishment of a 47.The non-transitory machine-readablemedium ofclaim
secure communication link between a first location and a 36, wherein the instructions comprise code for authenticating

—sacnnd_location. 2< thequeiy for flieneuuorkaddress
34. The system of claim 33, wherein the query is initiated 48. The non-transitory machine-readable medium ofclaim

rom e oca 'on,w erein esecon oca ion prise , ein as o e i i
a computer, and wherein the network address is an address includes an indication that the domain name service system
associated with the computer. supports the establishment of a secure communication link.

35. The system of claim 1, wherein the domain name 30 497The non-tran51tory machine-readable medium ofclaim
' rises ' a‘ ' datab ‘ connec d 36 wherein at least 0 e of the luralit of domain names

 

to a communication network and storing a plurality ofdomain includes a secure name. 

  

to provide anetwork addresscorresponding to adomainname 35 configuredso as to enable establishment ofa secure commu- 
in response to a query in order to establish a secure commu- nicatio—nlink.
nication link. 51 The non-transitory machine-readable medium ofclaim
 

36. A non-transitory machine-readable medium compris- 36, wherein the domain name service system is configured to

 
 
 

 

addresses; receiving a query for a network address, and indi- 36, wherein the secure communication link uses encryption
cating in response to the query whether the domain name 53. The non-transitory machine-readable medium ofclaim
servrce system supports establishing a secure corrnnunication 45—36, wherein the secure communication lmk is capable of
link. supportingaplurality of services.

37. The non-transitorymachine-readable medium ofclaim 54. The non-transitory machine-readable medium ofclaim
 

plurality of domain namcs and corresponding network communication protocols, a plurality of application pro-
 

addresses including at least one top-level domain name. 50 grams, multiple sessmns, or a combination thereof
 

36, wherein the instructions comprise code for responding to 54, wherein the plurality of application programs comprises
the query for the network address. items selected from a group conSistmgofthe following: video

 

 
36 wherein the instructions comprise code forproviding.in 55 phony
 

  
responseto the query, the network address corresponding to a 56. The non-transitory machine-readablemedium ofclaim
corresponding network addresses or a combination thereof.

40_The non-transitory machine-readable medium ofclaim STThe non-trans1tory machine-readable medium or claim
36, wherein the instructions comprise code for receiving the 60 36, wherein the domain name service system is configured to
query for a network address associated with a domain name enable establishment of a secure communication link

and initiated from a first location, and providing a network between a first location and a second location.

 

 
secure communicationlinkbetween the firstlocafion and the 57, wherein the instructions include code for receiving a  

sccond10cation.65q—ry—tiniiated from the first location, wherein the second
 

 
36, wherein theinstructions comprise code for indicating that addressis an address associated with the computer
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59 The non-transitory machine-readable medium ofclaim connecting a domain name service system to a communi- 
 

domain name database connected to a communication net-

work and storing aplurafity of domain names and corre- network addresses‘ and
storing a plurality of domain names and corresponding

  
5 upon recolvmg a query for a network address for commu-nication indicatin whether the do a

system supports establishing a secure communication

domain name database'is configured so as to provide a net-
work address corresponding to a domam name IS response to
the guegz in order to establish a secure communication link. link.

60. A method of providing a domain name service for
establishing a secure communication link, the method com-
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Image File Wrapper and may affect subsequent processing

Information:

6257208

Non Patent Literature D1279.pdf b2830e53df4ca72e2c1d8844d8f95516f878
caIf

The page size in the PDF is too large. The pages should be 8.5 x 11 or A4. If this PDF is submitted, the pages will be resized upon entry into the
Image File Wrapper and may affect subsequent processing

Information:

3705608

Non Patent Literature D1280.pdf
8ce24f484faec3da2707a6f375682fd491bf2

41 b

The page size in the PDF is too large. The pages should be 8.5 x 11 or A4. If this PDF is submitted, the pages will be resized upon entry into the
Image File Wrapper and may affect subsequent processing

Information:

7982752

Non Patent Literature D1281.pdf c9033342ba1e9325ee97570ee7318936fdc
8f975

 
Petitioner Apple Inc. - Exhibit 1002, p. 2159



Petitioner Apple Inc. - Exhibit 1002, p. 2160

The page size in the PDF is too large. The pages should be 8.5 x 11 or A4. If this PDF is submitted, the pages will be resized upon entry into the
Image File Wrapper and may affect subsequent processing

Information:

3126761

Non Patent Literature D1282.pdf
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eb754

The page size in the PDF is too large. The pages should be 8.5 x 11 or A4. If this PDF is submitted, the pages will be resized upon entry into the
Image File Wrapper and may affect subsequent processing

This Acknowledgement Receipt evidences receipt on the noted date by the USPTO ofthe indicated documents,

characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111

lfa new application is being filed and the application includes the necessary components for a filing date (see 37 CFR

1.53(b)—(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this

Acknowledgement Receipt will establish the filing date of the application.

National Stage of an International Application under 35 U.S.C. 371

lfa timely submission to enter the national stage of an international application is compliant with the conditions of 35

U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903 indicating acceptance of the application as a

national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.

New International Application Filed with the USPTO as a Receiving Office

lfa new international application is being filed and the international application includes the necessary components for

an international filing date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number

and ofthe International Filing Date (Form PCT/RO/105) will be issued in due course, subject to prescriptions concerning

national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of

the application.
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EXAMINER‘ LIE - i . Patent Number Publication Date Name Qf Patentee Q,— Applicant Pages, Coiumns, Lines, WhereS lNlTEALS ’ . ’ Relevant Passages or Relevant
of Cited Document Figures; Appear

- 11166 I 5,007,051 04/09/1991 ‘ Dctkasetai.
LES. PATENT APPLECATlON PUBLECATEONS

EXAMINER‘ ,1 .. 1". Patent Number Publication Date Name OE Patentee Oi” Applicant Pages, Column Lines. Where8 lNlTEALE‘; _ 2,. Relevant Passages or Relevant
of Uted Document Figums Appear

EXAMINER' Foreign Patent Document 4 11 'r e' Name of Patentee or Pages. Columns,
8 lNlTiALS n _ - _ Country Codeg.|\iu,,~,be,-4.Kmd Applicant of Cited Document Where Relev .

Codes(if known) Figures Appear

P 09—2?-. 0310il4i1997 Fu111kawa Electric Co Eng11sh
Ltd. Abstract

JP 10—111848 O4i28.’1988 AT&T Corp Engiish
Abstract

JP 10-21 5241+ O8111i1998 Sony Corp Engiish
Abstract

JP 04 1178264i1711992 Matsushita Electric E1b1giish§ 11111.00. Ltd betract

GTE-HER ART (11112111111119 Author, Titie, Date, Pertinent Pagee, Etc.)
EXAMlNER Enctude name of the author (in CAPETAL LETTERS), t111e of the articte (when appropriate), title of the item (book,
‘8 iNiTlAES magazine. journal, ,ria1. symposium, cataiog. etc), date. pageiis}, vo1ume~issue numberiis}, pubiisner, city and/‘or

country where pub11s11e<E

5 gr-
astiake,‘'Dcma1n Name System Secur11y E-.xtensione.” Ne1work Working Group RF1.41.335 pages41:.-

2 1lat/larch .999),

. Press: Release; Virnetx and Aaetra Sign a Patent License Agreement, 4 pages, May 2012. Printed
from Website: httpziivirnetx.comiv1rnetx—andaastra—sign—a~patent—iicense~agreement/

Press Release; VirnetX and Mitel Networks Corporation Sign a Patem License Agreement. 5 pages,
Juiy 2012. Printed from Website: http://v1rnetx.comivirnetxeno'—miteE—networks—corporation—Sign—a—
patent~11cense—agreement/

Press Relese; \iirnetx and NEC Corporation and NEC Corporation of America Sign a Patent License
Agreement, 5 pages, August 2012, Printed from Webe1te: tittp:l/virnetx.comivirnetx—ano-nec-
corporation—ar1d-nec-corooration-oi—arnerica-sign-a-patent-Ecenee—agreementi

: Supptementai Declaration oi‘AngeEos D. Keromytis, Phil) item Control No; 95001851 pp. 111-13,
dated December 80, 2012
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134,250 Stippiamehiai Deciaratiori oi‘Angeios D. Ker-omytis, Phi) irom Contrei No; 950017788 pp. 1-18,

dated December 18, 2012

131251 Suppiementai Deciaration of Angeios D. Keromytis, PhD from Controi No; 95001850 pp. 1—13.
dated December 30, 2012

--EVirnetX vs Appie Transcript of Triai, Afternoon Session, 12:05 pm, dated November 5, 2012
--ECertified Copy dated September ‘18. 2012 of US. Patent Number 5,502,135, 73 pages

-{34,254 Certified Copy dated December 30, 2009 of Assignment for Patent Appiieation Number 05/047,553 12Epages

--ECertified Copy dated March 1 1, 2008, of Patent Appiication Number 09/504,783, 1500 pages
-01255 Certified Copy dated March 30, 2011 of us. Patent Number 7.418504, 74 pages

-131257 Certified Copy dated October 17, 2012 of Assignment for Patent Appiioation Number: ‘10i7‘14.849. ‘10Epages

--ECertified Copy dated Aprii 4-, 2011 of Patent Appiioation Number 10/714,849, 1 170 pages
--ECertified Copy dated March 30. 2011 of US. Patent Number 7,490,151, 53 pages

-{34,270 Certified Copy dated October 1?, 2012 of Assignment for Patent Appiication Number 10/259,494, 19Epages

-01271 ECertified Copy dated Aprii 4, 2011 or Appiication Number 10/259,454, 1359 pages
-01272 Certified Copy dated Aprii 12, 2011 of us. Patent Number 7,921,211, ".78 pages
--ECertified Copy dated October 17, 2012 of Assignment for Appiicatioh Number 11/840,500. 12 pages
--ECertified Copy dated Aprii 20, 2011 of Appiication Number 110340500. 3 pages

  
 

 

 
 

 

 

 
 

 

 
  

 

2 03110118 User Guide ior 108 5: Software. 160 pages, 2011
D1

--,iPad User Guide for 105 5.0 Software, 141 pages, 2011
--EiPad User Guide for 105 4.2 Software, 181 pages, 2010
--EiPad User Guide for 105 4.3. Software, 108 pages, 2011

--EiPod Touch User Guide for 108 5.0 Software, 143 pages, 2011
--EiPod Touch User Guide, 122 pages, 2008,
--EiPod Touch User Guide for iPhone OS 3.0 Software, 153 pages, 2009
--EiPod Touch User Guide for iPhone OS 3.1 Software, 159 pages, 2009
--EiPod Touch User Guide for iOS 4.3 Software, 230 pages, 2011
--EiPod Touch Features Guide, 98 pages, 2008
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131292 iPhone Configuration Utiiity: Networking>internet & Web, 24 pages, 2010- E -
--EEiOS Configuration Proiiie Reference; Networking '62} internet: Enterprise Depioyment, 24 pages, 2011 -
--EiPhone 053 Enterprise Depioyrnent Guide; Set,(and Edition for Version 3.1 or Let-er, 91 pages, 2009 -
--EEiPrione 08; Enterprise Depioyment Guide; Second Edition, for Version 3.2 or Later, 90 pages, 20i0 -
--CFHost Reference; Deveioper, 20 pages, 2008 -
.-CFNetwork Programming Guide; Deveioper, 60 pages, 201 1 -
.-CFStream Socket Additions; Deveioper, 22 pages, 2010 -
.-Mac OS X Devioper Library: CFHostSampie.e, 1 page -
--EMac 08 X Deveioper Library; CFHostSampie, ‘: page, 2004 -
--EMac 08 X Deveioper Library; Document Revision History, 1 page, 2004 -
--EECFStream Socket Additions; Deveioper, 22 pages, 2010 -
-Appie Push Notification Service; Distribution Service, Version 1.0, 6 pages, 2009 -

-iOS Human interiace Guideiines; Deveioper, 184 pages, 2012 -=D0130' Networking 8: internet Starting Point, Bpages, 2011 -
— 013% E Server Admin. 10.5 Heip: Viewing a VPN Overview, 1 page
— 01307 EiOS: Supported Protoeois for VPN, 2 pages, 2010
E—E £31308EiPhonn in Business \’irt-uai Private Networks (VPN ), ’3 pages, 20i0
-D'30 ’ EiPnone ano' iPad in Business Depioyrnent Scenarios, 26 pages, 2011
-Di-EEDepioying iPhone and iPad Virtuai Priva--e Networks. 3 pages, 2011
-01311 EDepioying iPhone and iPad: Security Oveiview. 6 pages, 201‘:
-D“: 312EPadin Business; Ready for Work 2012. Spages
-_EiOS: Using FaoeTime, 2 pages, 201 1, Printed from website http://supportappie.coml'kb/HT431T

01.314EMobiieMe: ’Seoure Chat is Unavaiiabiein OS X Lion, 2 pages 2012 Printed from Website:
Ehttp:"r’supportt.appie comlkb/T83902

D ,315EEiPhone 4 and iPod Touch (4th Generation): Using FaceTime, 2 pages, 2010, Printed from Website:

Eht tp://supptor.gappie. com/kb/HT4319

[31315 iEPhorie; “Picking Up Where Amazing Left Off," 1‘: pages, 2012, Printed from Website:
http://wwweppie.corn/iPrionelteatures/facetime

[34,317 FaoeTirne for Mao; “Say i-ieiio to FaeeTime for Mac,” 4 pages, 2012, Printed from Website:
http://wwweppie.cont/mac/t‘aceiime

ED") 
 

 

 

 

 

 

Petitioner Apple Inc. - Exhibit 1002, p. 2163



Petitioner Apple Inc. - Exhibit 1002, p. 2164

Subst. for form 1449/PTO
   

 
Complete if Known

Application Number 13i338,?§l3
12.23%“

2453

E-.xalniher Name K—‘isnaLim

-——Docket Number 7?5801—511VRNKseeieescNFrn
iPad; “Y:311: New Favorite Way to do Just About E-verything.” 8 pages 2012. Printed from Website”
http: l/wwwapple. com/'Epad/builtin— apps!

  

 

 

  
  

 

ENFORMATEGN DESCLQSURE STATEMENT BY
APPLECANT

(Use as many sheets as necessary)

 
 

 iPod Touch; FaceTime, “Oh, l see what you‘re saying," 2 pages

1313211 Apple Press info; Apple Presents EPhone 4 Printed from Website:
http:llwvwv. applecorn/er/iibrary/apple-presentsiphone

131321 EiPod Touch; FaceTime, “Oh i See What You're Saying", 3 pages, 2012, Printed from Website:

Ehttpzihwmappie.com/'iPodtouch/built-in—appsifacetirne.htm
D1322EEOS -4, The Worlds l‘v‘.ost Advanced Mobile Opertamg SystemS pages, Printed from Website:

Eht t13: //wwwapple corn’Ephone/ies4

[31323 EApple Press info; Apple Reinvents the Phone with iPhone, 3 pages, 2007, Printed from Website:
http:llwww.a13pie.com/pr/librew/2007M1I’09Ap13le—reinvehts~the~phorie

 
 

 
EAp13le Press lnlo; Ap13le Anr=0unces the New EPhone BGs-The Fastest [\Ilost P0weriul iPh-"one Yet, 3

: pages 2009, Printed from the Wehsite: ht:;tp/‘/wwwappie comIoi/Eii3rar1,”2000’06,08Aople
Announces—the—new—ipl‘ioneBGS

Apple Press info; Apple Launches iPhone 48. ios 5 81 iCloud, iPhone 48 Features Dual—Core A5
Chip, All New Camera, full 1080p HD Video Recording & introduces Siri, 2011, 2 pages, Printed from
website: http:/‘lvwmaappie.com/pr/libraiy12011/‘10/04Apple—Launches—iPhone—4S—iOS-5—iCioud.htmi

.. M Apple Press info; Apple introduces New iPod Touch, Features Retina Display, A4 Chip, FaceTirne
D “’26 Video Calling, l-lD Video Recording & Game Center, 2 pages, 2010, Printed from Website

http:l/wwwepple,c-z3miprllibrary/2010/09/01Apple-vlntrodttces-—New-—iP-z3d--t-:3uc:h.html

 
A Apple Press info; Apple Launches iPad, Magical é} Rev0lutionary Device at an Unbelievable Price, 2

D “327 pages, 2010, Printed ii'om Website: http://www.apple.corn/pr/library/ZO10/01l2?Apple--Laonches--
iPad.html 

fl Apple Press info; Apple Launces New iPad, New iPad Features Retina Display, ASX Chip, 5
Megapixel iSight Camera 0 Uitrafast 4G LTE, 2012, 3 pages, Printed from the Website:
http:/lwww.a13pie.com/pr/library/‘ZO12/03I’07Ap13le—Launches—New—iPadhtmi

FaceTirne; “Phone Calls Like You’ve Never Seen Before,” 3 pages

Apple Press info; Apple Brings FaceTirne to the Mac, 1 pages, Printed from Websiter1.-

ht t13s: //'/wxnnv.apple.corn/prlibrary/20101. 0120Apple— Briri-"gsFaceT-Err=.etotheMac htrnl

iPad at Work; “Mobile Meetings Made Easy," 4 pages, 2011

lPad — Technical Specifications, 49 pages, Printed from Website: httpzi/supportappie.comikb/‘spSSC
 

Stirling Design, 8 pages, 2008-0;EQuick Guide: SSl. VPN Technicai Primer, 11 pages, 2010
--"EESilva, “Secure iPhone Access to Corporate Web Applications,” Technical Brief, 10 pages

1313313 Defendant Apple lno.'s Third Supplemental Responses to VErnetX lnc.'s First Request for Admission
Eto Apple inc. dated, April 13, 2012, 20,7 pages

D1337EApple Support Communities. 4 pages, Prin-ed from Website
Etht3s/0iscussionsa113ple. corn/threw 486096?start=s0&tart:0

--EEVEirnetX — Products; License and Service Offerings, 1 page
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   ' QSecurity, 1 page, 2010 

  

 
  

[3 42 3 Baugher ei ai., ‘T'he Secure Peat-Time Transport Protocoi (SRPT Network Working Group,
3 RF:C 3711, 39 pa(res 2004

, iennings et at,Resource Location and Discovery {Reioaci}: Draft-Bryan-P2PSiP-erioadu04,

i3nternet—Draft. 12/12/08. pages 1—127

131344Barnes et ai., Verification invoiving PSTN Reaohabiiity: Requirements and Architecture Dverview,”

3internet Draft, 27 pages, 2012

1313453Aprii inc. Form 10—K1’Annuai Report):fiied 12/’01/05 for the Period Ending 09/24/05, Edgar Oniine,
:1400 pages, 2011

1313413Phone Facetime; “Be in Two Pieces at Once," 3 pages, Printed from the Website

3ih-tp://irvww.a13pie. com/ios/‘facetime/

D13473Appie Press info; Appie Presents iPhone 4 ,A11 New-Design with FaceTime Video Caiiing, Ret'-ina

3Dispiay,P Megapixei Camera at HD Video RecordingmJ13ages, 2010

341

13

  

  
 

 

 

   
 
 

 
 

 
 

 
 

 

  

1313,43 NYSE AMEX:Vi-;iC Cowen ar:--d Co. 39th Annuai Technciogy Media & Teiecom Conference, J6
3 pages iune 2, 2011

  
 

 
 

 
  

I—indyck et ai.,

3370371

[\“I’iarket Power: Moncpoiy and Monopsony.” Microeconomics. Sixth Edition, pages

  3 [\I’iaihy ei ai., “T'raversai Using Reiays Around NAT (TURN): Reiay Extensions to Session Traversal
Utiiities for NAT (STUN)," internet Engineering Task Force (iETF), RFC: 5756, 557' pages, 2010

Egevang et ai.. “The EP Network Address Transiator (NAT)," Network Working Group, RFC: 1831, 10
pages, 1994
 
 

  

 
  
  

 Srisuresh et ai., “1P Network Address Transiator (NAT) Terminoiogy and Considerations," Network

3Working Group, RF022583, 30 pages, 1999

 Press Reiese; Virnetx and NEC Corporation and NEC Corporation of America Sign a Patent License
Agreement, 5 pages, August 2012, Printed from Website: http:i/virnetx.comfvirnetx—and~11ec—
corporationand-nec—corporation—ofamerica-sign-a—patent-iicense—agreernenti
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D1353 iPhone, ‘11 Does Everything Be1ter,"5 pages .1rinted from Website:

3:—'h1tp://www.appie.com/1Phone.’buiitinapps

D1354W’iy Appie ED, “What’s an Appie iD,“ 1 pages, Prin'red from Websit-e: ht1pszl/appieid.appie.com/cgi~
biP/webobjects/myappieidwoa
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R:F:C 3263,17 pages, 2002

-D1 3552Certified Copy dated September 21, 2012 of Reexamination Certificate Number 6,502,135 issued
-D1355:Rosenberg et ai., Session initiation Protocoi (SEP): Locating SiP Servers," Network Working Group,

\ at

:June 1., 2,011, 11 pages

-D' 357Certified Copy dated September 20, 2012 of Patent Appiication Number 95/001,209, 4999 pages

-D1353:Cha1uiteriee ei ai, Bargaining Under ineompiete information,” Operations Research, 31:83.5H851
-04-369:Nash, “The Bargaining Probiem,” Econometrica, “35516) 1951) -

-D13D4570:Nash, “Two-Person Cooperative Games,” Econometrica, 21 :128~140, 1053 -71 Choi et ai., “An Anaiyticai Soiution to Reasonabie Royaity Rate Caicuiatione,” iDEA: The Journai of
: Law and 'i'echnoiogy, 13 pages, 2001

01371119 Prize in Economics 1994- Press Reiease dated )ctober 11 1994 4 pages, Printed from
Website: http:.’l‘vwvw. nobeiprize.orginobeipiizesreconomics/iaureates/1994presshtmi

Negotia.iors,”Ti"eLicensing Journai, pagesbfi15,2004

D1374Scheriing et ai., "Rationai Reasonabie Royaity Damages: A Return to the Roots," Landsiide, Voiume
:4, 4 pages, 2011

-D‘13?5: Jarosz et ai. “Appiication of Game Theory to inteiiectuai Property Rovaity Negotiations, ” Chapter 17

-D1373:Futnam 611. ai., Bargaining and the Construct:ion of Economicaiiy Consistent Hypothei-ieai License
 
pages 2-11265

--Goidsr‘heidei Licensing Best Prac'rices; Strategic, Terri'roriai and Technoiogy issues 2 pages, 2006
--:iPhone Configuration Utiiity, 19 pages, 2012
--2VPN Server Configuration for iOS Devices, 6 pages, 2012
--: * mueison et ai., Economics. Fourteenth Edition, pages 258—259, 1992
--:Stigier etai. The:heory of Price Forth Edition pages 215216 1987

D1381 Truett et ai., “Joint Profit Maximization, Negotiation, and the Determinacy of Price in Biiaterai
3Monopoiy," Journai of Economic Education. pages 250—270

-m383D1;382:Binmore et ai. “Noncooperative i‘v’iodeis of Bargaining,‘ The Handbook of Game Theory, 1: (7‘181—:225,1992

:Spindier et a ., “Endogenous Bargaining Power in Biiaterai Monopoiy and Biiaterai Exchange,"
Canadian Journai oi Economics—Revue Canadienne D Eeonornie, pages 464—474, 1974

 
 

 
 

 
 
 
 yerson, “Game Theory; Anaiysis or Conflict," Harvard University Press, pages 375—392
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D1835 Binanore, “The Nash Bargaining; Soiution in Economic Modeiiing,” The Rand Journal! oi Economics,

at

 

17:176—188, 1995

[3);33353Rubinstein et ai., On the interpretation of the Nash Bargaining Soiution and its Extension to Non—
Expected Utiiity Preferences," Eoonometrica, 60:1 171—1 186, 1992

D13573Greenieafet ai., 'Guarantees in Auctions: The Auction House as Negotiator ano' Manageriai Decision

3",”i‘viakei Management Science, 39:1130—1145, 1993

-WD13333Chan “Trade Negotiationsin a Nash Bargaining Moo'ei,” Journai of internationai Economics, 25:253-3363, 1987

-3Lemiey et ai., “Patent i-ioidup and Royaity Stacking,” Texas Law Review, 851991—2049
D139[)3Cauiey, Winning the Patent Damages Case. A Litigators Guide to Economic Modeis and Other

3Damage Strategies,” Oxford Press, pages 2930, 2044

-1“3Degnan et ai., “A Survey of Licensed Royaities,” Les Nouveiies, pages 91, 93, 94, 199.7-Dnm3Kahit, The Review of Economics and Statistics," pages 157-t64, 1993
Appie Press info: Appie Updates MaoBook Pro with Next Generation Processors, Graphics &

1 Thunderboit iI'O Teehnoiogy, 3 pages, Printed from Website:
http:IIwww.appie.com!pr/iii>rary/’2-’i11/(32/24AppienUpdates- :Vlc.cBook-Pro-with-Next-Generation-
ProcessorsGraphicsThunderboitiC)Teohnoiogy htmi

[3) 3:353:Appie Press info: Appie to Ship Mac OS X Snow Leopard on August 28 2 pages, Printed from the

3Website: http: [/wwwappiecomiprliibaarylZOOQ/D8/24Iappietoshipmac~osx

3Appie iOS: Setting up VPN, 2 pages, Printed from Website: httpisupportappie.com/'kh/HT1424
3Appie iPhone User Guide for iGS 5.1 Software, 179 pages, 20‘i2
Appie. Communicating with HTTP Servers, CFNe-tworking Programming Guide, 6 pages, 2011,
Printed from the Website:

https::’ldeveioper.aopie.com/iibrary/ios/dooumentation/networking/eonceptuai/CFNetworleFi-iT

 D‘." 3 . .. . . .
--*3Microsoft Company information: inoiLioing Stocks and Financiai information, 83 pages -

[313933iPad, Facetime; “Once Again, iPad gets the Worid Taiking," 3 pages, Printed from the Website:

3irittp:I'./\:w1w.appie.com/'ipad/buiit—in—appsifacetirneihtmi

VimetX, Gabriei Connection Teehnoiogy W White Paper, 7 pages, 2012
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e : Proceedings of The Symposium on Network and Distributed System Security, 7’ pages, February 22-
: ’23., 1996

Davies, Supervisor of Transiation: Tadahiro Uezono, Security for Computer Networks, Japan, Nikkei--
McGran-iiii inc, First Edition‘ First Copy‘ p 126—129 (December 5‘ 1985) w (Engiish Version and
Japanese Version Submitted)

Comer. “Transiated by Jun Murai and Hiroyuki Kusumoto, “internetworking with TCPiiP \I’oi. 1:
Principies, Protocois, and Architecture, Third Edition," Japan Kyoritsu Shuppan Co, Ltd, First
Edition, First Copy, p 161~193 (August 10, 1997) (Engiisn Version and Japanese Version Submitted)

4 o Lynch et ai., Supervisor of Transiaticn: Jun Murai, “internet System Handbook,” Japan impress Co.
9 =40“ Ltd. First Edition p 152-15? and p 345-351 (August 11, 1995) (Engiish Version and Japanese

Version Submitted)

[31409 Office Action dated December 2?, 2012 from Corresponding Canadian Patent Appiication Number
2723504

-131410 Office Action dated December 5 2012 from Corresponding Japanese Patent Appiication Number20114181417

{31411 Office Action dated December 13, 2012 from Corresponding Japanese Patent Appiication Number
2011085052

31412 Office Action dated December 13, 2012 from Corresponding Japanese Patent Appiication Number
2011—083415

EXAMiNER DATE CONSEDERED
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METHOD AND SYSTEM FOR AUTOMATIC
DISCOVERY OF' NETWORK SERVICES

TECHNICAL FIELD

The invention relates generally to methods and systems
for discovering service elements that enable services avail-
able via a network, as well as for discovering inter-
relationships among the services. Such information may be
used for constructing models ofservices, permitting network
personnel to assess the health of the service and to diagnose
problems associated with the service.

BACKGROUND ART

Originally, computer networks were designed to have a
centralized, network topology. In such a topology, a cen~
tralized mainframe computer is accessed by users at com~
puter terminals via network connections. Applications and
data are stored at the mainframe computer, but may be
accessed by different users. However, a current trend in
network design is to provide a topology that enables dis—
tributed processing and peer»to—peer communications.
Under this topology, network processing power is distrib~
uted among a number of network sites that communicate on
a peer—to—peer level. Often, there are a number of servers
within the network and each server is accessible by a number
of clients. Each server may be dedicated to a particular
service, but this is not critical. SerVers may communicate
with one another in providing a service to a client.

Networks vary significantly in scope. A local area net~
work (LAN) is limited to network connectivity among
computers that are in close proximity, typically less than one
mile. A metropolitan area network (MAN) provides regional
connectivity, such as within a major metropolitan area. A
wide area network (WAN) links computers located in dif‘
ferent geographical areas, such as the computers of a cor—
poration having business campuses in a number of ditferent
cities. A global area network (GAN) provides connectivity
among computers in various nations. The most popular
GAN is the network commonly referred to as the Internet.

The decentralization of computer networks has increased
the complexity of tracking network topology. The network
components (i.e., “nodes”) may be linked in any one of a
variety of schemes. The nodes may include servers, hubs,
routers, bridges, and the hardware for linking the various
components. Systems for determining and graphically dis—
playing the topology of a computer network are known. US.
Pat. Nos. 5,276,789 to Besaw et al. and 5,185,860 to Wu,
both of which are assigned to the assignee of the present
invention, describe such systems. As described in Besaw et
al., the system retrieves a list of nodes and their intercon—
nections from a database which can be manually built by a
network administrator or automatically constructed using
computer software. The system can be configured to provide
any one of three views An intemet view shows nodes and
interconnections of difl'erent networks. A network new
shows the nodes and interconnections of a single network
within the intemet view. A segment view displays nodes
connected within one segment of one of the networks.
Selected nodes on the network, called discovery agents, can

convey knowledge of the existence of other nodes. The
network discovery system queries these discovery agents

and obtains the information necessary to form a graphical
display of the topology. The discovery agents can be pert-
odically queried to determine if nodes have been added to
the network. In a Transmission Controller Protocol/Internet

Protocol (TCP/IP) network, the discovery agents are nodes
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that respond to queries for an address translation table which
translates Internet Protocol (IP) addresses to physicaladdresses.

The Besaw et al. and Wu systems operate well for
graphically dimlaying hardware components and hardware
connections within a network. From this information, a
number of conclusions can be drawn regarding the present
capabilities and future needs of the network. However, these
systems do not discover services, their elements and inter»
dependencies. Moreover, the interdependencies of the com—
ponents in providing a particular service are not apparent
from the graphical display that is presented by the system.
The complexities of such interdependencies continue to
increase in all networks, particularly the Internet. Moreover,
these systems are designed in a monolithic manner. This
does not allow the management system to be extended to
discover and manage new service elements or new services.

Another approach is described by .I. L. Hellerstein in an
article entitled “A Comparison of Techniques for Diagnos—
ing Performance Problems in Information Systems: Case
Study and Analytic Models,” IBM Technical Report,
September, 1994. Hellerstein proposes a measurement navi—
gation graph (MNG) in which network measurements are
represented by nodes and the relationships between the
measurements are indicated by directed arcs. The relation»
ships among measurements are used to diagnose problems.
However, the approach has limitations, since MNGs only
represent relationships among measurements. An ISP opera-
tor must understand the details of the measurements (when,
where, and how each measurement is performed) and their
relationships to the dilferent service elements. This under—
standing is not readily available using the MNG approach.
Automatic discovery capabilities do not exist in this system
to discover relationships among measurements.

The emergence of a variety of new services, such as
World Wide Web (WWW) access, electronic commerce,
multimedia conferencing, telecommuting, and virtual pri—
vate network services, has contributed to the growing inter—
est in network-based services. However, the increasing
complexity of the services offered by a particular network
causes a reduction in the number of experts having the
domain knowledge necessary to diagnose and fix problems
rapidly. Within the Internet, Internet Service Providers
(ISPS) offer their subscribers a number of complex services.
An [SP must handle services that involve multiple complex
relationships, not only among their service components
(e.g., application servers, hosts, and network links), but also
within other services. One example is the web service. This

service will be described with reference to FIG. 1. Although
it may appear to a subscriber of the ISP 10 that the web

service is being cxolusively provided by a web application
server 12, there are various other services and service
elements that contribute to the web service. For instance, to
access the web server 12, a Domain Name Service (DNS)
server 14 is accessed to provide the subscriber with the IP
address of the web site. The access route includes one of the
Points of Presence (POP) 16, a hub 18, and a router 20. Each
POP houses modem banks, tclco connections, and terminal
servers. Asubscn‘ber request is forwarded to and handled by
a web server application. The web page or pages being
accessed may be stored on a back-end Network File System
(NFS) 22, from which it is delivered to the web server on
demand. When the subscnber perceives a degradation in the
Quality of Service (003). the Pr0blem may be due to any of
the web service components (e.g., the web application server
12, the host machine on which the web application server is
executing, or the network links interconnecting the sub-
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scriber to the Web server), or may be due to the other
infrastructure services on which the web service depends
(c.g., DNS or NFS) The [SP system 10 of FIG. 1 is also
shown to include an authentication server 24 for performing
a subscriber authentication service, a mail server 26 for

enabling email service (for logiu and email access), and
front-end and back-end sewers 28, 30 and 32 for allowing
Usenet. access.

Subscribers demand that lSPs offer reliable, predictable
services. To meet the expectations of subscribers and to
attract new subscribers, lSPs must measure and manage the
008 of their service offerings. This requires a variety of
tools that monitor and report on service-level metrics, such
as availability and performance of the services, and that
provide health reports on the individual service components.
Unfortunately, the majority of management systems have
not kept pace with the service evolution. Available manage-
ment systems lack the capability to capture and exploit the
inter-relationships that exist among services available in a
network environment, such as the Internet. Typically, these
management systems discover and manage service elements
in isolation. Moreover, these systems are implemented in a
monolithic manner and are not easily extensible to discov—
ering and managing new network services and service
elements. Adding new discovery and management capabili-
ties to these systems requires extensive redesign and modi—
fication of the management system.

Each network is unique in various respects, such as the
configuration of servers, the types of application servers, the
Service oiIerings, the organizational topology, and the inter»
service dependencies. Therefore, in order to accurately
understind the operations of the network, specific models
must be crafted for the services provided within the network.
However, handcrafting models of network services requires
an enormous elfort on the part of a human expert or group
of eXperts.

What is needed is a comprehensive method and system
that discovers services and service elements of a network,
and discovers the dependencies among the services and
service elements. This information can then be used to

automatically generate models of the discovered services.

SUMMARY OF THE INVENTION

A method of identifying service elements, services and
dependencies among the elements and services of a network
includes executing a two-phase discovery process. In the
first phase of discovery, the services and service elements
are detected, as well as a first set of dependencies. The
second phase of discovery is focused upon the
dependencies, specifically intersservicc dependencies in
which one discovered service is reliant upon one or more
other discovered services.

The term “service” is defined herein as “a functionality
oEcred by a network to a user to perform a specific set of
tasks.” Performance of the service involves a number of

cooperating service elements, such as network routers,
servers, applications and the like. Services include applica—
tion services (such as web and email access) and network
services (such as a Virtual Private Network).

The first phase of discovery may be considered as a
“black-box approach.” At the beginning of the phase, the
system is lflccly to have no information regarding the ser»
vices and service elements that exist in a network, such as

an lnternct Service Provider (ISP). Using a variety of
techniques, this first phase obtains information relating to
the services and service elements in the network. Execution,
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component, organizational and some inter-service depen-
dcncies are discovered during the first phase. Since a black«
box approach is adopted, this first phase of discovery can be
exewted from a management station that is separate from
elements of the network being discovered. For example, in
an {SP environment, subject to the availability of a network
connection from the management station to the server farm
of the ISP, this first phase can be executed when the
management station is outside of the server farm. Thus, this
first phase may be referred to as “external discovery.”
However, it should be understood that the first phase can be
executed exclusively within the network of interest.

The second phase of discovery is targeted at identifying
inter-service dependencies. This phase uses the knowledge
of the services and service elements obtained in the first

phase, and targets the discovered services to obtain depen-
dency information relating to the services. This dependency
information likely requires direct access to the elements of
the network. Therefore, the second phase may be considered
to be “internal discovery.” The step of executing the second
phase to identify the dependencies is a software-based
automated process. The discovery system may include dis-
covery agents that are configured to access the content of
configuration files of applications that were detected in the
first phase of discovery. As an example of processing the
content of a configuration file to discover inter—service

dependencies, a configuration file of a web server may be
accessed to discover whether the web server has a depen—
dency on an N'FS service. Discovery agents may also be
deployed to monitor connections completed via service
elements that were detected in the first phase of discovery.
Information received during the monitoring may be utilized
to identify intercservice dependencies. For example, discov—
ery agents may be deployed by a discovery engine of the
system to identify Transmission Control Protocol (TCP)
connections of at least one host that was detected in the first
phase. This technique exploits the fact that most TCP
implementations enforce a three—minute delay for connec—
tions in a TlME__,WAIT state of TCP, so that a connection
persists for approximately three minutes after it is no longerin use.

As an additional or alternative source of information for

the second phase, network probes may be deployed by the
discovery cng‘ne to access information embedded within
data packets transmitted by service elements detected in the
first phase. Since most TCP/1P communication is based on
source/destiny port numbers, by processing the headers of
captured packets, a software probe can deduce many of the
relationships that exist among services.

Returning to the first phase of identifying services and
service elements, the domain name service (DNS) may be
accessed to obtain information that Specifies services, gar-
vice elements, component dependencies, organizational
dependencies, and some inter—service dependencies. The
DNS of the network may be used to identify some, and
preferably all, of: (1) any external name Servers

(organizational dependency); (2) round-robin service groups
that are utilized to provide scalability and redundancy for the
network (component dependency); (3) naming conventions
that are employed by the network (organizational
dependencies); (4) any external mail gateways of the net—
work (organizational dcpendcncies); and (5) any SMTP
servers corresponding to hosts that run POP3 servers (inter
service dependencies).

The recognition of the naming conventions used by the
network provides cVidence of any Virtual hosts or virtual
servers. For example. an ISP may use a single host machine
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to support multiple customer web sites. While each customer
web site may be associated with a unique IP address, there
will be a naming pattern that identifies the common host
machine. Naming wnventions may also be used to recog-
nize associations between terminal servers of an ISP and
P0P sites.

An advantage of the invention is that the discovery
process may be used to automatically detect services, service
elements and dependencies with regard to a selected core
schice of a network (e.g., Read Mail Service of an [SP).
That is, the method and system may be used to model the
selected core service, permitting network personnel to assess

' the health of the service and to diagnose problems associated
with the service.

Another advantage is that the system is extensible to
discover services or service elements that are added to a
network. When a new service or service element is

introduced, a user can add a new discovery module (e.g., a
discovery agent) for the service or service element. The
discovery engine is then able to discover instances of the
added service or service element without any changes or
enhancements to the discovery engine. This approach per~
mils third-party discovery modules to be introduced into the
system.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a schematic view of an exemplary prior art
Internet Service Provider (ISP) system.

FIG. 2 is a schematic View of a proces for modeling a
selected service available via a network.

FIG. 3 is a block diagram of components of a system for
modeling a selected service available via a network, such as
the [SF of FIG. 1.

FIG. 4 is a block diagram of a management system having
components of FIG. 3.

FIG. 5 is an exemplary layout ofcomponents for utilin‘ng
the Read Mail service of the [SF of FIG. 1.

FIG. 6 is a graph of nodes of a Read Mail service model
configured using the system of FIG. 3.

FIG. 7 is an alternative Read Mail service model graph.
FIG. 8 is a schematic view of first phase internal discov—

ery processing using the system of FIG. 3.

FIG. 9 is a schematic view of second phase external
discovery processing using the system of FIG. 3.

FIG. 10 is a process flow of steps of the first phase
discovery of FIG. 8.

FIG. 11 is a process flow of steps of the second phase
discovery of FIG. 9.

FIG. 12 is a block diagram of the operation of the
discovery engine of FIG. 4.

FIG. 13 is a block diagram ofthe discovery engine ofFIG.
12.

BEST MODE FOR CARRYING OUT THE
INVENTION

The invention relates to the discovery process for
enabling automated detection of service elements and/or
services that are utilized by a specific network to provide a
particular service. One application of the invention is to
model the particular service, so that dependencies among
services and service elements (e.g., servers, hosts and net—
work links) may be readily determined by network person—
nel. While the discovery process will be described primarily
with reference to application to an ISP system, the process
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has other applications. That is, the process may be used in
other network environments (e.g., a corporation’s network).

FIG. 2 is an overview of the auto-discovery process for
generating a service model instance 200 for a particular
network 202. In FIG. 2, the rectangles represent data stores
and the ellipses represent processing elements. A service»
specific discovery template 204 is accessed upon initiation
of the auto—discovery process. The discovery template
defines the services and service elements that are anticipated
as c00perating to provide the core service. Moreover, the
discovery template identifies particular discovery tools (i.e.,
discovery modules and/or agents) that are to be used for each
service and service element, as well as any dependencies
that a particular discovery tool may have on outputs from
other diSCOVery tools. The template preferably includes
instructions for configuring the outputs of the discovery
tools. A more thorough description of the dismvery template
will follow, particularly with reference to Table 2., which is
an example of a discovery template specification. A more
thorough description of the discovery tools 206 will also be
provided below, with reference to FIGS. 12 and 13.

The auto-discovery approach is dividable into two phases.
In the first phase auto-discovery procedure 208, a “black-
box approach” is adopted. Initially, no information about the
services or service elements may be immediately available.
Using a variety of techniques, information is obtained for the
purpose of identifying relevant services, service elements,
component dependencies, execution dependencies, 0rgani~
zational dependencies and some inter—service dependencies.
In one of these techniques, the information that is available
in the domain name system of an ISP is used to discover the
existence and the relationships among difierent services and
service elements. In order to allow subscribers to access a

host using its host name, rather than requiring specification
of an IP address that is more diflicult to remember, DNS is
used to map the host names of the IP addresses for all hosts
in the [SP system. Moreover, the exchange of email mes»
sages acrosr. hosts occurs using the mail exchange records
(MX records) maintained by the DNS. In summary, the
domain name system stores a wealth of information that is
used in the first phase of the auto-discovery process to
discover Internet services and relationships among the ser»
vices. Other techniques may be used in this first phase to
supplement the information acquired from the domain name
system. Since these techniques may be exploited separately
from the servers of the network 202, this first phase may be
referred to as “external discovery.” However, the process
may occur entirely within the network environment.

Instance information 210 is acquired in the first phase
procedure 208. In addition to the identification of services
and service elements, the instance information 210 identifies
dependencies. There are a number of inter—dependencies of
concern to the auto-discovery process. These inter~
dependencies include execution dependencies, component
dependencies, intcr~servicc dependencies, and organiza—
tional dependencies. An execution dependency relates
directly to an application server process being executed on
a host machine. The types of application servers that are
executed on host machines include web, email, news, DNS
and NFS. A component dependency occurs in order to

ensure scalability and redundancy of a service. For example,
a web service may be PmVidCd OOHCCIiVely by a number of
“front-end sewers” (FESs), With round-robin DNS sched—
uljng being used to provide subscribers With a domain name
that maps to one of the FESS. [SP5 often replicate web, email
and news content across a number of sewers. The round-
robin scheduling balances the load among the servers. The
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sewers are grouped together and assigned a single domain
name in the DNS database. When the DNS sewer receives
a request for the domain name, the IP address of one of the
sewers is acquired in the round~robin scheme~

An inter-service dependency occurs when one service
accesses another service for its proper operation. For
example, a web service depends on a DNS service to allow
the subscriber to mnnect the web server host using its IP
address, and an NFS service is used to access the web

content. As another example, a Read Mail service depends
on an authentication service to verify the identity of the
subscriber, uses a DNS sewice to log the subscriber’s IP
address, and uses an NFS service to access the mail content.

Finally, an organization dependency occurs when there
are different 15? operations personnel (e.g., subject matter
experts) who are responsible for different services and
service elements. For example, an ISP may have a first
supervisor managing the web service, a second supervisor
managing DNS, and a third supervisor managing NFS.
Operational responsibilities may be delegated based upon
the geographical location of the service elements. Since the
precise organization structure may vary from one ISP to
another, the auto—discovery mechanism provides a means by
which it can be quickly customized for a particular ISP
system. ~

The first phase auto—discovery procedure 208 provides
discovered instance information 210 that identifies most of
me execution, component and organization dependencies, as
well as some of the inter‘sewice dependencies. A partial
service model instance generator 212 is then used to provide
a partial service model instance 214. Optionally, configura—
tion data 216 may be used to allow an operator to customize
a sewiee model instance 200. Using a configuration inter—
face which will be described with reference to FIG. 4, the
operator can specify categorization criteria for services and
service elements. Thus, the service model instance 200 can
be configured to meet the specific needs of the operator.

In a second phase auto~discovery procedure 218, an
“internal” View of the network 202 is acquired. The internal
discovery of the second phase is intended to fill any “holes”
in the partial service model 214, and particularly focuses on
identifying inter-sewice dependencies. There are two basic
approaches to the internal discovery of the second phase.
One approach is the use of network probes, which are
implemented in software and are installed at strategic loca—
tions on the network to acquire information from headers of
packet transmissions. By processing the headers of packets,
a software probe can deduce many of the relationships that
exist among sewers. The second basic approach is to use
special-purpose discovery agents that are installed on the
ISP hosts to discover relationships among services. Rather
than examining headers ofpacket transmissions, the special-
purpose agents use a number of operating systems and
application—specific mechanisms (such as processing service
configuration information and application-dependent moni-
toring tables) to discover inter—service dependencies.

The inter-sewice dependency information 220 from the
second phase auto—discovery procedure 218 is combined
win: the partial service model instance 214 using a second
service model instance generator 222. The output of the
second service model instance generator is the completed
service model instance 200.

The invention will be described primarily in its preferred ‘
embodiment of using the discovery template to detect both
services and service elements to form a service model.

However, the discovery process may be used without the
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discovery template and without restricting the process to
identifying only the services, service elements and depen-
dencies relevant to a single core service.

One Embodiment for Using the Instance
Information

As previously noted, the use of the discovery template
204 is optionally combined with a service model template in
the process of generating the service model instance 200. An
overview of the template—driven procedure is illustrated in
FIG. 3. The sewioe model template is a generic specification
of the service topology and measurement topology for the
service of interest (e.g., Read Mail service). Depending on
the service being modeled and the service elements that are
likely to be involved, the template defines nodes of various
types (e.g., hosts, servers, network links, and services) and
their assotZiated measurements. Moreover, the template indi—
cates the dependencies among the nodes, such as the depen—
dency of the service on other services (e.g., the Read Mail
service which refers to a subscriber accessing his/her mail—
box depends on the authentication and NFS sewices). In the
preferred embodiment, the template also includes default
state computation rules for specified nodes, so that the state

(i.e., “health”) of a node can be mmputed based upon
measurements associated with the node and upon states of
dependencies of the node.

The service model template 34 is not specific to any [8?
system in the sense that it does not specifically reference any
hosts, sewers, network links, sewicc groups, or other ser—
vices or sewice elements in the ISP system. The template
may be considered as a “lifeless tree.” There is no associa—

tion between nodes in the sewice model template and
mnning elements, such as hosts and sewers. However, the
information contained in the sewice template for a node may
include the element type, the element dependencies, the
measurement definitions (e.g., agent to run, the format of the
urn string, the number and type of parameters, and the
format of the output), default state computation rules,
default thresholds, default baselines, and default alarm gen—-eration and mrrelation rules.

In database terminology, the service model template 34 is
the schema. On the other hand, an instance defines the
records in the database and the values of the static informa»
tion. In FIG. 3, the discovered instance 36 is determined

using auto—discovery, as will be explained fully below.
Information regarding the sewices and sewice elements
(e.g., sewers, hosts and links) that exist in the ISP system or
other service provider systems may be auto—discovered. The
store representing auto—discovered information shall be
referred to as the auto—discovered instance 36.

The service model creation engine 38 of FIG. 3 is used to
generate a sewice model instance 40 based on the service

model template 34 and auto—discovered instance 36. Ideally,
all of the discovered information is available prior to instan»
tiation. However, in many cases, discovery has to be per—
formed in multiple phases, such as the two outlined above.
In such cases, instantiation may occur partially after each
phase of discovery. The main advantage of providing a
partial service model instance is that the partially completed
service model can provide a guide to identify the additional
information needed in subsequent phases of discovery. The
service model creation engine 38 encampasses the functions
of the partial service model instance generator 212 and the
second service model instance generator 222 of FIG_ 2_
Since new elements and serVices may be added to the [SP
system over time, the sewice model instantiation process
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has to be repeated periodically to augment the initiallycreated service model instance.

Unlike the service model template 34, the service model
instance 40 is specific to an ISP system. The process of
constructing the service model instance using the service
model template and the auto—discovered instance 36 is
referred to as the “instantiation” of the service model. As
previously noted, the relationship between the service model
template and the auto—discovered instance is analogous to
the relationship between the schema and records in a data-
base.

The service model instance 40 maps services and service
elements that exist in a particular [SP system with nodes in
the service model template. In doing so, the service model
instance also specifies a set of measurements that must be
made against each of the services and service elements in the
specific [SP system.

The service model instance 40 may be used by a view
generator 42. In the preferred embodiment, the service
model instance is represented as a graph of the nodes and
edges that identify dependencies of the nodes. Different
management functions of an [SP will benefit from viewing
diflferent subsets of nodes and edges of the service model
instance 40. Thus, the view generator 42 may be used by
operations personnel to provide an “operations View” of
only the services and service elementslthat fall in a particular
domain of control of the personnel. 0n the other hand, a
“customer support View” may provide an end-to—end view
for the customer support personnel of the ISP. A“planning
View” may be used to graphically present information about
usage and performance trends, so that future requirementscan be ascertained.

. Even when different management functions are interested
in the same Subset of nodes and edges of the service model
instance 40, there may be dilferent interests with regard to
miles to be used for state computations. For instances, a
management application that visually depicts a color-coded
hierarchical representation of the service model instance to
operations personnel may require that hierarchical state
propagation rules be employed in the service model
instance. In this manner, viewing the state of the top—level
nodes of the service model, an [SP operator can determine
whether any problem has been detected in the [SP system. In
contrast, an application that is responsible for automatically
detecting, diagnosing and reporting the root-causes of prob-
lems in the [SP system may prefer not to use a hierarchical
state propagation rule, since it is intensted in the state of
each node of the service model independently of the state of
other nodes.

The View generator 42 may be used to define the subset
of nodes of a service model instance that are of interest to a

management application, as well as the method for evalu-
ating the states of the nodes of interest. The measurements
that are associated with the nodes in the service model
instance are common across the dilIerent views. However,
the rules that apply to computing the state of a particular
node based upon relevant measurements and the states of
dependent nodes may be dilferent for the different views.

A measurement agent configurator 44 may be used to
extract information from the service model instance 40,
when the information is relevant to scheduling tests and
retrieving test results. At the completion of the service model
instance 40, static configuration information as to how the
tests of various elements are to be run may be merged with
default algorithm descriptions into a service model instance
file. State computation rules, thresholds and alarm correla-
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tion rules defaults may be overridden using the measurement
agent configurator. Specific measuremenm may be enabled
or disabled. A final measurement agent specification 46 is
generated by the configurator for the Specific ISP. The
measurements that are identified in the specification 46 are
executed using software agents 45. The results of the mea-
surements are analyzed and used by a service model man-
ager 47 to compute the states of different nodes in the service
model.

Overview of [nstantation

FIG. 4 represents an overview of the process for gener~
ating the diSCovered instance that is used to form the service

model instance 40 of FIG. 3. As previously noted, a require—
ment of the instantiation of a service model is the generation
of the service model template for the particular service or
services of interest. The template may be handcrafted,
preferably by a domain expert of the service. The template
includes a specification of the elements involved in provid-
ing the service, such as servers and network links, and the
dependencies of the service on other services, such as the
dependency of Read Mail service on the authentication and

N'FS services. As will be explained more fully below, the
discovery process includes designation of a discovery tem—
plate 48. The discovery template specifies the types of
services and the service elements to be discovered. The

discovery template also includes specifications of discovery
modules 50, 52 and S4 to be invoked in the discovery of the
specified services and service elements.

The service model template 34, the discovery template 48,
and the discovery modules 50, 52 and 54 are utilized Within
a management system 56 for forming the service model
instance 4-0. Another key component of the management
system is a discovery engine 58 that processes information
contained within the discovery template 48. The discovery
engine invokes the appropriate discovery modules 50—54,
interprets the outputs of the invoked modules, and stores the
outputs in memory (or in a database) as the discovered
instance 36, which is made accessible to the service model

creation engine 33. The discovery engine 58 supports a
configuration interface 60 that allows [SP operations per-
sonnel to control and customize the dismvery process.
Through the configuration interface 60, an [SP operator can
restrict the discovery to specified IP address ranges or host
name patterns. Furthermore, the operator can specify nam—
ing conventions used by the [SP (e.g., for naming terminal
servers and POP sites), which are used by some of the
dismvery modules 50—54.

The configuration interface 60 serves as a way for an ISP
operator to quickly customize the service model instance 40

that is generated by the process. Using the configuration
interface, the operator can also specify categorization crite-
ria for services and service elements. For instance, all the
mail services could fall in one category, while the DNS
servers could fall in another. The categories assigned to
services and service elements can represent the organiza~
tional structure of the [SP, the geographical location of the
servers offering the services (e.g., sewers in San Francisco
fall in one category, while servers in New York fall in
another), or diflerences in business functions of the service
(5%,, web sewers that an ISP is hosting on behalfof business
customers, as opposed to local web servers that the [SP
ofiers for providing access to the dial«up subscribers).

In the preferred embodiment, the configuration interface
60 is implemented using a graphical user interface (GUI) at
an operator computing station. An example of a configura-
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tion specification that is entered using the interface 60 is
shown in Table 1.

TABLE 1

Hosts exclude ip 10.1t204.1—~10.L205.1
at exclude all hosts with IP addresses in this range. These hosts represent subscriberit home PC:
WebServers category name .tCOm.&kElSP.fld WebHost
I? servers with names of the form ‘.eom.fakeispinet are Web hosting servers
TerminalSei-vers extract name: mxID—9](3}<Pop$ite>[O—9]Lfakeisp.net
mminal servers mint match the naming pattern above. Extract die POP site name# from the terminal server’s name

 

 

The discovery modules 50-54 obtain the configuration
criteria from the discovery engine 58. The modules execute
the appropriate discovery techniques, and as part of their
outputs, record the categories to which the different services
and service elements belong. The category information is
stored at the discoch instance 36 and is interpreted by the
service model creation engine 33 in a manner that is reflec—
tive of the service model template 34.

15

20

[Hosts]

The following sections provide details regarding imple—
mentation of the process described with reference to FIGS.
2 and 3. Since the service models template 34 depends on the
syntax specified in the discovery template 48, the discovery
template specification is considered first. All the templates
and instances presented as examples use the INI file format
that is commonly used to represent the content of system
files in Microsoft Windows-based personal computer sys-
tems. However, the process may be implemented using other
specification and schema definition technologies (e.g., the
Common Information Model Specified by the Desktop Man-
agement Task Force). Per the [NI format, a template or an
instance is organized as different sections, each of which is
specified by a unique stream enclosed within a pair of square
brackets (“[<scction name>]”).

25

35

Discovery Template Specification
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TABLE 2 

[ExternalNameServers]

discovery moduleeDiscoverlkternalNameServers.class
discovery-argumentswurl http :llism-ch/scripts/discEngineAPl.pl
discovery—outputsaipAddres, hostNarne, domainN'an-re, category
discovery-instanceKey-edpAddreasxDNS
discovery»dependencies=-

discovery-modulewDiscoverHostsclass
discuvery—argumcntsnwurl http://ism—ch/scripmldiscfingineAPLpI
discoveryooutputs—ipAddress, hostName, stale, category
discovery—instameKey=<ipAddress>:Host
discovery-depende ncies=ExternalNameServe rs
[SMFPServers

discoverynrodule=DiscoverSmtpScrversclass
discovery-arguments—url http:l/ism—ch/scriptsldiscEngineApl’pl
disamvery‘ouqautsuipAddress, hostNan-re, category
discovery—instancefiya<ipAddres>:Snup~Mail
discovery—dependenciesflosts, ExternalNameServers
[POPJServers]

discovery—moduleuDiscoverPopBSen/ersdass
discovery-arguments-a-url htth/‘Ism-ch/scripts/discEngineAPLpI
discovery-outputsaipAddress, hostName, relatedSmtpServer, category
discovery-insraucelCey-dpAddress>:Pop3_Mail
discoverydependencimzflosts, EnemaanmeServers
[HTTPServers !

discovery-modulaDiscoverHUpServersclass
discovery-argumentsm—url h ttptllism—pcllscripts/discEngineAprl
drscovermrputsfipAddrm, hostNan-re, server'Iype, category

An example discovery template specification is shown in
Table 2. Each section of the discovery template defines a
specific service or service element. The first four sections
represent templates for discovery of external name servers,
hosts, Mail SMTP sewers, and Mail POP3 sewers. The
“module” variable specification in each section identifies the
discovery module 50-54 of FIG. 4 that is to be used for the
particular service or service elc ment. The “arguments” vari—
able represents arguments that are to be passed by the
discovery engine 53 to the discovery module during deploy-
ment. The “outputs" variable defines the number and names
of the columns in the output of the discovery module. The
“instanceKey” variable denotes the index that is to be used
to access the discovery instance 36 corresponding to each
row of output generated by the discovery module. The name
or names specified within angled brackets (<>) on the right
side of the instanceKey assignment must correspond to one
of the column names specified in the output assignment.
Finally, the “dependencies” variable indicates the dependen—
cies that a discovery module has on other modules. The
discovery engine may use this information to select a
sequence in which it processes the discovery templates.

45

50

55
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discovery-inst}!aney-dpAddressteb
discovery-dependenciu=Hosts
WW

discuvery—mdulenDiscDVerNFSSenlelS.dass
discovery—arguments-wurl httpzllism—pc2/scr'ipts/discEngineAprI
discoveryaoutputsv—vipAddrcss, hostName, category
discovery-instancelceyudpAddremel-‘S
discovery-depenendenciesul—Iosts
W

disasvery—modulenDiscoverHostGmupsdass
dismvery—argumentsa—url htth/ism-chfscripts/discEngineAplpl
discovery-outputs=groupflame, group03mponentsLisL, allegory
discovery—instanceKeyu<gzoupName>zHostGroup
discovery—dependencim=ErtemalNameServers
[WebServiceGmups]

hostName=mailf¢x21 .fakeisp.net
relatedSmtpServersmtpfakeispmet

[10.137,196.54:Pop3~Mai1]
ipAddressle.137.19654
hostName—mailf-szzt'akeispmet
relatedSmtpServer—smtp.fakeisp.net

[10.137.196.56:Pop3_Mail]
ipAddmsa-IOJJ7J9656
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TABLE 2—coutinued 
hostName—mailfesB.fakeisp.net
relatedSmtpServer=smtp. firkeispnet
category—
[10.137.19658:ch]
ipAddrmsl 0.137.196.58
hostNameuwww. fakeispnet
serverTypcmNCSA/l .5
Eugene-IutemalWeb
[10.1 37.196.69:Web]
ipAddrcss=10.137.l 96.69
hosd‘fammxyzeomfakeispnct
serverTy-peaApacthl .2
(allegorychbHost
[10.137.196.70;Web]
ipAddrms=10J 37.196.70
hostNamcuwwwzbcsom. fakeispmet
servefl’ypeaApache/l .2
(2tegory=WebHost
[10.1 74. 1 73.23:Nt-‘s]
ipAddrwwIQl'I‘t 1 73.23
hustName-dnsl.fakeisp.net
[poplfakeEsp.netzflostG-mup]
group Namwpoplfakeispmet
groupComponeutsLisculo. 137.196.52:10.137.196.54:10.137196.56
[pop3.fakeisp.net:l’op3_MailSenriceG10up]
serviaGrpName-poplfakeisp.net
serviceGrpComponenlsListnlO. 13 7. 19652110. 137.196.54Z1 0.137. 196.56
[ExternaansServenCategory]
catcgnryNamenExternaiDnsSenrer
[lntemalWebServerzetcgory]
calegoryNameslnternalWeb
[WeansledServer:Category]
(2tegoryName=chHosr 

Because the ISP environment has a heterogeneous set of
elements (e.g., host nodes, routers, application servers, ser—
vices and inter—service dependencies), sections of the dis—
covery template must be processed in an order in which
elements having no dependencies are considered first. See-
tic: have dependencies can be processed after the depen«
dencies have been completed. 'Ihere are at least three
approaches to ordering the processing of sections. One
approach is to order the sections in the template to reflect the
dependencies among sections. Thus, a section appears in the
template only after the appearance of all sections on which
it depends. The discovery engine 58 can then pmos$ the
sections in order. Another approach is to allow the discovery
engine to dictate the sequence of discovery. By considering
the values of the dependencies variable within the sections
of the discovery template, the dismvery engine can deter-
mine the order in which the sections must be processed.
Sections of the template having no dependencies are pro-
cessed first. After all such sections are processed, the dis—
covery engine iterates through the list of template sections,
choosing sections which have not been processed and which
have their dependencies determined by earlier processing.
This procedure is repeated until all of the sections have been
processed. In the third approach, the sequencing is driven by
the discovery modules 50—54 themselves. In this
embodiment, the discovery engine processes the template
once, invoking the discovery modules simultaneously. The
discovery modules determine when the different elements of
the [8? system are discovered. When a new instance is
detected by a discovery module, it forwuds the results to the
diswvery engine. Based on the dependencies on the discov—
ery module, as specified in the discovery template, the
engine forwards the results to other discovery modules for
which the results are relevant. The availability of the new
results may trigger discovery by other modules. This pro—
cedure is repeated until all of the sections have been fully
processed. In an alternative implementation, the discovery
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modules can communicate With one another without involv~
ing the discovery engine.

Discovered Instance Specification

Table 3 is a portion of an example of the discovered
instance 36 of FIG. 4. Section names in the discovered

instance correspond to the instanceKey variable specifica—
tions and the discovery template of Table 2. For each of the
output variables in the discovery template, there is an
assignment in thc discovered instance of Table 3. The ISP

system being discovered in this example is assumed to have
the domain name fakeisp.net.

TABLE 3WW

[10.174.173.E:DNS]
ipAddress=10.174.173.23
hosLNnmeudnslfahfispmet
domainNamc=Bkcisinct
mtegory—EncmaansServer
[10.174.173.3zumi]
ipAddressnlO.174.l73.23
hosfliamwdnsljakeisp. netstate-Alive
category:
[10.137.196.52:Hnar]
ipAddrcss-=10J37.1 9652
hostNamtrAmailfesiLEakeispnensmtp.fakeispnetsmm=Alive
WWW:
[10.137.196.54zflast]
ipAddrfis=10JB7J9654
hostNamemmailfesZZIakeispmetstateuAlive
mwgorys
[10.137.196.56:Hosl]
ipAddresswlfl. 137.196.56
hostName=mailfe523,fakeisp.netsnub-Alive
mmsury=
[10.137.196.58:Host]
[mindless—10.1311 96.58
hostNan-rcrwwwfakeisp.net.stathAlive
ategury=
[10.1 31196.69 :Host]
ipAddms=10.137.196.t59
hostName—wwwxyzcnmfaknispmetslang-Alive
GWEN?”
[10.137.196.701Hofi]
IpAddlwlO.137.196.70
hostName=www.abc.cnm.t‘akeisp.netsmtbAlive
aneury-
[10.137.1965228mtp_Mail]
ipAddm:10.137.19652
hostNammmailfesll .fakzisp.net:smtp.fakei.fi).uetmtegory=ExtemalSmtpServer
[10.137.19 5.52:9op3.Mafl]
ipAddlCSSfllo. 137.196.52
hostNa me—mailfesllfakeispmet
relachquJServer—smtpfakeispmet
angry:
[10.137.196.54:Pop3_Mail]
ipAd-dmlo.137.196.54
hostName=mailtk512.fakei5p.net
relatedSmtpServerx-smtpfakcisp.net
category:
[10.137.196.56zPop3‘Mail]
ipAddless=10J37.196.5 6
hoslName-mailfesfljakeispmet
rclatedSmtpServer—smtpfakeisp.net
camEOVY“
W

Next, a portion of a service model template specification is
presented in Table 4 as an example service model template
34_ The service model template contains the intelligence to
map the discovered instance into the service model nodes.
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The discovery modules (and hence the discovered instance)
are designed independently of the service model instance
being generated. This enables the same discovered instance
to be used in the generation of ditIerent service models (e.g.,
for dilferent sewiow). Each section in the service model 5
template represents a type of node in the service model
instance 40 and contains a series of instructions for creating
a node in the service model instance. The service model

16

creation engine 38 processes sections of the service model
template, one at a time, attempting to match the template
with elements in the discovered instance 36. Each element

in the discovered instance corresponds to a section of the
dismvered instance specification. Lines beginning with a “;"
represent comments. These lines are ignored by the service
model creation engine 38 when it processes the sewice
model template.

TABLE 4 

[ SM'Hosl]

; Host Node in the service model
mstch={ ':Host]
; for each discovered Host
instanceKeya<ipAddress>1SM~Host
measurements—ICP'&nnectionRate(<ipAddrc$>),

VMstat(<ipAddres>), [Fstat(<ipAddrcss>); thesc are measurements of the host
; next Copy its attributes to the SM node
hostname=<hostName>
ipAddrrssadpAddmsrostate=<sta t2.)-
categorya=<mtegory>
£5M~Weh]
; SM node for a web server .—
mateh—{":Web]
; match all discovered Web server instances
instanceKeyxsdpAddreesxSM—Web
components=<ipAddrcm>st-Host, dpAddrms>~msIPrSM—Link
memummenmafl'ITP—‘ICPConnedion'fime(dpAddrese>)
; next mpy all the attributes from the server discovered instance
stateComputationRuleumeasurcmentsOnl y
server'I‘ype—Gerver'l‘ype>
hosthmem<hoslName>
ipAddmss=<ipAddrcss>
wiegoryrappcnflcmtegoryadpAddress>;SM—~Host?<at.egory>)SM—WebService

; a web service node
man‘SM~Web]
; then: is a web service node corresponding to each web server node
instanceKeyudpAddmxSM-WebSen/ice
masuremeW-Availnbility (<ipAddrtx>), H'l'TP‘Tntal ResponseTmm(<ipAddrcsB>),HITP~DnsTime (<ipAddress>)
conlponentsadpAddrcfls>:SM-Wda, <<ipAddress>,ch>:SM-NFS, <<ipAddress>,Web>:SM—DNS

; NR; and DNS service dependencies will be determined by phase 2 discoverymtegorya-«tegorp
SM-WehServiceG-roup]

mntch-{ ‘zWebServiceGroupl
inst:nceKey-aerviceGrpNambSM—WebServiceG-mup
campanents-lisdsenriceGrpComponenlsw) :SM-Webservioe
“MEC’I’Y’Q‘flW

gregaryeappenmisqcerviceGrpComponentsLjsb) :SM-WehSei-vice'kmtegom)
! SMJI‘opLevel—Web]

instancekeyEWchst-ToplevelWeb
companenua'SM-WebService, ‘2SM~WebServiceGmup
; components are all web set-vied and all web service groups
! SM—DNS]

matcb=[*:DNS]
instanceKeyndpAddlessxSMwDNS
ccmponents=<ipAddres>msIP:SM—Link
measurements=DNS«Availability(<ipAddrus>),

DNSCacheEfiLRecpomeTtme(<ipAddress>)
stateCcmpulationtheammsurcmcntsOnty
ipAddress=<ipAddrus>hnsLName=<hostName>
donuinName:<daminName>
categoryuccategorp
[SM‘NFS]
match-l ‘ZN'FSI
instanceKey:<ipAddmss>:SM>N'FS
campanents=<ipAddras>zSM~Host
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TABLE 4-continued
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masurements=NFSflbtalQlls(<ipAddmess>), NFS<DupReqs(<ipAddress>),
NFS—TmeOutPerceanpAddressfl

stateCompulationRulkmeamrementsOnJy
ipMdmdpAMress>
hastName—<hostName>

ism-Pogs_,Mau]

matcH‘zPap3wMaill
instanceKey-dpAddresbtsM-POP3WMafl
compouenktadpAddrespSMJlost
measuremenbc-P0?3-1CPCuunectinnTime(<ipAddress>)hostName=<hostName>
mtegoryhmtcgory>
relatedSmIpSewer=<relaledSmtpServer>
ipAddrmkdpAddrms>
[SM—ReadMailSenriee] 

mtch-{‘:SM—Pup3_Mail]
instanceKey=<ipAddress>:SM—Resd MailService
measurements=POP3—Availahility (dpAddress>),

POP3—TotalResponseTtme(<ipAddrss>),
POPS—Authentimtion'fin'le (<ipAddress>)

statcCamputationRuleudefault
couponans==<ipAddress>st~Pop3wMaiL <<ipAddrus>,Pop3~_Mail:SM~NFS>,

<<ipAddrEss>,Pop3__Mail:SM—Auth>
mtegorysqtategorp
[SM~ReadMailServiceGmup]

match-=[‘:Pop3MailServiceGmup]
instanceKey=<senriceGrpName>15M-ReadMailServiceGroup
componentsxlistksenrioeGrpCcmponenlsLisb) :SM—ReadltrlailService
mtegory=<category> - -
[SM-Tophevel-ReadMail]

instanceKeysRmd Mail :SMJIbplevel-ReadMail
componeuts=‘ :SM— ReadMailService, ‘ :S M~hadMailScrviceGr-oup
[smeategorfl

matcH':Chlegory]
inst:nceKey=<categuryNamc>zSM—(Zategnry
components-' :SM—‘ ?wegory-<r:atcgo ryNama- 

Most sections of the service model template 34 begin with
a “match” criteria. The match criteria for a section of the
service model template specifies the discovery instancesthat
are relevant to the section under consideration. For instance,
the match criteria corresponding to the host node’s specifi-
cation (SM—Host) in the discovery template indicates that the
corresponding discovered instances are those of type Host.
The match criteria is specified as a regular expression that is
matched against section names (instance keys) of the dis—
covered instance 36. For each object (section) in the dis-
covered instance that matches the regular expression speci—
fied in the match criteria, a corresponding node is
instantiated in the service model instance 40.

Each section of the service model template 34 can match
discovered instances of at least one type. When a discovered
instance satisfies the match criteria specified in a section of
the service model template 34, any of the attributes of the
discovered instance can be referred to in the subsequent
instructions of the service model template’s section. The
absence of a match criteria in the specification of a section
of the service model template indicates that there is only one
instance of that type for the particular ISP.

The instancelcey variable in Table 4 denotes the key that
is to be used to refer to a service model node that is

instantiated by the section of the template under consider—
ation. The attributes enclosed within the angled brackets
(“<>”) must be one of the attributes of the elements of the
discovered instance for which there is a reference by the
match criteria.

The “components” instruction specifies the parent-child
relationship in a service model instance. Various types of
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dependencies (i.e., execution dependencies, component
dependencies, inter—service dependencies and organizational
dependencies) are captured by this Specification. The com«
ponents list specified must make reference to the node in the
service model instance 40 that is to be generated from the
service model template 34. The components list refers to
specific nodes, all nodes of a specific type, and all nodes of
a different specific type that have a specific attribute value.
Sections of the service model template that refer to leaf
nodes of the service model instance do not have componentspeciiiCations.

The “measurements" instruction specifies a list of mea—
surements that must be targeted at the corresponding node in
the service mode instance 40. By processing the measure-
ment specifications of nodes in the service model instance,
the measurement agent configurator 44 of FIG. 3 can deter-
mine the agents that must be scheduled for execution against
each element of the discovered instance 36. It should be
noted that not all nodes in the service model instance have
measurement specifications.

The “StateComputationRule” instruction covets how the
states of the corresponding nodes in the service model
instance 40 are computed. By default, the state of a node in
the service model instance is determined based on the states
of all of the measurements associated with a node and the
states of all of its dependencies (children nodes) in the
service model instance. The service model creation engine
38 may support additional state computation policies. For
example, a “measurementsOnlY” POHCY indicates that only
the states of the measurements associated with a node must
be taken into account in determining the state of that node.
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Regarding attribute value settings, each service model
node may derive attributes from the discovered instance 36
to which it refers. The service model template syntax also
allows for hierarchical aggregation of attributes. This is
demonstrated in the append construct used for defining
category attributes for the service model nodes.

Service Model Creation Engine

The service model creation engine 38 incorporates the
logic for processing a service model template 34 with the
discovered instance 38 to generate the service model
instance 40. There are alternatives with regard to the order
in which the engine 38 processes the service model template.
In a sequential processing approach, it is assumed that the
service model template was constructed such that the sec—
tions of the service model template are in an order in which
they need to be processed. The engine can then process the
sections sequentially. The sequential processing enables
simplification of the service model creation engine.
However, this approach burdens the template developer with
a requirement of manually determining the placement of
each section in the template based upon the order of pro-
casing. Moreover, since processing typically starts from the
host nodes, this approach may result in a number of service
model host nodes that do not have additional nodes above

them when a service model instance graph is generated in a
manner to be described below. To avoid such “orphaned”
nodes, the created service model instance must be further
procmsed.
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[n the alternative hierarchical processing, a service model
creation engine 38 can use the “components” Specifications
in the different sections of the service model template 34 to
determine the order for processing the sections of the
template. Since the components list specifies the dependen»
cies of a node, before processing a section, all of the sections
corresponding to each of the nodes types in the components
list must be processed. Based on this rule, sections of the
templates which have no specified components are pro—
cessed first. Although this hierarchical approach requires
more complexity than the sequential approach, it does not
result in any orphaned nodes in the service model instance
40.

Service Model Instance Specification

Table 5 is an example of a portion of a service model
instance specification for the service model template of
Table 4 and the discovered instance of Table 3. The variables
of the table are consistent with the variables of Tables 2—4.
Referring now to FIG. 3, the service model instance 40 may
be used by the view generator 42 to provide any of the three
views. Preferably, the service model instance is represented
as a graph of the nodes and edges that identify dependencies
among the nodes. The service model instance is also USed by
the measurement agent configurator. Information from the
instance may be extracted by the configurator to merge test
information relevant to particular elements with default
algorithm descriptions in order to generate a measurement
agent Specification 46 for the ISP of interest.

TABLE 5WW
[10.174.173.7s—takcisp.nez:DNs]
ipAddresszlO. 1 74.1 73.23
hcscName-dnslfakeispher
domainNameufakeisphet
mtegorysfixternaansServer
[10474.1 73.73:SM-Host]
measurementsaTCPficnncctinn-Rate (10.174.171B), VMstat (10.174.173.23),[Fsrar (10.174.173.23)
ipAddt253=10.174.173.23
hostNameaiuslfakcis-pmetstawalive
category:
[10.137.195.5225M-Host]
measummenna'ICP—Connectinn—Rate (10.137.196.52), VMstat (10.137.196.52),IFstat (10.137.19552)
ipAddress—10.137.19652
hostName—mailfd'fliakeisphetstate‘Alive
category»:
[10.137.196.54:SM—Host]

msummeanTCPfionmCfion—Rateflfll 37.19654), VMstal(1 0.137.] 96.54),[FSIaLUOJJI 19654)
ipAddress=1 0.. 137.1 96.54
hostNa men-mailfesflfakeisphet
stateaAlive
category:
[10.137.19656:SM~Host]

measurements—TCP-Conneetion~Rate(10.:l37.19655), vMsraL(10.137.19655),[Fsmt(10.137.l96.56)
ipAddnsss-IOJSTI 9656
hastName=mailfesZ3.fakeisp. net
state=AliVe
ategory=
[10.137.19658:5M-Host]
measurementsu’ICI-‘fiounemion»Rate(10.137.196.58), VMsIat(10.137.196_53)’

[Fstat(10.137.196.58)
ipAddreB—IDJJ7J9658
hestNa rue=www. flakeisphet

category»:
[10. 137.1 96.6925 M-Host]
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measurementssTCP-CoImectio n— Rate(10.137.196.69) , V'Mstatfl D, 1 37.196.69),
[Fstatfltl 137.196. 69)

ipAddrss=1t1137J 9669
has tNamezwwwxchom.fakeisp.netstate=Alive
mtcgory-
[10.137.196.7D:SM-Host]
measuremenISzTCP—Connectiomllateu 0.137.196.70), VMstat(1 0.1 37.1 96.70),

[Fsta1(10.137.196.70)
ipAddrms-IO.137.196.7D
hostNamexwwwabccomfakeisphetstate-Alive
ategotyr-W

Customizing the Service Model to an lSP’S
Oranganizational Structure

As previously noted, the service model instance 40 of
FIG. 4 is customized to an ISP’s organizational stmcture, so
that lSP operations personnel only view the status of ser-
vices and service elements that are of relevance to the

personnel. A straightforward approach to customizing the
service model instance to an lSP’s organizational structure
is to edit the service model template and explicitly include
nodes that capture the organizational dependencies. For
example, the nodes may be grouped according to categories
(e.g., lntemalWeb services and WebHosting servims). Each
of these categories may be managed by different operations
personnel. To accommodate this case, the service model
template could be modified to define nodes that represent the
individual categories and dependencies that indicate the
components of the different categories. Since the organiza-
tional structure varies from one [SP to another, the approach
would require that each [5? edit the service model templates
to match their organizational structure. Editing the service
model template to define the categories and the components
relationships can be a tedious task, especially for a large lSP.

An alternative approach is to allow an lSP to specify its
organizational structure using the configuration interface 60
previously described with reference to FIG. 4. The service
model template 34 is pre—specified to exploit the configu-
ration specification and to generate a service model instance
that is customized to each lSP. The main advantage of this
approach is that the [SP operator only has to primarily edit
the configuration specification, which is much less complex
than editing the service model template 34.

The application of this less complex approach can be
described with reference to Tables 1.5. Through the con—
figuration interface 60, an lSP operator specifies ways in
which the discovered services and service models are to be

categorized in the discovered instance 36. In Table l, the
configuration specification indicates that the [SP uses the
naming pattern ’.oom.fa.keisp.net to identify web sewers
that are hosted for the businesses. Web servers that do not

match this pattern are internal web sewers that are used by
the lSP’s residential customers. Each of the discovery m0d~
ules 50, 52 and 54 then uses the configuration Specification
to determine a categorization of the services and service
models that are discovered. A discovery module is also
included in the discovery template 48 to discover and report
on all the categories that have been discovered in the ISP’s
system. This information is used by the service model
creation engine 38 to construct a service model instance 40
that represents the [SP’s organizational stmcture. To enable
this, the service model template of Table 4 has a section that
generates a node in the service model instance for each
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category in the discovered instance. The components list in
this section maps all the services and service elements that

are a$ociated with a category to the corresponding node in
the service model instance. Thus, by merely specifying the
categorization of services and service elements using the
configuration specification, an ISP operator can derive a
service model instance that is customized for the ISP.

Example Read Mail Service Model

As an example implementation of the system of FIG. 3,
the email service of “Read Mail” will be considered. The

Read Mail service refers to a' subscriber accessing his/her
mailbox from the mail system of the [SP. FIG. 5 illustrates
a servim topology for this service. Using a client application
that supports the Post Ofiice Protocol-Version 3 (POPS), a
subscriber at a desktop computer 62 attempts to access mail.
Internal to the [SP system, the request from the subscriber’s
computer 62 may be received and processed by one of many
sewers 64, 66 and 68 that constitute a mail sewice group 70.
The sewers within the group are front—end servers (“355).

Before the subscriber can access the appropriate mailbox,
the mail sewer 64—68 that handles the request contacts an
authentication sewer 72 to verify the identity of the sub-
scriber. Typically, password identification is used in the
Read Mail service. A subscriber database 74 is accessed in
this process. Following the authentication process, the mail
FES 64—68 acceses a mailbox 78 of the subscriber from a
back—end content sewer 76 using the NFS service. The
retrieved mail messages are transmitted to the computer 62of the subscriber.

There are several active and passive measurements that
can be made to assess the health of the different elements
involved in supporting the Read Mail service. A measure—
ment system (MS) may be installed in the server farm of the
[SP to perform measurements using agents executing on the
MS and on the different lSP hosts. The difl'erent measure—
ments that characterize the Read Mail service include an
active sewice quality measurement of availability and
response time made from the MS in the sewice farm, an
active measurement of network throughput fiom the MS in
the service farm to the POP sites, passive measurements of
CPU and memory utilization passive measurements of TCP
connection traffic and packet tramc to the mail servers
obtained fi‘om agents executing on the mail servers, and
passive measurements of NFS statistics (e.g., number of
calls, timeouts, and duplicate transmissions) on the mail
servers and the mail content sewers. The active measure-
ments attempt to assess the service quality as vieWed from
subscribers connecting lo the POP sites, while the passive
measurements may be used to assess resource utilization and
uaflic statistics that are critical for problem diagnosis.
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FIG. 6 is an illustration of an example of a view that may
be presented to an lSP operator using the view generator 42
of FIG.3. While the oval~shaped nodes in the service model
graph represent the difi‘erent services and service elements,
the arrows represent measurements of services and service
elements. The root of the service model graph is the Read
Mail service, represented by oval 80. The state of this node
represents the overall health of the Read Mail service, as
assessed by the MS located in the service farm of the ISP.

That is, the overall health is assessed without considering the
state of the network links from the server farm to the POP

sites. In one embodiment, the overall health is represented
by color coding the oval 80. For example, oval 80 may be
shaded green to designate a positive health of the Read Mail
service, and may be shaded red if the Read Mail service has
degraded in its availability or performance.

Typically, there is no direct measure of the overall health
of the Read Mail service. Instead, the state of the service
must be inferred, based on the states of the different mail
FESs 64—68 that together enable the Read Mail service.
Direct active measures of availability and performance, and
passive measurements of TCP statistics to the POP3 service
port, together contribute to the determination of the status of
the Read Mail service. The active and passive measurements
are performed at each of the mail FESs, as indicated by the
arrows corresponding to the second level service oval 82 in
FIG. 6.

The next level of the service model graph reflects the
dependencies of the Read Mail service on one element and
two services. Oval 84 is the dependency of the Read Mail
servia: on a POI-‘3 sewer executing on the mail FES. Oval
86 represents the authentication service for verifying the
identity of the subscriber from which a Read Mail request is
received. Oval 88 represents the NFS service used by the
particular mail FES. Considering the POP3 server 84 first,
the health of the sewer is measured based on the ability to
establish a TCP connection as part of the active Read Mail
service quality measurement and the time required to estab’
lish the connection. In turn, the health of the POP3 server
may be impacted by the link, represented by oval 90,
interconnecting the mail PBS to the measurement station
(flom which the active test is run) and the health of the mail
FES host, represented by oval 92. As shown in FIG. 6, both
the link 90 and the host 92 include four performance
parameters that are measurable in determining the health of
the nodes. While not shown in FIG. 6, the state of the various
nodes may be represented by color coding or by other
display means for distinguishing the states of the nodes

Regarding the dependency of the authentication service
86 on the mail service 82, since it is possible that the
authentication service is healthy but a specific mail FES is
failing to perform authentication, the authentication service
is first represented from the point of view of each of the mail
FESs 94. Direct measures of the authentication delay when
accessing through a mail FES are used to determine the state
of the mail authentiCation service 86 in relation to that mail
PBS 94. The service model for an authentication service

node, whose state atfects the state of the mail PBS—specific
authentication node, is not expanded in the service model
graph of FIG. 6. Likewise, the NFS service 88 is not shown
as being expanded in the service model graph. The service
model dependency is handled in much the same way as the
authentication service dependency.

As previously noted, the service model graph of FIG. 6
represents the Read Mail service in isolation. To represent
the endwtoend service, a service model must take into
account the state of the DNS service used by subscribers to
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resolve the [SP mail domain to each one of the mail FESS,
and the state of the network links between the different POP
sites and the ISP server farm. Clearly, since the diflferent
POP sites use different routes to connect to the service farm,
a subscriber’s perception of the end—to-end service may vary,
depending upon the POP site that the subscriber is using.
FIG. 7 is a service model graph for the Read Mail service as
perceived by a subscriber connected to the [SP system via
POP," The Read Mail POP," service is represented by oval
96 and has the Read Mail service 80 of FIG. 6 as one of its

dependencies. However, the service 80 is not expanded.
While not shown in FIG. 7, the graphing preferably includes
color coding or other designation for nodes, such as the
service 80, which are not frilly expanded.

The other dependencies on the Read Mail POP,_ service
96 include the link 98 and the DNS service 100. The health
of the link is determined by measurements of the perfor-
mance parameters throughput, packet loss, delay and com
nectivity. The health of the DNS service 100 is determined
by measurements of availability and performance. The DNS
service 100 is shown as having the dependency POP",I DNS
server 102. In turn, the server 102 has two dependencies,
namely POP," DNS host 104 and the link 106.

There are several ISP management fiinctions that can
exploit the capabilities of the service models. For example,
a service model for operational monitoring may be config—
tired to indicate the status of the dilferent elements providing
a service. When a failure occurs, the service mOdel indicates

which element or elements have been afiected by the failure.
Moreover, by traversing the service model graph top-down,
an operator can determine the root—cause of the failure. For
example, in FIG. 6, when a problem is noticed with the
overall Read Mail service 80, an operator can traverse the
service model graph to determine whether the problem is
caused by a specific mail PBS or whether all of the mail
FESs are experiencing a problem. Assuming a similar
scenario, moving down the service model graph, the opera-
tor can further determine whether the problem is related to
authentication failure, NFS failure, or a failure of the POP
application server 84.

Since services and service elements can be organized
based on domains of responsibility in a service model, ISP
operations personnel need only monitor and diagnose the
services that fall in their domain of rewonsibility. In the
Read Mail service example of FIG. 5, an email operations
expert who is responsible for the mail service and the mail
servers uses the service model depicted in FIG. 6, since the
expert is mainly interested in the states of the email services
and servers. The authentication and NFS services are
included in the sérVice model representation, since these
services can adversely impact the Read Mail service. In
contrast, the links between the service farm and the POP
sites are not included in the model, since they do not affect
the Read Mail service from the perspective of the email
experL

Measurement Topology and State Representiou

As can be seen in FIGS. 5 and 6, the service model maps
difl'ereut measurements for some of the nodes in the service
model graphs» The node to which a measurement maps
depends on the semantics of the measurement (i.e., which
logic node or nodes are targeted by the measurement) and
the location or locations from which the measurement is
made. In the simplfiil case, each measurement directly maps
to one of the nodes in the service model. In some Cases,
me merits may span multiple Service elements and there
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may not be a direct mapping of a measurement to a node in
the service model. In such cases, composite measurements,
which are combinations of measurements being made in the
ISP system, may have to be composed and mapped to the
nodes in the service model. For example, suppose Link (x,y)
is a network link interconnecting hosts x and y in an ISP
system, and suppose Link (x,y) is comprised of Link (x,z)
and Link (z,y). If measurements are made from x, Link (x,y)
and Link (x,z) can be directly measured. The status of Link
(z,y) has to be derived from the status of Link (x,y) and Link
(x,z).

Each of the nodes in the service model has an instanta~
neous state associated with it. As previously noted, the state
of a node reflects the health of the service or service element
that it represents. A number of policies can be used to
compute the state of service model nodes. One policy
computes the state of a node based on all of its measure-
ments. Another policy assigns weights to the dilferent mea—
surements based on an estimate of their reliability, as gauged
by a domain expert. Yet another policy determines the state
of a node based on its measurements in combination with the

states of its dependencies in the service model graph. The
states of the measurements associated with a node may be
determined by applying baselining and thresholding tech-
niques to the measurement results.

Discovery Methodologies

Returning to FIGS. 2 and 4, the preferred embodiment of
the management system 56 includes a discovery engine 58
that automatically discovers services, service elements and
dependencies among services and service elements. FIGS. 7
and 8 illustrate applicable discovery methodologies. Similar
to existing management system implementations, a first
phase of discovery is performed fiom a management station
108, which may be internal or external to the service farm
of the ISP system. Predominantly, this phase involves active
tests that generate test traffic and query all of the ISP hosts
to detect the existence of different types of servers 12, 14,
22, 26 and 28. That is, the phase detects execution
dependencies, as defined above. Component and organiza-
tional dependencies are also detected during this phase.
Moreover, some of the inter-service dependencies are
discovered, but the second phase is focused on the inter—
service dependencies, since it may not be possible to dis—
cover all the inter-service dependencies that exist using tests
executed from outside the [SP host. The second phase uses
an internal view of the ISP system. Preferably, the two
phases are executed sequentially, with the second phase
utilizing the discovered information output by the first phase
to direct its operations. Dilferent mechanisms can be
employed in the internal discovery phase. Both phases of
discovery must be executed periodically, so as to discover
new services and service elements that may have been
introduced into the ISP environment.

In FIG. 8, a single discovery agent 110 is used in the first
phase discovery process. The solid line 112 represents the
discovery agent contacting the DNS server 14 to get a list of
hosts in the ISP system. The dashed lines from the discovery
agent 110 indicate active tests being executed by the dis-
covery agent to detect various types of dependencies that
exist.

FIG. 9 is an illustration of the second phase discovery
process. In this phase, a number of internal discovery agents
114, 116, 118 and 120 are utilized. The solid lines having
arrows at one end indicate the discovery of intereservicc
dependencies. The dashed lines indicate the flow of discov—
ered instance information back to the management station
108.
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Both phases of the discovery process may employ one or
more dilferent basic categories of discoch techniques.
Under the service-independent techniques, hosts and net-
working equipment (routers 20, hubs 18, and POP sites 16)
which are not specific to any service are discovered. As a

second category, service~generic techniques (which may be
the same techniques, but with appropriate parameterization
for each service) may be used to discover instances of

difl'erent services. In order to do so, typically, such discovery
techniques exploit common characteristiq; of different ser-

vices to discover instances of the services. An example of
this second category is a discovery technique for News, Web
and email services. Since all of these services rely upon the
same transport protocol (i.e, TCP), a dbcovery technique
can discover the existence of application servers by moniv
toring the TCP ports corresponding to the xrvices.

Another category of techniques may be referred to as the
service-specific-but-application~independent techniques.
Techniques in this category are specific to the service. They
are intended to monitor, but may be used for discovery that
is independent of the specific application server that is being
used to implement the service. For example, the discovery of
the relationship between the services ofered by POP3 email
servers and the service provided by SMTP—based email
servers is possible using application«independent
techniques, since the relationship is accessible fiom the
domain name service in the form of mail exchange (MX)records.

A fourth category may be referred to as application“
specific techniques. Many inter-service dependencies may
need to be discovered in a manner that is very specific to the
application servers providing the services. For example, to
discover the dependency of the web service on NFS, the
discovery technique may have to query the configuration file
in the web application server that is providing the web
service. Since the format and contents of a web application
server’s Configuration file are speCiftc to the application, the
discovery technique is application~specific.

First Phase Discovery

An often under utilized component of an ISP system is the
domain name service (DNS). In order to allow subscribers
to access hosts using their host names, rather than their more
difiicult to remember IP addresses, DNS stores the host
name~to—IP address mapping for all of the hosts in the ISP
system. Moreover, the exchange of email messages across
hosts occurs using the mail exchange records maintained by
the DNS. Name Server (NS) records in the DNS database
serve to identify authoritative name service for the [SP
domain—these are name sewers that are externally acces-
sible from the global Internet and are the authorities that are
contacted when users in the global Internet attempt to access
any hosts in the ISP system. Moreover, service groups, such
as an email service group, are enabled via round—robin
scheduling mechanisms implemented in the DNS servers. In
summary, the domain name system holds a wealth of infor-
mation that is critical for auto-discovery of [SP services.
However, additional mechanisms are necessary to comple-ment DNS-based discovery mechanisrns

One of the first Steps in discovery is to determine all of the
hosts that exist in the ISP system. Most existing network
management systems have taken one of two approaches. A
first approach is to scan an address range that is either
specified by an operator or is determined based on the local
subnet of the measurement host. The address range is
scanned using ping to sohcn responses fiom all lP—enabled
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hosts. The second approach is to use the default router
configured for a host to bootsstrap the discovery. Commu-
nication using SNMP with the router and using its routing
tables may be used to discover hosts in the local subnet.
Also, routing table information may be used to discover
other routers that can provide additional host information.

An alternative approach that is complementary to either of
the two traditional approaches is to obtain a list of all of the
hosts in the [SP system using information available with the
domain name service. From the host name of the manage—
ment station in which the discovery process executes, the
[SP domain name can be deduced. Using the default name
service configured for the management system, the discov-
ery process queries DNS to obtain the NS records that list
the authoritative name sewers for the [SP domain. One or

more of these name servers are contacted by the discovery
process to obtain a list of named hosts in the [SP system.
Zone transfer capabilities supported by all DNS servers are
used for this purpose, as is known in the art. While ISPs
usually manage a single domain, some [SP5 may have
multiple domains under their control. To discover all of the
hosts that exist in the different domains, the discovery
process must be informed of the existence of all the different
domain names. This information cannot be automatically
deduced by the discovery process.

The steps that are executed in the first phase of discovery
are identified in FIG. 10. [t is not critical that the steps be
followed in the order shown in the figure. Following the step
122 of discovering the hosts, the application servers are
discoVered in step 124. The existence of application servers
of diflferent types (e.g., Web, Email, News, FTP, DNS, NFS,
and Radius) is verified by active tests that emulate typical
client requests directed at the different TCP and UDP ports
corresponding to the dilferent service types. A response to an
emulated request has to be interpreted in a sewice~specific
manner. By obsewing the header in a rmponse from the web
service, the discovery process determines the type of web
server that is executing on the host machine. Likewise, by
processing the response returned by the email and News
sewers, the discovery proce$ determines the type of serv—
ers. This information can be used to customize the second

phase of discovery. For instance, discovery agents installed
on the [SP host machines in the second phase of discovery
may process a web application sewer’s oonfiguran'on files to
discover NFS dependencies that the server may have. Since
web server configuration files are typically specific to the
type of server, the server type information provided by the
first phase of discovery can be used to determine the
processing capabilities of the discovery agent or agents that
must be deployed in the second phase. The server type
information may also be used to determine specific mea—
surements which must be targeted for the server to monitor
its status.

In step 126, the existence of Web, Email, News, DNS and
other service groups has to be determined using the DNS. By
querying the DNS, the discovery process determines a list of
domain names that have multiple [P addresses associated
with them. For each name in the list, the discovery process
then determines whether each of its [P addresses hosts a

common application server. If so, the name Lflcely represents
a DNS round~robin sewice group that supports a common
service. For example, suppose that all of the [P addresses
corresponding to the name www.fakeisp.net host web sew-
ers. [n this case, www.fakeisp.net represents a web service
group. Note that in this process, a host that has two network
interfaces, and therefore is assigned to difl'erent IP addresses,
may be listed as a service group. Using the virtual host]
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server discovery heuristics discussed below, all such hosts
can be removed from the service group list.

In step [28, the MX records for the [SP domain are
accessed from the DNS system. The MX remrds indicate the
mail servers that must be contacted to deliver mail to the [SP
domain. The list of SMTP-based mail servers thus deter~

mined represent the servers that handle delivery of incoming
mail to the subscribers of the ISP. Discovery of these servers
is essential to automatically generating a service model for
the email service that represents the delivery of mail from
the Internet to the subscribers. Moreover, the mail gateways
may be managed by a ditferent entity than the one that
manages mail sewers that are internal to the ISP.

One of the critical measures of the performance of an
email service of an [SP is the round—trip delay between the
transmission of an email message from a source host and its
reception at the intended destination. This measurement can
be used to assess email delivery times in the [SP domain,
from the [SP domain to locations on the Internet, and from
locations on the [ntemet to the [SP domain. Since the email

service uses diEerent protocols and, hence, ditferent appli—
cation sewers to send mail and to receive mail, in order to
initiate round-trip delay measurements of email, it is essen-
tial to determine relationships between the dilferent types of
email servers on the [SP domain (e.g., which SMTP sewer
can be used to send mail to a POPS/[MAP-based sewer).
This discovery is executed at step 130. Since mail forward—-
ing is predominantly based on the MX records maintained in
the DNS database, by querying the DNS system for MX
records corresponding to each of the POPS/[MAP servers,
the discovery process determines the mail service relation—
ships in the [SP domain.

Various approaches can be adopted to discover the ter—
minal sewers that exist in an [SP POP site in step 132. The
most straightforward app roach uses SNMP queries to obtain
the MIB—[I system description from all the hosts in the ISP
network. Based on the replies, the discovery procws can
identify the hosts that are terminal sewers. An alternative
approach is based on the observation that because they need
to operate and manage thousands of terminal sewers, most
[SP5 have specific naming Conventions that they use when
naming their terminal sewers. In fact, the naming conven—
tion more often indicates the association between terminal

sewers and POP sites, so that when a problem is reported by
a subscriber using a POP site, the [SP operations staff can
quickly decide which of the terminal sewers needs to be
checked in order to diagnose the problem. “lith this
approach, an [SP provides a regular expression representing
the naming convention used as input to the discovery
process. By matching the list of hosts that are discovered

with the naming convention, the discovery process not only
determines the terminal servers that exist, but also deter-
mines the POP site to which a terminal sewer is assigned.
Another key advantage of this approach is that it performs
discovery Without generating any additional network traflic.

The approach of exploiting name conventions may also be
used in step 134 to categorize the other services of the ISP.
As an example, for each Web site that it hosts for its business

form '_com.fakeisp.n¢l, so that a hosted web site named
WWW.customer-domain.com will haVe a corresponding entry
for www.customer~domain.com.fakeisp.net in the internal
DNS database of the ISP. As in the case of terminal sewers,
by permitting 3-11 [SP ‘0 chf)’ its naming Conventions, the
discovery process composes a Categorimtion of services that
is customized l0 the lalrgfit [SP system. This categorization
can be based on geographical locations ofsewices, based on
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business relationships, and/or based on the delegation of
responsibilities among Operators. The categorization infor-
mation can be used to automatically define the customized
service model for each ISP, with special nodes in the service
model representing a collection of nodes pertaining to the
same category.

Second Phase Discovery

By treating the 15? system as a “black box,” the first phase
of discovery detects most of the execution, component and
organizational dependencies of the ISP. Additionally, some
of the inter—service dependencies are discovered. The second
phase of the discovery process is focused solely on detecting
inter-sewice dependencies, particularly those that are not
discovered by taking an external viewpoint. For example,
the relationship between a mail server and an NFS server is
not discoverable from an external viewpoint.

There are two basic appmaches for conducting the second
phase discovery. One approach uses network probes, while
the other approach uses special-purpose discovery agents.
Regarding the first approach, software probes installed at
strategic loeations on the network can snoop on packet
transmissions. Since most TCP/1P communication is based
on source/destiny port numbers, by processing the headers
of packets that are captured by the probe, a software probe
can deduce many of the relationships that exist among
services. For example, a UDP packet transmitted from a mail
server to the NFS port of an NFS server indicates that the
mail server depends on the NFS sewer for its content
storage.

An advantage of the approach that utilizes network probes
is that the approach enables discovery of inter-sewice
dependencies independently of the specific types of appli~
cation sewers residing on the host. Moreover, since it relies
on just the ability to capture packets on the wire, this
approach handles UDP and TCP—based servims equallywell.

The key difference between the approach of using net~
work probes and the approach of using special—pmpose
discovery agents is that unlike the network probes, the
discovery agents do not snoop on packet transmissions.
Instead, the discovery agents use a number of operating
systems and application—specific mechanisms to discover
inter—sewice dependencies. These mechanisms include (1)
processing service configuration information and (2)
application—dependent monitoring tools. Referring first to
the processing service configuration information, applica—
tion servers determine their dependencies on other services
from one or more configuration files. By processing the
content of the configuration files, discovery agents can
discover inter~service dependencies. An example of this is
the processing of the web server’s configuration file to
discover whether it has a dependency on an NFS service.
While processing the web sewer’s configuration file, the
discovery agent can also determine if the same application
is being used to host multiple “virtual” sewers (which is
commonly used by ISPS to host web sites on behalf of their
business customers). Typically, web server configuration
files are specific to the type of server executed on the web
server in use. The server type determination performed
during the first phase of discovery is used for deciding the
location and format of the configuration files.

While many Unix operating systems use configuration
files that are defined in an application—specific manner,
Windows NT~based systems store all application configura~
tion information in the registry. 1n the Windows NTsystems,
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while the registry can be processed in an application-
independent manner, the specific configuration attributes
have to be interpreted in an application—specific manner.

Thus far, only forward-looking discovery agents have
been identified. These are agents that discover dependencies
of a service on other services by querying configuration files
of the application providing the service. Sometimes it is

easier to implement backward-looking discovery agents to
discover the dependencies on a service (i.e., discover which
other services are using the sewice). For example, the
configuration file of the mail authentication server may
indicate which of the mail sewers are depending on the
authentication sewer. One of the ways of implementing
backward-looking discovery agents is by processing appli-
cation sewer configuration files.

Turning now to the second mechanism of using
application—independent monitoring tools, this approach is
particularly attractive for services that communicate using
TCP. The netstat utility can be used to determine the TCP
connections that exist on an 181’ hosL Adiscovery agent that .
executes this tool can periodically discover information
about the source and destination ports and the host locations
for TCP connections, which can then be used to deduce
inter—service dependencies.

This second approach of using application—independent
monitoring tools exploits the fact that most TCP implemen~
tations enforce a three—minute delay for connections in the
TIME_WAIT state of TCP, so that a connection persists for
about three minutes even after it is no longer in use.
Consequently, whenever the discovery agent is executed, it
is likely to detect all the TCP connections that may have
been established in the three minutes prior its execution.
This same approach does not work for UDP-based sewices,
since UDP is connectionless, and there is no state that is
maintained at either the source or the destination.

The approach of monitoring TCP connections can be used
to discover dependencies such as those that exist beIWeen
mail sewers and mail authentication servers, between sew—
ers and back—end databases, betwoen Radius/TACACS
authentication sewers and terminal sewers, and beIWeen
similar relationships. Again, discovery agents can be
forward~looking or backward~looking.

Advantages of using discovery agents, as compared to
network probes, include the reduction of overhead on the
ISP bests, the relaxation of security concerns, and the fact
that all of the discovery agents do not need to be deployed
at the same time. lnstead, the deployment of discovery
agents can occur at the discretion of the ISP. As and when
new discovery agents are installed on the ISP hosts, addi—
tional information is discovered about the [SP system.

FIG. 11 is a process flow of steps relevant to the second
phase of the discovery process. In steps 136 and 137, the
information that is obtained in the first phase of discovery is
used to generate an incomplete sewice model instance. As
previously noted, the first phase of discovery provides the
necessary information for identifying component
dependencies, organizational dependencies, execution
dependencies and some of the inter-sewice dependencies. A
first instance generator matches the service model template
with the auto~disoovered information fiom the first phase to
generate the incomplete sewice model instance. However
other inter—service dependencies are not discoverable using
the techniques of the first phase (e.g., the relationship
between a mail sewer and an NFS sewer).

['1 steps 138 and 139, the holes in the incomplete sewice
model instance are identified and information obtained in the
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first phase is used to determine appropriate discovery
actions. The incomplete service model instance is used to
determine the types of relationships that must be examined
In the mail service example, if a host is discovered in the first
phase to be running a POPS server, the second phase may be
used to discover the name file service and authentication
sewice used by the POP3 server on the particular host.

In step 140, the network probes and/or the special~
purpose discovery agents are deployed in a manner deter«
mined during execution of the step 139. For example,
application-specific knowledge may be used to parse con~
figuration files or log files, or may be used to search a
configuration registry for a particular server instance execut-
ing on a particular host. The network probes and/or discov-
ery agents generate service dependency outputs in step 141.
The outputs are used in a second instance generation to
complete the service model instance in step 143.

Discovery of Web Hosting Environments

An [SP system that hosts web sites for business customers
poses several challenges for discovery. Typically, each web
site of a business customer of the [SP has a unique name
(e.g., www.customer—domain.com). The [SP is typically
authoritative for the customer domain, i.e, one or more of the
[SP’s name servers advertise the customer’s domain to the
global Internet. There are three different models for web

hosting in an [SP system: (1) dedicated hosts; (2) virtual
hosts; and (3) virtual servers. In the dedicated hosts model,
the web site of the customer may be supported on one or
more dedicated hosts at the site of the [SP, in which case,
there are one or more [P addresses associated with the
customer’s web site. On the other hand, the virtual hosts
model is an approach in which multiple customer web sites
are supported using the same host machine in the [SP
system. In this case, there is a unique [P address associated
with each customer’s web site. Using capabilities built into
the newer operating systems, the [SP can set up multiple
virtual interfaces that map to one of the physical interfaces
on the host machine. Each virtual interface is associated with
an [P address, which in turn maps to one of the virtual hosted
web sites. The web application server configuration file
defines the root directory corresponding to each customer’s
web site. When it receives an HTTP request, the web server
processes the [P address of the sewer, which is specified in
the HTTP request header, to determine which root directory
is used for servicing the request.

With regard to the virtual servers model, such servers are
found when all of the customer web sites supported using a
single host machine have an [P address that is common to the
host machine. To map an incoming request to a virtual web
site, the web server application executing on the host
exploits recent modifications made to the HTTP protocol in
Version 1.1. Web browsers that are compatible with H'I'I'P/
1.1 specify the web site being accessed as part of the H'ITP
request. Web servers mat are compatible with HTTP/1.1
process the web site name and the request to determine
which of the various virtual servers the request is destined
for and, therefore, which of the many configurations (root
directory, access list, etc.) must be used to service the
request. To support this approach, the [SP associates the
virtual servers with the IP address of the host using canoni—
cal name (CNAME) records in the DNS database.

There are two approaches for discovering the customer
domains for which an [SP hosts web sites. In a first

approach, the naming patterns of hosts in the [SP domain are
exploited. As previously noted, some [SP5 have host names
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in their domain representing the business customer web
sites. For example, for each customer web site (e,g.,
www.customer-domaincom), the [SP may have an altema—
tive name listed in the domain of the [SP (e.g.,
www.customer—domain.corn.fakeisp.net). In this example,
by scanning the list of all hosts in the [SP domain (i.e.,?
fakeisp.net) and searching for host names that match the
naming pattern *.corn.fakeisp.net, the discovery process
determines all the customer domains for which fakeiSp.nethosts web sites.

In the second approach for discovering the customer
domains, a discovery agent is used on each of the authori-
tative name sewers of the ISP. [n the event that the customer
web sites are not listed in the [SP’s domain, this alternative
discovery approach becomes necessary. For a majority of
sites that they host, the name sewers of the [SP are also
authoritative for the corresponding customer domains.
Unfortunately, the DNS system does not support queries that
permit an external discovery agent to query a DNS server for
all domains for which it is authoritative—almost all forms of
DNS queries assume that a customer is aware of the domain
name of interest. Hence, to discover all of the customers

whose web sites have been hosted by the ISP, a discovery
agent on one or more of the main name servers of the [SP
is used. For each domain name that it supports, there is a
unique database that the DNS server maintains. The discov—
ery agent on the DNS server accesses this information and
reports back to the management station 108 of FIG. 9.

Once the customer domains that are supported by the [SP
are determined, the discovery process executes the first and
second phase discovery methodologies to discover the hosts
and services in the different customer domains. In order to

enable service models to be created for web hosting services,
it is essential to discover the virtual hosts and the virtual
sewers. There are two possrble approaches to executing the
discovery of the virtual hosts. [n a first approach, first phase
discovery is implemented by interpreting application sewer
responses. Akey obsewation guiding this approach is that in
an [SP system, only web servers support virtual hosting.
That is, the email (POPS, SMTP), News, and FTP applica—
tion sewers typically do not support virtual hosting. When
the email, News, and FTP application sewers are targeted
with active tasks during the first phase discovery process,
they return the name of the host machine from which they
are executed as part of the response. Since the email, News,
and FTP application sewers are not aware of the existence
of the virtual hosts, when the sewers execute on a host that
supports other virtual hosts, the sewers return the name of

the host machine (not the names of the virtual hosts) as part
of their response. To discover the virtual hosts within this
first approach, the discovery prom determines all the host

names that exist in the [SP system. The discovery process
then targets each of the host names, attempting to connect to
the email, News, or FTP application sewers. [n the event that

a connection succeeds, the discovery process logs the name
or names returned by the application sewers as part of their
response. The host name corresponds to a virtual host if its
host name in the DNS database does not match the name
returned by the email, News, or FTP application sewers in
response to active tests. For a virtual host, the name returned
by me email, News, or FTP application sewers represean
the identity of the host machine that supports the virtualhost.

In file second approach to diScoven'ng virtual hosts,
second phase discovery “565 diSCOVcry agents executing on
the [SP hosts. In this implementation, a potentially more
reliable method for discovering virtual hosts is accessed by
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using discovery agents installed on different hosts of the [SP
system. By checking the host application server configura-
lion files or by checking the configuration of network
interfaces on the host machine, a discovery agent can
determine whether a host supports virtual hosting or does
noL Since virtual hosts are relevant mainly in the context of
web sites, the discovery agents may be installed only on
hosts that have web servers executing on them (as discov—
ered during the first phase discovery process).

The virtual servers must also be discovered. All IP
addresses that have multiple host names associated with
them in the DNS database are candidates for hosting virtual
servers. However, this is not a suflicient condition for

identifying vinual servers, since many times multiple host
names are associated with the same host for naming con—
venience or for other administrative purposes. A more reli—
able method of identifying virtual servers and hosts that
support them is to use discovery agents that can process the
web application server configuration film.

Extensible Discovery Architecture
Since new network services and service elements are

being deployed at a rapid pace, it is important that the
discovery methodologies be implemented in an extensible
manner, allowing new discovery capabilities to be incre—
mentally added to the management system. FIG. 12 depicts
the extensible architecture for discovery components previ—
ously described with reference to FIG. 4. The discovery
modules 50, 52 and 54 represent the logic used for discovery
of different services and service elements. The discoch
template 48 is the key to the extensibility of the auto-
discovery architecture in the sense that it drives how dis-
covery is performed. The template defines the different
services and service elements that need to be discovered, and
the specific discovery modules that can be used to discover
these elements. The template also establishes the format of
the outputs from the modules.

The discovery engine 58 drives the auto-discovery pro—
cess. The discovery engine interprets the discovery template
48 and for each of the service or service element types
specified in the template, the engine invokes the correspond-
ing discovery module 50, 52 and 54 specified in the tem-
plate. All of the discovery modules report the rrsults of their
execution back to the discovery eng’ne. The discovery
template contains instructions for the discovery engine to
process the output of the discovery modules and to record
them as a discovered instance 36.

Some discovery modules may rely on the discovery
results of other discovery modules. For example, a DNS
round-robin service group discovery module for web ser-
vices relies on identifying which hosts support web services,
which is an output of the web service discovery module 50.
To accommodate these relationships, as part of the interface
that the discovery engine 58 exposes to the discovery
modules, the engine provides ways for accessing and search
ing the instances discovered by other discovery modules.

In contrast to the discovery modules 50, 52 and 54, the
discovery engine 58 is designed to be independent of the
services that need to be discovered. Consequently, to dis-
cover new services or service elements, a user merely has to
provide a discovery template specification or one or more
discovery modules for each new element. By providing an
alternate discovery module for a service that is already
supported, a user can also enhance capabilities of an existing
discovery system.

In practice, there are two significantly different
approaches to designing the discovery engine 58 and the

5

10

15

20

30

35

45

50

55

60

65

34

discovery modules 50~54. A first approach is to enable the
discovery engine to control the discovery process. The
discovery engine accesses the discovery template and deter~
mines the order in which sections of the template are
processed. 0n the other hand, in the second approach, the
discovery modules drive the discovery process. In effect,
this is an event-driven approach, since the results obtained
from one module will trigger subsequent activities by othermodules.

Regarding the first approach in which the discovery
process is driven by the discovery engine 58, FIG. 13
illustrates the logical building blocks of the discovery
engine. The discovery engine executes periodiqu and each
time it starts, the engine processes the discovery template.

By considering the values of the dependencies variable
for each of the sections in the discovery template, the
discovery engine determines the order in which the sections
must be processed. Thus, the discovery engine includes a
template parser 142. Sections of the template which have no
dependencies are processed first. A module loader 144

directs the relevant information to the appropriate discovery
module 146 for processing a particular section in which no
dependencies are identified. After all such sections are
processed, the discovery engine iterates through the list of
template sections, choosing sections which have not been
processed and which have their dependencies determined by
earlier processing. This process is repeated periodically to
discover new instances as and when they are added to the
system being discovered. In one application, the discovery
engine uses the exec system call to invoke the discovery
modules at separate processes. By doing so, the discovery
engine is able to handle discovery modules written in a
variety programming environments.

A query processor148 of the discovery engine 58 per-
forms two functions. First, when a module 146 is activated,
the processor 148 queries the discovery engine to obtain
configuration information that guides the discovery mod-
ules. In FIG. 4, the configuration information is generated
from the configuration interface 60 that is manipulable by a
user. Table 1 was previously included to depict a typical
configuration file. Each line in the file represents an instruc-
tion for one of the discovery modules. The first column of
the line identifies the discovery module to which the instruc—
tion pertains. There are three types of instructions that are
specified in the configuration file. All of these instructions

specify regular expression patterns that must be applied
against the [P address or host name of the service or service

element. The instructions in the configuration file are (1)
criteria that instruct the discovery modules to include or
exclude specific services or service elements, (2) criteria that
instruct the discovery modules to associate specific services
or service elements with certain categories, and (3) criteria
for discovering terminal servers and for extracting POP
site—to-terminal server mapping from the terminal servernames.

The second function of the query procesor 148 is to
provide the discovery modules 146 with access to previously
discovered instances. Based on configuration and discovered
instance information obtained from the query pmmr, the
discovery modules perform tests on the [SP system and
repon their discovery output to the discovery engine. A
discovery instance generator module 150 of the discovery
engine processes the results of the discovery modules and
outputs the discovery instance in an appropriate format. An
example of such a format was previously set forth in Table
3. The formats of the discovery template and the discovery
instance are thereby hidden from the discovery modules,
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As previously noted, the second approach to designing the
discovery engine 58 and the discovery modules 50—54 of
FIG. 12 is to establish an arrangement in which the discov~
cry process is driven by the modules. In this alternative
embodiment, the discovery engine processes the template
once, invoking the discovery modules simultaneously. From
this point, the discovery modules determine when dilferent
elements in the 131’ system are discovered. The discovery
modules execute periodically, looking for new instances.
Some discovery modules are independent in the sense that
they are not reliant on other modules for discovery. These
independent modules begin executing immediately.

As and when a discovery module 50—54 cfiscovers a new
instance, the discovery module forwards its results to the
discovery engine 58. Based on the dependencies on a
discovery module, as specified in the discovery template 48,
the engine 58 forwards the results to other discovery mod«
ules for which the results are relevant. The availability of
new results (e.g., the discovery of a new host) may trigger
discovery by other modules (cg, the Web server module
checks to determine if a web server is executing on the new
host), and this process continues. A key advantage to this
approach, as compared to the engine—driven discovery
approach, is that multiple discovery modules may be execut-
ing in parallel, discovering the ISP’s services. In this
approach, the discovery engine 58 mainly functions as a
facilitator of mmmunication among the discovery modules.
A variant of this approach may not even involve the dis-
covery engine, with the discovery modules registering inter—
est in other discovery modules and information concerning
newly discovered instances being directly communicated
among the discovery modules, without involving a discov»
ery engine.

Integrating Discovery with Service Models

In the scenario in which the management system uses
service models for management of Internet services, there
are two ways in which discovery can be integrated with
service models. In a looser integration, the output of dis~
covery (the discovered instance) is integrated with a service
model template that outlines the structure of a service, and
the integration automaticflly generates a service model
instance that is customized for the 181’ system being man—
aged. HOWever, the preferred integration is one that provides
a tighter integration, and involves driving auto—discovery
and service model instantiation from a common template. In
this preferred approach, for each node in the service model,
corresponding discovery template specfications are pro-
vided. The discovery and service model-specific compo-
nents of the template can either be processed in a single
application or can be processed separately. This approach
towards tighter integration of dismvery and service model
templates is attractive for several reasons. Firstly, the service
model template can serve to constrain the discovery process,
since only services and service elements that are specified in
the service model template need to be discovered. Secondly,
depending upon its design, the service model template could
end up using some of the outputs of the cfiscovery process.
Using a common template permits tighter syntax checking
across the discovery and service model components of a
template. Thirdly, the two-phase approach to discovery
described above fits in well with the service model concept.
The inter—service dependencies that need to be discovered in
the second phase (internal dismvery) can be determined
based on the service model template. Finally, the discovery
process itself can be determined based on the service model
template specification. The discovery process may attempt
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to traverse the service model template tree from a root node
down. At each level, it attempts to discover all services or
service elements of the types specified by the node, provid—
ing all of the children of a node that have been discovered.
If this is not the case, the discovery process proceeds to first
discover fll instances of the children nodes. Continuing the
tree traversal recursively, the discOVery process discovers all
instances that are necessary to build the service model for
the [81’ system being managed.

What is claimed is:

1. A method of identifying elements, services and depen—
dencies among said elements and services of a network
comprising steps of:

executing a first phase of discovery such that a plurality
of services and service elements that are cooperative in
performing said services within said network are

detected, including discovering a first set of dependen'
cies among said services and service elements, where
said services are functionalities offered by said network
to perform specific tasks;

executing a second phase of discovery using discovery
results of said first phase such that inter—service depenv
dencies among said services detected in said first phase
are identified, each said identified inter-service depen-
dency being related to a reliance ofone of said services
upon at least one other of said services; and

forming a network model that is specific to at least one
said specified service detected in said first phase such
that said network model maps said first set of depen-
dencies and said interservioe dependencies that are
relevant to said at least one specified service.

2. The method of claim 1 wherein said step of executing
said second phase to identify said inter—service dependencies
is an automated process that is based on said detection of
said services and service elements in said first phase of
discovery.

3. The method of claim 1 wherein said step of eXecuting
said second phase includes deploying discovery agents
implemented in computer software, including enabling said
discovery agents to access content of configuration files of
applications that are detected in said first phase of discovery,
such that acce$it1g said content is specific to determining
said inter—service dependencies.

4. The method of claim 1 wherein said step of executing
said second phase includes deploying discovery agents
implemented in computer software, including enabling said
discovery agents to monitor connections completed via
specified service elements detected in said first phase of
diSCOVery, such that said inter-service dependencies areidentified.

5. The method of claim 4 wherein said step that includes
deploying said discovery agents includes enabling said
discovery agents to identify Transmission Control Protocol
(TC?) connections of at least one host that is detected in said
first phase.

6. The method of claim 1 wherein said step of executing
said second phase includes deploying network probes to
access information embedded within data packets transmit-
ted betWeen said service elements detected in said first
phase, said second phase further including utilizing said
accessed information of said data packets to detect said
inter—service dependencies.

7. The method of claim 1 wherein said step ofglrecuting
said first base includ ‘ ' afiou of a aomam
name service DN said etw rk, including identifying
at least two of (1) internal and external name servers, (2) .
round-robin service groups of saia‘mmirrml ,-" !.‘

network—\servers and virtual hosts of said
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3. The method of claim 1 wherein said step of executing
said first phase includes recognizing naming conventions
within said network, including recognizing and utilizing
naming conventions relating to terminal sewers of said
network, said step of executing said first phase further
including identifying execution dependencies relating
directly to an application server being executed on a host
machine and including identifying component dependencies
that ensure redundancy of said servicm.

9. The method of claim 8 wherein said step of recognizing
said naming conventions includes recognizing and utilizing
patterns of host names to identify World Wide Web (WWW)
sites that are stored on a common host machine of said
network.

10. The method of claim 1 further comprising a step of
selecting a particular core service of said network, said steps
of executing said first and second phases and forming said
network model being implemented in a manner specific to
modeling said core service, said step of forming said net—
work model thereby providing a representation of nodes and
node—to-node connections which link all of said services,
service elements and dependencies that are relevant to said
care service.

11. A method of identifying elements, services and depen—
dencies among said elements and services comprising stepsof:

accessing information of a domain name service (DNS) of
a network; and

utilizing said information of said DNS as a basis for
determining a plurality of:
(a) a group of service elements that are generally

equivalent with respect to executing a particular
service within said network;

(15) a host supporting virtual hosting;
(c) a host supporting virtual servers; and
(d) name servers that are authoritative for a domain.

12. The method of claim 11 further comprising a step of
selecting a core service of said network, said step of utilizing
said information of said DNS being executed to model said
core service, including modeling said core service such that
said network compOnents that are used to perform said core
service are represented as nodes and network dependencies
among said network components are represented as edges
among said nodes.

13. The method of claim 12 wherein said step of selecting
said core service includes identifying a service of an Internet
Service Provider (ISP) and said step of modeling is executed
to represent the cooperation within said ISP to perform said
core service.

14. The method of claim 13 wherein said step of utilizing
said information further includes determining SMTP servers
that correspond to hosts which run POP3 servers.

15. The method of claim 14 wherein said step of utilizing
said information further includes determining external mail
gateways for the ISP.
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16. A system for identifying service elements, services
and dependencies among said service elements and services
of a network comprising:

a discovery engine means for driving first and second
phases of discovering said service elements, services
and dependencies, where said services are functional-

ities offered by said network to perform specific tasks
and where said service elements are cooperative in
performing said services;

first discovery tools, responsive to said first phase of said
discovery engine means, for accessing first information
indicative of said service elements, services and a first
set of dependencies among said service elements and
services, including first information indicative of appli-
cations and first information indicative of dependencies
among said service elements;

second discovery tools, responsive to said second phase
of said discovery engine means and based on said first
information, for accessing second information indica-
tive of a second set of dependencies among said service
elements and services, said second discovery tools
including discovery agents executed in computer soft-
ware that is configured to detect inter-service depen-
dencies among said services; and

means for generating a discovered instance of at least a
preselected portion of said network based on said first
and second information from said first and second

discovery tools thereby generating a network model
which maps said first and second information as inter-
connected nodes in said discovered instance of said
prwclected portion.

17. The system of claim 16 wherein said discovery agents
are configured to access configuration files of said applica~
[ions and detect said inter—service dependencies based on
said configuration files.

18. The system of claim 16 wherein said discovery agents
are configured to monitor connections completed via speci—
fied service elements detected by said first discovery tools,
said connections including TCP connections completed via
a specified host machine.

19. The system of claim 16 wherein said first discovery
tools include software configured to access a DNS of said
network and to retrieve information indicative of at least two

of (1) name servers, (2) round-robin service groups, and (3)virtual servers and virtual hosts

20. The system of claim 16 wherein said first discovery
tools include means for recognizing naming conventions of
said service elements of said network, thereby enabling
classification of said service elements at least partially based
on type and geographic location.

'3 >3 1“ t 3
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(57) ABSTRACT

Ascalable access filter that is used together with others like
it in a virtual private network to control access by users at
clientsMalianresources provided by
servers in the netWQrk. Each access filter use a local copy of
an access control data base to determine whether an access
request made by a user. Changes made by administrators in
the local copies are propagated to all of the other local
copies. Each user belongs to one or more user groups and
each information resource belongs to one or more informa—
tion sets. Access is permitted or denied according to of
access policies which define access in terms of the user
groups and information sets. The rights of administrators are
similarly determined by administrative policies. Access is
further permitted only if the trust levels of a mode of
identification of the user and of the path in the network by
which the access is made are sufficient for the sensitivity
level of the information resource. If nemsary, the access
filter automaticall encr ts the re uest with an e '0
method whose trust level is su cienL first access filter
in the path performs the access check and encryPts and
authenticates the request; the other access filters in the path
do not repeat the access check.
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[57] ABSTRACT

In a v rivate network 5 ste accessed by an internet,
a. virtual local area network (LAN)15 connected to a LAN
emulation server and [AN emulation clients, and a router is
connected between the internet and the virtual LAN. Also, a
public mobile data network is connected to a location
register and mobile data subscriber processing units, and a
data gateway is connected between the internal: and the
public mobile data networks Further, a virtual private not
work gateway is connected between the virtual LAN and the
public mobile data network. Amobile data terminal having
one IP address and one public network address and can be
connected to either one of the LAN emulation clients or one
of the mobile data subscriber processing units.
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(57) ABSTRACT

A method and protocol for Distributed Network Address
Translation (“DNAT”) is provided. DNAT is used to oven
come the limited address 32-bit address space used for
versions of the Internet Protocol (“11?"). DNAT is used with
small olfice or home ofiice networks or other legacy local
network that have multiple network devices using a common
external network address to communicate with an external
network. The protocol includes a port allocation protocol to
allocate globally unique ports to network devices on a local
computer network. The globally unique ports are used in a
combination network address with a common external net—
work address such as an lP address, to identify multiple
network devices on a local network to an external network
such as the Internet, an intranet, or a public switched
telephone network. The method includes requesting one or
more globally unique ports from network devices on a local
network, receiving the ports, and replacing local ports with
the globally unique ports. The network devices on the local
network use the combination network address with the
common external network address and the globally unique
port to uniquely identify themselves during communications
with an external network. DNAT overcomes the large com~
putation burdens encountered when network address trans-
lation is done by a router for multiple network devices on a
local network using a common external network address and
simplifies routers since a router in a DNAT system does not
have to support multiple individual protocols. DNAT helps
extend the life of versions of [P using 32-bit addressing,
allows a local network to efficiently switch between external
network service providers and allows a local network to
purchase a smaller block of external network addresses.
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 of:

into which a user enters a URL resulting in‘the DNS request.

(0

(ii)

(iii)

83.

84.

85.

 

  
when the inter epted DNS request corresponds to a secure server, automatically

initiating an em: ted channel between the client and the secure server.

The data processing e i?of claim 82, wherein step (iii) comprises the steps of:
(a) determining w t er the client is authorized to access the secure server; and

   
 

  
 

(b) when the client i authorized to access the secure server, sending a request to

the secure server to stablish an encrypted channel between the secure server

and the client.

The data processing device. of cla' 83, wherein step (iii) further comprises the step

(c) when the client is not authoriz d to access the secure server, returning a host

unknOWn error message to the c em.

The data processing device of claim 84, wher ' the client comprises a web browser
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86. A data proc ssing device, comprising memory storing a domain name server (DNS)

proxy module that intercept DNS requests sent by a client and, for each intercepted DNS request,

 

 
 

 
 
 

when the intercepted DNS 1' uest corresponds to a secure server, determines whether the client is

authorized to access the secur server and, if so, automatically initiates an encrypted channel between

the client and the secure server

87. A computer read e medium storing a domain name server (DNS) proxy module

comprised ofcomputer readable ins mction at, when executed, cause a data processing device to

yzant by a client;
te epted DNS request corresponds to a secure server;

perform the steps of:

(i) intercepting a DNS req

(ii) determining whether the '

(iii) when the intercepted DNS equest does not correspond to a secure server, forwarding

the DNS request to a DN function that returns an I]? address of a nonsecure

computer; and

   

  

(iv) when the intercepted DNS re ucst corresponds to a secure server, automatically

initiating an encrypted channel tween the client and the secure server.

88. The computer readable medium of laim 87, wherein step (iii) comprises the steps of:

(a) determining whether the clie t is authorized to access the secure server; and

(b) when the client is authorized t access the secure server, sending a request to

the secure server to establish an ncrypted channel between the secure server

and the client.
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89. The compute readable medium ofclaim 88, wherein step (iii) further comprises the

step of:

(c) when the lient is not authorized to access the secure server, returning a host

unknown ea or message to the client.

90. The computer readab ' lrycfium of claim 89, wherein the client comprises a web
browser into which a user enters a ' l r ulting in the DNS request.

91. A computer readable medi comprising computer readable instructions that, when

executed, cause a domain name server (D , ) proxy module to intercept DNS requests sent by a

client and, for each intercepted DNS request, hen the intercepted DNS request corresponds to a

secure server, determines whether the client is uthorized to access the secure server and, if so,

automatically initiates an encrypted [channel betwn the client and the secure server.

Remarks

Applicants have added new claims 82 - 91 to more completely claim the disclosed invention.

Support for the new claims may be found at least on pages 59-60 and in FIG. 26.WW 
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If the Examiner has any questions or wishes to discuss this amendment, the Examiner is

invited to telephone the undersigned representative at the number set forth below.

Respectfully submitted,

BANNER & WITCOFF, LTD.

UlslPIT-ol

Reg. No. 49,024

Date: Z 5 1 lg OZ. By: &W
Bradley C. Wright
Registration No. 38,061

 

11th Floor

1001 G Street NW.

Washington, DC. 20001

(202) 508—9100
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listed document as a competent reference against the claims of the present application.
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1

DYNAMIC NETWORK ADDRESS UPDATING

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to managing host addresses.
More particularly, the present invention relates to managing
dynamically allocated host addresses to allow subscribers to
reliably locate other subscribers who have been dynamically
allocated host addremes.

2. The Backgoumd
As shown in FIG. 1, the Internet, or any large computer

network, 10 may be described as a youp of interconnected
computing networks (not shown) that are tied together
through a backbone 12. The computing networks, in turn,
provide access points, such as acces points 14, 16 and 18,
through which users may connect to the Internet via a station
(a computer having a connection to a network) or host, such
as hosts 20, 22, 24, and 26. An access point is essentially a
location on the Intemel that permits access to the Internet.
An access point may include a modern pool (not shown)
maintained by an ISP (Internet Services Provider) which
enables its subscribers to obtain Internet access through a
host having a dial-up connection. Those of ordinary skill in
the art will recognize that other types of access methods may
be provided by an ISP such as frame relay, leased lines,ATM
(asynchronous transfer mode), ADSL, and the like.

Regardless of the access method used, each device (e.g.,
a host or router) that receives, sends and/or routes informa—
tion between or among other devices on Internet 10 is
configured to communicate with other devices using a
communication protocol that may be understood by the
other devices. The current communication protocol used by
these devices on the Internet is TCP/IP (transmission control
protocol/internet protocol). In addition, each device that can
send or receive information (e.g.,' a host device) must also
have a unique host address. The type of host address used for
the Internet, or an equivalent switched network that uses
TCP/IP, is commonly referred to as an IP address.Astandard
TCP/IP address is 4 bytes (32 bits) in length, providing a
total of 232 possible IP addresses. Those of ordinary skill in
the art will readily recognize that not all of these possible IP
addresses are available due to administrative expediencies,
such as reserving blocks of IP addresses for future use.

Sending or receiving information using the TCP/IP pro-

tocol requires encapsulating information into packets. Each
packet includes a header and a payload. The header contains
information related to the handling of the payload by a
receiving host or routing device, whfle the payload contains
part or all of the user information. The information in the
header includes the sender’s and the recipient’s addresses
and is used to route the packet through the Internet until the
packet is received by a host having an IP address that
matches the packet’s destination address (when referrmg to
the source address and destination address of a packet, the
source address and destination address are commonly

referred to as “SA" and “DA”, respectively). This‘enables
users to accurately send and receive information WIIIJ each

other through their respective host computers. .
By implementing a protocol common to all devices usmg

Internet 10, users may send and reocive information With
other users on the Internet in a seamless manner regardless
of geographic location or the type of host and/or intercon—nected network used. While IP addresses themselves are In

numerical form, in order to make navigating the sea of
addresses simpler, the Domain Name Service (DNS) was
formed. DNS enables the central managing of host names to
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IP addresses. It is actually a distributed database which
allows for the dissemination of new host information as
needed. There are a great many DNS servers distributed
throughout the Internet, and most large ISPs maintain theirown DNS server.

FIG. 2 is a diagram illustrating the DNS hierarchy, which
is similar to that of a computer file system, At the top ofthe
hierarchy is the root domain 50, which consists of a group
of root servers to service the top-level domains. The top
level domains are separated into organizational and geo-
graphical domains. Many countries have their own top-level
domains, such as .uk for the United Kingdom, .de for
Germany, and jp for Japan (not shown). The United States
has no country’specific top-level domain, but is the main
user of the six organizational top~level domains, which are
net for network support organizations 52, .gov for govern-
ment agencies 54, mil for military users 56, org for not for
profit organizations 58, .com for commercial enterprises 60,
and .edu for educational facilities 62. There are also a near
infinite number of lower level domains. Each level of
domain names may have another level of domain names
below it. For example, a lower level domain .work 64 may
be located under the .com domain 60, and the lower level
domain .univ 66 may be located under the .edu domain 62.
At the lowest level are the hosts. For example, the host
labeled overtime 68 may be located under the .work sub-
domain under the .com domain while the host labeled vax 70
may be located under the .univ sub—domain under the .edu
domain. The proper way to read these two DNS host names
would then be overtime.work.com and vax.univ.edu.

The steps of locating an IP address from a host, sub-
domain, and domain name proceeds as in the following
example. If a user in the vax.univ.edu domain wishes to
contact a user with the uscr name sun in the work.com
domain, the first step is to contact its own DNS server.
Therefore, if the vax.univ.edu host is configured with a DNS
server at the IP address 13331.3, ‘the user sends a DNS
request to that IP address. The DNS server then searches for
the entry in its database. Generally, DNS servers only
maintain a databasc of host addresses (or sub-domain
names) within its own subnet. "therefore, the DNS server
would look for an IP address corresponding to the domain]
sub—domain combination .univ.edu. It may or may not have
information that precise. It may only have information
regarding the IP address of the .com domain and not the
.work.mm domain. Ifit has information about the IP address
of the DNS server of the .work.com domain, it passes this
information to the user, which then contacts the .work.com
DNS server and requests the IP address of the precise user
it wishes to contact in the .work.com domain. If however,
the DNS server associated with the vax.univ.edu host only
has information about the addres of the DNS server of the
.com domain, it retums only that address, and the user must
recursively navigate down the branches of DNS servers in
the com domain until locating the address it needs (in the
present example, it only searches down one level, but in
more complicated hierarchies it may need to search throughmany levels of DNS sewers).

It is also possible that a higher level DNS server will
simply forward the request packet down the hierarchy and
wait to inform the user of the host address until it heats back
from the lower level DNS sewer, thus avoiding having to
contact the user at each step in the hierarchy. However, this
still presents the problem of recursing, which increases the
complexity of a search.

The dramatic increase in popularity of the Internet in
recent years hn created a concern about the number of
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available IP addresses. ISPS and domains are generally
allocated a finite number of IP addrmses. The ISPs and
domains, therefore, are constantly looking for ways to limit
the number of IP addresses they use while still providing
access to the greatest number of users.

One solution for mitigating the effect of the number of
users requiring host addresses is to dynamically allocate host
addresses for users who do not have dedicated connections
to the Internet, such as users who use dial-up access methods
to connect to an ISP. Dynamic allocation of IP addresses
entails having a pool of IP addresses, such as IP address
pool, from which an ISP can draw from each time a valid
subscriber (who does not use a dedicated connection or a
connection that does not have a framed IP address, i.e., a
static IP addres) seels to seems the Internet. Once the
subscriber logs on to an ISP and is properly authenticated,
the ISP allocates an IP address for use by the user. This task
is normally performed by a Dynamic Host Configuration
Protocol (DHCP) server existing on the ISP (or other local
segment of the Internet).

Upon log-0E, the DHCP sewer releases the asigned/
allocated IP address, rendering that IP address available for
subsequent use by another user. In this way, a set of IP
addresses can be used to provide access to a number of users
that exceed the number of IP address comprising the IP
address pool, assuming that at any given time the number of
users seeking to log-on and obtain dynamic IP addresses is
less than or equal to the number of IP address available in
the IP address pool.

Recently, software advances have allowed users to begin
to merge existing technologies, like telephone service, into
their Internet sewice. One example of this phenomenon is a
utility known as Internet Phone. With the lntemet Phone
utility installed on his computer, a user may “dial” a friend’s
computer and speak (either through a microphone connected
to the computer or through an integrated telephone) with his
friend, who has a similar system. Communication is accomv
plished over the Internet utilizing a protocol called Voice
over IP (VolP). VoIP utilizes leackeIs to carry digital audio
transmissions. Through data compression techniques (which
includes filtering out much 0 the silences that accompany
most conversations), it is possible to conduct real—time
conversations through the Internet.

Another example of the technology-merging phenomenon
is in Internet Chat. Internet Chat is similar to e-mail in that
users type messages to one another on Lheir screens.
However, and Internet Chat session takes place in real—time.
Therefore, when a user types a sentence on his screen and
prescs <enter>, the message is transmitted instantaneously
to the recipient, who then may respond to the message. The
recipient may then respond in a similar fashion, creating a
real-time, typed “conversation”.

Aproblem arises in using these technologies when a user
wishes to initiate a conversation or chat session with a

dial-up user. There is currently no way for a system to
resolve a dynamically assigned destination address.

Therefore, programs like lntemet Chat or Internet Phone are
virtually useless when used in conjunction With dial-upusers. The one solution is to determine the users actual

dynamic IP address. This, however, requires efl'orts on both
parties to the conversation.

Additionally, it has become more and more common to
have multiple DHCP servers, rather than a single DHCP
server, for a single 13? or local segment of the lntemet.
These multiple DHCP servers are distributed throughout the
ISP or local segment of the Internet and may contain
different information.
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Multiple DHCP sewers may tend to create a problem with
regards to revocation of dynamically allocated IP addresses.
When an 18? determines it should revoke a dynamically
allocated IP addresses (such as when a dial-up user discon-
nects from the ISP), it must then search each of the DHCP
servers to make sure the address is removed from all DHCP
servers which have stored the dynamically allocatedaddress.

What is needed is a solution which overcomes the draw-
backs of the prior art.

SUMMARY OF THE INVENTION

An information broker is provided which receives infor~
mation regarding the updating of IP addresses and distrib~
utes the information to subscribing Domain Name Service
(DNS) or Dynamic Host Configuration Protocol (DHCP)
servers. A list of subscribing servers is maintained by the
broker. The broker may broadcast information regarding the
allocation of 3 IP addresses to subscribing DNS sewers,
which then may be added to the DNS databases or the
database may be updated with the new information. The
broker may also broadcast information regarding the revo-
cation of IP addresses to subscribing DNS servers, which
may then be used to clear DNS entries in the database.
Revocation of dynamically allocated IP addresses m net-
works with multiple DHCP sewers may also be simplified
by using the broker, where the broker broadcasts informa-
tion regarding the revocation of IP addresses to subscribing
DHCP sewers. Utilization oflhe broker within a segment of
the Internet allows a user to determine the dynamically
allocated IP'address of a user within the segment simply by
making a standard DNS query.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a prior art block diagram of the Internet.
FIG. 2 is a prior art block diagram illustrating the hier-

archy of some top level domain names.

FIG. 3 is a flow diagram illustrating a method for man-
aging IP addresses in a network including one or more
Domain Name Service (DNS) sewers in accordance with a
presently preferred embodiment of the invention.

FIG. 4 is a flow diagram illustrating a method for man-
agjng IP addresses in a network including one or more
Dynamic Host Configuration Protocol (DHCP) servers in
accordance with a presently preferred embodiment of theinvention.

DETAILED DESCRIPTION OF A PREFERRED
EMBODIMENT

Those of ordinary skill in the art will realize that the
following description of the present invention is illustrative
only and not in any way limiting. Other embodiments of the
invention will readily suggest themselves to such skilledpersons.

The present invention utilizes a broker to publish inforv
mation regarding dynamically allocated addresses to DNS
and DHCP servers. The broker may also be used to update
DNS servers regarding newly assigned static IP addresses.

FIG. 3 is a flow diagram illustrating a method for updating
one or more DNS servers in accordance with a preferred
embodiment ofthe present invention. At step 100, the broker
maintains a list of all subscribing DNS sewers. A subscrib-
ing DNS sewer is any DNS sewer that wishes to be updated
by the broker. Therefore, generally every DNS sewer main—
tained by an 13? will be a subscribing DNS server With
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regards to a broker maintained by the ISP. It is also possible
for DNS sewers outside the ISP to subscribe as well. When

a new DNS server wishes to subscribe or an existing DNS
server wishes to unsubscribe, it need simply send a message
so indicating to the broker. At step 102, the broker receives
information regarding a newly assigned IP address. This
information will most likely have been sent from a DHCP
server in the case of dynamically allocated IP addresses and
from a DNS server or ISP coordinator in the case of newly
assigned static IP addresses.

At step 104, the broker broadcasts the information regard-
ing the newly assigned IP address to each subscribing DNS
server. Each DNS server may then add the newly assigned
IP address to its database. In the case of dynamically
allocated IP address, it is common for the newly assigned 1?
address to be replacing an existing IP address (which may
have been assigned to a dilIerent user before), in which case
the DNS servers may update their servers to indicate this
change. The broadcasting may take the form of sending an
allocation event message throughout the network containing
the appropriate information.

A user may then find out the dynamically allocated or
newly allocated address of another user by simply making a
standard DNS query, allowing for utilities such as lnternet
Chat or Internet Phone to operate at full capability.

H6. 4 is a flow diagram illustrating a method for updating
one or more DNS servers in accordance with a another
embodiment of the present invention. At step 150, the broker
maintains a list of all wbscribing DHCP and DNS servers.
A subscribing DHCP or DNS server is any DHCP or DNS
server that wishes to be maintained by the broker. Therefore,
generally every DHCP or DNS server maintained by an ISP
will be a subscribing DHCP or DNS server with regards to
a broker maintained by the ISP. It is also possible for DHCP
or DNS servers outside the ISP to subscribe as well. When
a new DHCP or DNS server wishes to subscribe or an
existing DHCP or DNS server wishes to unsubscribe, it need
simply send a message so indicating to the broker. At step
152, the broker receives information regarding a dynami-
cally allocated IP address that needs to be revoked. This
information will most likely have been sent from a DHCP
server which had been alerted as to a user disconnecting
from the service, or directly from software tracking when
users disconnect from the service.

At step 154, the broker broadcasts the information regard-
ing the revocation of the dynamically allocated IP address to
each subscribing DHCP or DNS server. Each subscribing
DHCP or DNS server may then update their databases to
reflect this change. Subscribing DNS servers will simply
clear the corresponding record from their databases, while
subscribing DHCP servers may clear the record and return
the dynamic IP address to a pool. This allows for the
effective management of revoking dynamically allocated IP
addresses. The broadcasting may take the form of sending a
revocation event message through the network containing
the appropriate information. In most systems currently being
used, there is only a single DHCP server, or there are
multiple DHCP servers but they do not share common
information (i.e. not distributed). In these systems, there is
no need to maintain a list of subscribing DHCP servers as
there is no need for the broker to update the DHCP servers.

The broker itself may be executed in either a software or
a hardware application. The broker may be designed to
utilize the Common Object Request Broker Architecture
(CORBA), which handles the communication of messages
to and from objects in a distributed, multi—platforrn enviv
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ronment. CORBA provides a standard way of executing
program modules in a distributed environment. The broker,
therefore, may be incorporated into an Object Request
Broker (ORB) within a CORBA compliant network.

To make a request of an ORB, a client may use a dynamic
invocation interface (which is a standard interface which is
independent of the target object’s interface) or an Object
Management Group Interface Definition Language (OMG
IDL) stub (the specific stub depending on the interface of the
target object). For some functions, the client may also
directly interact with the ORB. The object is then invoked.
When an invocation occurs, the ORB core arranges so a call
is made to the appropriate method of the implementation. A
parameter to that method specifies the object being invoked,
which the method can use to locate the data for the object.
When the method is complete, it returns, causing output
parameters or exception results to be transmitted back to the
client.

The broker may also be applied to any type of network
address, rather than simply IP addresses. The use of the
Internet as an example in this application is not intended to
limit the scope of the invention to use on the Internet, as it
may be used in a wide variety of networks. Likewise, the use
of the terms DNS server and DHCP server is illustrative only
and should be read to include any type of servers that may
perform tasks that handle network addressing.

While embodiments and applications of this invention
have been shown and described, it would be apparent to
those skilled in the art that many more modifications than
mentioned above are possible without departing from the
inventive concepts herein. The invention, therefore, is not to
be restricted except in the spirit of the appended claims.What is claimed is:

1. A method for assigning network addresses in a network
including one or more Domain Name Service (DNS)
servers, said method including;

allocating a network address;
sending information regarding said allocated network

address to a broker; and

broadcasting said information regarding said allocated
network address to the one or more DNS servers usingsaid broker.

2. The method ofclaim 1, wherein said allocating includes
dynamically allocating a network address.

3. The method ofclaim 1, wherein said allocating includesallocating a static network address.

4. The method of claim 1, further including:
receiving said broadcast information regarding said allo~

cated network address in each of said one or more DNS
sewers; and

updating each of said one or more DNS servers with said
broadcast information regarding said allocated networkaddress.

5. The method of claim 1, wherein the one or more DNS
serVers are only those DNS servers which have subscribed
to said broker, and the method further includes maintaining
a list of those DNS servers which haVe subscribed to saidbroker.

5_ The method of claim 5, wherein said broadcasting
includes sending information regarding said dynamically
allocated network address to only those DNS servers whichhave subscribed to said broker.

7. A method for reVOking network addresses in a network
including one or more DNS sewers, said method including;

revoking a dynamically allocated network address;
sending information regarding said revoked dynamicallyallocated network address to a broker; and
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broadcasting said information regarding said revoked
dynamically allocated network address to the one or
more DNS sewers using said broker.

8. The method of claim 7, further including:
receiving said broadcast information regarding said

revoked dynamically allocated network address in each
of said one or more DNS servers; and

updating each of said one or more DNS servers with said
broadcast information regarding said revoked dynami—
cally allocated network address.

9. The method of claim 7, wherein the one or more DNS
servers are only those DNS servers which have subscribed
to said broker, and the method further includes maintaining
a list of those DNS sewers which have subscribed to said
broker. '

10. The method of claim 9, wherein said broadcasting
includes sending information regarding said revoked
dynamically allocated network address to only those DNS
servers which have subscribed to said broker.

1].. 'Ilae method of claim 7, wherein the network further
includes one or more Dynamic Host Configuration Protocol
(DHCP) sewers, and said broadcasting includes broadcast-
ing said information regarding revoked dynamically allo-
cated networked address to the one or more DHCP servers
using said broker.

12. The method of claim 11, further including:
receiving said broadcast information regarding said allo-

cated network address in each of said one or more DNS
servers;

updating each of said one or more DNS servers with said
broadcast information regarding said allocated network
address;

receiving said broadcast information regarding said
revoked dynamically allocated network address in each
of said one or more DHCP and one or more DNS
sewers; and

updating each ofsaid one or more DHCP servers and one
or more DNS servers with said broadcast information
regarding said revoked dynamically allocated network
address.

13. The method of claim 11, wherein the one or more
DNS servers are only those DNS servers which have sub-
scribed to said broker, the one or more DHCP servers are
only those DHCP servers which have subscribed to said
broker, and the method further includes maintaining a list of
those DNS servers and DHCP servers which have sub-
scribed to said broker.

14. The method of claim 13, wherein said broadcasting
information regarding said allocated network address
includes sending information regarding said allocated net-
work address to only those DNS servers which have sub‘
scribed to said broker, and said broadcasting information

regarding said revoked dynamically allocated network
address includes sending information regarding sa1d
revoked dynamically allocated network address to only
those DNS sewers and DHCP servers which have sub-

scribed to said broker. .
15. A method for managing network addresses in a

network including one or more Domain Name Servrce
(DNS) servers, said method including:

allocating a network address;
sending information regarding said allocated network

address to a broker;

broadcasting said information regarding said allocatednetwork address to the one or more DNS servers usmg
said broker;
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revoking a dynamically allocated network address;
sending information regarding said dynamically allocated

network address to said broker; and

broadcasting said information regarding said dynamically
allocated network address to the one or more DNS
sewers using said broker.

16. The method of claim 15, wherein said allocating
includes dynamically allocating a network address.

17. The method of claim 15, wherein said allocating
includes allocating a static network address.

18. The method of claim l5, further including:
receiving said broadcast information regarding said allo-

cated network address in each of said one or more DNS
servers;

updating each of said one or more DNS servers with said
broadcast information regarding said allocated network
address;

receiving said broadcast information regarding said
revoked dynamically allocated network address in each
of said one or more DNS servers; and

updating each of said one or more DNS servers with said
broadcast information regarding said revoked dynami-
cally allocated network address.

19. The method of claim 15. wherein the one or more
DNS servers are only those DNS servers which have sub-
scribed to said broker, and the method further includes
maintaining a list of those DNS servers which have sub~
scribed to said broker.

20. The method of claim 19, wherein said broadcasting
information regarding said allocated network address
includes sending information regarding said allocated net—
work address to only those DNS servers which have sub-
SCI'Iled to said broker, and said broadcasting information
regarding said revoked dynamically allocated network
address includes sending information regarding said
revoked dynamically allocated network address to only
those DNS sewers which have subscribed to said broker.

21. The method of claim 15, wherein the network further
includes one or more Dynamic Host Configuration Protocol
(DHCP) servers, and said broadcasting includes broadcast~
ing said information regarding revoked dynamically allo—
cated networked address to the one or more DHCP sewers
using said broker.

22. The method of claim 21, further including:
receiving said broadcast information regarding said allo—

cated network address in each of said one or more DNSsewers;

updating each of said one or more DNS sewers with said
broadcast information regarding said allocated networkaddress;

receiving said broadcast in formation regarding said
revoked dynamically allocated network address in each
of said one or more DHCP and one or more DNSservers; and

updating each of said one or more DHCP sewers and one
or more DNS sewers with said broadcast information
regarding said revoked dynamically allocated networkaddres.

23_ The method of claim 2], wherein the one or more
DNS sewers are only those DNS sewers which have sub-
scribed to said broker, the one or more DHCP sewers are
only those DHCP sewers which have subscribed to said
broker, and the method further includes maintaining a list of
those DNS servers and DHCP servers Which have sub—scribed to said broker.
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24. The method of claim 23, wherein said broadcasting
information regarding said allocated network address
includes sending information regarding said allocated net~
work address to only those DNS sewers which have sub-
scribed to said broker, and said broadcasting information
regarding said revoked dynamically allocated network
address includes sending information regarding said
revoked dynamically allocated network address to only
those DNS servers and DHCP servers which have sub~
scribed to said broker.

25. A method for managing IP addresses in a network
segment of the Internet, the network segment including one
or more DNS sewers, the method including:

receiving information regarding an assigned IP address;
broadcasting said information regarding an assigned IP

address to the one or more DNS sewers using a broker,
for eventual update of the one or more DNS servers.

26. The method of claim 25, wherein said receiving
information regarding an assigned IP address includes
receiving information regarding an assigned IP address from
a DHCT sewer.

27. The method of claim 25, wherein said information
regarding an assigned IP address is information regarding a
dynamically allocated IP address.

28. The method of claim 25, wherein said information
regarding an assigned IP address is information regarding a
static lP address.

29. The method of claim 25, further including maintaining
a list of subscribing DNS servers.

30. The method of claim 29, wherein said broadcasting
said information regarding an assigned IP address includes
broadcasting said information regarding an assigned IP
address only to subscribing DNS sewers.

31. A method for managing IP addresses in a network
segment of the Internet, the network segment including one
or more DNS servers, the method including:

receiving information regarding a revoked dynamically
allocated IP address; and

broadcasting said information regarding a revoked
dynamically allocated IP address to the one or more
DNS sewers using a broker, for eventual update of the
one or more DNS sewers.

32. The method of claim 31, wherein said receiving
information regarding a revoked dynamically allocated IP
addrms includes receiving information regarding a revoked
dynamically allocated IP address from a DHCP sewer.

33. The method of claim 25, further including maintaining
a list of subscribing DNS sewers.

34. The method of claim 33, wherein said broadcasting
said information regarding a revoked dynamically allocated
IP address includes broadcasting said information regarding
a revoked dynamically allocated ll:I address only to subscrib-
ing DNS sewers.

35. The method ofclaim 31, wherein the network segment
of the Internet further includes one or more DHCP sewers

and said broadcasting said information regarding a revoked
dynamically allocated IP address includes broadcasting said
information regarding a revoked dynamically allocated IP
address to the one or more DHCP sewers and the one or
more DNS sewers.

36. The method of claim 35, further including maintaining
a list of subscribing DNS servers and DHCP sewers.

37. The method of claim 36, wherein said broadcasting
said information regarding a revoked dynamically allocated
IP address includes broadcasting said information regarding
a revoked dynamically allocated IP address only to subscnh—
ing DNS sewers and DHCP servers.
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38. A method for managing IP addresses in a network
segment of the lntemet, the network segment including one
or more DNS sewers, the method including:

receiving information regarding an assigned IP address;
broadcasting said information regarding an amigned IP

address to the one or more DNS sewers using a broker,
for eventual update of the one or more DNS servers;

receiving information regarding a revoked dynamically
allocated IP address; and

broadcasting said information regarding a revoked
dynamically allocated IP address to the one or more
DNS sewers using said broker, for eventual update ofthe one or more DNS sewers.

39. The method of claim 38, wherein said receiving
information regarding an assigned IP address includes
receiving information regarding an assigned IP address froma DHCP sewer.

40. The method of claim 38, wherein said receiving
information regarding a revoked dynamically allocated IP
address includes receiving information regarding a revoked
dynamically allocated lP address from a DHCP sewer.

41. The method of claim 38, wherein said information
regarding an assigned IP address is information regarding a
dynamically allocated IP address.

42. The method of claim 38, wherein said information
regarding an assigned 1? address is information regarding astatic IP address.

43. The method ofclaim 38, further including maintaining
a list of subscribing DNS sewers.

44. The method of claim 43, wherein said broadcasting
said information regarding an assigned IP address includes
broadcasting said information regarding an assigned IP
address only to subscribing DNS sewers, and said broad—
casting said information regarding‘a revoked dynamically
allocated IP address includes broadcasting said information
regarding a revoked dynamically allocated IP address only
to subscribing DNS sewers.

45. The method ofclaim 38, wherein the network segment
of the lntemet further includes one or more DHCP sewers
and said broadcasting said information regarding a revoked
dynamically allocated IP address includes broadcasting said
information regarding a revoked dynamically allocated IP
address to the one or more DHCP sewers and the one or
more DNS sewers.

46. The method ofclaim 45, further including maintaining
a list of subscribing DNS sewers and DHCP sewers.

47. The method of claim 46, wherein said broadcasting
said information regarding an assigned IP address includes
broadcasting said information regarding an assigned IP
address only to subscribing DNS sewers, and said broad—
casting said information regarding a revoked dynamically
allocated IP address includes broadcasting said information
regarding a revoked dynamically allocated IP address only
to subscribing DNS sewers and DHCP sewers.

48. A method for dynamically allocating a network
address to a subscnber in a communications network, the
communications network having one or more DNS sewers,
the method comprising:

assigning a host address to the subscriber by selecting an
address from a pool of available network addresses,
said assigning step performed in response to the sub-
scriber attempting to log-on to the communications .
network;

sending information regarding said subscriber as well as
said host address to a broker;

utilizing said broker to broadcast said information regard-
ing said subscriber as well as said host address to the
one or more DNS sewers; and

Petitioner Apple Inc. - Exhibit 1655,1-80%??5



Petitioner Apple Inc. - Exhibit 1002, p. 2228

US 6,243,749 B1
11

updating the one or more DNS servers with said infor-
mation regarding said subscriber as well as said host
address.

49. The method of claim 48, wherein the one or more
DNS servers are only those DNS sewers which have sub”
sqibed to said broker, and the method further includes
maintaining a list of those DNS sewers which have sub-
scribed to said broker.

50. A method for revoking a dynamically allocated net~
work address assigned by a DHCP server in a communica-
tions network, the communications network having one or
more DNS servers, the method comprising:

removing the dynamically allocated network address
from the DHCP server which assigned the address;

returning the dynamically allocated network address to a
pool of available addresses associated with said DHCP
server which assigned the address;

sending information regarding the dynamically allocated
network address to a broker;

utilizing said broker to broadcast said information regard-
ing the dynamically allocated network address to the
one or more DNS servers; and

updating the one or more DNS servers with said infor—
mation regarding said dynamically allocated network
address.

51. The method of claim 50. wherein the one or more
DNS servers are only those DNS servers which have sub.
scribed to said broker, and the method further includes
maintaining a list of those DNS servers which have sub-
scribed to said broker.

52. The method of claim 50, wherein the communications
network further has a plurality of DHCP servers, and said
utilizing further includes utilizing said broker to broadcast
information regarding the dynamically allocated network
address to the plurality of DHCP servers.

53. The method of claim 52, wherein the plurality of
DHCP servers are only those DHCP servers which have
subscribed to said broker, and the method further includes
maintaining a list of those DNS servers which have sub-
scribed to said broker.

54. A communications network including:
one or more DNS sewers, which maintain a list of

assigned host addresses within the communications
network;

an address allocator, which allocates a network address to
a host on the communications network;

a transmitter, which sends information regarding said
allocated network address to a broker; and

said broker having a broadcaster, which broadcasLs said
information regarding said allocated network address
to said one or more DNS sewers.

55. The communications network of claim 54, wherein
said address allocator is a DHCP server.

56. The communications network of claim 54, wherein
said network address is a status network address.

5'7. The communications network of claim 54, wherein
said broker further includes a list of subscribing DNS
sewers and broadcasts said information regarding said allo~
cated network address only to the subscribing DNS servers.

58. The communications network of claim 54, wherein
said one or more DNS servers receive said broadcast infor-
mation regarding said allocated network address and update
themselves with said information.
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59. A communications network including:
one or more DNS servers;

an address revoker, which revokes a dynamically allo—
cated network address from a host on the communica-
tions network;

a transmitter, which sends information regarding said
revoked dynamically allocated network address to a
broker; and

said broker having a broadcaster. which broadcasts said
information regarding said revoked dynamically allo—
cated network address to said one or more DNS servers.

60. The communications network of claim 59, wherein
said broker further includes a list of subscribing DNS
servers and broadcasts said information regarding said
revoked dynamically allocated network address only to the
subscribing DNS servers.

61. The communications network of claim 59, wherein
said one or more DNS servers receives said broadcast
information regarding said revoked dynamically allocated
network address and update themselves with said informa-tron.

62. A communications nerwork including:
one or more DNS sewers, which maintain a list of

assigned host addresses within the communications
network;

an address allocator, which allocates a network address to
a first host on the communications network;

a transmitter, which sends information regarding said
allocated network address to a broker;

said broker having a broadcaster, which broadcasts said
information regarding said allocated network address
to said one or more DNS servers; and

an address revoker, which revokes a dynamically allo—
cated network address from a second host on the
communications network,

wherein said transmitter further sends information regard—
ing said revoked dynamically allocated network
address to said broker, and

wherein said broadcaster further broadcasts said informa-
tion regarding said revoked dynamically allocated net—
work address to said one or more DNS sewers.

63. The communications network of claim 62, wherein
said broker further includes a list of subscribing DNS
sewers, and wherein said broadcaster broadcasts said infop
mation regarding said allocated network address only to the
subscribing DNS sewers and broadcasts said information
regarding said revoked dynamically allocated network
address only to the subscribing DNS servers.

64_ The communications network of claim 62, wherein
said one or more DNS sewers receive said broadcast infor-
mation regarding said allocated network address and update
themselves with said information, and said one or more DNS
sewers receive said broadcast information regarding said
revoked dynamically allocated network address and updatethemselves with said information.

65. The communications network of claim 62, further
including one or more DHCP sewers, wherein said broad-
caster further broadcasts said information regarding said
revoked dynamically allocated network address to said oneor more DHCP sewers.

66. The communications network of claim 65, wherein
said broker further includes a list of subscribing DNS
sewers and DHCP servers, and said broadcaster broadcasts
said information regarding said allocated netwark address
only to the subscribing DNS servers and broadcasts said
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information regarding said revoked dynamically allocated
network address only to the subscribing DNS servers and
DHCP sewers.

67. The communications network of claim 65, wherein
said one or more DNS servers receive said broadcast infor—

mation regarding said allocated network address and update
themselves with said information, and wherein said one or
more DHCP sewers receive said broadcast information
regarding said revoked dynamically allocated network
address, update themselves with said information, and return
said revoked dynamically allocated network address to a
pool of available addresses.

68. A broker for managing host addresses assigned to
subscribers in a communications network, including:

a receiver, which receives information regarding a sub-
scriber and an assigned host address, said assigned host
address assigned to the subscriber by selecting an
address from a pool of available network addresses in
response to the subscriber attempting to log on to the
communications network; and

a broadcaster which broadcasts said information regard-
ing said subscriber as well as said assigned host addrms
to one or more DNS servers for eventual update.

69. The broker of claim 68, further including a database
manager, which maintains a list ofsubscribing DNS servers,
wherein said broadcaster broadcasts said information and
said assigned host address only to the subscribing DNSservers. L

70. A broker for managing host addresses assigned to
subScxibers in a communications network, said broker
including;

a receiver, which receives information regarding a
revoked dynamically assigned host address, which was
revoked in response to a subscriber attempting to log
off the communications network; and

a broadcaster which broadcasts said information regard—
ing said subscriber as well as said revoked dynamically
assigned host address to one or more DNS servers for
eventual update and release of said dynamically
assigned host address into ‘one or more pools of avail-able addresses. '

71. The broker of claim 70, further including a database
manager, which maintains a list ofsubscribing DNS sewers,
wherein said broadcaster broadcasts said information and
said assigned host address only to the subscribing DNSsewers.

7'2. The broker of claim 70, wherein said broadcaster
further broadcasts said information regarding said sub-
scriber as well as said revoked dynamically assigned host
address to one or more DHCP sewers for eventual update
and release of said dynamically assigned host address into
one or more pools of available addresses.

73. The broker of claim 72, further including a database
manager, which maintains a list of subscribing DHS and
DHCP sewers, wherein said broadcaster broadcasts said
information and said assigned host address only to the
subscribing DNS sewers and DHCP sewers.

74. A broker for manag’ng host addresses amigned to
subscribers in a communications network, said broker
including:

a receiver, which receives information regarding a sub-
scriber and an assigned host addreS, said assigned host
address assigned to said subscriber by selecting an
address from a pool of available network addresses in
response to said subscriber attempting to log on to a
communications network, and which receives informa-
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tion regarding a revoked dynamically assigned host
address, which Was revoked in response to a subscriber
attempting to log off the communications network; and

a broadcaster which broadcasts said information regard-
ing said subscriber as well as said assigned host address
to one or more DNS sewers for eventual update, and
which broadcasts said information regarding said sub-
scriber as well as said revoked dynamically assigned
host address to said one or more DNS sewers for
eventual update. I

75. The broker of claim 74, further including a database
manager, which maintains a list of subscribing DNS sewers,
wherein said broadcaster broadcasts said information and
said assigned host address only to the subscribing DNS
sewers, and broadcasts said information regarding said
revoked dynamically allocated host address only to the
subscribing DNS servers.

76. A broker for managing host addresses assigned to
subscribers in a communications network, said broker
including:

a receiver, which receives information regarding a sub-
scriber and an assigned host address, said assigned host
address assigned to said subscriber by selecting an
address from a pool of available network addresses in
response to said subscriber attempting to log on to a
communications network, and which receives informa-
tion regarding a revoked dynamically assigned host
address, which was revoked in response to a subscriber
attempting to log off the communications network; and

a broadcaster which broadcasts said information regard-
ing said subscriber as well as said assigned host address
to one or more DNS sewers for eventual update, and
which broadcasts said information regarding said sub-
scriber as well as said revoked dynamically assigned
host address to one or more DNS or DHCP sewers for
eventual update and release of said dynamically
assigned host address into one or more pools of avail—able addresses.

77. The broker of claim 76, further including a database
manager, which maintains a list of subscribing DNS sewers
and DHCP servers, wherein said broadcaster broadcasts said
information and said assigned host address only to the .
subscribing DNS sewers and broadcasts said information
regarding said revoked dynamically allocated host address
only to the subscribing DNS sewers and DHCP sewers.

78. A program storage device readable by a machine,
tangibly embodying a program of instructions executable by
the machine to perform a method for managing network
addresses in a network including one or more Domain Name
Sewice (DNS) sewers. said method including:

receiving information regarding an allocated network
address; and

broadcasting said information regarding said allocated
network address to the one or more DNS sewers using
a broker, for the eventual update of the one or moreDNS servers.

79. The program storage device of claim 78, wherein said
allocated network address is a dynamically allocated net-work address.

80. The program storage device of claim 78, wherein said
allocated network addres is a static network address,

81. The program storage device of claim 78, wherein the
one or more DNS servers are only those DNS sewers which
have subscribed to said broker, and the method further
includes maintaining a list of those DNS sewers which havesubscribed to said broker.
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82. The program storage device of claim 81, wherein said
broadcasting further includes sending information regarding
said allocated network address to only those DNS servers
which have subscribed to said broker.

83. A program storage device readable by a machine,
tangibly embodying a program of instructions executable by
the machine to perform a method for managing network
addresses in a network including one or more DNS sewers,
said method including:

receiving information regarding a revoked dynamically
allocated network address; and

broadcasting said information regarding said revoked
dynamically allocated netWork address to the one or
more DNS servers using a broker, for eventual update
of the one or more DNS servers.

84. The program storage device of claim 83, wherein the
one or more DNS sewers are only those DNS servers which
have subscribed to said broker and the method further
includes the step of maintaining a list of those DNS sewers
which have subscibed to said broker.

85. The program storage device of claim 84, wherein said
broadcaster sends information regarding said revoked
dynamically allocated network address to only those DNS
servers which have subscribed to said broker.

86. The program storage device of claim Kl, wherein the
network further includes one or more DHCP servers, and
said broadcasting further includes broadcasting said inf0r~
mation regarding said revoked dynamically allocated net-
work address to the one or more DHCP servers using said
broker, for eventual update of the one or more DHCPsewers. '

87. The program storage device of claim 86, wherein the
one or more DHCP servers are only those DHCP servers
which have subscribed to said broker, and the method further
includes of maintaining a list of those DNS sewers and
DHCP sewers which have subscribed to said broker.

88. The program storage device of claim 87, wherein said
broadcasting further includes broadcasting said information
regarding said revoked dynamically allocated network
address to only those DNS sewers and DHCP server which
have subscribed to said broker.

89. A program storage device readable by a machine,
tangibly embodying a program of instructions executable by
the machine to perform a method for managing network
addresses in a network including one or more DNS sewers,
the method including:

receiving information regarding an assigned network
address;

broadcasting said information regarding an assigned net—
work address to the one or more DNS servers using a
broker, for eventual update of the one or more DNS
servers; ‘

receiving information regarding a revoked dynamically
allocated network address; and

broadcasting said information regarding a revoked
dynamically allocated network address to the one or
more DNS servers using said broker, for eventual
update of the one or more DNS servers.

10

15

20

30

35

40

45

50

55

16

90. The program storage device of claim 89, wherein said
receiving information regarding an assigned network
address includes receiving information regarding an
assigned network address from a DHCP server.

91. The program storage device of claim 89 wherein said
receiving information regarding a revoked dynamically allo-
cated network address includes receiving information
regarding a revoked dynamically allocated network address
from a DHCP server.

92. The program storage device of claim 89, wherein said
information regardingan assigned network address is infor—
mation regarding a dynamically allocated network address.

93. The program storage device of claim 89, wherein said
information regarding an assigned network address is infor-
mation regarding a static network address.

94. The program storage device of claim 89, wherein the
method further includes maintaining a list of subscribingDNS servers.

95. The program storage device of claim 94, wherein said
broadcasting said information regarding an assigned net-
work address includes broadcasting said information regard—
ing an assigned network address only to subscribing DNS
servers, and said broadcasting said information regarding a
revoked dynamically allocated network address includes
broadcasting said information regarding a revoked dynami—
cally allocated network addres only to subscribing DNSsewers.

96. The program storage device of claim 89, wherein the
network further includes one or more DHCP servers,
wherein said broadcasting said information regarding an
assigned network address further includes broadcasting said
information regarding said assigned network address to the
one or more DHCP servers using said broker, for eventual
update of the one or more DHCP servers, and wherein said
broadcasting said information regarding a revoked dynami~
cally allocated network address further includes broadcast-

ing said information regarding said revoked dynamically
assigned network address to the one or more DHCP servers

using said broker, for eventual update of the one or moreDHCP servers.

97. The program storage device of claim 96, wherein the
one or more DHCP servers are only those DHCP servers
which have subscribed to said broker, and the method further
includes maintaining a list of those DNS servers and DHCP
sewers which have subscribed to said broker.

98. The program storage device of claim 97, wherein said
broadcasting said information regarding said assigned net-
work address further includes broadcasting only to those
DNS sewers and DHCP sewers which have subscribed to
said broker, and said broadcasting said information regard—
ing a revoked dynamically allocated network address further
includes broadcasting said information regarding said
revoked dynamically assigned network address to only those
DNS sewers and DHCP sewers which have subscribed tosaid broker.
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[57] ABSTRACT

The present invention provides for a Domain Name Router
(DNR) that uses domain names to route data sent to a
destination on a network (c.g., a stub network). Each cor-
porale entity or stub network can be assigned one or a small
number of global addresses, Each of the hosts on the stub
network can be assigned a global address. When a source
entity sends data to a destination entity with a local address,
the data is sent to the DNR using a global address. The
source entity embeds the destination’s domain name and its
own domain name inside the data The DNR extracts the
destination’s domain name from the data, translates that
domain name to a local address and sends the data to the
destination.
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DOMAIN NAME ROUTING

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention is directed to a system for using
Internet domain names to route data sent to a destination on
a network.

2. Description of the Related Art
Most machines on the Internet use TCP/IP (Transmission

Control Protocol/Intemet Protocol) to send data to other
machines on the Internet. To transmit data from a source to

a destination, the Internet Protocol (1?) uses an IP address.
An IP address is four bytes long, which consists of a network
number and a host number.

There are at least three different classes of networks
currently in use: CIassA, Class B and Class C. Each class
has a different format for the combination of the network
number and the host number in the IP addresses. A ClassA
address includes one byte to specify the network and three
bytes to specify the host. The first bit of a Class A address
is a 0 to indicate Clam A. ACIam B address uses two bytes
for the network address and two bytes for the host address.
The first two bits of the Class B address are 10 to indicate
Class B. The Class C address includes three bytes to specify
the network and one byte for the host address. The first three
bits of the Class C network address are 110 to indicate Class
C. The formats described above :dlow for 126 Class A
networks with 16 million hosts each; 16,382 Class B net-
works with up to 64K hosts each; and 4 million Class C
networks with up to 256 hosts each.

When written out, IP addresses are specified as four
numbers separated by dots (e.g. 198.68.70.1). Users and
software applications rarely refer to hosts, mailboxes or
other resources by their numerical IP address. Instead of
using numbers, they use ASCII strings called domain names.
A domain name is usually in the form of prefix.namew_of_
organization.top__levelwdornain. There are two types of top
level domains: generic and countries. The generic domains
are com (commercial), edu (educational institutions), gov
(the U.S. Federal Government), int (international
organizations), mil (the U.S. Armed Forces), net (network
providers), and org (non~prof1t organizations). The country
domains include one entry for each country. An example of
a domain name is saturn.ttc.con1. The term “Saturn” is the
prefix and may refer to a particular host in the network. The
phrase “ttc” is the name of the organization and can be used
to identify one or more networks to the outside world. The
phrase “corn” signifies that this address is in the commercial
domain. The Internet uses a Domain Name System to
convert the domain name to an IP address.

The Internet Protocol has been in use for over two
decades. It has worked extremely well, as demonstrated by
the exponential growth of the Internet. Unfortunately, the
Internet is rapidly becoming a victim of its own popularity:
it is muning out of addresses. Over 4 billion addresses exist,
but the practice of organizmg the address space into classes
wastes millions of addresses. In particular, the problem is the
Class B network. For most organizations, a ClassA network,
with 16 million addresses is too big, and a Class C network
with 256 addresses is too small. A Class B network appears
to be the right solution for most companies. In reality,
however, a Class B address is far too large for most
organizations. Many Class B networks have fewer than 50
hosts.AClass C network would have done the job, but many
organizations that ask for Class B networks thought that one
day they would outgrow the 8 bit host field.
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One proposed solution to the depleting address problem is
Classless Inter Domain Routing (CIDR). The basic idea
behind CIDR is to allocate the remaining Class C networks
in varied sized blocks. If a site needs 2,000 addresses, it is
given a block of contiguous Class C networks, and not a full
Class B network address. In addition to using blocks of
contiguous Class C networks as units, the allocation rules for
Class C addresses are also changed by partitioning the world
into four zones. Each zone includes a predefined number of
Class C networks. Although CIDR may buy a few more
years time, IP addresses will still run out in the foreseeable
future.

Another proposed solution is Network Address Transla-
tion (NAT). This concept includes predefining a number of
Class C network addresses to be or local addresses (also
called private addresses). The remainder of the addresses are
considered global addresses. Global addresses are unique
addresses. That is, no two entities on the Internet will have
the same global address. Local addresses are not unique and
can be used by more than one organization or network.
However, a local address cannot be used on the Internet.
Local addresses can only be used within a private network.
NAT assumes that less all of the machines on a private
network will not need to access the Internet at all times.

Therefore, there is no need for each machine to have a global
address. A company can function with a small number of
global addresses assigned to one or more gateway comput~
ers. The remainder of the machines on the private network
will be assigned local addresses. When a particular machine
on the private network using a local address attempts to
initiate a communication to a machine outside of the private
network (e.g. via the Internet), the gateway machine will
intercept the communication, change the source machine’s
local address to a global address and set up a table for
translation between global addresses and local addresses.
The table can contain the destination address, port numbers,
sequencing information, byte counts and internal flags for
each connection associated with a host address. Inbound

packets are compared against entries in the table and per—
mitted through the gateway only if an appropriate connec-
tion exists to validate their passage. One problem With the
NAT approach is that it only works for communication
initiated by a host within the network to a host on the
Internet which has a global IP address. The NAT approach
specifically will not work if the communication is initiated
by a host outside of the private network and is directed to a
host with a local address on the private network.

Another solution that has been proposed is a new version
of the Internet Protocol called IPv6 (Internet Protocol ver-
sion 6, also known as IPng). IPv6 is not compatible with the
existing lntemet Protocol (va4). For example, IPv6 has a
longer address than IPv4. Additionally, the IPv6 header is
different than the IPv4 header. Because IPv6 is not compat~
ible with IPv4, almost all routing equipment on the lntemet
must be replaced with updated equipment that is compatible
with IPv6. Such Widespread replacement of legacy equip-
ment is enormously expensive.

As can be seen, the current proposals to solve the dimin-
ishing IP addresses problem are inadequate andfor unduly
expensive. Therefore, a system is needed that can effectively
alleviate the diminishing IP addresses problem withoutunreasonable costs.

SUMMARY OF THE INVENTION

The present invention, roughly described, provides for a
system for using domarn names to route data sent to a
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destination on a network. One example includes routing data
to a destination on a stub network. A stub network is a

network oered by an organization that it is connected to the
Internet through one or more gateways. Nodes in the stub
network may be made visible to other nodes on the Internet
or to other nodes in other stub networks interconnected

through the Internet. Rather than use an entire set of global
addresses for a Class A, B or C network, each corporate
entity or stub network can be assigned one or a small number
of global addresses. Each of the hosts can be assigned alocal
address. The same local addresses can be used by many
difi’ercnt organizations. When a source entity sends data to
a destinalion entity in a stub network with a local address,
the data is sent to a global address forthe destination’s
network. The global address is assigned to a Domain Name
Router in communication with the destination’s network.

The Domain Name Router serves as a gateway between the
Internet and the stub network. The Domain Name Router
routes IP traflic between nodes on the lntemet (identified by
their globally unique IP addresses) and nodes in its stub
network. The source entity embeds the dostination’s domain
name and its own domain name somewhere inside the data.
The Domain Name Router receives the data, extracts the
destination’s domain name from the data, translates that
domain name to a local address in its stub network and sends
the data to the destination. Note that the source entity could
have either a local address or a global address and still be
able to utilize the present invention.

One method for practicing the present invention includes
packaging at least a subset ofdata to be communicated to an
entity on a network into a data unit. That data unit is sent to
a Domain Name Router or other similar entity. Information
representing the domain name of the destination is extracted
from the data unit and used to determine a local address for
the destination. Once a local address is determined, the data
unit is sent to that local address.

The data unit can be formed by receiving a first set ofdata
and a domain name. A field (or other subset) is created,
which includes a first set of information representing the
domain name. The field is appended to the first set of data
to create the data unit. The data unit is sent to the Domain
Name Router. The data unit could be an [1’ packet, a TCP
segment, or any other data unit suitable for use with the
present invention as long as the domain name can be reliably
extracted from the data, In one embodiment, the information
used to represent the domain name could include an
encrypted version of the domain name, an encoded version
of the domain name, a compressed version of the domain
name, etc.

In one embodiment, the data unit sent to the Domain
Name Router includes a global IP address for the Domain
Name Router. After translating the domain name to a local
address, the Domain Name Router will replace the global

. address for the Domain Name Router with the local address
of the destination. The step of replacing the global address
with the local address can include adjusting any appropriate
checksums or any other necessary fields in the data unit.

The Domain Name Router can be implemented using
software stored on a processor readable storage medium and
run on a computer or a router. Alternatively, the Domain
Name Router can be specific hardware designed to carry out
the methods described herein.

These and other objects and advantages of the invention
will appear more clearly from the following detailed
description in which the preferred embodiment of the inven-
tion has been set forth in conjunction with the drawings.
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BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a symbolic diagram showing the layers of theTCP/IP Reference Model.

FIG. 2 shows the lntemet Protocol (IP) header.
FIG. 3 shows the Transmission Control Protocol (TCP)header.

FIG. 4shows the nesting ofsegments,packets and frames.
FIG. 5 is a block diagram of two stub networks connected

to the Internet.

FIG. 6 is a simplified block diagram of one cxemplar
hardware platform for implementing a Domain NameRouter.

FIG. 7 is a flow chart describing the steps used by an
application process to send data according to the presentinvention.

FIG. 8 is a flow chart describing the steps used by a
transport layer process to send data according to the presentinvention.

FIG. 9 is a flow chart describing the steps used by a
network layer process to send data according to the presentinvention.

FIG. 10 is a flow chart describing the steps performed bya Domain Name Router.

FIG. 11 is a flow chart describing the translation step ofFIG. 10.

DETAILED DESCle0N

FIG. 1 shows the TCP/IP reference model for designing
and building a network. The model includes four layers:
Physical and Data Link Layer 12. Network Layer 14,
Transport Layer 16, and Application Layer 18. The physical
layer portion of Physical and Data Link Layer 12 is con-
cerncd with transmitting raw hits over a communication
channel. The design isues include ensuring that when one
side sends a 1 bit it is received by the other side as a 1 bit,
not as a 0 bit. Typical questions addrcssed are how many
volts should be used to represent a 1 bit, how many volts to
represent a 0 bit, how many microseconds a bit lasts,
whether transmissions may proceed simultaneously in both
directions, how the initial connection is established, how it
is torn down when both sides are finished, and how many
pins the network connector has. The data link portion of
Physical and Data Link Layer 12 takes the raw transmission
facility and transforms it into a line that appears to be
relatively free of transmission errors. It accomplishes this
task by having the sender break the input data up into
frames, transmit the frames and process the acknowledg~
ment frames sent back by the receiver.

Network Layer 14 permits a host to inject packets into a
network and have them travel independently to the destina—
tion. The protocol used for NeMork Layer 14 on the lntemet
is called the lntemet Protocol (1?).

Transport Layer 16 is designed to allow peer entities on
the source and destination to carry on a “conversation.” On
the Internet, two end-to~end protocols are used. The first
one, the Transmission Control Protocol (TCP), is a reliable
connection—oriented protocol that allows a byte stream origiv
nating on one machine to be delivered without error to
another machine on the lntemet. It fragments the incoming
byte stream into discrete packets and pages each one to
Network Layer 14. At the destination, the receiving TCP
process reassembles the received packets into the output
stream. TCP also handls flow control to make sure a fast
sender cannot swamp a slow receiVer with more packets
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than it can handle. The second protocol used in Transport
Layer 16 on the Internet, User Datagram Protocol (UDP), is
an unreliable connectionless protocol for applications that
do not want TCP sequencing or flow control. UDP is used
for oneshot, client server type requests-reply queries for
applications in which prompt delivery is more important
than accurate delivery. Transport Layer 16 is shown as being
above Network Layer 14 to indicate that Network Layer 14
provides a service to Transport Layer 16. Similarly, Trans-
port Layer 16 is shown below Application Layer 18 to
indicate that Transport Layer 16 provides a service to
Application Layer 18.

Application Layer 18 contains the high level protocols,
for example, Telnet, File Transfer Protocol (FTP), Electronic
Mail—Simple Mail Transfer Protocol (SM'I‘P), and Hyper-
Text Transfer Protocol (HTTP).

The following discussion describes the netWork and trans‘
port layers in more detail. The main function of Network
Layer 14 is routing packets from a source entity to a
destination entity. In most subnets, packets will require
multiple hops to make the journey. The Network Layer
software uses one or more routing methods for deciding
which output line an incoming packet should be transmitted
on. There are many routing methods that are well known in
the an. that can be used in a network layer. For purposes of
this patent, no specific routing method is required. Any
suitable routing method known in the art will sufiice. Some
examples of known routing methods include shortest path
routing, flooding, flow based routing, distance vector
routing, link state routing, hierarchical routing, routing for
mobile hosts, broadcast routing and multicast routing.
Within a network on the Internet, a suitable routing method
may also be based on the Distance Vector Protocol or its
successor the Open Shortest Path First (OSPF) protocol.
Between networks on the Internet, the Border Gateway
Protocol (BGP) can be used.

Communication in the lntemet works as follows. Trans—
port Layer 16 breaks up a stream of data from Application
Layer 18 into a number of segments. Network Layer 14,
using the Internet Protocol, transports the segments in one or
more IP packets from source to destination, without regard
to whether these machines or entities are on the same
network. Each segment can be fragmented into small units
as it is transported. When all of the fragments finally get to
the destination machine, they are reassembled by Network
Layer 14 into the original segment. This segment is then
handed to the Transport Layer 16, which inserts itinto the
receiving process’ (Application Layer 18) input stream.

An IP packet consists of a header and a data portion. Theformat of an IP header is shown in FIG. 2. FIG. 2 shows srx

rows making up the header. Each row is 32 bits wide. The
first five rows of the header comprise a 20 byte fixed portion
of the header. The last row of the header provides a variable
sized Options section 22. Version field 24 keeps track of
which version of the protocol the packet belongs to. The
current version used on the Internet is version 4. ll-IL field
26 describes the length of the header in 32 bit words. Type
field 28 indicates the type of service requested. Various
combinations of reliability and speed are possible. Length
field 30 includes the size of the packet, including both the
header and the data. Identification field 32 is needed to allow
the destination host to determine which segment the
received fragment belongs to. All fragments of a segment
contain the same identification value. Next comes three
flags, which include an unused bit 33 and then two 1 bll
fields 34 and 36. In one embodiment of the present
invention, the unused bit 33 is used to indicate that the
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source of the packet uses a domain name for unique iden-
tification on the lntemet instead of using a globally unique
IP address. DF field 34 stands for don’t fragment. It is an
order to the routers not to fragment the segment because the
destination is incapable of putting the pieces back together
again. MF field 36 stands for more fragments. All fragments
except for the last one have this bit set. Fragment ofl'set field
38 indicates where in the current segment this fragment
belongs. Time to Live field 40 is used to limit packet
lifetime. It is supposed to count time in seconds, allowing a
maximum life time of 255 seconds. In practice, it may count
hops. The time is decremented on each hop by a router.
When the time to live hits 0, the packet is discarded and a
warning is sent back to the source using an lntemet Control
Memaging Protocol (ICMP) packet. This feature prevents
packets from wandering around forever. Protocol Field 42
indicates which traumort layer type is to receive the seg—
ment. TCP is one possibility, UDP is another. The present
invention is not limited to any particular protocol. Check-
sum field “verifies the header. One method for implement.—
ing a checksum is to add up all 16 bit half words as they
arrive and take the ones compliment of the result. Note that
fine checksum must be recomputed at each hop because the
Time to Live field 40 changes. Source field 46 indicates the
IP address for the source of the packet and destination field
48 indicates the IP address for the destination of the packet.

Options field 22 is a variable Ienglh field designed to hold
other information. Currently, options used on the lntemet
indicate security, suggested routing path, previous routing
path and time stamps, among other things. In one embodi-
ment of the present invention, is contemplated that the
source and destination ’5 domain names are added to Options
field 22. In one alternative, the actual full ACSII strings can
be added directly into the options field, first listing the
source’s domain name and followed by the destination’s
domain name (or vice versa). In other alternativas, the two
domain names can be encoded, compressed, encrypted or
otherwise altered to provide more efficient use of storage
space, security or compatibility. In embodiments where the
domain name is encoded, encrypted, compressed, etc., the
information stored is said to represent the domain name.
That is, an entity can read that information and extract (or
identify) the domain name from that information. That
extraction or identification can be by unencoding, decoding,
decompressing, unencrypting, etc.

In another embodiment, the domain names of the source,
destination or both are added to the end of the data portion
(e.g. data field 108 of FIG. 4) of a packet as a trailer. In this
case, Length field 30 needs to account for the extra bytes
added at the end of the data field. Legacy routers can treat
this trailer as an integral part of the data field and ignore it.

Network Layer 14 is comprised of a number ofprocesses
running on the source, destination and, possibly, one or more
routers. The proce$(es) implementing the Network Layer
on the source or destination machines can be in the operating
system kernel, in a separate user process, in a Iibra
package, in a network application, on a network interface
card or in other suitable configurations.

The network entity, the process implementing the network
layer, receives a segment from the transport layer process.
The network entity appends a header to the segment to form
a packet. The packet is sent to a router on a network or the
Internet. Each router has a table listing IP addresses for a
number of distant networks and IP addresses for hosts in the
network closest to the router. When an IP packet arrives its
destination address is looked up in the routing table. If’the
packet is for a distant network, it is forwarded to the next
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router listed in the table. If the distant network is not present
in the router’s tables, the packet is forwarded to a default
router with more extensive tables. If the packet is for a local
host (cg. on the router‘s Local Area Network (LAN)), it is
sent directly to the destination.

Although every machine in the Internet has an IP address,
these addresses alone cannot be used for sending packets
because the data link layer does not understand Internet
addresses. Most hosts are attached to a IAN by an interface
board that only understands LAN addresses. For example,
every Ethernet board comes equipped with a 48 bit Ethemet
address. Manufacturers of Ethernet boards request a block of
addresses from a central authority to ensure that no two
boards have the same address. The boards send and receive
frames based on a 48 bit Ethernet address. For one entity to
transmit data to another entity on the same LAN using an
Ethernet address, the entity can use the Address Resolution
Protocol (ARP). This protocol includes the sender broad-
casting a packet onto the Ethernet asking who owns the
particular IP address in question. That packet will arrive at
every machine on the Ethernet and each machine will check
its IP address. The machine that owns the particular IP
address will respond with its Ethernet address. The sending
machine now has the Ethernet address for sending data
directly to the destination on the LAN.At this point, the Data
Link Layer 12 on the sender builds an Ethernet frame
addressed to the destination, puts the packet into the payload
field of the frame and dumps the frame onto the Ethernet.
The Ethernet board on the destination receives the frame,
recognizes it is a frame for itself, and extracts the IP packetfrom the frame.

The goal of Transport Layer 16 is to provide eflicient and
reliable service to its users (processes in Application Layer
18). To achieve this goal, Transport Layer 16 makes use of
the services provided in Network Layer 14. The one or more
processes that implement the transport layer are called the
transport entity. 'lhe tramport entity can be in the operating
system kernel. in a separate user process, in a library
package, in network applications or on the network interface
card. Typically, executable software implementing a trans-
port entity or a network entity would be stored on a
processor readable storage medium (e.g. a hard disk,
CDAROM, floppy disk, tape, memory, etc.).

The transport layer improves the quality of service of the
network layer. For example, if a transport entity is informed
halfway through a long transmission that its network con—
nection has been abruptly terminated, it can set up a new
network connection to the remote transport entity. Using this
new network connection, the transport entity can send a
query to the destination asking which data arrived and which
did not, and then pick up from where it left ofl'. In essence,
the existence of Transport Layer 16 makes it possflnle for a
transport service to be more reliable than the underlying
network service. Lost data can be detected and compensated
for by the Transport Layer 16. Furthermore, transport ser-
vice primitives can be designed to be independent of the
network service primitives, which may vary considerably
from network to network.

TCP was specifically designed to provide a reliable end-
to-end byte stream over an unreliable internetwork. An
internetwork differs from a single network because different
pans may have difierent topologies, bandwidths, delays,
packet sizes and other parameters. Each machine supporting
TCP has a TCP entity. A TCP entity accepts user data
streams from local processes (application layer). breaks
them up into pieces and sends each piece as a separate
segment to the network entity. When segments arrive at a
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machine they are given to the TCP entity, which reconstructs
the original byte stream. The IP layer gives no guarantee that
segments will be delivered pr0perly, so it is up to the TCP
entity to time out and retransmit them as need be. Segments
that do arrive may do so in the wrong order. It is also up to
the TCP entity to reassemble them into messages in the
proper sequence. In short, TCP must furnish the reliability
that most users want and that the Internet Protocol does not
provide.

TCP service is obtained by having both the sender and
receiver create endpoints called sockets. Each socket has a
socket number (or address) consisting of the IP address of
the host and a 16 bit number local to that host called a port.
To obtain TCP service, a connection must be explicitly
established between a socket on the sending machine and a
socket on the receiving machine. Port numbers below 256
are called well known ports and are reserved for standard
services. For example, any process wishing to establish a
connection to a host to transfer a file using FI‘P can connect
to the destination host port 21. Similarly, to establish a
remote log~in session using Telnet, port 23 is used.

When an application wishes to set up a connection to a
remote application process, the application process issues a
connect primitive requesting that the transport layer set up a
connection between two sockets. If the connect succeeds,
the process returns a TCP reference number used to identify
the connection on subsequent calls. After the connection is
established, the application process can issue a send com-
mand and pass the TCP reference number with the data (or
pointer to data) for sending to the destination. The present
invention also requires that when the application issues its
connect command, in addition to sending the two socket
addresses the application also provides the transport entity
with the domain name for the destination. In addition, the
operating system or the application should make the domain
name of the source available to the connect command. One
alternative to accomplish this is to have the operating system
retrieve the domain name from the DNR or from a local
DNS server through a reverse DNS IP lockup. The source’s
domain name can be retrieved at start—up time of a node and
be made available to the network layer. Another alternative
is to have the application provide the domain name of the
source either directly or through a reverse DNS 1? lookup.
These domain names will be amociated with the TCP
reference number. Alternatively, the domain names can be
passed to the transport layer each time a request to send datais made.

When receiving a request to send data, the TCP entity
builds a data unit called a segment. The TCPentity interfaces
with the network entity by requesting the network entity to
either send a packet or receive a packet. Arequest to send a
packet can include up to seven parameters. The first pa ram-
eter will be a connection identifier. The second parameter is
a flag indicating more data is coming. The third parameter
indicatm the packet type. The fourth parameter is a pointer
to the actual data to be transmitted (i.e. the segment). The
fifth parameter indicates the number of bytes in the segment.
The sixth parameter is the source's domain name. The
seventh parameter is the destination’s domain name.

The segment that is created by the TCP entity and passed
to the 1P entity includes a header section and a data section.
FIG. 3 shows a layout of the TCP header. The header
consists of a fixed format 20 byte header followed by a
variable length Options field 80. The entire header is
appended to the data to comprise a segment. ln FIG. 3, each
of the first five rows represent 32 bits. The option field 80
can be one or more 32 bit words. Source field 62 indicates
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the source’s port. Destination field 64 identifies the desti~
nation’s port. Sequence number field 66 and acknowledge
number field 68 are used [or tracking the sequence of
segments exchanged between the sender and the receiver.
Header length field '70 indicates the number of 32 bit words
contained in the TCP header. Header length field 70 is
followed by six one bit flags '72. The first flag indicates the
presence of urgent data. The second flag indicates that the
acknowledgment number 68 is valid, The third flag indicates
that the data is PUSHed data (data that should be sent
immediately). The fourth flag is used to reset a connection.
The fifth flag is used to establish connections and the sixth
flag is used to release a connection. Window size field 74
indicates the maximum numbEr of bytes that can be sent
without waiting for an acknowledgment. Checksum field 76
provides a checksum for the header, the data and a concep—
tual pseudo header. The pseudo header includes a 32 bit I?
address of the source, a 32 bit IP addrem of the destination,
the protocol number for TCP and the byte count for the TCP
segment (including the header).

Option field 80 was designed to provide a way to add
extra facilities not covered by the regular header. In some
instances, the option field is used to allow a host to specify
the maximum TCP payload it is willing to accept. In one
embodiment of the present invention, the source’s domain
name and/or destination’s domain name are stored in
Options Field 80. In another embodiment, the source’s
and/or destination’s domain name are stored in the data
portion (see data portion 102 of FIG. 4) ofthe TCP segment.

The TCP/IP reference model also supports the connec-
tionless transport protocol, UDP. UDP provides a way for
applications to send encapsulated raw 1? packets and send
them without having to establish a connection. A UDP
segment consists of an 8 byte header followed by the data.
The head includes the source port, destination port, the
length of the header and data, and a checksum.

FIG. 4 shows the relationship between segments, packets
and frames. When an application issues a request to send
data, TCI’ breaks up the data into segments. The segment
includes a header 104 and a payload (data portion) 102. The
segment is passed to the IP entity (network layer entity). The
IP entity incorporates the segment into the data portion 108
(IP payload) and appends a header 110 to that data portion
to form a packet. Thus, the payload for an IP packet includes
the TCPsegtnent. The IP packet is then given to the data link
layer 12 which takes the packet and appends a header 114 to
the packet to create a frame, Thus, the IP packet is the
payload 112 for the frame.

The present invention provides for a Domain Name
Router (DNR) that uses domain names to route data sent to
a destination on a network. The IP address space is divided
into global addresses and local address. Global addresses are
unique addresses that should only be used by one entity
having access to the Internet. LDCaI addresses are used for
entities not having direct access to the Internet. Since local
addresscs are not generally used on the Internet, many
private networks can have entities using the same local
address. To avoid collisions, no entity should use a local
address on the lntemet.

Rather than use the entire set of global addresses for a
Class A, B or C network, each corporate entity or network
can be assigned one or a small number of global address to
be used by the DNR. Each of the hosts on the network can
be assigned a local address. The same local addresses can be
used by many different networks. When a source entity
sends data to a destination entity with a local address, the
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10
data is sent to the global address for the dcstinalion’s
network. The source entity embeds the destination’s domain
name and its own domain name somewhere inside the data.
Since the DNR for the destination’s network is assigned the
global address [or the destination’s network, the DNR
receives the data. The DNR extracts the destination's
domain name from the data, translates that domain name to
a local address and sends the data to the destination. Note
that the source entity could have either a local address or a
global address and still be able to utilize the present inven—hon.

FIG. 5 shows two LANs 120 and 122 connected to
Internet 140. LAN 120 includes three hosts 132, 134 and 136
connected to each other and to DNR 138. DNR 138 is also
connected to lntemet 140. Network 122 includes three hosts
150, 152 and 154 connected to each other and to router 156.
Router 156 is also connected to Internet 140. DNR 138 is
able to route IP packets received from the Internet to a local
host (132, 134, 136) by using the domain name in accor—
dance with the present invention. In one embodiment, router
156 is also a DNR; however, router 156 need not be a DNR.

FIG. 6 shows one example of a hardware architecture for
a DNR. The DNR includes a processor 202, a memory 204,
a mass storage device 206, a portable storage device 208, a
first network interface 210, a second network interface 212
and I/O devices 214. Processor 202 can be a Pentium
Processor or any other suitable processor. The choice of
processor is not critical as long as a suitable processor with
sufficient speed and power is chosen. Memory 204 could be
any conventional computer memory. Mass storage device
206 could include a hard drive, CD—ROM or any other mass
storage device. Portable storage 208 could include a floppy
disk drive or other portable storage device. The DNR
includes two network interfaces. In other embodiments, the
DNR could include more than two network interfaces. The
network interfaces can include network cards for connecting
to an Ethernet or other type of LAN. In addition, one or more
of the network interfaces can include or be connected to a
firewall. Typically, one of the network interfaces will be
connected to the Internet and the other network interface
Will be connected to a LAN. I/O devices 214 can include one
or more of the following: keyboard, mouse, monitor, front
panel, LED display, etc. Any software used to perform the
routing methods and/or the methods of FIGS. 10 and 11 are
likely to be stored in mass storage 206 (or any form of
non-volatile memory), a portable storage media (e.g. floppy
disk or tape) and, at some point, in memory 204. The above
described hardware architecture isjust one suitable example
depicted in a generalized and simplified form. The DNR
could include software running on a computer, dedicated
hardWare, a dedicated router with software to implement the
domain name routing or other software and/or hardware
architectures that are suitable.

In one embodiment, the domain name routing is done at
the network layer. Thus, the domain names are inserted into
Options field 22 of an IP header. Other embodiments can
place the domain names in other portions of an IP packet,
including the data portion (such as a trailer to the data). In
other alternatives, the domain name can be stored in the
options field 80 ofa TCP segment, the data portion of a TCP
segment, other fielck ofthe TCP segment, data sent from the
application layer, or in another data unit. If the domain
names are inSCI'ICd in Options field 22, it is not necessary to
place ”3511} in Options field 80. Similarly, if the domain
names are Inserted in Options field 80, it is not necessary that
they appear in Options field 22. However, in one
embodiment, i1 may b5 simpler to place the domain names
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in multiple data units (eg. both options fields). The point isthat the domain names must be somewhere inside an IP
packet, whether it is in the payload (or a trailer) or theheader.

FIGS. 7~10 are flow charts which describe the process for
sending data according to the present invention. It is
assumed that a message is being sent from host 150 to host
132. In this example, it is assumed that host 132 has a local
address and host 150 has a global address. For example
purposes, it is assumed that host 150 and 132 are computers.
Alternatively, host 1.50 and 152 can be other electronic
devices that can communicate on the Internet.

FIG. 7 describes an application layer process predomi-
nantly run on host 150. In step 302, host 130 resolves the
domain name. The user wants to send data to another
process. The user provides the domain name of the desti-
nation. A resolver process converts the domain name to an
IP address.

Every domain, whether it is a single host or a top level
domain, has a set of resource records associated with it. For
a single host, the most common resource record is its IP
address. When a resolver process gives a domain name to the
domain name system, it gets back the resource records
a$ociated with that domain name.

A resource record has five fields: domain name, time to
live, class, type and value. The time to live field gives an
indication of how stable the record is. Information that is
highly stable is asigned a large value such as the number of
seconds in a day. The third field is the class. For the Internet
the class is IN. The fourth field tells the type of resource
record. One domain may have many resource records. There
are at least eight types of resource records that are important
to this discussion: SOA, A, MX, NS, CNAME, PTR,
HINFO, and TX'I". The value field for an SOA record
provides the name of the primary source of information
about the name server zone, e—mail address of its
administrator, a unique serial number and various flags and
time outs in the value field. The value field for an A record
holds a 32 bit IP address for the host. The value field for the

MX record holds the domain name of the entity willing to
accept e-mail for that particular domain name. The NS
record specifies name servers. The CNAME record allows
aliases to be created in the value field. A PTR record just
points to another name in the value field, which allows look
up of an IP address for a particular domain name. The value
field of the HINFO record indicates the type of machine and
operating system that the domain name correSponds to. An
example of resource records for a host is found below in
Table 1.

TABLE 1 

Domain Name Time to Live Class Type \hlueW
satum.tu:.corn 86400 rN HtN F0 Sun unix
Snmrn.tlc,com 86400 [N A 18853.7(“
samm.ttr:.com 86400 IN MX marsttccom 

Table 1 includes three resource records for an entity with
a domain name of saturn.ttc.com. The first resource record
indicates a time to live of 86,400 seconds (one day). The
type of record is HIN'FO and the value indicates that the
entity is a Sun workstation running the UNIX operating
system. The second line is a resource record of typeA, which
indicates that the IP address for saturn.ttc.com is
198.68.70.1. The third line indicates that e-mail for Saturn—
.ttc.com should be sent to mars.ttc.com. It is likely that there
will be a DNS record, which indicates the IP address for
mars.ttc.com.
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The DNS name space is divided into nonoverlapping
zones. Each zone is some part of the Internet space and
contains name sewers holding the authoritative information
about that zone. Normally, a zone will have one primary
name server and one or more secondary name sewers which
get their information from the primary name server. When a
resolver process has a query about a domain name, it passes
the query to one of the local name servers. If the host being
sought falls under the jurisdiction of that name server, then
that domain name server returns the authoritative resource
record. An authoritative record is one that comes from the
authority that manages the record. If, however, the host is
remote and no information about the requested host is
available locally, the name server sends a query message to
the top level name server for the host requested. The top
level name server will then provide the resource records to
the local name server which may cache the information and
forwarded it to the original resolver process. Since the
cached information in the local name server is not the
authoritative record, the time to live field is used to deter-
mine how long to use that information.

In one embodiment, DNR 130 serves as the authority
DNS server for the hosts on LAN 120. Thus, DNR 130
would store resource records for host 132. One of the
resource records for host 132 Would be a type A record
correlating the global address of DNR 130 with the domain
name for host 132. ’

Looking back at FIG. 7, after the domain name has been
resolved the application process is in possession of the IP
address for its desired destination. In step 304, the applica—
tion process requests the transport layer (cg. TCP) to
establish a connection. A socket must have been set up in
both the source and destination. The application process
submits the source’s socket, the destination’s socket, the
source’s domain name and the destination ’5 domain name to
the transport layer. In step 306, the application requests that
the transport layer send data. In step 308, the application
process may request that the transport layer receive data
(optional), In step 310, the connection between the source
and destination is closed.

FIG. 8 explains how the transport layer of host 150 sends
the data in conjunction with the request by the Application
layer in the steps of FIG. 7. In step 350, the transport layer
(e.g. TCP) receives the connection request from the appli-
cation layer. In step 352, the transport layer establishes a
connection between the source socket and destination

socket. In one embodiment, the connection request includes
the domain names of the destination and the source.

Alternatively, the domain names can be passed during step
354. In step 354, the transport layer receives from the
application layer the data to be sent to the destination socket.
Step 354 can include actually receiving data or a pointer to
data. The data received can be broken up into one or more
segments and each of the segments will be sent separately.
In step 356, one or more segments are created. Creating the
segments includes the step of creating a header (step 358),
adding the source’s domain name and the destination's
domain name to the header or data portion (step 360), and
appending the header to the data (step 362). If the domain
names are to be added to the IP packet and not to the TCP
segment, then step 360 is skipped. After the segment is
created, the transport layer sends the segments in step 370.
Sending a segment includes passing the segment to the
network layer.

FIG. 9 describes the steps taken by the network layer on
host 150 to send data in response to the steps of FIG. 3. In
step 400, the network layer receives a segment and a request
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to send a packet on the Internet (or other network). As
discussed above, the request to send a packet passes the
source and destination domain names. Alternatively, the
domain names can be embedded in the data. In step 402, a
packet is created. The step of creating the packet includes
creating the header (step 404), adding the domain names of
the source and destination to the header or data portion (step
406) and appending the header to the data (step 403). If the
domain name is to be added as part of the TCP segment and
not part of the IP packet, step 406 can be skipped. After the
packet is created in step 402, the network layer routes the
packet in step 410. The packet is routed from host 150,
through router 156, through Internet 140 and to DNR 138.
The IP packets routed include the destination IP address of
DNR 138 and the source IP address of host 150, both of
which are global addresses. The IP packet also includes the
domain name of hosts 132 and 150. In one embodiment, the
IP packet would not include the source’s domain name. Note
that the steps of FIG. 9 can be repeated for each segment.

In one embodiment, host 150 has a local address and
router 156 is a DNR. When an IP packet sent from host 150
is received at router 156, the local address of host 150 is
replaced by the global address of router 156.

FIG. 10 describes the steps performed by DNR 138 when
it receives the IP packet from host 150. In step 502, DNR
138 receives the 1? packet. In step 504, DNR-138 identifies
the destination’s domain name from the packet. Identifying
the domain name could include looking for the domain name
in the header, data portion or other location in an IP packet,
TCP segment, application data, etc. Identifying the domain
name may include reading an ASCII string. Alternatively, if
the domain names are compressed, encrypted, encoded, etc.,
then DNR 148 would need to decode, decompress,
unencrypt, etc. In step 506, DNR 138 translates the desti—
nation domain name to a local address and in step 508 the
packet is routed to the destination with the local address.

FIG. 11 describes one exemplar embodiment for perform~
ing the step of translating the destination domain name to a
local address (step 506 of FIG. 10). Other suitable methods
of translating a domain name can also be used. Translating
a domain name can include less than all of the steps of FIG.
11. In step 512, DNR 138 looks up the domain name in a
DNR table stored in its memory or other storage device. The
DNR table includes domain names and corresponding local
addresses. In one embodiment, the DNR table could also
include Ethernet addresses. It is also possible that the local
network includes multiple DNRs, forming a tree. Thus, the
entry in the DNR table for a particular domain name could
be just an address for another DNR. The packet would then
be sent to another DNR, and the second DNR that would
then use the domain name to find the final (or next) local
address to the destination or another DNR, etc. The DNR
table can be set up manually by the administrator for the
network or may be set up automatically through embedded
software, firmware or hardware.

In step 514, the DNR determines whether a record for the
domain name was found. If no record was found, then an
error message is sent back to host 150 in step 516.1fa record
is found, the global address for DNR 138 in the [1’ packet is
replaced with the local address in the table. In step 520, the
checksum for the IP header is adjusted if necessary. Since
the destination IP address has changed in the header, the
checlmum may need to be adjusted accordingly. If the
application incorporates information used by the IP packet
into its data payload, such application packets may need to
be adjusted as a result of the change in destination IPaddress.
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When a packet is received by a host, the Network Layer
passes the source and destination domain names to the
Transport Layer (at least once for each connection). The
Transport Layer may pass the source and destination domain
names to the Application Layer. Any of the layers can use the
source’s domain name to send a reply.

Although FIG. 5 shows DNR 138 connected to and
located between the LAN and the Internet, DNR 138 could
also be located inside the LAN. The present invention can be
used with network paradigms other than the TCP/IP refer—
ence model and/or the Internet.

The foregoing detailed description of the invention has
been presented for purposes of illustration and description.
It is not intended to be exhaustive or to limit the invention
to the precise form disclosed, and obviously many modifi—
cations and variations are possible in light of the above
teaching. The described embodiments were chosen in order
to best explain the principles of the invention and its
practical application to thereby enable others skilled in the
art to best utilize the invention in various embodiments and
with various modifications as are suited to the particular use
contemplated. It is intended that the scope of the invention
be defined by the claims appended hereto.I claim:

1. Amethod for communicating data, comprising the stepsof:

receiving a data unit, said data unit includes a destination
address and a first set ofinformation representing a first
domain name, said destination address corresponds to
each entity in a set of two or more entities, said domain
name corresponds to a first entity in said set of entities;

translating said first domain name to a first address, said
first address corresponds to said first entity and does not
correspond to any other entity in said set of entities; and

sending said data unit to said first entity using said firstaddress.

2. A method according to claim 1, wherein:
said first set of information includes said first domain

name.

3. A method according to claim 1, wherein:
said first set of information includes said first domain

name and a second domain name, said second domain
name is associated with a source of said data unit.

4. A method according to claim 1, wherein:
said first set of information includes a compressed form ofsaid first domain name.

5. A method according to claim 1, wherein:
said first set of information includes an encoded form of

said first domain name.

6. A method according to claim 1, wherein:
said first set of information includes an encrypted form ofsaid first domain name.

7. A method according to claim 1, wherein:
said data unit includes a TCP segment.
8. A method according to claim 1, wherein:
said data unit includes an 1? packet.
9. A method according to claim 8, wherein:
said IF packet includes a header; and
said first set of information is stored in said header.
10. A method according to claim 9, wherein:
said header includes an options field; and
said first set of information is stored in said options field.
11. A method according to claim 8, wherein:
said IF packet includes a header; and
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said header includes a flag indicating use of domain name
routing.

12. A method according to claim 8, wherein:

said IF packet includes a header portion and data portion;and

said first set of information is stored in said'data portion.
13. Amethod according to claim I, wherein:
said step of translating includes finding a record in a table

associated with said first domain name, said record in
said table includes said first addres; and

said steps of receiving, translating and sending are per—
formed by a router.

14. A method according to claim 1, wherein:
said step of sending includes sending said data unit to arouter.

15. A method according to claim 1, wherein:
said step of sending includes routing said data unit to said

first entity.
16. A method according to claim 1, wherein:
said destination address is a global address; and
said first address is a local address.

17. A method according to claim 16, further comprising
the step of:

replacing said global address in said data unit with said
local address, said step of replacing being performed
after said step of translating.

18. A method according to claim 17, wherein:
said data unit includes a checksum; and

said method for routing data further comprises the step of
adjusting said checksum in said data unit, said step of
adjusting said checksum being performed after said
step of replacing said global address.

19. A method according to claim 1, further including the
step of:

acting as an authority domain name server for a
destination, said destination being associated with said
first address.

20. A method according to claim 1, wherein:
said step of receiving is performed by a second entity said

second entity, corresponds to said destination address.
21. A processor readable storage medium having proces—

sor readable code embodied on said processor readable
storage medium, said processor readable code for program’
ming a processor to perform a method comprising the steps
of:

receiving a data unit, said data unit includes a destination
address and a first set of information representing a first
domain name, said destination address corresponds to
each entity in a set oftwo or more entities, said domain
name corresponds to a first entity in said set of entities;

translating said first domain name to a first address, said
first address corresponds to said first entity and does not
correspond to any other entity in said set of entities; and

routing said data unit toward said first entity using said
first address.

22. A processor readable storage medium according to
claim 21, wherein:

said data unit is a TCP segment;
said TCP segment includes a header; and
said first set of information is stored in said header.

2.3. A processor readable storage medium according to
claim 21, wherein:

said data unit is an IP packet;
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said 1? packet includes a data portion and a header
portion; and

said first set of information is stored in said data portion.
24. A processor readable storage medium according to

claim 21, wherein:

said data unit is an IP packet;
said 1P packet includes a header;
said header includes an options field; and
said first set of information is stored in said options field.
25. A processor readable storage medium according to

claim 21, wherein:

said first set of information includes information repre—
senting a second domain name, said second domain
name associated with a source of said data unit.

26. A processor readable storage medium according to
claim 21, wherein:

said step of translating includes finding a record in a table
usociated with said first domain name, said record in
said table includes said first address.

27. A processor readable storage medium according to
claim 21, wherein:

said destination address is a global address; and
said first address is a loeal address.

28. A processor readable storage medium according to
claim 27, said method further comprises the step of:

replacing said global address in said data unit with said
local address, said step of replacing being performed
after said step of translating.

29. A processor readable storage medium according to
claim 28, wherein: .

said data unit includes a checksum; and
said method further comprises the step of adjusting said

checksum in said data unit, said step of adjusting said
checksum being performed after said step of replacing
said global address.

30. A method for communicating data, comprising the
steps of:

receiving a first set of data;
receiving a domain name associated with a destination;and

creating a data unit for use with a protocol below an
application layer, said step of creating a data unit
includes the steps of creating a header, appending said
header to said first set of data and adding a first set of
information representing said domain name to said data
unit, said header includes a destination address, said
domain name being different than said destination
addrem, said destination addrem corresponds to an
intermediate entity associated with a set of two or more
destination entities, said domain name corresponds to a
first entity in said set of destination entities.

31. A method according to claim 30, wherein:
said data unit is an lP packet.
32. A method according to claim 30, wherein:
said header is an IP header,
said IF header includes an option field; and
said first set of information is stored in said options field.
33. A method according to claim 30, further comprising

the step of:

sending said data unit to another entity.
34. A method according to claim 30, wherein:
said step of adding a first set of information adds said first

set of information as a trailer to said first set of data.
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35. A method according to claim 30, wherein:
said step of adding a first set of information is performed

prior to said step of appending said header to said firstset of data.

36. A method according to claim 30, further including the
steps of:

sending said data unit to said intermediate entity using
said destination address for delivery to said first entity,
said destination address is a global address;

receiving said data unit at said intermediate entity;
translating said domain name to a local address, said local

address corresponds to said first entity and does not
correspond to any other entity in said set of entities; and

sending said data unit to said first entity using said local
address.

37. A procesor readable storage medium having proces-
SUI readable code embodied on said processor readable
storage medium, said processor readable code for program-
ming a processor to perform a method comprising the steps
of:

receiving a first set of data;
receiving a domain name associated with a destination;and ‘

creating a data unit for use with a protocol below an
application layer, said step of creating a data unit
includes the steps of creating a header, appending said
header to said first set of data and adding a first set of
information representing said domain name to said data
unit, said header includes a destination address, said
domain name being different than said destination
address, said destination address corresponds to an
intermediate entity associated with a set of two or more
destination entities, said domain name corresponds to a
first entity in said wt of destination entities.

38. A promssor readable storage medium according to
claim 37, wherein:

said data unit is an IP packet.
39. A prooemor readable storage medium according to

claim 37, wherein:
said header is an IP header;
said 11’ header includes an options field; and
said first set of information is stored in said options field.
40. A processor readable storage medium according to

claim 37, wherein:
said data unit is an IP packet; and
said step of adding a first set oi information addssaid first

set of information as a trailer to said first set of data.

41. A processor readable storage medium according to
claim 37, further including the step of:

sending said data unit to a router using said destination
address for delivery to a destination host, said destina-
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tion address is a global address, said domain Baffle
corresponds to said destination host, said destinauon
host addressed by a local address.

42. An apparatus for communicating data, comprising:
a processor;
a first network interface in communication with Sald

procemor;
a second network interface in communication with Said

processor; and

a processor readable storage element in communication
with said processor, said processor readable 510mge
element storing processor readable code for program'
thing said procemor, said processor readable C0d°
oompnsmg:

first code for receiving a data unit at said first nelwork
interface, said data unit includes a global address 39"
a first set of information representing a first domatu
name, said global address corresponds to Sam
apparatus, said domain name corresponds to a film
entity in a set of entities not including said apparatus,

second code for translating said first domain name 10,3
local address, said local address corresponds to Sa‘ld
first entity and does not correspond to any other enttly
in said set of entities, and _
third code for sending said data unit to said first entity

using said second network interface and said 1063]address.

43. An apparatus according to claim 42, wherein:
said second network interface is an Ethernet interface-
44. An apparatus according to claim 42, wherein:
said processor readable storage element stores a ”bl?

said table includes a set of records, each record Of 531‘]
set of records includes a domain name and 3 local
address.

45. An apparatus according to claim 42, wherein:
said processor readable storage element stores a ”'31?

said table includes a set of records, each record Of 531d
set of records includes a domain name and a global
address.

46. An apparatus according to claim 42, wherein:
said data unit is an IP packet;
said 1? packet includes a header portion and a data

portion; and
said first set of information is stored in said data portion.
47. An apparatus according to claim 42, wherein:
said second oode replaces said global address in said data

unit with said local address.
48. An apparatus according to claim 47, wherein:
said data unit includes a checlcsum; and
said second code adjusts said checksum in said data unit»
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FIREWALL PROVIDING ENHANCED
NETWORK SECURITY AND USER

TRANSPARENCY

This is a continuation of patent application Ser. No. 5
08/733,361, filed Oct. 17, 1996, now US. Pat. No. 5,898,

_ 830, issued on Apr. 27, 1999, entitled, “Firewall Providing
Enhanced Network Security And User Transparency”,
invented by Wesinger, Jr. et al.

BACKGROUND OF THE INVENTION

1. Field of the [mention

The present invention relates to computer network secu-
rity and more particularly to firewalls, i.e., a combination of
computer hardware and software that selectively allows
“acceptable” computer transmissions to pass through it and
disallows other non-acceptable computer transmissions.

2. State of the Art

In the space of just a few years, the Interneubecause it
provides access to information, and the ability to publish
information, in revolutionary ways-has emerged from rela~
tive obscurity to international prominence. Whereas in gen~
eral an intemet is a network of networks, the lnternet is a
global collection of interconnected local, mid—level, and
wide-area networks that use the Internet Protocol (IP) as the
network layer protocol. W'hereas the lntemet embraces
many local“ and wide—area networks, a given local— or
wide»area network may or may not form part of the lntemeL
For purposes of the present specification, 3 “wide-area
network” (WAN) is a network that links at least two LANs
over a wide geographical area via one or more dedicated
connections. The public switched telephone network is an
example of a widevarea network. A “local—area network"
(LAN) is a network that takes advantage of the proximity of
computers to typically offer relatively eficient, higherspeed
communications than wide-area networks.

In addition, a network may use the same underlying
technologies as the Internet. Such a network is referred to
herein as an “Intranet,” an internal network based on Internet
standards. Because the Internet has become the most per~
vasive and successful open networking standard, basing
internal networks on the same standard is very attractive
economically. Corporate Intranets have become a strong
driving force in the marketplace of network products andsen/ices.

The present invention is directed primarily toward the
connection of an Intranet to the Internet and the connection
of intranets to other intranets, and any network connection
where security is an issue.

As the Internet and its underlying technologies have
become increasingly familiar, attention has become focused
on Internet security and computer network security in gen-
eral. With Unprecedented access to information has also
come unprecedented opportunities to gain unauthorized
acces to data, change data, destroy data, make unauthorized
use of computer resources, interfere with the intended use of
computer resources, etc. As experience has shown, the
frontier of cyberspace has its share of scofllaws, resulting in
increased efiorts to protect the data, resources, and reputa»
tions of those embracing intranets and the Internet. Firewalls
are intended to shield data and resources from the potential
ravages of computer network intruders. In essence, a firewall
functions as a mechanism which monitors and controls the
flow of data between two networks. All communications,
e.g., data packets, which flow between the networks in either
direction must pass through the firewall; otherwise, security
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is circumvented. The firewall selectively permits the com~
munications to pass from one network to the other, to
provide bidirectional security.

Ideally, a firewall would be able to prevent any and all
security breaches and attacks. Although absolute security is
indeed a goal to be sought after, due to many variables (e.g.,
physical intrusion into the physical plant) it may be ditIicult
to achieve. However, in many instances, it is of equal if not
greater importance to be alerted to an attack so that measures
may be taken to thwart the attack or render it harmless, and
to avoid future attacks of the same kind. Hence a firewall, in
addition to security, should provide timely information that
enables attacks to be detected.

Firewalls have typically relied on some combination of
two techniques atfording netWork protection: packet filter—
ing and proxy services.

Packet filtering is the action a firewall takes to selectively
control the flow of data to and from a network. Packet filters
allow or block packets, usually while routing them from one
network to another (often from the Internet to an internal
network, and vice versa). To accomplish packet filtering, a
network administrator establishes a set of rules that specify
what types of packets (e.g., those to or from a particular IP
address or port) are to be allowed to pass and what types are
to be blocked. Packet filtering may occur in a router, in a
bridge, or on an individual host computer.

Packet filters are typically configured in a “default permit
stance”; i.e., that which is not expressly prohibited is per-
mitted. In order for a packet filter to prohibit potentially
harmful traflic, it must know what the constituent packets of
that tralfic look like. However, it is virtually impossible to
catalogue all the various types of potentially harmful packets
and to distinguish them from benign packet traffic. The
filtering function required to do so is too complex. Hence,
while most packet filters may be effective in dealing with the

- most common types of network security threats, this math»
odology presents many chinks that an experienced hacker
may exploit. The level of security afl‘orded by packet
filtering, therefore, leaves much to be desired.

Recently, a further network security technique termed
“stateful inspection” has emerged. Stateful inspection pen-
forms packet filtering not on the basis of a single packet, but
on the basis of some historical window of packets on the
same port. Although stateful inspection may enhance the
level of security achievable using packet filtering, it is as yet
relatively unproven. Furthermore, although an historical
window of packets may enable the filter to more accurately
identify harmful packets, the filter must still know What it is
looking for. Building a filter with sufficient intelligence to
deal with the almost infinite variety of possible packets and
packet sequences is liable to prove an exceedingly dificulttask.

The other principal methodology used in present-day
firewalls is proxies. In order to describe prior-art proxy-
based firewalls, some further definitions are required. A
“node" is an entity that participates in network communi-
cations. A subnetwork is a portion of a network. or a
physically independent network, that may share network
addresses with omer portions of the network. An interme—
diate system Is a node that '5 connected to more than one
subnetwork and that has the role of forwarding data from
one subnetwork to the other (Le, a “router”).

A proxy is a program, running on an intermediate system,
that deals with servers (e.g,, Web servers, FTP sewers, etc.)
on behalf of clients. Clients, e.g. cemputer applications
which are attempting to communimle with a network that is
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protected by a firewall, send requests for connections to
proxy-based intermediate systems. Proxy-based intermedi-
ate systems relay approved client requests to target servers
and relay answers back to clients.

Proxies require either custom software (i.e., proxy-aware
applications) or custom user procedures in order to establish
a connection. Using custom soflware for proxying presents
several problems. Appropriate custom client software is
often available only for certain platforms, and the software
available for a particular platform may not be the software
that users prefer. Furthermore, using custom client software,
users must perform extra manual configuration to direct the
software to contact the proxy on the intermediate system.
With the custom precedure approach, the user tells the client
to connect to the proxy and then tells the proxy which host
to connect to. Typically, the user will first enter the name of
a firewall that. the user wishes to connect through. The
firewall will then prompt the user for the name of the remote
host the user wishes to connect to. Although this procedure
is relatively simple in the case of a connection that traverses
only a single firewall, as network systems grow in
complexity, a connection may traverse several firewalls.
Establishing a proxied connection in such a situation starts
to become a confusing maze, and a significant burden to the
user, since the user must know the route the connection is to
take.

Furthermore, since proxies must typically prompt the user
or the client software for a destination using a specific
protocol, they are protocol~specific. Separate proxies are
therefore required for each protocol that is to be used.

Another problematic aspect of conventional firewall
arrangements, from a security perSpective, is the common
practice of combining a firewall with other packages on the
same computing system. The firewall package itself may be
a combination of applications. For example, one WelLknown
firewall is a combination Web server and firewall. In other
cases, unrelated services may be hosted on the same com—
puting platform used for the firewall. Such services may
include e-mail, Web sewers, databases, etc. The provision of
applications in addition to the firewall on a computing
system prOVides a path through which a hacker can poten~
tially get around the security provided by the firewall.
Combining other applications on the same machine as a
firewall also has the result of allowing a greater number of
users access to the machine. The likelihood then increases
that a user will, dehberately or inadvertently, cause a secu-
rity breach.

There remains a need for a firewall that achieves both
maximum security and maximum user convenience, such
that the steps required to establish a connection are trans-
parent to the user. The present invention addresses this need.

SUMMARY OF THE INVENTION

The present invention, generally speaking, provides a
fireWaII that achieves maximum network security and maxi-
mum user convenience. The firewall employs “envoys" that
exhibit the security robustness of prior-art proxies and the
transparency and ease-ofvuse of prior-art packet filters, com-
bining the best of both worlds No traffic can pass through
the firewall unless the firewall has established an envoy for
that traffic. Both connection—oriented (e.g., TCP) and con-
nectionlms (e.g., UDP-based) services may be handled

. using envoys. Establishment of an envoy may be atbjected
to a myriad of tests to “qualify" the user, the requested
communication, or both. Therefore, a high level of security
may be achieved.

10

4

Security may be further enhanced using out—of—band
authentication. In this approach, a communication channel,
or medium, other than the one over which the network
communication is to take place, is used to trammit or convey
an access key. The key may be transmitted from a remote
location (e.g, using a pager or other transmission device) or
may be conveyed locally using a hardware token, for
example. To gain access, a hacker must have access to a
device (e.g., a pager, a token etc.) used to receive the
out-of—band information. Pager beepoback or similar authen-
tication techniques may be especially advantageous in that,
if a hacker attempts unauthorized access to a machine while
the authorized user is in possession of the device, the user
will be alerted by the device unexpectedly receiving the

. access key. The key is unique to each transmission, such that15
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even if a hacker is able to obtain it, it cannot be used at other
times or places or with respect to any other connection.

Using envoys, the added burden associated with priorvart
proxy systems is avoided so as to achieve full
transparencymthe user can use standard applications and
need not even know of the existence of the firewall. To
achieve full transparency, the firewall is configured as two
sets of virtual hosts. The firewall is, therefore, “multi~
horned,” each home being independently configurable. One
set of hosts responds to addresses on a first network interface
of the firewall.Another set of hosts responds to addresses on
a second network interface of the firewall. In accordance
with one aspect of the invention, programmable transpar—
ency is achieved by establishing DNS mappings between
remote hosts to be accessed through one of the network
interfaces and reSpective virtual hosts on that interface. In
accordance with another aspect of the invention, automatic
transparency may be achieved using code for dynamically
mapping remote hosts to virtual hosts in accordance with a
technique referred to herein as dynamic DNS, or DDNS.

The firewall may have more than two network interfaces,
each with its own set of virtual hosts. Multiple firewalls may
be used to isolate multiple network layers. The full trans-
parency attribute ’of a single firewall system remains
unchanged in a multi—layered system: a user may, if
authorized, access a remote host multiple network layers
removed, without knowing of the existence of any of the
multiple firewalls in the system.

Furthermore, the firewalls may be configured to also
transparently perform any of various kinds of channel
processing, including various types of encryption and
decryption, compression and decompression, etc. In this
way, virtual private networks may be established whereby
two remote machines communicate securely, regardless of
the degree of proximity or separation, in the same manner as
if the machines were on the same local area network.

The problem of lntemet address scarcity may also be
addressed using multielayer network systems of the type
described. Whereas addresses on both sides of a single

, firewall must be unique in order to avoid routing errors,55

65

network segments separated by multiple firewalls may reusethe same addresses.

BRIEF DESCRIPTION OF THE DRAMNG

The present invention may be further understood from the
following description in conjunction with the appended
drawing. In the drawing:

FIG._1 is a block diagram of a multi-layered computer
enterprise network in which the present invention may beused;

FIG. 2 is a block diagram of a network similar to the
network of FIG. 1 but in which a two-sided firewall has been
replaced by a three-sided firewall;
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FIG. 3 is a block diagram showing in greater detail a
special’purpose virtual host used for configuration of a
firewall;

FIG. 4 is a block diagram of a load—sharing firewall;
FIG. 5 is a block diagram of one embodiment of the

firewall of the present invention;

FIG. 6 is a block diagram illustrating the manner in which
the present firewall handles connection requests;

FIG. 7 is an example of a portion of the master configu-
ration file of FIG. 5;

FIG. 8 is a block diagram illustrating in greater detail the
structure of the present firewall; and

FIG. 9 is a block diagram of a combination firewall that
allows the bulk of the entire Internet address space to beused on both sides of the firewall.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

The following terms are used in the present specification
in accordance with the following definitions:

 

Concept/Feature Definition 

Mum-homing Multiple virtual hosts running on a
singinphysiql machine, using multiple
network addressu on a single network
interface. A virtual host assumes the
identity of one of multiple,
independently—configurable “homes" to
handle a particular connection at a
particular time.
The ability to establish in connection
through a firewall without requiringthat the user be aware of the firewall.
An intervening program that Functions
as a transparent applimtions gateway.
The use of prognmmable transparencyto achieve rud—to—end connection
across an arbitrary number of networks
that are connected by multiple multi
homing firewalls.
Code that provides a Web-like
interfirce, accessible remotely through
a secure port, for configuring afirewall.
A firewall having N network interfaces
and configured to provide multiplevirtual hosts for each interface.
In deciding whether to allow or
disallow a connection by a user, theuse of information communimted lo
the user through mean other than theduired connection.
Processing performed on data flowing
through a communications channel to
enhance same attrirute or the data,
such as security, reproduction quality,
content, etc.
An internal in which envoys
(intervening programs) are Iced to
perform encrypted communiationsfrom one man: network to another
thruufl a non-secure network.

Programmable transparency

Envoy

Multiwlayering

Configurator

N~dimensional firewall

Out~of.band authentication

Channel processing

Virtual private network

DDNS The dynamic assignment of networkaddresses to virtual hosts on a Lime‘
limited basis.

Load sharing The use of. DDNS to assign a network
address for a particular connection to a
virtual host on one of multiplemachim based on the load of the
machines.

10
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-continuedW

ConuthEeanrre DefinitionWWW
Addrem reuse The use or the same network address

within difi’erenl networks separated byfirewalls.
Programmable The use of envoys Err comedionles
Lranspnrency— (mg, UDP) communications in which n
connectionless time~out value is used to achieve the
protocol: equivalent of a connection.mm

The present firewall provides a choke point used to
control the flow of data between two networks. One of the
two networks may be the Internet, or both of the Mo

’ networks may be intranets—the nature and identity of the
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two networks is immaterial, The important point is that all
trafiic between the two networks must pass through a single,
narrow point of controlled access. Afirewall therefore brings
a great deal of leverage to bear on the problem of network
security, allowing security measures to be concentrated on
this controlled access point. To avoid possible security
compromises, the firewall should ideally run on a dedicated
computer, is. one which does not have any other user-
accssible programs running on it that could provide a path
via which communications could circumvent the firewall.

One environment in which firewalls are particularly desir—
able is in enterprise network systems, in which a number of
individual networks that may be respectively associated with
different departments or divisions of a company, for
example, are connected with one another. In such an
environment, firewalls can be employed to restrict access to
the individual networks. While not limited to this particular
situation, the present invention will be described hereinafter
in such a context, to facilitate an understanding of its
underlying principles.

Referring now to FIG. I; assume that the accounting
departments of two remote corporate sites are networked,
and that these two different accounting networlG are to be
connected via the Internet or a similar nonasec'ure, wide—area
network. For purposes of illustration, a first site 101 having
a first accounting network 103 might be located in
California, and a second site 151 having a second accounting
network 153 might be located in Japan. Within each site,
each accountng network may be part of a larger corporate
network (109, 159). Precautions are required to safeguard
sensitive accounting data such that it cannot be accessed
over the general corporate network. A first firewall (105,
155) is used for this purpose. The first firewall is interposed
between the accounting network and the general corporatenetwork.

A convenient way to place the two accounting networks
in communication with each other is through the Internet
120. which comprises another layer of a mtdti-layer nct~
work. As mmpared to other forms of connection, the Inter—
net may be more economical, more easily accessible, and
more robust. Connecting to the Internet, however, requires
that access between the Internet and the respective sites be
strictly controlled. A second firewall (107, 157) is used at
each site for this purpose.

In the following desaription, the present firewall is illus—
trated most often as a rectangle haVing along each of two
edges thereof a network connection and a row of boxes

representing multiple “homes," corresponding to respective
virtual hosts. A virtual host along one edge may be used to
initiate a comedian only in reSponse to a request from the
network connection that enters the firewall at that edge. The
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connection, once established, is fully bi—directional, with the
same Virtual host passing data between the originating
network connection and the network connection at the
opposite edge of the firewall.

More generally, the firewall may be N-sided, having N
network connections and being illustrated as an N-sidcd
polygon. Any virtual host may establish a connection
between any pair of network connections so long as the
connection originated from the network connection adjoin-
ing that virtual host. Again, the connection, once established,
is fully Iii-directional.

The firewalls 105, 107, 155 and 157 are each of a
construction to be more particularly described hereinafter.
Each firewall is multi-homing. This means that each firewall
is configured as multiple virtual hosts running on a physical
computer. In the example of FIG. 1, a firewall is depicted as
a single computer having multiple virtual hosts on each of its
two interfaces. In practice, the multiple virtualhosts can be
configured in this manner or, alternatively, implemented in
any number of computers, 5 explained in detail hereinafter.
Each virtual host corresponds to a “home”, i.e. a site via
which a connection is made between the two networks on
either side of the firewall. At different times, the same virtual
host might correspond to different homes associated with
difl’erent connections. At any given time, however, a virtual
host represents one home. In the following description of the
particular example illustrated in FIG. 1, therefore, homes
and virtual hosts are described as being synonymous with
one another. Each virtual host is fully independently con-
figurable and unique from each of the other virtual hosts.
Considering the firewall 105 as being exemplary of each of
the firewalls 105, 107, 155 and 157, one set of hosts 105a
responds to addresses on a first network interface of the
firewall. Another set of hosts 10517 responds to addresses on
a second network interface of the firewall.

Normally, in accordance with the prior art, connecting
from one computer to another remote computer along a
route traversing one or more firewalls would require the user
to configure a prior—art proxy for each firewall to be tra-
versed- In accordance with one aspect of the invention,
however, programmable transparency is achieved by estab—
lishing DNS mappings between remote hosts to be accessed
through one of the network interfaces and respective virtual
hosts on that interface.

DNS is a distributed database system that translates host
names to IP addresses and IP addresses to host names (e.g,
it might translate host name homer.odyssey.c0m to
129.186.424.43). The information required to perform such
tramlations is stored in DNS tables. Any program that uses
host names can be a DNS client. DNS is designed to
translate and forward queries and responses between clientsand servers.

When a client needs a particular piece of information
(e.g., the IP address of homer.odyssey.com), it asks its local
DNS server for that information. The local DNS server first
examines its own local memory, such as a cache, to see if it
already knows the answer to the client’s query. If not, the
local DNS server asks other DNS servers, in turn, to
discover the answer to the client's query. When the local
DNS server gets the answer (or decides that for some reason
it cannot), it stores any information it received and answers
the client. For example, to find the IP address for
homer.odyssey.com, the local DNS server first asks a public
root name server which machines are name sewers for the
corn domain. It then asks one of those “com" name servers
which machines are name sewers for the odysseycom
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8
domain, and then it asks one of those name servers for the
IP address of homer.odyssey.corn.

This asking and answering is all, transparent to the client.
As far as the client is concerned, it has communicated only
with the local server. It does not know or care that the local
server may have contacted several other servers in the
process of answering the original question.

Referring still to FIG. 1, the firewall 105 is associated
with a respective domain name server 115. Each of the other
firewalls 107, 155, 157 is also associated with a respective
domain name server 117, 165, 167. The domain name server
may be a dedicated virtual host on the same physical
machine as the firewall. Alternatively, the domain name
server may be a separate machine. A domain name server is
provided for each layer in the multidayer network.

In operation, assume now that a client C on the accounting
network 103 is to connect to a host D on the accounting
network 153 on a repeated basis. The DNS tables of each of
the firewalls may then be programmed so as to enable such
a connection to be established transparently, without the user
so much as being aware of any of the firewalls 105, 107, 155,
15'7~——hence the term programmable transparency. Both for-
ward and reverse table entries are made in the domain name

servers. Within a domain name server 115, for example, D
(the name of the remote host, e.g., mach1.XYZcorp.com)
might be mapped to a Virtual host having a network address
that concludes with the digits 1.1, and vice versa. Within the
domain name server 117, D might be mapped to 5.4, within
the domain name server 167, D might be mapped to 3.22,
and within the domain name server 165, D might be mapped
to 4.5, where each of the foregoing addresses has been
randomly chosen simply for purposes of illustration. Finally,
within a conventional DNS server (not shown), D is mapped
to the “real” network address (e.g, the IP address) of D, say,55.2.

When client C tries to initiate a comedian to host D using
the name of D, DNS operates in the usual manner to
propagate a name request to successive levels of the network
until D is found. The DNS server for D returns the network
address of D to a virtual host on the firewall 155. The virtual
host returns its network address to the virtual host on the

firewall 157 from which it received the lockup request, and
so on, until a virtual host on the firewall 105 returns its

network address (instead of the network addrem of D) to the
client C. This activity is all transparent to the user.

Note that at each network level, the virtual host handling
a connection is indistinguishable to the preceding virtual (or
real) best from D itself. Thus, to the client C, the virtual host
1.1 is D, to the virtual‘hosl 1.1, the, virtual host 5.4 is D, etc.
There is no limit to the number of network layers that may
be traversed in this fashion, or any difl‘erence in operation as
the number of network layers increases. This mum—layering
capability allows two remote machines to communicate with
the same ease as if the machines were on the same local area
network, regardless of the degree of proximity or separation.

Programmable transparency is based upon what may be
termed "envoys.” Important difi'erences exist between
envoys as described herein and conventional proxies.
Normally, a prior-art proxy would have to prompt the user
to enter a destination. To enable such prompting to occur,
different proxy code has conventionally been required for
each protocol to be proxied. Using programmable
transparency, the destination is provided to an envoy using
DNS and/or DDNS as described more fully hereinafter.
There is therefore no need to always prompt the user for a
destination and no need for the user to always enter a
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destination (although a mode of operation may be provided
in which the user is prompted for and does enter a
destination). Instead of a collection of conventional
protoccl~specific proxies, a single genetic envoy program
may be used.

The foregoing discussion has foettsed on the program-
mable transparency aspects of the present firewall. Of
course, a primary function of a firewall is to selectively
allow and disallow communications. Hence, in the course of
establishing a connection, each virtual host examines a
configuration table to determine, based on the particulars of
the requested connection—source, destination, protocol,
time-of—day, port number, etc.——whether such a connection
will be allowed or disallowed. The process by which con—
nection requests may be scrutinized is described in greater
detail in US. patent application Ser. No. 08/595,957 entitled
FIREWALL SYSTEM FOR PROTECTING NETWORK
ELEMENTS CONNECTED TO A PUBLIC NETWORK,
filed Feb. 6, 1996 and incorporated herein by reference.

The firewall may have more than two network interfaces,
each with its own set of Virtual hosts. Referring to FIG. 2,
for example, the two—sided firewall discussed previously in
relation to FIG. 1 has been replaced by a three~sided firewall
205. An accounting department network 203 and a general
corporate network 209 are connected to the firewall 205 as
previously described. Also connected to the firewall 205 is
an engineering department network 202. ln general, a fire.
wall may be N-sided, having N different network connec-
tions. For each network connection there may be multiple
virtual hosts which operate in the manner described above.

Referring again to FIG. 1, configuration of the firewalls
may be easily accomplished by providing on each firewall a
special-purpose virtual host that runs “Configurator”
software—software that provides a “lab—based front-end for
editing configuration files for the other virtual hosts on the
firewall. The special-purpose virtual host (116, 118, 166 and
168 in FIG. 1) is preferably configured so as to allow only
a connection from a specified secure client. The Configu—
rator software running on the special—purpose virtual host is
HTML-based in order to provide an authorized system
administrator a familiar “point—and—click" interface for con-
figuring the virtual firewalls in as convenient a manner as
possible using a standard Web browser. Since Web browsers
are available for virtually every platform, there results a
generic GUI interface that takes adVantage of existing
technology.

Referring more particularly to FIG. 3, there is shown a
firewall 305 having a first set of virtual hosts 30511, a second
set of virtual hosts 30517, and a DNS/DDNS module 315.
The virtual hosts do not require and preferably do not have
access to the disk files of the underlying machine. Instead,
virtual host processes are spawned from a daemon process
that reads a master configuration file from disk once at
startvup. The DNS/DDNS module and the special—purpose
virtual host 317 do have access to disk files 316 of the

underlying physical machine. The special»purpose virtual
host 317, shown in exploded View, runs an HTML-based
Configurator module 319. Access to the special-purpose
virtual host is scrutinized in accordance with rules stored on
disk within configuration files 32]. Typically, these mles
will restrict access to a lcnoWn secure host, will require at
least username/password authentication and optionally more
rigorous authentication. Once access is granted, the Con—
figurator module will send to the authorized accessing host
a first HTML page. From this page, the user may navigate
through difierent HTML pages using a conventional Web
browser and may submit information to the Special-purpose
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virtual host. The special-purpose virtual host will then use
this information to update the configuration files 321.

As will be appreciated more fully from the description of
FIG. 7 hereinafter, configuration is based on host names, not
lP addressesAs a result, two mappings are required in order
to handle a connection request. The requester needs an IP
address. To this end, a first mapping maps from the host
name received in the connection request to the IP address of
a virtual host. The virtual host, however, news the host
name of the host to be connected to. To this end, the second
mapping maps back to the host name in order to read an
appropriate configuration file or sub—file based on the host
name. Thus, when a connection request is received for
homer. odyssey.com, DNS/DDNS in effiact says to the
requester “Use virtual host X.X.X.X," where X.X.X.X rep-
resents an IP address. Then, when the virtual host receives

the request, it performs a reverse lookup using DNSIDDNS,
whereupon DNS/DDNS in effect says “Virtual host
X.X.X.X, use the configuration information for homer.od-
ysseycom.”

Security may be further enhanced, both \m‘th respect to
connections to the special—purpose virtual host for configu-
ration purposes and also with respect to connections
generally, by using out-of‘band user authentication. Outvof-
band authentication uses a channel, a device or any other
communications method or medium which is different from
that over which the inter-network communication is to take
place to transmit or convey an access key. Hence, in the
example of FIG. 1, the firewall 155, upon receiving a
connection request from a particular source, might send a
message, including a key, to a pager 119 of the authorized
user of the source client. The user might be requested to
simply enter the key. In more sophisticated arrangements,
the user may be required to enter the key into a speCial
hardware token to generate a further key. To gain acces, a
hacker must therefore steal one or more devices (e.g, a pager
used to receive the out-ofeband transmissions, a hardware
token, etc.). Funhermore, if a hacker attempts unauthorized
access to a machine while the authorized user is in posses—
sion of the pager or other communications device, the user
will be alerted by the device unexpectedly receiving a
message and access key.

Other methods may be used to communicate out—of—baud
so as to deliver the required access key. For example, the
firewall 155 might send a fax to the fax number of the user
of the source machine. Alternatively, identifying informa—
tion may be sent to the user across the network, after which
the user may be required to dial an unpublished number and
enter the identifying information in order to receive a voice
message containing the required key.

In each of the foregoing methodologies, the key is
cmnectiOn—wecific. That is, once the connection is closed or
the attempt to establish a connection is abandoned, if a user
again attempts to establish a connection, the key that pre-
viously applied or would have applied is no longer appli»cable.

The difiercnt virtual hosts may also be configured to
perform channel processing of various sorts as trafiic
traverses difi‘erent network segments. Channel processing
may include encryption, decryption, compression,
decompression, image or sound enhancement, content
filtering, etc. Channel processing is the processing per-
formed on data flowing through a communications channel
to enhance some attribute of the data, such as security,
reproduction quality, etc. In some instances, channel pro»
cessing may actually afleet the content of the data, for
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example “bleeping” Obscenities by replacing them with a
distinctive character string. Alternatively, channel process-
ing may intervene to cause a connection to be closed if the
content to be sent on that connection is found to be objec-
tionable.

Channel processing may be performed using existing
standard software modules. In the case of encryption and
decryption, for example, modules for DES, RSA, Cylink,
SET, SSL, and other types of encryption/decryption and
authentication may be provided on the firewall. In the case
of compression and decompression, standard modules may
include MPEG, JPEG, LZ-based algorithms, etc. Based on
information contained in the configuration files, information
passing through the firewall may be processed using one or
more such modules depending on the direction of data flow.

Channel processing may be used to perform protocol
translation, for example between IP and some other protocol
or protocols. One problem that has recently received atten-
tion is that of using IP for satellite uplink and downlink
transmissions. The relatively long transit times involved in
satellite transmissions can cause problems using 11’. One
possible solution is to perform protocol translation between
IP and an existing protocol used for satellite transmissions.
Such protocol translation could be performed transparently
to the user using a firewall of the type described.

Channel processing may also be used to perform virus
detection. Blanket virus detection across all platforms is a
daunting task and may not be practical in most cases. A
system administrator may, however, configure the system to
perform specified virus checking for specified hosts.

Encryption and decryption are particularly important to
realizing the potential of the Internet and network commuA
nications. In the example just described, on the network
segment between firewall 105 and 107, DES encryption
might be used, in accordance with the configuration file on
firewalls 105 and 107. Across the Internet, between firewall
107 and firewall 155, triple DES may be applied. On the
network segment between firewall 155 and 157 RSA encryp«
tion may be used. Alternatively, encryption could be pep
formed between firewalls 105 and 155 and also between 107

and 155 and also between 157 and 155. Thus the firewall 157
may then decrypt the cumulative results of the foregoing
multiple encryptions to produce clear text to be passed on to
host D. Combining encryption capabilities with program-
mable transparency as described above allows for the cre‘
ation of Virtual private networks-networks in which two
remote machines communicate securely through cyberspace
in the same manner as if the machines were on the same
local area network.

Using DDNS, mappings between a host machine and a
virtual host are performed dynamically, on—the~fly, as
required. Any of various algorithms may be used to seled a
virtual host to handle a connection request, including, for
example, a least-recently-used strategy. A time—out period is
established such that, if a connection has been closed and is
not reopened wi thin the timeout period, the virtual host that
was servicing that connection may be re-mapped so as to
service another connection—Le, it becomes associated with
a diflerent node. In this manner, the number of clients that
may be serviced is vastly increased. In particular, instead of
the number of clients that may use a particular network
interface being limited to the number of virrual hosts on that
interface as would be the case using static DNS entries.
using DDNS, any number of hosts may use a particular
network interface subject to availability of a virtual host.
Moreover, instead of making static DNS entries at each level
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of a multi-level network, using DDNS, such entries are
rendered unnecessary.

DDNS allows for dynamic load sharing among dilIerent
physical machines. Hentx, instead of a single physical
machine, one or more of the firewalls in FIG. 1 might be
realized by two or more physical machines. When perform~
ing mapping, DDNS can take account of the load on the
physical machine using conventional techniques. If one
physical machine fails, the functions of that machine may
still be performed by virtual hosts running on another
physical machine. DDNS likewise allows a firewall to be
scaled~up very easily, by adding one or more additional
physical machines and configuring those machines as addi-
tional virtual hosts having identical configurations as on the
ein’sting physical machine or machines, but different net-work addresses.

Referring more particularly to FIG. 4, a load-sharing
firewall is realized using a first firewall 407 and a second
firewall 408 connected in parallel to a network 420 such as
the Internet. Redundancy is provided by conventional DNS
procedures. That is, in DNS, redundant name sewers are
required by the DNS specification. If a query addressed to
one of the redundant name servers does not receive a
response, the same query may then be addressed to another
name server. The same result holds true in FIG. 4. If one of
the physical firewall machines 407 or 408 is down, the other
machine enables normal operation to continue.

The configuration of FIG. 4, however, further allows the
physical firewall machines 407 and 408 to share the aggre-
gate processing load of current connections. Load sharing
may be achieved in the following manner. Each of the DNS
modules of all of the machines receive all DNS queries,
because the machines are connected in parallel. Presumably,
the DNS module of the machine that is least busy will be the
first to respond to a query. An ensuing connection request is
then mapped to a virtual host on the responding least-busymachine.

As the popularity and use of the Internet continues to
grow, there is a concern that an available addresses will be
used, thereby limiting further expansion. An important result
of DDNS is that netw0rk addresses may be reused on
network segments beEWeen which at least one firewall
intervenes. More particularly, the addresses which are
employed on Opposite sides of a firewall are mutually
exclusive of one another to avoid routing errors. Referring
again to the example of FIG. 1, users of the Internet 120 are
unaware of the addresses employed on a network segment
110. Certain addresses can be reserved for use behind a
firewall. As shown in FIG. 1, for example, the subset of
addresses represented as 192.168.X.X can be used on the
network segment 110. So long as an address is not used on
both sides of the same firewall, no routing errors will be
introduced. Therefore, the same set of addresses can be used
on the network segment 160, which is separated from the
Internet via the firewall 157. On network segment 102 and
network segment 152, the entire address space may be used,
less those addresses used on the segments 110, 120 of the
re5pective firewalls 105 and 155. Thus by isolating lntemet
Service Providers (ISPS) from the Internet at large using
firewalls of the type described, each 18? could enjoy use of
almost the full address space of the Internet (232 addresses).
Exhaustion of network addresses, presently a grave concern
within the Internet community, is therefore made highlyunlikely. ‘
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Address reuse may be further facilitated by providing
multiple multi-homing firewall programs running on a
single physical machine and defining a virtual network
connection between the twa firewall programs using an IP
address within the range 192.168.X.X as described previ-
ously. To the user and to the outside world, this “compound
firewall" appears as a single multi—homing firewall of the
type previously described. However, since internally the
firewall is really two firewalls, the entire lntemet address
space may be used on both sides of the firewall, except for
the addresses 192.163.X.X. This configuration is illustrated
in FIG. 9.

In essence, the use of firewalls as presently described
allows the prevailing address model of network communi-
cations to be transformed from one in which IP addresses are
used for end-to-end transport to one in which host names are
used for end-to—end transport, with IP addresses being of
only local significance. The current use of IP addresses for
end—to—end transport may be referred to as address-based
routing. Using address-based routing, address exhaustion
becomes a real and pressing concern. The use of host names
for end-to~end transport as presently described may be
referred to as name~based routing. Using name-based
routing, the problem of address exhaustion is eliminated.

The firewall as described also allows for envoys to handle
connectionless (cg, UDP—~User Datagram Protocol) trafic,
which has been problematic in the prior art. UDP is an
example of a connectionless protoc:ol in which packets are
launched without any end—to~end handshaking. 1n the case of
many prior-art firewalls, UDP traffic goes right through the
firewall unimpeded. The present firewall handles connec-
tionless traflic using envoys. Rules checking is performed on
a first data packet to be sent from the first computer to the
second computer. If the‘result of this rules checking is to
allow the first packet to be sent, a time-out limit associated
with communications betwaen the first computer and the
second computer via UDP is established, and the first packet
is sent from one of the virtual hosts to the second computer
on behalf of the first computer. Thereafter, for so long as the
time—out limit has not expired, subsequent packets between
the first computer and the second computer are checked and
sent. A long~lived session is therefore created for UDP
traffic. After the time—out limit has expired, the virtual host
may be remapped to a difierent network address to handle a
difi‘erent connection.

The construction of a typical firewall in accordance with
the present invention will now be described in greater detail.
Referring to FIG. 5, the firewall is a software package that
runs on a physical machine 500. One example of a suitable
machine is a super-minionmputer such as a SparcServer
machine available from Sun Microsystems of Menlo Park,
Calif. The firewall may, however, run on any of a wide
variety of suitable platforms and operating systems. The
present invention is not dependent upon a particular choice
of platform and operating system.

Conventionally, the logical view of the firewall on the
Internet, an intranet, or same other computer network is the
same as the physical view of the underlying hardware. A
single network address has been associated with a single
network interface. As a result, no mechanism has existed for
distinguishing between communications received on a
single network interface and hence directing those commu-
nications to difi'erent logical machines.
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As described previously, this limitation may be overcome
by recognizing multiple addresses on a single network
interfacz, mappingbetween respective addresses and respec-
tive virtual hosts, and directing communications to dilIerent
addresses to difi‘erent virtual hosts. Therefore, the present
firewall, although it runs on a limited number of physical
machines, such as a single computer 500, appears on the
network as a larger number of virtual hosts VH1 through
VHn. Each virtual host has a separate configuration sub-file
(sub-database) C1, CZ, etc., that may be derived fiom a
master configuration file, or database, 510. The configura—
tion subnfiles are text files that may be used to enable or
disable dilferent functions for each virtual host, specify
which connections and types of traflic will be allowed and
which will be denied, etc. Because the configuration files are
text files, they may be easily modified at any time followinginitial installation.

Preferably, each virtual host also has its own separate log
file L1, L2, etc. This feature allows for more precise and
more effective security monitoring.

The firewall is capable of servicing many simultaneous
connections. The number of allowable simultaneous con-

nections Ls configurable and may be limited to a predeter-
mined number, or may be limited not by number but only by
the load currently experiean by the physical machine. The
number of maximum allowable connections or the maxi-
mum allowable machine load may be specified in the
configuration file.

As described in greater detail in connection with FIG. 7,
each configuration file C1, C2, etc., may have an access rules
database 513, including an Allow portion 515, a Deny
portion 517, or both. Using the access rules database 513,
the firewall selectively allows and denies connections to
implement a network security policy.

The firewall is self-daemoning, meaning that it is not
subject to the limitations ordinarily imposed by the usual
Internet meta-daemon, INE'I'D, or other operating- system
limitations. Referring to FIG. 6, when the firewall is brought
up, it first reads in the master configuration file and then
becomes a daemon and waits for connection requests. When
a connection request is received, the firewall spawns a
process, or execution thread, to create a virtual host VI-ln to
handle that connection requesL Each proces runs olI the
same base code. However, each process will typically use its
own subvdalabase from within the master configuration
database to determine the configuration of that particular
virtual host. Processes are created “on demand” as connec-
tion requests are received and terminate as service of those
connection requests is completed.

An example of a portion of a master configuration file is
shOWn in FIG. 7. Within the master configuration file
database, different portions of the file form sub—databases for
different virtual hosts. Each sub-database may specify a root
directory for that particular virtual host. Also as part of the
configuration file of each virtual host, an access rules
database is provided governing access to and through the
virtual host, i.e., which connections will be allowed and
which connections will be denied. The syntax of the access
rules database is such as to allow greater flexibility in
specifying not only what machines are or are not to be
allowed access, but also when such access is allowed to
occur and which users are authorized. The access rules
database may have an Allow portion, a Deny portion or both.
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Proassing with respect to the Allow database is performed
prior to processing with respect to the Deny database.

* Therefore, if there is an entry for a the requested connection
in the Allow database and no entry for that mnnection in the
Deny database, then the connection will be allowed. If there
is no Allow database and no entry in the Deny database, then
the connection will also be allowed. If there is an entry for
the requested connection in the Deny database, then the
connection will be denied regardless. Machines may be
specified by name or by IP address, and may include
“wildcards,” address masks, etc., for example:
Misterl’ain.com, ‘.srmc.corn, 191168.03, 192.168.0024,and so on.

Time restrictions may be included in either the Allow
rules or the Deny rules. For example, access may be allowed
from 1 am to 12 pm; alternatively, access may be denied
from 12 pm to 1 am. Also, rules may be defmed by
identifiers, such as RULEI, RULEZ, etc., and used else-
where within the configuration sub-file of the virtual host to
simplify and alleviate the need for replication.

All access rules must be satisfied in order to gain access
to a virtual host. Depending on the virtual host, however, and
as specified within the configuration sub—file, separate access
scrutiny may be applied based on DNS entries. The access-
ing machine may be required to have a DNS (Domain Name
Services) entry. Having a DNS entry lends at least some
level of legitimacy to the accessing machine. Furthermore,
the accessing machine may in addition be required to have
a reverse DNS entry. Finally, it may be required that the
forward DNS entry and the reverse DNS entry match each
other, i.e., that an adde mapped to from a given host name
map back to the same host name.

If access is gamed and a connection is opened, when Ihe
connection is later closed, a log entry is made recording
information about that access. Log entries may also be made
when a connection is opened, as data transport proceeds, etc.

Referring now to FIG. 8, the logical structure of the
present firewall is shown in greater detail. The main execu-
tion of the firewall is controlled by a daemon. ln FIG. 8, the
daemon includes elements 801, 803 and 805. Although the
daemon mode of operation is the default mode, the same
code can also be run interactively under the conventional
INETD daemon. Hence, when the firewall is first brought
up, command‘line processing is performed in block 801 to
determine the mode of operation (daemon or interactive),
which configuration file to read, etc. For purposes of the
present discussion, the daemon mode of operation. which is
the default, Will be assumed.

In the daemon mode of operation, a process first reads the
configuration file before becoming a daemon. By daemon»
izing after the configuration file (eg, the master configu-
ration file) has been read, the configuration file in effect
becomes “hard coded" into the program such that the
program no longer has to read it in. The daemon then waits
to receive a connection request.

When a connection request is received, the daemon
spawns a process to handle the connection request. This
process then uses a piece of code referred to herein as an
INET Wrapper 810 to check on the local side of the
connection and the remote side of the connection to

determine, in accordance with the appropriate Allow and
Deny databases, whether the connection is to be allowed.

First the address and name (if possible) are obtained of the
virtual host for which a connection is requested. Once the
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virtual host has been identified by name or at least by IP
address, the master configuration database is scanned to see
if a corresponding sub-database exists for that virtual host.
If so, the sub-«database is set as the configuration database of
the virtual host so that the master configuration database
need no longer be referred to. if no corresponding sub-
database is found, then by default the master configuration
database is used as the configuration database. There may be
any number of virtual hosts, all independently configurable
and all running on the same physical machine. The deter—
mination of which Virtual host the process is to become is
made in block 803, under the heading of “mold-homing.”

Once the process has determined which host it is, imme-
diately thereafter, the process changes to a user profile in
block 805 as defmed in the configuration, so as to become
an unprivileged user. This step of becoming an unprivileged
user is a security measure that avoids various known secu—
rity hazards. The lNET Wrapper is then used to check on the
remote host, i.e., the host requesting the connection. First,
the configuration database is consulted to determine the
level of access scrutiny that will be applied. (The default
level of access scrutiny is that no DNS entry is required.)
Then, the address and name (if possible) are obtained of the
machine requesting the connection, and the appropriate level
of access scrutiny is applied as determined from the con-
figuration database. ’

If the remote host satisfies the required level of access
scrutiny insofar as DNS entries are concerned, the INET
Wrapper gets the Allow and Deny databases for the Virtual
host. First the Allow database is checked, and if. there is an
Allow database but the remote host is not found in it, the
connection is denied. Then the Deny database is checked. If
the remote host is found in the Deny database, then the
connection is denied regardless of the allow database. All
other rules must also be satisfied, regarding time of access,
etc. If all the rules are satisfied, then the connection isallowed.

Once the connection has been allowed, the virtual host
process invokes code 818 that performs protocol~based
connection processing and, optionally, code 823 that per-
forms channel processing (encryption, decryption,
compression, decompression, etc). When processing is
completed, the connection is closed, if it has not already
been closed implicitly.

It will be appreciated by those of ordinary skill in the art
that the invention can be embodied in other specific forms
without departing from the Spirit or essential character
thereof. The presently disclosed embodiments are therefore
considered in all respects to be illustrative and not restric—
tive. The scope of the invention is indicated by the appended
claims rather than the foregoing description, and all changes
which come within the meaning and range of equivalents
thereof are intended to be embraced therein.

What Ls, claimed is:

1. in a computer netwmking environment having a plu—
rality of firewall nodes on a path between a first terminal and
a host terminal, where the firewall nodes delineate one
network segment from another network segment, a method

0: establishing a communication link comprising the steps0 :

providing a plurality of virtual hosts on each of the
plurality of firewall nodes;

forming forward and reverse DNS tables for each of said
plurality of firewall nodes wherein the DNS entries
correspond to addresses of the virtual hosts on a given
network segment and the virtual hosts correspond toactual hosts;
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in response to the first terminal’s DNS query to determine
the addres of the host, providing the addres of the
virtual host aSsigned to handle requests for the host
terminal;

transmitting a connection request using the address of the
virtual host;

at the virtual host assigned to handle requests for the host,
and subsequently, at each successive virtual host
located on firewall nodes on the path:
receiving a connection request;
obtaining a host name using reverse DNS, the host

name corresponding to the requested address;
obtaining an address for use on the next network

segment using DNS corresponding to the host name;
requesting a connection using the address for the next

network segment;

receiving a connection request at the host and responding
to the request; and,

5

10

15

18
transmitting the response in the reverse direction travers~

ing the same path from virtual host to virtual host until
the response reaches the first terminal.

2. The method of claim 1 wherein the virtual hosts of a

given firewall node resides on more than one physicalmachine.

3. The method of claim 2 wherein the DNS service is
dynamicaily updated depending upon the load associated
with the physical machines.

4. The method of claim 1 wherein the virtual hosts
perform channel processing.

5. The method of claim 1 wherein each virtual host has a
set of configuration parameters.

6. The method of claim 1 wherein one of the virtual hosts
on each firewall node is a configuration host allowing for the
configuration of the firewall node.

i 1 11 it *
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/703
Catculabie State (Don’t Send)

State 2 ESTABLISHED

Retransmit Time = None

Probe Time 2 Now

TCP Keepalive Time 2 Now
2MSL Time = None

Retransmit Time Shift = 0

Current Retransmit = Initial Value

Consecutive Duplicate Acks Received = 0

Force Output: 0;

Send “Unacknowiedged” Sequence Number 2 Send “Next" Sequence
Number

Send “Urgent Pointer" 2 Send “Unacknowledged” Sequence Number

Highest Sequence Number Sent 2 Send “Next” Sequence Number
Send initial Segment Sequence Number = 0

Receive Window =Amount of space left in socket receive buffer

Receive "Urgent Pointer” 2 Receive “Next" Sequence Number
Receive Initial Segment Sequence Number 2 0
Congestion Control Window = initial Value

Congestion Control Window Linear/Exponential Threshold = Initial Value
Inactivity Time :2 0

Estimated Round Trip Time 2 0
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Smoothed Round Trip Time 2 Initial Value

Variance in Round Trip Time = initial Value

Minimum Round Trip Time Allowed = Initial Value

Largest Window Offered by Peer 2 0
Out Of Band Data 2 None

Send Pending Window Scaling : Send Window Scaling
Receive Pending Window Scaling 2 Receive \Mndow Scaling
Timestamp Echo Data Update Time = 0

Last Ack Sent Sequence Number = Receive “Next" Sequence Number
Send Connection Count = 0

Receive Connection Count: 0;

Connection Duration = 0; I

Number of Round Trip Time Samples = 0;

Number of TCP Keepaiive Probes = initial Value

Interval Between TCP Keepalive Probes 2 Initial Value

Time Before First TCP Keepaiive Probe = Initial Value
Maximum idle Time 2 initial Value

FIG._ 7B
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METHOD AND APPARATUS FOR AN
INTERNET PROTOCOL (IP) NETWORK

CLUSTERING SYSTEM

CROSS-REFERENCE TO RELATED
APPLIOATIONS

This application is related to application Ser. No. 09/197,
018 entitled “Method and Apparatus for TCP/1P load bal~
ancing in an IP Netwmk Clustering System,” concurrently
filed Nov. 20, 1998, and still pending.

TECHNICAL FIELD

This invention relates to the field of Computer Systems in
the general Network Communications sector. More
specifically, the invention is a method and apparatus for an
Internet Protocol (IP) Network clustering system.

BACKGROUND ART

As more and more businesses develop electronic com-
merce applications using the lntemet in order to market and
to manage the ordering and delivery of their products, these
businesses are searching for cost—elfective Internet links that
provide both security and high availability. Such mission-
critical applications need to run all day, every day with the
network components being highly reliable and easily scal-
able as the memage traflic grows. National carriers and local
Internet Service Providers (ISPs) are now olfcring Virtual
Private Networks (VFW—enhanced Internet-based back-
bones tying together corporate workgroups on farvflung
Local Area Networks (LANs)-as the solution to these
requirements.

Anumber of companies have recently announced current
or proposed VPN products and/or systems which variously
support IPSec, IKE (ISAmP/Oakley) encryption-key
management, as well as draft protocols for Point-lo—Point
Tunneling protocol (Pm), and Layer 2 Tunneling protocol
(DTP) in order to provide secure tratlic to users. Some of
these products include IBM’s NWays Multiprotocol Routing
Servicesm2.2, Bay Networks Optivity'm and Centillion'm
products, Ascend Communication’s MultiVPNTM package,
Digital Equipment’s ADI VPN product family, and Indus
River’s RiverWorksm VPN planned products. However,
none of these products are Icnown to ofler capabilities which
minimizes delay and session loss by a controlled fail—over
process.

These VPNs place enormous demands on the enterprise
network infrastructure. Single points of failure components
such as gateways, firewalls, tunnel servers and other choke
points that need to be made highly reliable and scaleable are
being addressed with redundant equipment such as “hot
standbys” and various types of clustering systems.

For example, CISCO'"M lnc. now ofi'ers a new product
called LocalDirectorTM which functions as a front-end to a
group of servers, dynamically load balances TCP traflic
betwaen servers to ensure timely access and response to
requests. The LocalDirector provides the appearance, to end
users, of a “virtual” server. For purposes of providing
continuous access if the LocalDirector fails, users are
required to purchase a redundant LocalDirector system
which is directly attached to the primary unit, the redundant
unit acting as a “hot” standby. The standw unit does no
processing work itself until the master unit fails. The
standby unit uses the failover 1P addreS and the secondary
Media Access Control (MAC) address (which are the same
as the primary unit), thus no Address Resolution Protocol
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(ARP) is required to switch to the standby unit. However,
because the standby unit does not keep state information on
each connection, all active connections are dropped and
must be re—cstablished by the clients. Moreover, because the
“hot standby" does no concurrent processing it offers no
processing load relief nor scaling ability.

Similarly, Valence“ Research Inc. (recently purchased
by Microsoft® Corporation) offers a software product called
Convoy Cluster?“ (Convoy). Convoy installs as a standard
Windows NT networking driver and runs on an existing
LAN. It operates in a transparent manner to both server
applications and TCP/1P clients. These clients can access the
cluster as if it is a single computer by using one IP address.
Convoy automatically balances the networking trafiic
betwoen the clustered computers and can rebalance the load
whenever a cluster member comes on-line or goes ofilline.
However this system appears to use a compute inlensive and
memory wasteful method for determining which message
type is to be processed by which cluster member in that the
memage source port address and destination port address
combination is med as an index key which must be stored
and compared against the similar combination of each
incoming message to determine which member is to process
the message. Moreover, this system does not do failover.

There is a need in the art for an IP network cluster system
which can easily scale to handle the exploding bandwidth
requirements of users. There is a further need to maximize
network availability, reliability and performance in terms of
throughput, delay and packet loss by making the cluster
overhead as efficient as possible, because more and more
people are getting on the Internet and staying on it longer. A
still ftu'ther need exists to provide a reliable failover system
for TCP based systems by efiiciently saving the state infor-
mation on all connections so as to minimize packet loss andthe need for reconnections.

Computer cluster systems including “single-system-
image” clusters are known in the art. See for example,
“Scalable Parallel Computing” by Kai Hwang & Zhiwei Xu,
McGrawvHill, 1998, ISBN 0437-0317984, Chapters 9 8t 10,
Page: 453—564, which are hereby incorporated fully herein
by reference. Various Commercial Cluster System products
are described therein, including DEC’s TruClustersT"
system, IBM’s SP7” system, Microsoft’s lNolfpackTM sys»
tem and The Berkeley NOW Project. None of these systems
are known to provide eflicient IP Network cluster capability
along With combined scalability, load.balancing and con-trolled TCP fail-over.

SUMMARY OF THE INVENTION

The present invention overcomes the disadvantages of the
abovedescribed systems by providing an economical, high-
performanoe, adaptable system and method for an IP Net-work cluster.

The present invention is an IP Network clustering system
which can provide a highly scalable system which optimizes
message throughput by adaptively load balancing its
components, and which minimizes delay and packet loss
especially in the TCP mode by a controlled fail-over proces.
No other known tunnel-server systems can provide this
combined scalability, load-balancing and controlled fail-ovan

The present invention includes a cluster apparatus com-—
prising a plurality of cluster members, with all cluster
members having the same intemet machine name and IP
address, and each member having a general purpose
prOcesscr, a memory unit, a program in the memory unit, a
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display and an input/output unit; and the apparatus having a
filter mechanism in each cluster member which uses a highly
efl'icient hashing mechanism to generate an index number
for each megage session where the index number is used to
determine whether a cluster member is to process a particu-
lar message or not. The index number is further used to
designate which cluster member is responsible for process-
ing the message and is further used to balance the processing
load over all present cluster members.

The present invention further includes a method for
operating a plurality of computers in an IP Network cluster
which provides a single-systemaimage to network users, the
method comprising steps to interconnect the cluster
members, and assigning all cluster members the same inter-
net machine name and IP address whereby all cluster mem—
bers can receive all messages arriving at the cluster and all
messages passed on by the members of the cluster appear to
come from a single unit, and to allow them to communicate
with each other; to adaptively designate which Cluster mem~
her will act as a master unit in the cluster, and the method
providing a filter mechanism in each cluster member which
uses a highly efficient hashing mechanism to generate an
index number for each message session where the index
number is used to determine whether a cluster member is to
process a particular message or not. The index number is
further used to designate which cluster member is raspon~
sible for processing which message type and is further used
to balance the processing load over all present clustermembers.

Other embodiments of the present invention will become
readily apparent to those skilled in these arts from the
following detailed description, wherein is shown and
described only the embodimenls of the invention by way of
illustration of the best mode known at this time for carrying
out the invention. The invention is capable of other and
different embodiments some of which may be described for
illustrative purposes, and several of the details are capable of
modification in various obvious respects, all without depart-
ing from the spirit and scope of the present invention.

BRIEF DESCRIPTION OF THE DRAWINGS

The features and advantages of the system and method of
the present invention will be apparent from the following
description in which:

FIG. 1 illustrates a typical Internet network configuration.
FIG. 2 illustrates a representative general purpose

computer/cluster—member configuration.
FIG. 3 illustrates a representative memory map of data

contained on a related Flash Memory card.
FIG. 4 illustrates a typical 1? Network cluster
FIG. 5 illustrates a general memory map of the preferred

embodiment of a cluster member acting as a tunnel~server.
FIG. 6 illustrates a flow—chart of the general operation of

the cluster indicating the cluster establishment process.
FIG. 7 illustrates an exemplary TCP state data structure.
FIGS. 8A~SI illustrate flow—charts depicting the evenls

which the master processes and the events which the non-
master cluster members (clients) must process.

FIGS. 9 illustrates a flow—chart depicting the normal
packet handling process after establishing the cluster.

BEST MODE FOR CARRYING OUT THE
INVENTION

Amethod and. apparatus for operating an Internet Protocol
(IP) Network cluster is disclosed. In the following descrip-
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tion for purposes of explanation, specific data and configu-
rations are set forth in order to provide a thorough under-
standing of the present invention. In the presently preferred
embodiment the IP Network cluster is described in terms of

a VPN tunnel—server cluster. However, it will be apparent to
one skilled in these arts that the present invention may be
practiced without the specific details, in various applications
such as a firewall cluster, a gateway or router cluster, etc. In
other instances, well-known systems and protocols are
shown and described in diagrammatical or block diagram
form in order not to obscure the present invention unnec—
essarily.

Operating Environment

The environment in which the present invention is used
encompasses the general distributed computing scene which
includes generally local area networks with hubs,'routers,
gateways, tunnel-servers, applications servers, etc. con—
nected to other clients and other networks via the Internet,
wherein programs and data are made available by various
members of the system for execution and access by other
members of the system. Some of the elements of a typical
internet network configuration are shown in FIG. 1, wherein
a number of client machines 105 possibly in a branch ofice
of an enterprise, are showu connected to a Gateway/hub/
tunnel-server/etc. 106 which is itself connected to the inter-
net 107 via some internet service provider (ISP) connection
108. Also shown are other possible clients 101, 103 similarly
connected to the internet 107 via an lSP connection 104,
with these units communicating to possibly a home oflfice via
an ISP connection 109 to a gateway/tunneI-server 110 which
is connected 1]] to various enterprise application sewers
112, 113, 114 which could be connected through another
hub/router 115 to various local clients 116, 117, 118.

The present IP Network cluster is made up of a number of
general purpose computer units each of which includes
generally the elemenls shown in FIG. 2, wherein the general
purpose system 201 includes a motherboard 203 having
thereon an input/output (“I/O”) section 205, one or more
central processing unils (“CPU”) 207, and a memory section
209 which may have a flash memory card 211 related to it.
The [/0 section 205 is connected to a keyboard 226, other
similar general purpose computer units 225, 215, a disk
storage unit 223 and a CD-ROM drive unit 217. The
CD—ROM drive unit 217 can read a CDwROM medium 219
which typically contains programs 221 and other data. Logic
circuits or other components of these programmed comput-
ers will perform series of specifically identified operations
dictated by computer programs as described more fullybelow. »

Flash memory units typically contain additional data used
for various purposes in such computer systems. In the
preferred embodiment of the present invention, the flash
memory card is used to contain certain unit “personality”
information which is shown in FIG. 3. Generally the flash
card wed in the current embodiment contains the followingtype of information:

Cryptographically signed kernel—(301)
Configuration files (such as cluster name, wecific unit I?

address, cluster address, routing information configuration,
etc.)—(303)

Pointer to error message logs—(305)
Authentication certificate—(307).
Security policies (for example, encryption needed or not,

etc.)—(309)
The Invention

The present invention is an Internet Protocol (IP) clus-
tering system which can provide a highly scalable system
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which optimizes throughput by adaptively load balancing its
components, and which minimizes delay and session loss by
a controlled fail-over process A typical IP cluster system of
the preferred embodiment is shown in FIG. 4 wherein the
inter-net 107 is showu connected to a typical lP cluster 401
which contains programmed general purpose computer units
403, 405, 407, 409 which act aSprorocol stack processors for
message packets received. The IP cluster 401 is typically
connected to application servers or other similar type units
411 in the network. In this figure it is shown that there
purposes of further illustration the cluster will be depicted as
having three units, understanding that the cluster of the
present invention is not limited to only three units. Also for
purposes of illustration the preferred embodiment will be
described as a cluster whose applications may be VPN
tunnel protocols however it should be understood that this
cluster invention may be used as actustcr whose application
is to act as a Firewall, or to act as a gateway, or to act as a
security device. etc.

In the preferred embodiment of the present invention,
each of the cluster members is a computer system having an
Intel motherboard, two Intel PentiumTM processors, a 64
megabyte memory and two Intel Ethernet controllers, and
two HiFn cryptographic procesors. The functions per-
formed by each processor are generally shown by reference
to the general memory map of each processor as depicted in
FIG. 5. Each cluster member has an Operating System
kernel 501, TCP/IP stack routines 503 and various clutcr
management routines (described in more detail below) 505,
program code for processing application #1 507, which in
the preferred embodiment is code for processing the IPSec
protocol, program code for processing application #2 509,
which in the preferred embodiment is code for processing
the PPTP protocol, program code for processing application
#3 511, which in the preferred embodiment is code for
processing the LZTP protocol, and program code for pro—
cessing application #4 513, which in the preferred embodi-
ment is code space for processing an additional protocol
such as perhaps a “Mobile IP” protocol. Detailed informa-
tion on these protocols can be found through the home page
of the IETF at “http://www.ietforg". The following specific
protocol descriptions are hereby incorporated fully herein by
reference;

“Point-to-Point Tunneling Protocol—PPTP", Glen Zorn,
G. Pall, K. Hamzeh, W. Verthein, J. Taarud, W, Little, Jul.
28, 1998;

“Layer Two Tunneling Protocol”, Allan Rubens, William
Palter, T. Kolar, G. Pall, M. Littlewood, A. Valencia, K.
Hamzeh, W. Verthein, J. Taarud. W. Mark Townsley, May
22, 1998;

Kent, 3., Atkinson, R., “I? Authentication Header,” draft-
ietf‘ipsec-authmeader-07.txt.

Kent, 8., Atkinson, R., “Security Architecture for the
Internet Protocol,” drafbietf—ipsec-arch-sec—O71xt.

Kent, 5., Atkinson, R., “I? Encapsulating Security Pay—
load (ESP),” draft-ietf‘ipsec-esp-VZ-OGJXL

Pereira, R., Adams, R., “The ESP CBCoMode Cipher
Algorithms,” draft‘ietf-ipsec—ciph-cbc-04.lxt.

Glenn, R., Kent, 5., “The NULL Encryption Algorithm
and Its Use With lPsec," draftvietf-ipsec—ciph-nullfl.l.txt.

Madson, C., Doraswamy, N., “The ESP DES~CBC Cipher
Algorithm With 'Explicit IV,” draft~ictf—ipsec—ciph-des-
expiv-CYZ.txt.

Madson, C., Glenn, R., “The Use of HMAC—MDS within
ESP and Ali," draft-ietf-ipseoauth-hmac-mdS-96-03.txt.
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Madson, C., Glenn, R., “The Use of HMAC-SHA—l—96
within ESP and AH," draft-ietf—ipsec-auth—hmac-sha 196—03.txt.

Harkim, D., Carrel, D., “The Internet Key Exchange
(IKE),” draft-ietf-ipsec—isakmpcakley—08.txt.

Maughan, D., Schertler, M., Schmeider, M., and Turner,
1., “Internet Security Association and Key Management
Protocol (ISAKW),” draft—ietf-ipsec-isakrnp-IO.{ps,txt}.

H. K. Orman, “The OAKLEY Key Determination
Protocol,” dmft-ietfvipsec-oakley—OZJXL

Piper, D. “The Internet IP Security Domain of Interpre-
tation for ISAKMP," draft-ictllipsccdpsec-doi—10.txt.

Tunneling protocols such as the Point-to-Point Tunneling
Protocol (PPTP) and Layer 2 Tunneling Protocol (1.2T?)
although currently only “draft” standards, are expected to be
Confirmed as oflicial standards by the Internet Engineering
Task Force (IETF) in the very near future, and these proto—
cols together with the Internet Security Protocol (lPSec),
provide the basis for the required security of these VPNs.

Referring again to FIG. 5, the preferred embodiment in a
cluster member also contains a work assignment table 515
which contains the message/session work-unit hash numbers
and the cluster member id assigned to that work-unit; a table
containing the application state table for this cluster member
517; a similar application state table for the other members
of the cluster 519; an area for containing incoming messages
521; and data handler routines for handling data mesages
from other members of the cluster 523. Those skilled in the
art will recognize that various other routines and message
stores can be implemean in such a cluster member’s
memory to perform a variety of functions and applications.

The general operation of the preferred embodiment of the
IP cluster is now described in terms of (1) cluster establish-
ment (FIG. 6) including processes for members joining the
cluster and leaving the cluster; (2) master units events
processing (FIGS. 8A—8F) and client units events processing
(FIGS. 86—81); and (3) finally, normal message processing
activity (FIG. 9).

Referring now to FIG. 6 the cluster establishment activity
is depicted. At system start—up 601 cluster members try to
join the cluster by sending (broadcasting) a “join request”
message 603. This “join” message contains an authentica»
lion certificate obtained from a valid certificate authority.
When the master unit receives this ‘join” message it checks
the certificate against a list of valid certificates which it holds
and ifit finds no match it simply tells him the join has failed.
Note that normally when a system administrator plans to add
a hardware unit to an existing cluster, he requests that his
security department or an existing seatrity certificate authotv
ity issue a certificate to the new unit and send a copy of the
certificate to the master unit in the cluster. This process
guarantees that someone could not illegally attach a unit to
a cluster to obtain secured messages. If the master unit does
match the certificate from the join message with a certificate
it holds in its memory it sends an “OK to join” message. If
a “OK to join” message is received 605 then this unit is
designated a cluster member (client or non-master) 607.
Note that each cluster member has a master-watchdog timer
(i.e. a routine to keep track of whether the member got a
keepalive message from the master during a certain interval,
say within the last 200 milliseconds) and if the timer expires
(i.e. no keepalive message from the master during the
interval) it will mean that the master unit is dead 607 and the
cluster member/client will try tojoin the cluster again (611).
Another event that will cause the cluster member/client 607
to try to join up again is if it geLs an “exit request” message
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(Le. telling it to “leave the cluster") 609 If the member
sending out the join request message (603) does not get a
“OK. to join” message 613 the member sends out
(broadcasts) packets ofl‘en’ng to become the masterunit 615.
If the member gets a “other master exists” message 617 the
member tries to join agm’n 603. l f after the member sends out
the packets offering to become the master, he gets no
response for 100 milliseconds 619 he sends broadcast
Address Resolution Protocol (ARP) responses to tell anyone
on the network what Ethernet address to use for the cluster
IP address 621 and now acts as the cluster master unit 623.
If in this process the cluster member got no indication that
another master exists (at 617) and now thinking it is the only
master 623 but yet gets a message to “exit the cluster” 641
the member must. return to try to join up again 642. This
could happen for example, if this new master's configuration
version was not correct. He would return, have an updated
configuration and attempt to rejoin. Similarly, if this member
who thinks he is the new master 623 gets a “master kee-
palive” message 625 (indicating that another cluster member
thinks he is the master unit) then he checks to see if
somehow the master keepalive message was from him 627
(normally the master doesn’t get his own keepalive mes~
sages but it could happen) and if so he just ignores the
message 639. If however the master keepalive message was
not from himself 629 it means there is another cluster
member who thinks he is the master unit and somehow this
“tie” must be resolved. (This tie breaker process is described
in more detail below with respect to “Master event”
processing). If the tie is resolved in favor of the new cluster
member who thinks he is the master 635 he sends an “Other

master exists” message to the other master and once again
sends broadcast Address Resolution Protocol (ARP)
responses to tell anyone on the network what Ethernet
address to use for the cluster 1P addres 637 (because that
other master could have done the same). If this new cluster
member who thinks he is the master loses the tie-breaker 633
then he must go and join up again to try to get the cluster
stabilized. This process produces a single cluster member
acting as the master unit and the other cluster members
understanding they are merely members
Master Unit Events Procesing

Afier a cluster has formed, there are various events that
occur which the master unit must address. How these are
handled in the preferred embodiment are now described with
reference to FIGS. 8A—8F. Referring to FIG. 8A the first
master unit event describes the “tie-breaker” process when
two cluster members claim to be the “master" unit. Recalling
from above that the master normally does not receive his
own “keepalive” mesage so that if a master gets a "master
keepalive” message 801 it likely indicates that another
cluster member thinks he is the master. In the preferred
embodiment, the “master keepalive” message contains the
cluster member list, the adaptive keepalive interval (which
is described in more detail below) and the current set of
work assignments for each member which is used only for
diagnostic purposes. So when a master gets a master keeo
palive message 801 he first asks “is it from me?” 803 and if
so he just ignores this mesage 807 and exits 308, If the
master keepalive message is not from this master unit 804
then the “tie—breaker” process begins by asking “Do I have
more cluster members than this other master?” 809 If this
master does then he sends a “other master exists” message
825 telling the other master to relinquish the master role and
rejoin the cluster. The remaining master then once again
sends broadcast Address Resolution Protocol (ARP)
responses to tell anyone on the network what Ethernet
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8
address to use for the cluster IP address 827 and exits 808.
If the current master does not have more cluster members
than this other master 811 he asks “do I have less cluster
members than the other master?” 813 and ifso 816 he must

give up the master role to the other one by exiting the cluster
821 and rejoining the cluster as a member/non-masler 823)
exiting to 601 in FIG. 6. lfthe current master does not have
less members than the other master 815 (which indicates
they both have the same number) then the final timbreaker
occurs by asking “is my IP address less than his ” 817 and
if so then again the current master wins the tie-breaker 818
and sends the “other master exists” message as before 825
If however he loses this final tie-breaker 819 then he exits
the cluster to rejoin as a non—master member 821.

Referring now to FIG. BB another master event occurs
when the master gets a “client keepalive message” (that is
one from a noncmaster cluster member) 830. The master
asks “is this client in my cluster?" 83]. and if not the master
sends the client an “exit cluster" message 833 telling the
client to exit from this cluster. 1f the client is from this
master's cluster the master calculates and stores a packet
loss average value using the sequence number of the client
keepalive message and the calculated adaptive keepalive
interval. 835 The master then resets the watchdog timer for
this client 837. The watchdog timer routine is an operating
system routine that checks a timer value periodically to see
if the failover detection interval has elapsed since Lhe value
was last reset and if so the watchdog timer is said to have
expired and the system then reacts as ifthe client in question
has left the cluster and reassigns that clients workoload to the
remaining cluster members.

M indicated above, the master periodically sends out a
master keepalive memage containing the cluster member
list, the adaptive keepalive interval (which is described in
more detail below) and the current set of work assignments
for each member which is used only for diagnostic purposes.
(See FIG. 8C).,ln addition, the master periodically (in the
preferred embodiment every 2 seconds) checks the load—
balance ofthe cluster members. In FIG. 8D when the timer
expires 855 the master calculates the load difl‘erence
between most loaded (say “K”) and least loaded (say “J")
cluster member 857 and then asks “would moving 1 work
unit from most loaded (K) to least loaded (J) have any
effect?" that is, if K>J is K—l 51-4? 859. If so then the
master sends a “work de~assign” request to the most loaded
member with the least loaded member as the target recipient
863 and then the master checks the load numbers again 865.
if the result of moving 1 work unit would not leave the least
loaded less than or equal to the most loaded 860 then the
master makes no reassignments and exits 861.

Another master event occurs when a watchdog timer for
a client/Cluster member expires wherein the master deletes
that client from the cluster data list and the deleted unit’s
work goes into a pool of unassigned work to gel reassigned
normally as the next message arrives. (See FIG. 8E).

Referring now to FIG. 8F another master event in the
preferred embodiment occurs when the master gets a client
join request message 875. The master initially tells the client
to wait by sending a NAK with an “operation in progress”
reason. 877 The master then notifies the applica Lions that are
present that a client is trying to join the cluster as some
applications want to know about it. 879. For example if
IPSec is one of the applications then IPSec may want to
validate this client before agreeing to let it join the cluster.
If any application rejects the join request the master sends a
NAK with the reason 855 and exits. If all applications
approve the join request the master sends an ACK and the
join proceeds as normal. 887.
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Client Cluster Member Events

The non-master cluster members (clients) must also send
keepalive messages and monitor the watchdog timer for the
master. Referring now to FIG. 86 when a client gets a
master keepalive mesage 890 it updates its adaptive kee-
palive interval 891, and checks the I’mt of cluster members
to see if any members have been lost 893. If so this client
notifies its applications that a cluster member has departed
895 (for example, lPSec wants to know). The client also
checks to see ifany members have been added to the cluster
897 and if so notifies the applications 898 and finally resets
the watchdog timer for monitoring the master 899 and exits.
Each client also has a periodic timer which is adaptive to the
network packet loss value sent by the master which requires
the client to send a client keepalive message (containing a
monotonically increasing numeric value) to the master peri-
odically (See FIG. 8H). Also each client has a master
watchdog timer it must monitor and if it expires the client
must exit the cluster and send a new join message to re-enter
the cluster. (See FIG. 81).

Normal [P Packet Processing

In order for a cluster member to correctly process only its
share of the workload, one of three methods is used:

I. The MAC address of the master is bound to the cluster
I? address (using the AR? protocol). The master applies the
filtering function (described in more detail below) to classify
the work and forward each packet (if necessary) to the
appropriate cluster member.

2. A cluster—wide Unicast MAC address is bound to the
cluster IP address (using the ARP protocol). Each cluster
member programs its network interface to accept packets
from this MAC destination addres. Now each cluster mem-
ber can see all packets with the cluster [P addreS destina-
tion. Each member applies the filtering function and discards
packets that are not part of its workload.

3. method 2 is used but with a Multicast MAC address
instead of a Unicast MAC address. This method is required
when intelligent packet switching devices are part of the
network. These devices learn which network ports are
associated with each Unicast MAC address when they see
packets with a Unicast MAC destination address, and they
only send the packets to the port the switching device has
determined is associated with that MAC address (only 1 port
is associated with each Unicast MAC address). A Multicast
MAC address will cause the packet switching device to
deliver packets with the cluster IP destination address to all
cluster members.

In the preferred embodiment, there is a mechanism for
designating which cluster member is to process a message
and allow the other members to disregard the message
without inadvertently sending a "reset" message to the
originating client. The preferred embodiment makes use of
a “filter" process in each cluster member which calculates a
hash function using certain fields of the incoming message
header. This hash calculation serves as a means of both
assigning a work unit number to a message and assigning a
work unit to a particular cluster member for processing. This
technique allows a cluster member to tell whether the
incoming message must be processed by it, therefore the
possibility of an inadvertent “reset” message is precluded. [t
is noted that other solutions to this problem of “how to get
the work to the right member of the cluster with minimum
overhead" could include a hardware filter device sitting
between the network and the cluster wherein the hardware

filter would do the member assignment and load balancing
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function. Note that since all cluster members have the same
MAC address, all cluster members get all messages and the
way they tell whether they must process the message further
is to calculate the work unit number using the hashing
method shown above and then to check the resulting work
unit number against their work load table to see if it is
assigned to them. If not they dump the message from their
memory. This is a fast and efficient scheme for dumping
messages that the units need not process further and yet it
provides an efficient basis for load-balancing and eficient
fail—over handling when a cluster member fails.

The normal processing of IP packets is described with
reference to FIG. 9. Upon the receipt of a packet 901 a
determination is made as to whether the packet is addressed
to a cluster IP address 903 or not. If not 905 then it is
determined if the IP address is for this cluster member and

if so it is processed by the [P stack locally 909. [f the packet
is to be forwarded (here the system is acting like a router)
908 a forward filter is applied in order to classify the work913.

This designates whether the packet is for normal work for
the cluster clients or is forwarding work. If at step 903 where
the addreS was checked to see if it was a cluster IP address,
the answer was yes then a similar work set filter is applied
911 wherein the [P Source and destination addresses are
bashed modulo 1024 to produce an index value which is
used for various purposes. This index value calculation (the
processing filter) is required in the current embodiment and
is described more fully as follows;

Basically the fields containing the IP addresses, IP
protocol, and TCP/UDP port numbers, and if the application
is LZTP, the session and tunnel lD fields are all added
together (logical XOR) and then shifted to produce a unique
“work unit” number between 0 and 1023.

For example, in the preferred embodiment the index could
be calculated as follows:

 
/‘
" Sample Cluster Filtering function.
/

italic int Cluster_,Ffltefi.ng_I=‘unctinn(voil'Packet, int Fonnrding)
strum ip ‘ip - (struct ip ")Packet;
int i, length;l'
' Select filtering scheme based on whether or not we are

forwarding this packet

' Filta Forwarded packets on source & destinationIP address

i :- ip—>ip.__dst.5._,nddr;
i mip—>ip,,sre.s_addr;

} else (I‘
' Not. forwarding: Put in the [P source address'I

i a ip—>ip_:rc.s_3ddr,/‘

:IGet the packet header length and dispatch on protocol
length — ip—>ip_hl << 2;
if (ip—>ip_p—[PPROTO_UDP) (,-

' UDP: Hash an OD? Source Port and Source [PAddress
'/

i ‘_((suucr udphdr -)((ctm ')ip + length))—>uh_ art;
) else if ('rp—>ip_p-IPPROTO_TCP) { SP/"

Petitioner Apple Inc. - Exhibit 186ET89§§87§7
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mentioned 
' Hash on the TCP Source Port and Source lPAddress
'l

i «((struct tcphdr ‘)((char ')ip + length))—>th_sport;
} else (I'

' Any other protocol: Hash on the Destination and
Source IP Addresses

'l
i lsip—>ip.dst.e_,nddr,

l
}l"
' Collapse it into a work-set numbera
I

retum(lP_CLUSl‘ER,_J-IASH(D);
l 

Referring again to FIG. 9, and having the work set index
value czdculated each member making this calculation uses
the index value as an indirect pointer to determine for this
work set if it is his assigned work set 915, 917. If the index
value does not indicate that this work set has been assigned
to this cluster member, if this cluster member is not the
cluster master, then the packet is simply dropped by this
cluster member 921, 923, 925. If on the other hand this
cluster member is the master unit 926 then the master must
check to see if this work set has been assigned to one of the
other cluster members for processing 927. If it has been
assigned‘to another clustermember 929 the master checks to
see if that cluster member has acknowledged receiving the
assignment 931 and if so the master checks to see if he was
in the multicast mode or unicast/forwarding mode 933, 935.
If he is in the unicast or multicast mode the master drops the
packet because the assigned cluster member would have
seen it 936. If however, the master was in the forwarding
mode the master will forward the packet to the assigned
member for processing 943. If the assigned cluster member
has not acknowledged receiving the assignment yet 940 then
save the packet until he does acknowledge the assignment
941 and then forward the packet to him to process 943. If
when the master checked to see if this work set had been

assigned at 927 the answer is no 928 then the master will
assign this work set to the least loaded member 937 and then
resume its previous task 939 until the assigned member
aclmowledges receipt of the assignment as described above.
If work is for this member, the packet is passed on to Lhe
local TCP/1P slack.
State Maintenance

RFC 1180 ATCP/IP Tutorial, T. Socolofsky and C. Kale,
January 1991 generally describes the TCP/1P protocol suite
and is incorporated fully herein by reference. In the present
invention, a key element is the ability to separate the TCP
state into an essential portion of the state and a calculable
portion of the state. For example, the state of a TCP message
changes constantly and awardingly it would not be practical
for a cluster member to transfer all of this TCP state to all
of the other members of the cluster each time the stale

changed. This would require an excessive amount ofstorage
and promssing time and would essentially double the traffic
to the members of the cluster. The ability of the member
units to maintain the state of these incoming messages is
critical to their ability to handle the failure of a member unit
without requiring a reset of the message session. H6. 7
depicts the preferred embodiment’s definition of which
elements of the TCP state are considered essential and
therefore must be transferred to each member of the cluster
701 when it changes, and which elements of the TCP state
are considered to be calculable from the essential state 703
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and therefore need not be transferred to all members of the
cluster when it changes. The TCP Failover State 700 in the
present embodiment actually comprises three portions, an
Initial Stale portion 702 which only needs to be sent once to
all cluster members; the Essential State Portion 701 which
must be sent to all cluster members for them to store when
any item listed in the Essential portion changes; and the
Calculable State portion 703 which is not sent to all mem-
bers. The data to the right of the equals sign (“a”) for each
element indicates how to calculate that elements value
whenever it is needed to do so.
Failover Handling

As indicated above, the preferred embodiment of the IP
cluster apparatus and method also includes the ability to
monitor each cluster member’s operation in order to manage
the cluster Operation for optimal performance. This means
insuring that the cluster system recognize quickly when a
cluster member becomes inoperative for any reason as well
as have a reasonable process for refusing to declare a cluster
member inoperative because of packet losses which are
inherent in any TCP/1P network. This monitoring process is
done in the preferred embodiment by a method whereby
each non-member cluster member keeps a “master watchdog
timer” and the master keeps a “client watchdog timer” for all
cluster members. These watchdog timers are merely routines
whereby the cluster member’s OS periodically checks a
“watchdog time-value" to see if it is more than “t” Lime
earlier than the current time (that is, to see if the watchdog
time value has been reset within the last “I” time). If the
routine finds that the difl'erence between the current time and
the watchdog time vatue is greater than “t” time then it
declares the cluster member related to the watchdog timer to
be inoperative. These watchdog time values are reset when—
ever a cluster member sends a “keepalive” packet
(sometimes called a “heartbeat” message) to the other mem-bers.

Generally a “keepalive” message is a message sent by one
network device to inform another network device that the

virtual circuit between the two is still active. In the preferred
embodiment the master unit sends a “master keepalive"
packet that contains a list of the cluster members, an
“adaptive keepalive interval” and a current set of work
assignments for all members. The non—master cluster mem-
bers monitor a Master watchdog timer to make sure the
master is still alive and use the “adaptive keepah've interval”
value supplied by the master to determine how frequently
they (the nommaster cluster members) must send their
“client keepalive" packets so that the master can monitor
their presence in the cluster. The “client keepalive” packets
contain a monotonically increasing sequence number which
is used to measure packet loss in the system and to adjust the
probability of packet loss value which is used to adjust the
adaptive keepalive interval. Generally these calculations are
done as follows in the preferred embodiment, however it
will be understood by those skilled in these arts that various
programming and logical circuit processes may be used to
accomplish equivalent measures of packet loss and related
watchdog timer values.

Each client includes a sequence number in its “Client
keepalive” packet. When the master gets this keepalive
packet for client “:1" he makes the following calculations:

SA~[this sequence numbed—[last sequence numbed-1

his value SA is typically=0 or 1 and represents the
number of dropped packets between the last two keepalive
messages, or the current packet loss for client “x”.

This value 15 then used in an exponential smoothing
formula to calculate current average packet loss “P" asfollows;
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