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AGILE NETWORK PROTOCGL FOR SECURE
COMMUNICATIONS USING SECURE

DOMAIN NAMES

CROSS-RELERENCE FO RELATED
APPLICATIONS

This application claims priority from and is a continuation
patent application of U.S. application Ser. No. G9/558,210,
filed Apr. 26, 2000 now abandoneed, which is a continuation-
in-part patent application ofpreviously-filed U.S. application
Ser, No. 09/504,783, filed on Feb. 15, 2000, nowUS. Pat. No.
6,502,135, issued Dec. 31, 2002, which claims priority from
and is a continuation-in-part patent application ofpreviously-
filed U.S. application Ser, No. 09/429,643, filed on Oct. 29,
1999 now U.S. Pat. No. 7,010,604, The subject matter ofU.S.
application Ser. No, 09/429,643, which is bodily incurporaied
herein, derives from provisional U.S. application Nos.
60/106,261 (filed Get. 30, 1998) and 60/137,704(filed Jun.7,
1999). The present applicationis also related to U.S. appli-
cation Ser. No. 09/558,209, filed Apr. 26, 2000, «and which is
incorporated by reference herein.

GOVERNMENTCONTRACT RIGHTS

This invention was made with Government support under
ContractNo. 360000-1999-000000-QC-000-000 awarded by
the Central IntelligenceAgency, The Governmenthas certain
tights in the invention.

BACKGROUND OF TIL INVENTION

A tremendous variety of methods have been proposed and
implemented to provide security and anonymity for commu-
nications over the Internet, ‘lhe variety steme, in part, fromthe
different needs of different Internet users, A basic heuristic

framework to aid in discussing these different security tech-
niques is illustrated in FIG. 1. Two tenninals, an originating
terminal 100 and a destination terminal 110 are in communi-
cation over the Internct, It is desired for the communications

to be secure, that is, immune to eavesdropping. For example,
terminal 100 may transmit scerct information to terminal 119
over the Intemet 107. Also, it may be desired to prevent an
eavesdropper from discovering that terminal 100 is in com-
munication with tenninal 110. For cxample,ifterminal 100 is
a user and terminal 110 hosts a web site, terminal 1007s user
may not want anyone in the intervening networks to know
what web sites he is “visiting.” Anonymity would thus he an
issue, for example, for companies that want to keep their
market rescarch interests private and thus would prefer to
prevent outsiders from knowing which web-sites or other
Internet resources they are “visiting.” These two security
issues may be called data security and snonymily, respec-
tively.

Data security is usually tackled using some form of data
encryption. An encryption key 48 is known at both the origi-
nating and terminating terminals 100 and 110. The keys may
be private and public at the originating and destination termi-
nals 100 and 116, respectively or they may be symmetrical
keys (the same key is used by both partics to enerypt and
decrypt). Many encryption methods are knowa andusable in
this context.

To hide traffic from a local administrator or ISP, a user can
employ a local proxy server in communicating over an
cnerypted channel with an outside proxy such that the local
adnrinistrator or ISP only secs the encrypted traffic. Proxy
servers prevent destination servers from determining the
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identities of the originating clients. This system employs an
intermediate server interposed between client and destination
server. The destination server sees only the Internet Protocol
(IP) address ofthe proxy server and not the originating client.
The target server only sces the address of the outside proxy.
This scheme relies on 4 trusted outside proxy server. Also,
proxy schemes are vulnerable to traffic analysis methods of
determining identities yf transmitters and reveivers, Another
iraportant limitationofproxy servers is that the server knows
the identities of both calling and called parties. In many
instances, an originating terminal, sich as terminal A, would
prefer iu keep its identity concealed From the proxy, for
example, ifthe proxy server is provided by an Intemet service
provider (ISP).

To defeat Waffic analysis, a scheme called Chaum’s mixes
employs a proxy server that transmits and receives fixed
length messages, including dummy messazes. Multiple oriyi-
nating terminals arc conticeted through a mix (a server) to
multiple target servers. It is difficult to tell which of the
originating terminals are communicating to which ofthe con-
nevled targel servers, and the dummy messayes conluse
eavesdroppers’ efforts to detect communicating pairs by ana-
lyzing traffic. A drawback is that there is a risk that the mix
server could be compromised, One way to deal with this risk
is to spread the trust umonp multiple mixes. If one mix is
compromised, the identities of the originating and targetter-
minals may remain concealed. This strategy requires a num-
ber of alternative mixesso that the intermediate servers inter-

posed between the originating, and target terminals are not
determinable except by compromising more than one mix.
The strategy wraps the message with multiple layers of
encrypted addresses. The first mix in a sequence can decrypt
only the outer layer of the message to reveal the next desti-
nation mix in sequence, The secund mix can decrypl the
message to reveal the next mix and so on. The target server
reccives the message and, optionally, a multi-layer encrypted
payload containing return information to send data back in
the same fashion. The only way to defeat such a mix scheme
is to collude among mixes. [f the packets are all fixed-length
and intermixed with dummy packets, there is no way to do
any kind oftraffic analysis.

Still another anonymity technique, called ‘crowds,’ pro-
tects the identity of the originating terminal from the inter-
mediate proxics by providing that originating terminals
belong to groups ofproxies called crowds. The crowd proxies
are interposed between originating and target terminals. Each
proxy through which the message is sentis randomly chosen
by an upstream proxy. Each intermediate proxy can send the
message eittter to another randomly chosen proxy in the
“crowd”of to the destination. Thus, even crowd members
cannot detennine ifa preceding proxy is the originator ofthe
message or if it was simply passed from another proxy.

ZKS (Zero-Knowledge Systems) Anonymous IP Protocol
allows users to select up to any of five different pscudooyms,
while desktop sollware encrypts outgoing traffic and wrapsit
in User Dutagram Protocol (UDP) packets. Thefirst server in
‘a 2+-hop system gota the UDP packets, strips off one layer of
encryption to add anoiher, then sends the traffic to the next
server, which strips olf yet another layer of encryption and
adds a new one. The user is permilted to control (ue number of
hops. At the final server, traffic is decrypted with an untrace-
able IP address. The technique is called onion-routing. This
method can be defeated using traffic analysis. For a simple
example, bursts ofpackets from, a user ducing low-duty peri-
ods can reveal the identities of sender and receiver.

Firewalls attempt to protect LANs from unauthorized
access and hostile exploitation or damage to computers con-
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nected to the LAN.Firewalls provide a server through which
all access to the LAN must pass. Firewalls are centralized
systems that require administrative overhead to maintain.
‘They can be compromised by virtual-machine applications
C“applets’’). They instill a false sense ofsecurity that leads to
security breaches for example by users sending sensitive
information to servers outside the firewall or encouraging use
ofmodems to sidestep the firewall security. Firewalls are not
useful for distributed systems such as business travelers,
extranets, small teams,eic,

SUMMARY OF THE INVENTION

Asecure mechanism lor communicating over the iniemet,
including uy protovelreferred to as the TunneledAgile Routing
Protocal (TARP), uses a unique two-layer encryption format
and special TARP routers. TARP routers are similar in func-
tion to regular IP routers. Hach "LAKP router has one or more
TP addresses and uses normal IP protocol Lo send IP packet
messages (“packcts” or “datagrams”). The IP packets
exchanged between TARP terminals via TARP routers are
actually encrypted packets whose true destination address is
concealed except to TARP routers and servers. The normal or
“clear” or “outside” IP header attached to TARP IP packets
contains only the address of a next hop router or destination
server, That is, instead of indicating a final destination in the
destination field of the IP header, the TARP packei*s IP
header always points to a next-hop in a series ofVARI router
hops, or fe the final destination. This means there is no overt
indication from an intercepted TARP packet of the true des-
tination of the TARP packet since the destination could
always be next-hop TARP router as well as the final destina-
tion.

EachTARP packet’strue destination is concealed behind a
layer ofencryption gencrated using a link key. The. linkkey is
the encryption key used for encrypted communication
between the hops intervening between an originating TARP
terminal and a destination TARP terminal. Each TARP router

can remove the outer layer of encryption to reveal the desti-
nation router for each TARP packet. To identify the link key
needed to decrypt the cuter layer of encryption of a TARP
packet, areceiving TARP orrouting terminal may identify the
transmitting terminal bythe sender/receiver IPnumbers in the
cleartext IP header.

Once the outer layer of cneryption is removed, the TARP
router determines the final destination. Each TARP packet
140 undergoes a minimum number ofhopsto help foil trailic
analysis. The hops may be chosen at random or by a fixed
value. As a result, each TARP packet may make random trips
among a number of geographically disparate routers before
reaching its destination. Rach trip is highly Likely to be dif-
ferent for each packet composing a given messuge because
each trip is independently randomly determined. This feature
is called agile routing. The fact that dillcrent packels take
different routes provides distinct advantages by making it
difficult for an interloper to obtain all the packets forming an
entire multi-packet message. The associated advantages have
to do with the inner layer of encryption discussed below.
Agile routing is combined with another feature that lurihers
this purpose; a feature that cnsures that any message is broken
into multiple packets.

The IP address ofa TARP router can be changed, a feature
called IP agility. Mach TARP router, independently or under
direction from another TARP terminal or router, can change
its IP address. A separate, unchangeable identifier or address
is also defined. This address, called the TARP address, is
known only to TARP routers and terminals and may be cor-

19

5

25

35

40

45

60

65

4
related at any timeby a TARP router ora TARP terminal using
a Lookup Table (LUT). When a TARP router or terminal
changesits IP address, it updates the other TARP routers and
terminals which in turn update their respective LU'I's.

The message payload is hidden behind an inner jayer of
encryption in the ‘TARP packet that can only be unlocked
using a session key. The session key is not available to any of
the intervening TARP routers. The session key is used to
decrypt the payloads ofthe TARP packets permitting the data
stream to be reconstructed.

Communication may be made private using link and ses-
sion keys, which ijn turn may be shared and used according to
any desired method. For example, public/private keys or sym-
metric keys may be used.

To transmit a data stream, a TARP originating terminal
constructs a series ofTARP packets from a series of IP pack-
ets generated by a network (IP) layer process. (Note that the
terms “network layer,” “‘data link layer," “application layer,”
etc. used in this specification correspond to the Open Systems
Interconnection (OSI) network terminology.) The payloads
of these packets are ussembled into a block and chain-block
encrypted using the session key. This assumes, ofcourse, that
all the IP packets are destined for the same TARPterminal.
The block is then interleaved and the interleaved encrypted
block is broken into a series ofpayloads, one for each TARP
packet to be generated. Special TARP headers IPT are then
added to each payload using the IP headers from the data
stream packets. The TARP headers can be identical io nonnal
IP headers or customized in some way. They shouldcontaina
formula or data for deinterleaving the data at the destination
TARP terminal, a time-to-live (TTL) parameter to indicate
the number ofhops slill to be executed, a data type identifier
which indicates whether the payload coniains, for example,
TCPor UDPdata, the sender’s TARP address, the destination
TARP address, and an indicator as to whether the packet
contains real or decoy data ora formulafor filtering out decoy
data if decoy data is spread in some way through the TARP
payload data.

Note that although chain-block encryption is discussed
here with reference to the session key, any encryption method
may be used. Preferably, as in chain block encryption, a
method should be used that makes unauthorized decryption
dificult without ap entire result of (he encryption process.
Thus, by separating the encrypted block among multiple
packeis and making it difficult for an interloper to obtain
access to all of such packets, the contents of the communica-
tions are provided an extra layer of security.

Decoy or dummy data can be added to a strearn to help foil
traffic analysis by reducing, the peak-to-averagenetwork load.
It may be desirable to provide the TARP process with an
ability to respond to the time of day or othercriteria to gen-
crate more decoy data during low tratfic periods so that com-
munication bursts atone point in the Internet cannotbe tied to
communication bursts at another point to reveal the commu-
nicating endpoints.

Dummy data also helps to break the data into a larger
number of inconspicuously-sized packets permitting the
interleave window size to be increased while maintaining a
reasonable size for each packet. (The packet size can be a
single standard size or selected from a fixed range of sizes.)
One primary reason for desiring for each message to be bro-
ken into multiple packets is apparent ifa chain block encryp-
tion scheme is used to form thefirst encryption layer prior ta
interleaving. A single block encryption may be applied to
portion, or entirety, of a message, and that portion or entirety
then interleaved into a number of separaic packets, Consid-
ering the agile IP routing of the packets, and the attendant

Copy provided by USPTO from the PIRS Image Database on 03/28/2014

VX00056897

Petitioner Apple Inc. - Exhibit 1002, p. 1982
PX010000046



Petitioner Apple Inc. - Exhibit 1002, p. 1983

 

US 7,418,504 B2
5

difficulty of reconstructing an entire sequence of packets to
form a single block-encrypted message element, decay pack-
ets can significantly increase the difficulty of reconstructing,
an entire data stream.

The above scheme may be implemented entirely by pro-
cesses operating between the data link layer and the network
Jayer of each server or terminal participating in the TARP
system, Because the cucryplion system described above is
insertable between the data link and networklayers, ihe pro-
cesses involved in supporting the encrypted communication
may be completely transparent to processes at the IP (net-
work) layer and above. The TARP processes may also be
completely transparent to the data link layer processes as
well. Thus, no operations at or above the Network layer, or at
or below the datalink layer, are affected by the insertion ofthe
TARP stack, This provides additional security to all processes
at or above the network layer, since the difficulty ofunautho-
rized penetration of the network layer (by, for example, a
hacker) is increased substantially. Even newly developed
servers running at the session layer leave all processes below
the session layervulnerable to attack. Note that in this archi-
tecture, security is distributed. That is, notebook computers
used by executives on the road, for example, can communi-
cate over the Internet without any compromise in security.

IP address changes made by TARP terminals and routers
can be done at regular intervals, at random intervals, or upon
detection of “attacks.” The variation of IP addresses hinders

traffic analysis that might reveal which computers are com-
municating, and also provides a degree of immunity from
atiack. The level of immunity from attack is roughly propor-
tional to the rate at which the [P address ofthe host is chang-
ing.

As mentioned, [P addresses may be changed in responseta
attacks. An attack may be revealed, for example, by a regular
series ofmessages indicating that a router is being probed in
some way. Upon detection of an attack, the TARP layer pro-
cess taay respondto this event by changing its IP address. Io
addition, it may create a subprocess thal maintains the origi-
nal IP address and continues interacting with the attacker insome manner.

Decoy packets may be generated by each TARP terminal
on some basis determined by an algorithm. For example, the
algorithm muy be a random one which calls for the generation
of a packet on a random basis when the terminal is idle.
Alternatively, the algorithm may be responsive to time ofday
or deweeon of low traffic io generate more decoy packets
during low traffic times. Note that packets are preferably
generated in groups, rather than one by one, the groups being
sized to simulate real messages. In addition, so that decoy
packets may be inserted in normal TARP message streams,
the background loop may have a latch that makes it more
likelyto insert decoy packets when a messagestream is being
received, Alternaiively, ifa lagge number ofdecoy packets is
received along with regular TARP packets, the alyorithm may
increase the rate of dropping of decoy packets rather than
forwarding them. The result of dropping and generating
decoy packets in this way is to make the apparent incoming
message size different from the apparent oulgoing message
size to help foil traffic analysis.

In various other embodiments ofthe invention, a scalable
version ofthe system may be constructed in which a plurality
of IP addresses arc preassigned to each pair of communical-
ing, nodes in the network. Each pair ofnodes agrecs upon an
algorithm for “hopping” between IP addresses (both sending
and receiving), such that an eavesdropper sees apparently
continuously random IP address pairs (source and destina-
tion) for packets transmitted between the pair. Overlapping or
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“reusuble” IP addresses may be allocated to diffcrentusers on
the game subnet, since cach node merely verifics that a par-
ticular packet includes a valid source/destination pair from
the agreed-upon algorithm. Souree/destination pairs are pref-
erably not reused between any two nodes during any given
end-to-end session, though limited IP block sizes or lengthy
sessions might require it.

Further improvements described in this continuation-in-
part application include: (1) a load balancer that distributes
packets across different transmission paths according to
transmission path quality; (2) a DNS proxy server that {rans-
parently creates a virmal private network in respanse to a
domain name inquiry; () a large-to-small link bandwidth
management feature that prevents denial-of-service attacks at
systeni chokepuints; (4) a traffic limiter thal repulates incorm-
ing packets by limiting the rate at which a transmitter can be
synchronized with 4 receiver; and (5) 4 signaling synchm-
nizer that allows a larpe number of nodes to communicate
with a central node by partitioning the communication func-
fion between two separate entities

The present invention provides key technologies for imple-
menting a secure virtual Internet by using anew agilenetwork
protocol that is built on top of the existing Internet protacol
(IP). The secure virtual Internet works over the existing Inter-
net infrastructure, and interfaces with client applications the
same wayasthe existing Internet. The key technologies pro-
vided by the present invention that support the secure virtual
Internet include a “one-click” and “no-click” technique to
become part of the secure virtual Internet, a secure domain
name service (SDNS) for the secure virtual Internet, and a
new approach for interlacing specific client applications onto
the secure virtual Internet. According to the invention, the
secure domain nameservice interfaces with existing applica-
tions, in addition te providing a way to register and serve
domain names and addresses.

Accordingto one aspect ofthe presentinvention, ausercan
conveniently establish a VPN using a “one-click” or a “no-
click” technique without being required to enter user identi-
fication information, a password and/or an encryption key for
establishing a VPN. The advantages of the present invention
are provided by a method for establishing a secure commu-
dicalion link between a first computer and # second compuler
over a computer network, such as the Internct. In onc embadi-
ment, a secure conmmunication mode is enabled at a first
computer without a user entering any cryptographic informa-
tion Jor esblishing the secure communication mode ofcom-
munication, preferably by merely selecting an icon displayed
on the first computer. Alternatively, the secure commuttica-
tion mode of communication can be enabled by entering a
command into the first computer, Then, a secure communi-
cation link is established between the first computer and a
second computer over a computer network based on the
enabled secure communication mode of communication.

According io the invention, it is determined whether a secure
communication software module is stored on the first com-

puter in response to the step of enabling the secure commu-
nication mode ofcommunication. A predeterminedcomputer
network address is then accessed for loading the secure com-
munication software modulewhen the software module is not

stored onthe first computer. Subsequently, the proxy software
moduie is stored in the first computer. The secure commmuni-
cation link is a virtual private nctwork communication link
over the computer network. Preferably, the virtual private
network can be based on inserting into each data packet one or
more data values that vary according to a pseudo-random
sequence. Alternatively, the virtual private network can be
based on a computer network address hopping regime that is
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used to pseudorandomly change computer network addresses
or other data values in packets transmitted between the first
computer and the second computer, such that the sccond
computer compares the data values in each data packet trans-
mitted between the first computer and the second computer to
a moving window ofvalid values. Yet another alternative
provides that the virtual private network can be based on a
comparison between a discrimiuatorfield in each data packet
to a table ofvalid discriminator fields maintained tor the first
comptiter.

According to another aspect ofthe invention, a command is
entered to define a setup parameter associated with the secure
communication link mode ofcommunication. Consequently,
the secure communication mode is automatically established
when a communication link is established over the computer
network.

The present invention also provides a computer system
having, a communication link to a computer network, and a
display showing, a hyperlink for cstablishing a virtual private
network through the computer network. When the hyperlink
for establishing the virtual private network is selected, a vir-
tual private network is established over the computer net-
work. A non-standard top-level domainnameis then sent over
the virtual private network communication to a predeter-
mined computer network address, such as a computer net-
work address for 4 secure dumuin name service (SDN).

‘The present invention provides a domainname service that
provides secure computer network addresses for sccure, non-
standard top-level domain names. The advantages of the
present invention are provided by a secure domain name
service for a computer network that includes a portal con-
nected to a computer network, such as the Internct, and a
domain name database connected to the computer network
through the portal. According to the invention, the portal
authenticates a query for a secure computcr network address,
and the domain name database stores secure computer net-
work addresses for the computer network. Each secure com-
puter nctwork address is based on a non-standard top-level
domain name, such as .scum, sory, .snet, suet, .sedu, .smil
and .sint.

‘The present inventionprovides a way lo encupsulate exist-
ing application network traffic at the application layer of a
client computer so that the client application can securely
communicate with a server protected by an agile network
protocol. The advantages of the present invention are pro-
vided by a method for communicating using a private com-
munication link between a client computer and a server com-
puter over a computer network, such as the Internet.
According ta the invention, an information packet is sent
from the client computer to the server computer over the
computer network, ‘The information packet contains data that
is inserted into the payload portionofthe packet at the appli-
cation layer ofthe client computer and is used for forming a
virtual private connection between the client computer and
the server computer. The modified infomnation packet can be
sent through a firewall before being sent over the computer
network to the server computer and by working on top of
existing protocols (i.e,, UDP, ICMP and TCP), the present
invention more easily penetrates the firewall. The information.
packetis received at a kernel layer ofan operating system on
the server side.Itis then determined at the kernel layer ofthe
operating system on the host computer whether the informa-
tion packet contains the data that is used for forming the
virtua! private connection. The server side replies by sending
an information packet to the client computer that has been
modified at the kernel layer to containing virtual private con-
nection information in the payload portion ofthe reply infor-
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3
mation packet. Preferably, the information packet from the
elicnt computer and the reply information packet from the
server side are cach a UDP protocol information packet.
Altemative, both information packets couldbe a‘lCP/LP pro-
tocol information packet, or an ICMP protocol information
packet.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG, 1 is an illustration of secure commutications over the

Internet according to a prior art embodiment.
FIG.2 ts an ilhustration ofscoure communications over the

Internet according to a an embodiment of the invention.
FIG.3q is an illustration ofa process of forming a tunneled

IP packet according to an embodimentofthe invention,
FIG.34 is an illustration ofa process of forming a tunneled

IP packet according to another embodiment ofthe invention.
FIG.4 is an illustration of an OSI layer locatian of pro-

cesses that may be used to implement the invention.
FIG. 5 is a flow chart illustrating a process for routing a

tunneled packet according to an embodiment ofthe invention,
FIG. 6 is a flow chart iilustrating a process for forming a

tunneled packel according to an embodiment ofthe invention.
FIG. 7 is a flow chart illustrating a process for recciving a

tunneled packet according to an embodiment ofthe invention,
FIG. & shows how a secure session is established and

synchronized between a client and a'LARP router,
FIG. 9 shows an IP address hopping scheme between a

client computer and TARP router using transmit and receive
tables in cach computer.

FIG. 10 shows physical link redundancy among threeLnter-
net Service Providers (ISPs) and a client computer,

FIG. LL shows how multiple IP packets can be embedded
into a single “frame” such as an Ethernet frame, and further
shows the use of a discriminator field to camouflage true
packet recipients.

FIG. 12A shows a system that employs hopped hardware
addresses, hopped IP addresses, and hopped discriminatorfields.

FIG. 12B showsseveral different approaches for hopping
hardware addresses, IP addresses, and discriminator fields in
combination.

FIG. 13 shows a technique for aulomatically re-establish-
ing synchronization between sender and receiver through the
use of a partially public syne value.

VIG. 14 shows a “checkpoint” schemefor regaining syn-
chronization between u sender and recipient.

FIG.15 shows further details of the checkpoint scheme of
FIG.14.

FIG. 16 shows how two addresses can be decomposed into
aplorality ofsegments for comparison withpresence vectors.

FIG. 17 shows a storage array for a receiver's active
addresses.

FIG, 18 shows the recgiver’s storage array after receiving a
syne request.

FIG, 19 shows the receiver’s storage array aftcr new
addresses have been generated.

FIG, 20 shows a system employing distributed transmis-
sion paths.

FIG. 21 shows a plurality of link transmission tables that
can be used io route packets in the system of FIG. 20.

FIG. 22A shows a flowchart for adjusting weight value
distributions associated with a plurality of transmission Jinks.

FIG. 22B shows a flowchart for setting a weight value to
zero if a transmitter turns off.
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FIG. 23 shows 4 system employing distributed transmis-
sion paths with adjusted weight value distributions for cach
path.

FIG. 24 shows an example using the system of FIG. 23.
FIG. 25 shows a conventional domain-name look-up ser-vice.

FIG. 26 shows a system employing a DNS proxy server
with transparent VPN creation.

FIG, 27 shows steps that can be carried out to implement
transparcot VPN creation based on a DNS look-up function.

TIG, 28 shows a system including a link guardfunction that
prevents packet overloading on a low-bandwidth link LOW
BW.

FIG. 29 shows one embodiment ofa system employing the
Principles of FIG. 28.

FIG. 30 shows a system that regulates packet transmission
rates by throttling the rate at which synchronizations are
performed,

FIG. 31 shows a signaling server 3101 and a transport
server 3102 used to establish a VPN with a client computer,

FIG. 32 shows message flows relating to synchronization
protocols of FTG, 31.

LIG. 33 shows a system block diagram of a computer
network in which the “one-click” secure communication link

of the present invention is suitable for use.
FIG. 34 shows a flow diagram for installing and establish-

ing,a “one-click” secure communication link over a computer
network according to the present invention.

FIG, 35 shows a flow diagram for registering a secure
domain name according to the present invention.

FIG. 36 shows a system block diagram of a computer
network in which a privatc conncction according to the
present invention can be configured to more easily traverse a
firewall between twu computer networks.

FIG. 37 shows a Mow diugram for establishing a virtual
private connection that is encapsulated using an existing net-
work protocol.

DETAILED DESCRIPTION OF THE INVENTION

Referring to FIGs. 2, a secure mechanism for communicat-
ing over the internet employs a number of special roulers or
servers, called TARP routers 122-127 that are similar to regu-
lar IP routers 128-132 in thal cach has one or more IP

addresses and uses normal IP protocol to send notmal-look-
ing IP packet messages, called TARP packets 140. TARP
packets 140 are identical to normal IP puckel messages that
are routed by regular IP routers 128-132 because each TARP
packet 140 contains a destination address as in a normal IP
packet, However, instead of indicating a final destination in
the destination field of the IP header, the TARY packet’s 140
IP header always points to a next-hop in a series of TARP
router hops, or the final destination, TARP terminal 110.
Recause the header of the TARP packet contains only the
next-hop destination, there is no overt indication from an
intercepted ‘LARP packet ofthe true destination ofthe TARP
packet 140 since the destination could always be the next-hop
TARP router as well as the final destination, TARP terminal
110.

Each TARP packet’s true destination is concealed behind
an outer layer of encryption generated using a link key 146.
The link key 146 is the encryption key used for encrypted
communication between the end points (TARP terminals or
TARP routers) ofa single link in the chain ofhops connecting
the originating TARP terminal 100 and the destination TARP
terminal 110. Each TARP router 122-127, using the link key
146 it uses 10 communicate with the previous hop in a chain,
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10
can use the link key to reveal the true destination of a TARP
packet, To identify the link key needed to decrypt the outer
layer of encryption of a TARP packet, a receiving TARP or
routing: terminal may identify the transmitting terminal
(which may indicate the link key used) by the senderfield of
the clear IP header, Alternatively, this identity may be hidden
behind another layer of encryption in uvuilable bits in the
clear IP header. Each TARP router, upon receiving a TARP
message, determines if the message is a TARP message by
using authentication data in the ‘TARP packet. This could be
recorded in available bytes in the TARP packet's IP header.
Alternatively, TARP packets could be authenticated by
altempting to decrypt using the link key 146 and determining
if the results are as expected. The former may have compu-
tational advantages because il dues not involve a decryption
process,

Oncethe outer layer ofdecryption is completed by a TARP
router 122-127, the TARP router determines the final desti-
nation. The system is preferably designed to cause each
TARP packet 140 to undergo a minimum number of hops to
help Joil traffic analysis, The time to live counter in the JP
header of the TARP message may be used to indicate a num-
ber of TARP router hops yet to be completed. Each TARP
router then would decrement the counter and determine from

{hat whether it should forward the TARP packet 140 to
aoother ‘TARP router 122-127 or to the destination ARP
terminal 110. If the timeto live counter is zero or helow zero

after decrementing, for an example ofusage, the TARP router
receiving theTARP packet 140 may forward the TARP packet
140 to the destination TARP terminal 110, If the timeto live

counter is above zero after decrementing, for an example of
usage, the TARP router receiving the TARP packet 140 may
forward the TARP packet 146 to a TARP rowter 122-127 that
the current TARP terminal chooses at random. As a result,
cach TARP packet 140 is routed through some minimum
number ofhops ofTARP routers 122-127 which are chosen at
rancon.

Fhus, each TARP packet, irrespective of the traditional
factors determiningtraffic in the Internet, makes random trips
among a number of geographically disparate routers before
reaching its destination and cach trip is highly likcly to be
different for each packet composing 4 given message because
eachtrip is independently randomly determined as described
above. This feature is called agile routing. For reasons that
will become clear shortly, the fact that different packets take
different routes provides distinct advantages by making it
difficult for an interloperto obtain all the packets forming an
entire multi-packet message. Agile routing is combined with
another feature that furthers this purpose, a feature that
ensures that any message is broken into mulliple packets.

“A TARP router receives a TARP packet when an IP address
used by the TARP router coincides with the IP address in the
TARP packet’s TP header IP. The IP address of a TARP
router, however, may not remain constant, To avoid and man-
ape attacks, each TARP router, independently or under clirec-
tion from another TARP temninal or rouler, may changeils IP
address. A separate, unchangeable identifier or address is also
defined. This address, called theTARP address,is known anly
to TARP routers and terminals and may be correlated at any
time by a TARP rovter or a TARPterminal using a Lookup
Table (LUT). When a TARProuter or terminal changesits IP
address, it updates the other TARP routers and terminals
which in turn update their respective LU'1's. In reality, when-
evera TARProuter looks up the address ofa destination in the
encrypted header, it must convert a TARP address to a real IP
address using, its LUT.
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While every TARP router receiving a TARP packet has the
ability to determine the packet’s final destination, the mes-
sage payload is embedded behind an inner layerofencryption
in the TARP packet thal can only be unlocked using a session
key. The session key is nol available to any of the TARP
routers 122-127 intervening between the originating, 100 and
destination 110 TARP terminals. The session key is used to
decrypt the payloads of the TARP packets 140 permitting an
entire message to be reconstructed.

Tn one embodiment, communication may be made private
using link and session keys, which in tum may be shared and
used according any desired method. lor example, a public
key or symmetrickcys may be communicated betweenlink or
session endpoints using 2 public key method. Any ofa variety
of other mechanisms for securing data to ensure that only
authorized computers can have access to the private intorma-
tion in the TARP packets 140 may be used as desired.

Referring to PKG. 3a, to constrict a series ofTARP packets,
a data stream 300 of IP packets 207a, 2076, 207e, etc., such
series of packeis being formed by a network (IP) layer pro-
cess, is broken inta a series of small sized segments. In the
present example, equal-sived segments 1-9 are defined and
used to constructa set ofinterleaved datapackets A,I3, and C.
Here it is assumed that the oumberof interleaved packets A,
B, and C formed is three and that the number of IP packets
207a-2U72 used to form the three interleaved packets A, B,
and C is exactly three. Of course, the number of IP packets
spread over a group of interleaved packets may he any con-
venient number as may be the number of interleaved packets
aver which the incoming dala stream is spread. Thelaticr, the
numberof interleaved packets over which the data stream is
spread, is called the interleave window.

To create a packet, the transmilting software interleaves the
nonnal IP packeis 207a¢ ct. seq. to fon a new sel of inter-
leaved payload data 320. This payload data 320 is then
encrypted using a session key to form a set of session-key-
encrypted payload data 330, each ofwhich, A, B, and C, will
form the payload ofa TARP packet. Using the IP headerdata,
from the original packets 207a-207c, new TARP headers IP,
are formed. The TARP headers IP, can be identical to normal
1P headers or customized in some way. Ina preferred embodi-
ment, the TARP heaclers IP, are IP headers with added data
providing the following information required for routing and
reconstruction ofmessages, some ofwhich data ts ordinarily,
or capable of being, contained in normal IP headers:

1.A window sequence number—an identifier that indicates
where the packet belongs in the original message
sequence.

2. An interleave sequence number—an identifier that indi-
cates the interleaving, sequence used to form the packet
so that the packet can be deinterleaved along with other
packets in the interleave window.

3. A time-to-live (TTL) datum— indicates the number of
TARP-router-hops to be executed before the packet
reachesits destination. Note that theTTL parameter may
provide a datum to be used in a probabilistic formula for
determining whether to route the packet to the destina-
tion or to another hop.

4. Datatype identifier—indicates whether thepayload con-
tains, for example, TCP ar UDP duta.

5. Sender’s address —indicates the sender’s address in the
TARP network.

6. Destination address—indicates the destination termi-
nal’s address in the TARP network.

7. Decoy/Real—an indicator of whether the packet con-
tains real message data or dummy decoy data or a com-
bination.
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Obviously, the packets going into a single interleave win-
dow must include only packets with a common destination.
Thus,it is assumed inthe depicted examplethat the IP headers
of IP packets 207@-207e all contain the same destination
address or at least will be received by the same terminal so
that they can be deinterleaved. Note that dummy or decoy
data or packets can be added to form a laryer interleave
window than would ctherwise be required by the size of a
given message. Decoy or dummy data can be added to a
stream to help foil traffic analysis by leveling the load on the
network. ‘hus, it may be desirable to provide the ‘ARP
process with an ability to respond to the time ofday or other
criteria to generate more decoy data during low traffic periods
so that communication bursts at one point in the Internet
cannot be tied to communication bursts at another point to
reveal the communicating endpoints,

Dummy data also helps to break the data inte a larger
number of inconspicuously-sized packets permitting the
interleave window size to be increased while maintaining a
reasonable size for cach packet. (The packet size can be a
single standard size or selected from a fixed range of sizes.)
One primary reason for desiring for cach message to be bro-
ken inte multiple packets is apparent if a chain block encryp-
tion scheme is used to form the first encryption layer prior to
interleaving. A single block encryption may be applied to a
portion, or the entirety, of a message, and that portion or
entirety then inlerleaved into a number of separile packets.

Referring to FIG. 34, in an alternative mode of TARP
packet construction, a series ofIP packets are accumulated to
make up a predelined interleave window. The payloads ofthe
packets are used to construct a single block 520 for chain
block encryption using the session key. The payloads used to
form the block are presumed to be destined for the same
terminal. The block size may coincide wiih the interleave
window as depicted in the example embodiment ofFIG. 34.
After encryption, the encrypted block is broken into separate
payloads and segments which are interleaved as in the
embodiment of FIG. 3@, The resulting interleaved packets A,
B, and C, are then packaged as TARP packets with TARP
headers as in the Example of FIG. 3a. The remaining process
is as shown in, and discussed with reference to, FIG. 3a.

Once the TARP puckels 340 are formed, euch entire TARP
packet 340, incliding the TARP header IP,, is encrypted
using the link key for communication with the first-hop-
TARProuter. The first hop TARP router is randomly chosen.
A final unencrypted IP header [P_-is added to each encrypted
TARP packet 340 to form a normal IP packet 360 that can be
transmitted to a TARP router. Note that the process of con-
structing the TARP packet 360 docs not have to be done in
stages us described. The above description is just a uselul
heuristic for describing the linal product, namely, the TARP
packet.

Note that, TARP header IP; could be a completely custom
header configuration with no similarity to a normal IP header
except that it contain the information identified above. ‘This is
so since this headeris interpreted by only ‘VARProuters.

The above scheme may be implemented eatirely by pro-
cesses operating, between the data link layer and the network
jayer of each server or terminal participating in the TARP
system. Referring to FIG. 4, a TARP transceiver 405 can be an
originating terminal 100, a destination terminal 110, or a
TARP router 122-127, Ineach TARP Transceiver 404,a trans-
Milting process is penerated to receive normal packets from
the Network (IP) layer and generate TARP packets for cum-
munication over the network. A receiving process is pener-
ated to receive normal IP packets containing TARP packets
and gencrate from these normal IP packets which are “passed
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up” lo the Network (IP) layer. Note that where the TARP
‘Transceiver 405 is a router, the received ‘ARP packets 140
are not processedinto a stream ofIP packets 415 hecause they
need only be authenticated as proper TARP packets and then
passed to another ‘UARP router or a TARP destination termi-
nal 110. The intervening process, a“TARP Layer” 420, could
be combined with either the data link layer 430 or the Net-
worklayer 410. In either case, it would intervene between the
data link layer 430 so that the process would receive regular
IP packets containing ombedded TARP packets and “hand
up” a series of reassembled IP packets to the Network layer
410. As an example of combining the TARP layer 420 with
the data link layer 430, a program may augment the normal
processes running a communications card, for example, an
Ethernet card, Alternatively, the TARP layer processes may
formpurt ofa dynamically loadable module thatis loaded and
executed to support communications between the network
and data link layers.

Because the encryption system described above can be
inserted between the data link and network Jayers, the pro-
cesses involved in supporting the encrypted communication
may be completely transparent to processes at the IP (net-
work) layer and above. The TARP processes may also be
completely transparent to the data link layer processes as
well. Thus, no operations at or above the network layer, or at
orbelow the data link layer, are affected by the insertionofthe
TARP stack. This provides additional security to all processes
al or above the network layer, since the difficulty ofunautho-
tized penctration of the network layer (by, for example, a
hacker) is increased substantially. Even newly developed
servers running at the session layer leave all processes below
the session layer vulnerable to attack. Note that in this archi-~
tecture, security is distributed. That is, notebook computers
used by executives on the road, for cxample, can communi-
cate over the Internet without any compromise in security.

Note that IP address changes made by TARP terminals and
roulers can be done at regular intervals, at random intervals,
or upon detection of“attacks.” The variation of IP addresses
hinders tradlic analysis that mightreveal which computers are
communicating, and also provides a degree ofimmunily from
attack. ‘lhe level of immunity from attack is roughly propor-
tionalto the rate at which the IP address of the host is chang-
ing.

As mentioned, IP addresses may be changed in response to
attacks. An attack may be revealed, for example, by u regular
scrivs of messages indicates that a router is being probed in
some way. Upon detection of an attack, the TARP jayer pro-
cess may respond (o this event by changingits IP address. To
accomplish this, the TARP process will construct a ‘TARP-
formaticd message, in the style of Internet Control Message
Protocol (ICMP) datagrams as an example; this message will
contain the machine’s TARP address, its previous IP address,
and its new TP address. The TARP layer will transmit this
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Upon detection of an attack, the TARP process may also
create a subprocess that maintains the original IP address and
continues interacting with the attacker. The latter may pro-
vide an opportunity to trace the attacker or study the attack.
er’s methods (called “‘fishbowling” drawing uponthe analogy
ofa small fish in a fish bowlthat “thinks”it is in the ocean but

is actually under captive observation). A history ofthe com-
munication between the attacker and the abandoned (fish-
bowled) IP address can be recorded or transmitted for human
analysis or further synthesized for purposes ofresponding in
some way.

As mentioncd above, decoy or dumury data or packets can
be added to outgoing data streams by TARP terminals or
routers. In addition to making it convenient to spread data
over a largernumber of separate packets, such decoy packets
ean also help to level the load on inactive portions ofthe
Intemet to help foil traffic analysis efforts.

Devoy packels may be generaled by each TARP terminal
100, 110 or each router 122-127 on some basis determined by
an algorithm. For cxample, the algorithm may be a random
one which calls for the generation of a packet on a random
basis when the terminal is idle. Alternatively, the algorithm
imay be responsiveto time ofday or detection of low traffic to
generale more decoy packets during low traffic times. Note
that packets are preferably generated in proups, rather than
one by one, the groups being sized to simulate real messages.
In addition, so that decoy packets may be inserted in norma!
TARP message streams, the background loop may have a
latch that makes it more likely to insert decoy packets when a
message siream is being received. That is, when a series of
messages are received, the decoy packel generation rate may
he increased. Alternatively,ifa large number ofdecoy packets
is received along with regular TARP packets, the algorithm
may increase the rate ofdropping ofdecoy packets rather than
forwarding them. The result of dropping and generating
decoy packets in this way is to make the apparent incoming
message size different from the apparent outgoing message
size to help foil traffic analysis. The rate of reception of
packets, decoy or otherwise, may be indicated to the decoy
packet dropping and generating processes throughperishable
decoy and regular packet counters. (A perishable counteris
one that resets or decrementsits value in response to time sa
that it contains a high value when it is incremented in rapid
succession and a smal! value when inceemented either slowly
or a small number of times in rapid succession.) Note that
destination TARP terminal 1144 may generate decoy packets
equal in number and size ta those TARP packets received to
make it appearit is merely routing packets and is therefore not
the destination terminai.

Referring to FIG. 5, the following particular steps may be
employed in the above-described method for routing ‘ARP
packels.

packetto at least one known ‘TARP router; then upon receipt 35 S0. A background loop operation is performed whieh
and validation ofthe message, the TARProuterwill update its applies an algorithm which determines the generation of
LUT with the new IP address for the staled TARP address. decoy IP packets. The loop is interrupted when an
The TARP router will then format a similar message, and encrypted TARP packet is received,
broadcastit to the otherTARP routers sa that they may update S82. The TARP packet may be probed in some way to
their LUTs. Since the total number of[TARP routers on any 60 authenticate the packet before attempting to decrypt it
given subnetis expected to be relatively small, this process of using, the link key. 'Uhatis, the router may determine that
updating the LUTs should be relatively fast. It may not, how- the packet is an authentic TARP packet by performing a
ever, work as well when there is a relatively large number of selected operation on some data included with the clear
TARP routers and/or a relatively large numberofclients; this IP header attached to the encrypted TARP packet con-
has motivated a rclinement of this architecture to provide 65 tained in the payload. This makes it possible to avoid
scalability, this refinement has led to a second cmbodiment,
whichis discussed below.

performing decryption on packets that are not authentic
TARP packets.

a~
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53.The TARPpacket is decrypted to expose the destination
TARPaddress and an indication ofwhetherthe packel is
a decoy packet or part ofa real messape.

S4. If the packet is a decoy packet, the perishable decoy
counter is incremented.

85. Based on the decoy peneration/dropping algorithm and
the perishable decoy counter value, if the packet is a
decoy packet, the router may choose to throw it away. If
the received packet is a decoy packetand itis determined
that it should be thrown away (86), control returns to
step SQ.

87. The TTL parameter ofthe TARPheader is decremented
and it is determinedifthe TLL parameteris preater thanzera,

$8. If the TTL parameter is greater than zero, a TARP
address is randomly chosen from a list of TARP
addresses maintained by the router and the link key and
JP address corresponding to that TARP address memo-
rized for use in creating a new IP packet containing the
TARP packet.

$9. If the TTL parameteris zero or less, the link key and IP
address corresponding to the TARP address of (he des-
tination are memorized for use in creating the new IP
packet containing the TARP packet.

810. The TARP packet is encrypted using the memorized
link key.

$11, An IP headeris added to the packet that contains the
stored IP address, the encrypted TARP packet wrapped
with an IP header, and the completed packet transmitted
to the next hop or destination.

Referring to FIG. 6, the following particular steps may be
employed in the above-described method for generating
‘TARP packets.

S820. A background loop operation applies an algorithm
that determines the generation of decoy IP packets. The
loop is interrupted when a data stream containing IP
packets is received for wansmission.

$21, The received IP packets are grouped into a set con-
sisting of messages with a constant IP destination
address. The set is further broken downto coincide with
a maximum size of an interleave window Theset is

encrypted, and interleaved into a set of payloads des-
tined to become TARP packets.

§22. The TARP address corresponding to-the IP addressis
determined from a fockup table and stored to generate
the TARP header. An initial ‘TTL. count is generated and
stored in theheader. The TTL count may be random with
minimum and maximum values or it may be fixed ar
determined by some other paramcter.

$23, The window sequence numbers and interleave
sequence numbers are recorded in the TARP headers of
each packet.

$24. One TARProuteraddress is randomly chosen for each
TARP packet and the TP address corresponding to it
stored for use in the clear IP header. The link key corre-
sponding to this routeris identified and used to encrypt
TARP packets containing interleaved and encrypted
data and TARP headers.

525. A clear IP header with the first hop router’s real IP
address is generated and added to each of the encrypted
TARP packets and the resulting packets.

Referring to FIG. 7, the following particular steps may be
employed in the above-described method for receiving TARP
packets.

S40. A hackground loop operation is performed which
applies an algorithm which determines the generation of
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decoy IP packets. The loop is interrupted when an
encrypted TARP packetis received.

$42. The TARP packet may be probed to authenticate the
packet before attempting to decryptit using the link key.

$43. The TARP packet is decrypted with the appropriate
link key to expose the destination TARP address and an
indication ofwhether the packetis a decoypacket or part
of a real message.

844. If the packet is a decoy packet, the perishable decoy
counter is incremented.

$45, Based on the decoy generation/dropping algorithm
and the perishable decoy counter value,ifthe packet is a
decoy packet, the receiver may chooseto throw it away.

846. The TARP packets are cached until! all packets form-
ing an interleave window are received.

547, Onceall packets ofan interleave window are received,
the packets are deinterleaved.

848. The packets block of combined packets defining the
interleave window is then decrypted using the session
key.

$49, The decrypted blockis then divided using the window
sequence data and the IPT headers are converied into
normal IPc headers. The window sequence numbers are
inteprated in the IPC headers.

$50. The packets are then handed up to the IP layer pro-cesses.

1. Scalability Enhancements

The IP agility feature described aboverelies on the ability
to transmit IP address changes to all TARP routers. The
embodiments including this feature will be referred to as
“boutique” embodiments due to potential limitations in seal-
ing these features up for a large network, such as the Internet.
(The “boutique” embodiments would, however, be robust for
use in smaller networks, such as amall virtual private net-
works, for example). One problem with the boutique embodi-
mentsis that if[P address changes areto occur frequently, the
message traffic required to update all routers sufficiently
quickly creates a serious burden on the Internet when the
TARP router and/or cHent population gets large. The band-
width burden added to the networks, for example in ICMP
packets, that would be used lo update all the TARP routers
could overwhelm the Internet for a large scale implementa-
tion that approached the scale of the Internet. In other words,
the boutique system’s scalability is Hmited.

A system can be construcied which trades some of the
features of the above embodiments to provide the benefits of
IP agility without the additional messuging burden. This is
accomplished by IP address-hopping according, to shared
algorithms that govern IP addresses used between links par-
ticipating in communications sessions between nodes such as
TARP nodes. (Note that the IP hopping technique is also
applicable to the boutique embodiment.) The IP agility fea-
ture discussed with respect to the boutique system can be
modified so that it becomes decentralized under this scalable

regime and governed by the above-described shared alga-
rithm, Other features of the boutique system may be com-
bined with this new type of IP-agilily.

The new embodiment has the advantage of providing IP
agility governed by a local algorithm and set of IP addresses
exchanged by each communicating pair of nodes. This local
governanceis session-independentin that it may govern com-
munications between a pair of nodes, irrespective ofthe ses-
sion or end points being transferred between the directly
communicating pair of nodes.
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In the scalable crmbodiments, biocks of IF addresses are
allocated to cach node in the network. (This scalability will
inerease in the future, when Intemet Protocol addresses are
increased to 128-bit fields, vastly increasing, the number of
distinctly addressable nodes). Each node can thus use any of
the IP addresses assigned to that node to communicate with
other nodes in the network. Indeed, each pair of communi-
cating, nodes can use a plurality of source IP addresses and
destination IP addresses for communicating with each other.

Each communicating pair ofnodesin a chain participating
in any session siores two blocks of IP addresses, called net-
blocks, and an algorithm and randomization seed for select-
ing, from each netblock,the next pair ofsource/destination IP
addresses that will be used to transmit the next message. In
otherwords, the algorithm governs the sequential selection of
TP-address pairs, one senderand one receiver IP address, from
each netblock. The combination of algorithm, seed, and net-
block (IP address block) will becalled a “hopblock.” A router
issues separate ansmit and receive hapblocksto its clients,
The send address and the receive address of the IP header of

cach outgoing packet sent by the clicnt arc filled with the send
and receive IP addresses generated by the algorithm, The
algorithm is “clocked” (indexed) by a counter so thal each
time a pair is used, the algorithm turns out a new transmit pair.
for the next packet to be sent.

The router’s receive hopblock is identical to the clent’s
transmit hopblock. The router uses the receive hopblock to
predict what the send and receive IP address pair for the next
expected packet from that client will be. Since packets can be
received ont oforder, it is not possible for the router to predict
with certainty what IP address pair will be on the next sequen-
tia] packet. To account for this problem, the router gencrates
a range of predictions encompassing the number ofpossible
transmitted packet send/receive addresses, ofwhich the next
packet received could leap ahead, Thus, if there is a vanish-
ingly small probability that a given packet will arrive at the
router ahead of 5 packets transmitted by the client before the
given packet, then the router can generate a scries of6 send/
receive IP address pairs (or “hop window”) to compare with
the next received packet, When a packet is received, il is
marked in the hop window as such, so that a second packet
with the same IP address pair will be discarded. If an out-of-
sequence packet does not arrive within a predetermined tim-
eout period, it can be requested for retransmission or simply
discardedfrom the receive table, dependinguponthe protocol
in use for that communications session, or possibly by con-
vention.

When the router receives the clicnt’s packet, it compares
the send and receive IP addresses ofthe packet with the next
N predicted send and receive IP address pairs and rejects the
packet ifit is not a member ofthis set. Received packets that
do not have the predicted source/destination IP addresses
faliing with the window are rejected, thus thwarting possible
hackers. (With the number of possible combinulions, even a
fairly large window wouldbe hard to fail into at random.) [fit
is a member of this set, the router accepts the packet and
processes it further. This link-based IP-hopping strategy,
referred to as “THORP,”is a network element that stands onits
own and is not necessarily accompanied hy elements of the
boutique system deseribed ubove. If the routing agility fea-
ture described in connection with the boutique embodimentis
combined with this link-based IP-hopping strategy, the rout-
ers nex! step would be lo decrypt the TARP header Lo deter-
mine the destination TARP router for the packet and deter-
mine what should be the next hop for the packet. The TARP
router would then forward the packet to a random TARP
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router or the destination TARP router with which the suurce
VARP router has a link-based IP hopping communication
established.

FIG. 8 shows how a clientcomputer 801 and a TART router
811 can establish a secure session, When clicnt 801 secks to
establish an THOP session with UARP router 811, the client
801 sends “secure synchronization” request (““SSYN")
packet $21 to the TARP router 811. This SYN packet $21
contains the client’s $01 avihentication token, and may be
sent to the router 811 in an encrypted format. The source and
destination IP numbery on the packet $211 are thy client’s 801
current fixed IP address, and a “known”fixed IP address for
the router $11. (For security purposes, it may be desirable to
reject any packets from outside of the local network that are
destined for the router’s known fixed IP address.) Upon
receipt and validation of the client’s 801 SSYN packet 821,
the router $11 responds by sending an encrypted “secure
synchronization acknowledgment” (“SSYN ACK") 822 to
the client 801, This SSYN ACK 822 will contain the transmit

and receive hopblocks that the client 801 will use when com-
municating with the TARP router $11. The client $01 will
acknowledge the TARP router’s 811 response packct 822 by
generating an encrypted SSYN ACK ACK packet 823 which
will be sent fromthe clieat’s 801 fixed IP address and to the
TARP router’s 811 known fixed IP address. The client $01

will simultancously gencrate a SSYN ACKACK packct;this
SSYN ACK packet, referred to as the Secure Session Initia-
tion (SSI) packet 824, will be sent with the first {sender,
receiver} IP pair in the client’s transmit tuble 921 (FIG.9), as
specified in the Lrmsmit hopblock provided by the TARP
router $11 in the SSYN ACK packet 822. The TARP router
811 will respond fo the SSI packet 824 with an SSI] ACK
packet 825, which will be sent with the first fsender, receiver}
If pair in the TARP router’s transmit table 923. Once these
packets have been successfilly exchanged, the secure com-
rounications session is established, and all further secure
communications between the client 801 and the TARP router
811 will be conducted via this secure session, ws long as
synchronization is maintained. Ifsynchronization is lost, then
the clicnt 801 and TARP router 802 may re-establish the
secure session by the procedure outlined in FIG. 8 and
described abuve.

While the sccure session is active, both the client 901 and
TARProuter 911 (FIG. 9) will maintain their respective trans-
mit labies 921, 923 and receive tables 922, 924, as provided
by the TARP router during session synchronization 822. His
important that the sequence of IP pairs in the client’s transmit
table 921 be identical to those in the TARE router’s reccive
table 924, similarly, the sequence of IP pairs in the clicnt’s
receive table 922 must be identical to those in the router’s

transinit table 923, This is required for the session synchro-
nization to be maintained. The client 901 need maintain only
one transmil table 921 and one receive table 922 during the
course of the secure session. Each sequential packet sent by
the glient 901 will employ the next {send, receive} IP uddress
pair in the transmit table, regardless af TCP or UDP session.

‘The TARP router 911 will expect each packet arriving from
the client 901 to bear the next IP address pair shown in its
receive table.

Since packets can arrive out of order, however, the router
911 can maintain a “look ahead” buffer in its receive table,
and will mark previously-received IP pairs as invalid for
future packels; any future packet conlaining an ]P pair thatis
in the look-ahead bulter bul is marked as previously received
will be discarded. Communications from the TARP router
911 to the client 901 are maintainedin an identical manner; in
particular, the router 911 will select the next IP address patr
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from its transmit table 923 when consiructing a packet to send
to the client 901, and the client 961 will maintain a look-ahead
bufferofexpected IP pairs on packets that it is recerving. Each
‘TARP router will maintain separate pairs of transmit and
receive tables for each client that is currently engaged in a
secure session with or through that TARProuter.

While clients receive their hopblocks from thefirst server
linking them to the Internet, routers exchange hopblocks.
When a router estabjishes a link-based IP-hopping commu-
nication regime with another router, cach router of the pair
exchanges its transmit hopblock. The transmit hopbleck of
each router becomes the receive hopblock ofthe other router.
The communication betweenrouters is poverned as described
by the cxample ofa clicnt sending a packet to the first router.

While the above strategy works fine in the IP milieu, many
local networks that are connected to the Internet are Ethernet
systems. In Ethernet, the IP addresses of the destination
devices must be translated into hardware addresses, and vice
versa, using known processes (“address resolution protecol,”
and “reverse address resolution protocol”). However, if the
link-based 1P-hopping strategy is employed, the correlation
process would become explosive and burdensome. An alter-
native to the link-based IP hopping strategy may be employed
within an Ethernet network. Thesolutionis to provide that the
node linking the Internet to the Ethernet (call it the border
node) use the link-based IP-hopping communication regime
to communicate with nodes outside the Ethernet LAN. Within

the Ethernet LAN, cach TARP node would have a single IP
address which would be addressed in the conventional way.
Instead of comparing the {sender, receiver} IP address pairs
to authenticate a packet,the intra-LAN TARP node would use
oneofthe IP header extension fields to do an, ‘Thus, the border
node uses an algorithm shared by the intra-~LAN TARP node
to generate a symbol that is stored in the free field in the IP
header, and the intra-LAN TARP node generates a range of
symbols based on its prediction ofthe next expected packet to
be received fromthatparticular source IP address. ‘The packet
is rejected if it does notfall into the set of predicted symbols
(far example, numerical values) or is accepted if it does.
Communications from the intra-LAN TARP node to the bor-

der node are accomplished in the same manner, though the
algorithm will necessarily be different for security reasons.
Thus, each ofthe communicating nodes will generate trans-
mit and receive tables in a similarmanner to that ofFIG.9; the
intra-LAN TARP nodestransmit table will be identical tu the
border node’s receive table, and the intra-LAN TARP node’s
receive table will be identical to the border node's transmit
table,

‘The ulgornihm used for IP address-hopping can be any
desired algorithm. For example, the algorithm can be a given
pseudo-random number generator that generates numbers of
the range covering the allowed IP addresses with a piven seer.
Alternatively, the session participants can assume a certain
type ofalgorithm and specify simply aparameter forapplying
the algorithm. For exampie the assumed algorithm could bea
particular pseudo-random number generator and the session
participants could simply exchange seed. values.

Note that there is no permanent physical distinction
between the originating and destination terminal nodes.
Hither device at either end point can initiate a synchronization
ofthe pair. Note also that the authentication/synchronization-
request (and acknowledgment) and hopblock-exchange may
all be served by a single message so that separate message
exchanges may not be required.

As another extension to the stated architecture, multiple
physical paths can be used by a client, in order te provide link
redundancy and further thwart attempts at denial of service
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and traffic monitoring. As shown in FIG. 10, for example,
client 1001 can establish three simultaneous sessions with

each of three TARP routers provided by different ISPs 1011,
1012, 1013. As an cxample, fhe clicnt 1001 can use three
different telephenc lines 1021, 1022, 1023 to conncct to the
ISPs, or two telephone lines and a cable modem,ete. Tn this
scheme, transmitted packets will be sent ina random fashion
among the different physical paths. ‘his architecture pro-
vides a high degree of communications redundancy, with
improved immunity from denial-of-service attacks andtraffic
monitoring.

2. Further Hixtensians

The following describes various extensions to the tech-
niques, systems, and methods described above. As described
above, the security of communications occurring between
computers in a computer network (uch as the Intemet, an
Ethernet, or others} can be enhanced by using seemingly
random source and destination Internet Protecul (IP)
addresses for data packets transmitted overthe network. This
feature prevents eavesdroppers from determining whichcom-
pulers in the network are communicating with each other
while permitting the two communicating computers to easily
recognize wheiber a given received data packetis legitimate
ornot. In one embodiment ofthe above-described systems, an
IP header extension field is used 10 authenticate incoming
packets on an Ethernet.

Various extensions to the previously described techniques
described herein inchude: (1) use of hopped hardware or
“MAC”addresses in broadcast type network; (2) a self-syn-
chronization technique that permits a computer to automati-
cally regain synchronization with a sender; (3) synchroniza-
ion algorithms that allow transmitting and receiving
computers to quickly re-establish synchronization in the
event of Jost packets or other events; and (4) a [ast-packet
rejection mechanism for rejecting invalid packets, Any orall
of these extensions can be combined with the features

described ahove in any of various ways.

A, Hardware Address Hopping

Internet protocol-based communications techniques on a
LAN-—or across any dedicated physical medium—typically
embed the IP packets within lower-level packets, often
referred to as “frames.” As shown in FIG. 11, tor example, a
first Ethernet frame 1150 comprises a frame header 1101 and
two embedded IP packets IP1 and IP2, winle a second Eth-
ernet frame 1160 comprises a different frame header 1104
and a single IP packet IP3. Hach frame header generally
includes a source hardware address 11 0LA and a destination

hardware address 10B; other well-known fields in frame
headers are omitted from FIG. 11 for clarity. Two hardware
nodes communicating over a physical communication chan-
nel insert appropriate source and destination hardware

-addresses to indicate which nodes on the chamnel or network
should receive the frame,

Itmay be possible for a nefarious listener to acquire infor-
mation about the contents ofa frame and/orits communicants

by examining frames on a loca] network rather than (or in
addition to) the IP packets themselves, Thisis especially true
in broadcast media, such as Ethemet, where it is necessaryto
insert inio the frame header the hardware address of ihe

machine that generated the frame and the hardware address of
the machine to which frame is being sent. All nodes on the
network can potentially ‘‘sce” all packets transmitted across
the aetwork. This can be a problem for secure communica-
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tions, especially in cases where the communicants do not
want for any third party to be able to identify who is engaging
in the information exchange. One way to addressthis problem
is to push the address-hopping scheme down to the hardware
layer. In accordance with various embodiments of the inven-
tion, hardware addresses are “hopped”in a manner similar to
that used to change TP addresses, such that a listener cannot
determine which hardware node generated a particular mes-
sage nor which nodeis the intended recipient.

FIG. 12A shows a system in which Media Access Control
(@MAC”) hardware addresses are “hopped” in order to
increase security over a network such as an Ethernet. While
the description refers to the exemplary case of an Ethernet
environment, the inventive principles arc equally applicable
te other types ofcommunications media. In the Ethernet case,
the MAC address of the sender and receiverare inserted into

the Ethernet frame and can be observed by anyone on the
LAN who is within the broadcast range for that frame. For
secure communications, it becomes desirable to generate
frames with MAC addressee that are not attributable to any
specific sender or receiver.

As shown in FIG. 12.A, two computernodes 1201 and 1202
communicate over a conumunication channel such as an Eth-

ernet. Each node executes one or more application programs
1203 and 1218 that communicate by transmitting, packcis
through communication software 1204 and 1217, respec-
tively. Examples ofapplication programs include video con-
ferencing, e-mail, word processing programs, telephony, and
the like, Communication software 1204 and 1217 can com-

prisc, for example, an OST layeredarchitecture or “stack” that
slandartlizes various services provided at dillerent levels of
functionality.

The lowest levels of communication software 1204 and

1217 communicate with hardware components 1206 and
1214 respectively, each of which can include one or more
registers 1207 and 1215 that allow the hardware to be recon-
figured or controlled in accordance withvarious commuinica-
tion protecels. The hardware components (an Ethernet net-
work interface card, for example) communicate with each
other over the communication medium, Each hardware com-

ponent is typically pre-assigned.a fixed hardware address or
MAC numberthat identifies the hardware component to other
nodes on the network. One or more interface drivers control

the operation ofeach cant and can, for example, be configured
to accept or reject packets from certain hardware addresses.
As will be described in more detail below, various embodi-
ments of the inventive principles provide for “hopping” dif-
ferent addresses using one or more algorithms and one or
more moving windows that track a range olvalid addresses to
validate received packets. Packels transmitted according to
one or more of the inventive principles will be generally
referred to as “secure” packets or “secure commnunications”
to differentiate themfrom ordinary data packetsthataretrans-
initted in the clear using ordinary, machine-correlated
addresses.

One straightforward method ofgenerating non-attributable
MAC addresses is an extension ofthe IP hopping scheme. In
this scensrio, two machines on the same LAWN that desire io
communicate in a secure [ashton exchange random-number
generators and seeds, aud create sequences of quasi-random
MAC addresses for synchronized hopping. The implementa-
tion and synchronization issues are then similar to that of IP
hopping.

This approach, however, runs the risk of using MAC
addresses that are currently active on the .AN—which, in
turn, could imterrupt communications for these machines.
Since an Ethernet MAC address is at present 4% bits in length,
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the chance ofrandomly misusing an uclive MAC addressis
actually quite small. However, ifthat figure is multiplied by a
large number of nodes (as would be found on an extensive
LAN), by a lurge number offrames (as might be the case with
packet voice or streaming video), aud by a large number of
concurrentVirtual Private Networks (VPNs), then dhe chance
that anon-secure machine’s MAC address could beused in an

address-hopped frame can become non-trivial. In short, any
scheme that runs even 4 small risk of interrupiing communi-
cations for oiher machines on the LAW is bound to receive

resistance from prospective system administrators. Neverthe-
less, it is technically feasible, and can be implemented with-
out risk on a LAN on which there is a smali number of

machines,or if all ofthe machines on the LAN are engaping
in MAC-hopped communications.

Synchronized MAC address hoppimg may incur some
overhead in the course ofsession establishment, especially if
there are multipie sessions or multiple nodes involved in the
communications. A simpler method of randomizing MAC
addresses is to allow each node to receive and process every
incident frame on the network. Typically, each network inter-
face driver will check the destination MAC. address in the
header of every incident frame to see if it matches that
machine’s MAC address; if there is no match, then the frame
is discarded. In one embodiment, however, these checks can
be disabled, and every incident packet is passed to the TARP
stack for processing. This will be referred to as “promiscu-
ous” mode, since every incident frame is processed, Promis-
cuous mode allows the sender to use completely random,
vnsynchronized MAC addresses, since the destination
machine is guaranteed to process the frame. The decision as to
whether the packet was truly intended for that machine is
handled by the TARP stack, which checks the source and
destination IP addresses for a match in its IP synchronization
tables, Ifno match is found, the packet is discarded; if there is
a match, the packet is wnwrapped, the inner header 1s evalu-
ated, and if the inner header indicates that the packet is des-
tined for that machine then the packet is forwarded to the IP
stack—otherwise it is discarded.

One disadvantage of purely-random MAC address hop-
pingis its impact on processing overhead; that is, since every
incident frame must be processed, the machine’s CPU is
engaged considerably more often than if the network inter-
face driver is discriminating and rejecting packets unilater-
ally. A compromise approach is to seleci either a single fixed
MACaddress or a smal] number ofMAC addresses (e.g., one
for each virtual private network on an Ethernet) to use for
MAC-hopped communications, regardless of the actual
recipient for which the message is intended. In this mode, the
network interface driver can check each incident frame

against one (or a few) pre-established MAC addresses,
thereby frecing the CPU from the task of physical-layer
packet discrimination, This scheme does not betray any use-
ful information to an interloper on the LAN; in particular,
every secure packet can already be identified by a unique
packet type in the outer header. However, since all machines
engaged in secure communications wouldeither be using the
same MAC address, or be selecting from a small pool of
predetermined MAC addresses, the association between a
specific machine and a specific MAC address is effectively
broken.

In this scheme, the CPU will be engaged more often than it
would be in non-secure communications (or in synchronized
MACaddress hopping), since the network interface driver
cannot always unilaterally discriminate between secure pack-
ets that are destined for that machine, and secure packets from
other VPNs. Llowever, the non-secure traffic is easily elimi-
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hated at the network interface, thereby reducing the amount
ofprocessing required of the CPU. ‘There are boundary con-
ditions where these statements would not hold, of course—
o.g., if all ofthe traffic on the LAN is secure traffic, then the
CPU would be engaged to the same degree as it is in the
purely-random address hopping case; alternatively, if each
VPN on the LAN uses a different MAC address, then the
network interface can perfectly discriminate secure frames
destined for the local machine from those constituting oiber
VPNs, These are engineering tradeoffs that might he best
handled by providing administrative options for the users
when installing the software and/or establishing VPNs.

Even in this scenario, however, there still remains a slight
risk ofselecting MAC addresses that are being used by one or
more nodes on the LAN. Onesolution to this problem is to
formally assign one address or a range of addresses for uve in
MAC-hopped communications. This is typically done via an
assigned numbers registration authority; e.p., i the case of
Ethernet, MAC address ranges are assigned io vendors by the
Institute of Hlectrical and Electronics Engineers (IEEE). A
formally-assigned range ol addresses would ensure that
secure frames do not conflict with any properiy-configured
and properly-functioning machines on the LAN.

Reference will now be made to FIGS. 12.4 and12B inorder

to describe the many combinations and features that fulluw
the inventive principles. As explained above, two computer
nodes 1204 and 1202 are assumed 10 be communicating over
a network or communication medtum such as an Etherpet, A
communication protocol in each node (1204 and 1217,
respectively) contains a modified element 1205 and 1216 that
performs certain functions that deviate from the standard
communication protocols. In particular, computer node 1201
implements a first “hop” algorithm 1208X that selects seem-
ingly random source and destination IP addresses (and, in one
embodiment, secmingly random IP header discriminator
fields) in order io transmii each packetto the other computer
node, For example, node 1201 maintains a transmit table
1208 containing triplets of source (S), destination (D), and
discriminator fieids (DS) that are inserted into outgoing IP
packet headers. The table is generated through the use of an
appropriate algorithm (e.g., a random number generator that
is seeded with an appropriate seed) that is known to the
recipient node 1202. As each new IP packet is formed, the
next sequential entry out ofthe sendcr’s transmit tabic 1208 is
used to populate the IP source, JP destination, and 1P header
extension field (¢.g., discriminator field). It will be appreci-
ated that the transmit table neednot be created in advance but

could instead be createdon-the-flyby exccuting the algorithm
when each packet is formed.

At the receiving node 1202, the same IP hop algorithm
1222X is maintained and used to generate a receive table
1222 that lists valid triplets of source IP address, destination
IP address, and disuriminator field. This is shown by virtue of
the first five entries of transmit table 1208 matching the sec-
ond five entries of receive table 1222. (The tables may be
slightly offsvt al any particular lime due to lost packets, mis-
ordered packets, or transmission delays). Additionally, node
1202 maintains a receive window W3that represents a list of
valid IP source, IP destination, and discriminator fields that
will be accepted when received as part of an incoming IP
packet. As packets are received, window W3 slides down the
list ofvalid entries, such that the possible validentries change
over time. Two packets that arrive out of order but are never-
theless matched to entries within windaw W3 will be

accepted; those failing outside ofwindow W23 will be rejected
as invalid, The length of window W3 can be adjusted as
necessary to reflect network delays or other factors.
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Node 1202 maintains a similar transmit table 1221 for

crealing IP packcis and frames destined for node 1201 using
a potentially different hopping algorithm 1221X, and node
1201 maintains a matching receive table 1209 using the same
algorithm 1209X. As node 1202 transmits packets to node
1201 using seemingly random IP source, IP destination, and/
or discriminator fields, node 1201 matches the incoming
packet values to those falling within window W1 maintained
in its receivetable. [n effect, transmit table 1208 ofnode 1201
15 synchronized(i.e., entries are selected in the same order) to
receive table 1222 ofreceiving node 1202. Similarly, transmit
table 1221 ofnode 1202 is synchronized to receive table 1209
ofnode 1201. Ii wili be appreciated that although a common
algorithm is shown for the source, destination and discrimi-
nator fields in FIG. 124 (using, o.g., a different seed for each
of the three fields), an entirely different algorithm could in
fact be used to establish values for each ofthese fields, It will
also be appreciated that one or two of the ficlds can be
“hopped”rather than all three as illustrated.

In accordance with another aspect of the invention, hurd-
ware or “MAC”addresses arc hopped insteadoforin addition
to IP addresses and/or the discriminator field in order to
improve security ina local area orbroadcast-type network, To
that end, node 1201 further maintains a transmit table 1210
using a Ltansmil ulgoridhm 1210X io generate source and
destination hardware addresses that are inserted into frame

headers (e.g., fields 11014 and 1101B in FIG. 11) that are
syochronived lo a comespunding receive table 1224 at node
1202, Similarly, node 1202 maintains a different transmit
table 1223 containing source and destination hardware
addresses that is synchronized with a corresponding receive
table 1211 at node 1201, In this manner, outgoing harcware
frames appearto be originating from and poing to completely
randomnodes on the network, even though each recipient can
determine whether 4 given packet is intended for it or not. Ii
will be appreciated that the hardware hopping feature can be
implemented at a different level in the communications pro-
tocol than the IP hopping feature (e.g., in a card driver or ina
hardware card itself to improve performance).

FIG. 12B shows three different embodiments or rnodes that

can be cmployed using the aforementioned principles. In a
first mode referred to as “promiscuous” mode, a comman
hardware address (¢.., a fixed address for source and another
for destination) or else a completely random hardware
uddress is used by all nodes on the network, such that a
particular packet cannot be attributed to any one node, Each
node must initially accept all packets containing the common
(or ramon} hardware address and inspect the]P addresses or
discriminator field to determme whether the packet is
intended for that node. In this regard, either the IP addresses
or the discriminator field or both can be varied in accordance

with an algorithm as described above. As explained previ-
ously, this may increase each node’s overhead-since addi-
tional processing is involved to determine whether a given
packet has valid source and destination hardware addresses.

_ In a second medereferred to as “promiscuous per VPN”
mode, a small set of fixed haniware addresses are used, with
a fixed source/destination hardware address used for all nodes

communicating over a virtual private network. For example,
if there are six nodes on an Ethernet, and the network is to be
split up into two private virtual networks such that nodes on
one VPN can communicate with only the other two nodes on
its own VPN,then two sets of hardware addresses could be
used: one set for the firstWPN and a sccand setfor the second
VPN. This would reduce the amountofoverhead involved in

checkingforvalidframes since only packets arriving from the
designated VPN would need to be checked. IP addresses and
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ane or more discriminator fields could still be hopped as
before for secure communication within the VPN. Of course,
this solution compromrscs the anunymity ofheVPNs(i.e., an
outsider can easily tell what traffic belongs in which VPN,
though he cannoicorrelate it to a specific machine/person). It
also requires the use of a discriminator field to mitigate the
vulnerability to certain types of DoS attacks. (For example,
without the discriminator field, an attacker on the LAN could
stream frames containing the MAC addresses being used by
the VPN; rejecting, those frames could lead to excessive pro-
cessing overhead. The discriminator field would provide a
low-overhead means o!rejecting the false packets.)

In a third mode referred to as “hardware hopping” mode,
hardware addresses are varied as Hlusirated in FIG. 12.A, such
that hardware source and destination addresses are changed
constantly in order to provide non-attributable addressing,
Variations on these embodiments are of course possible, and
the invention is not intended to be limited in any respect by
these illustrative examples,

B. Extending the Address Space

Address hopping provides security and privacy. However,
the level ofprotection 1s limitedby the number ofaddresses in
the blocks being hopped. A hopblock denotesa field orfields
modulated un a packet-wise basis for the purpuse of provid-
ing a VPN.Forinstance, if two nodes communicate with IP
address hopping using hopblocks of4 addresses (2 bits) each,
there would be 16 possible address-pair combinations. A
window of size 16 would result in most address pairs being 3
accepted as valid most ofthe time. This limitation can be
overcome by using a discriminator field in addition to or
insicad of the hopped address ficlds. The discriminator field
would be hopped in exactly the same fashion as the address
fields and it would be used to determine whether a packet
should be processed by a receiver.

Suppese that two clients, each using four-bit hopblocks,
would like the same level of protection afforded to clients
communicating via IP hopping between two A blocks (24
addressbits eligible for hopping). .A discriminatorfield of20
bits, used in conjunction with the 4 address bits eligible for
hopping in the IP address field, provides this level ofprotec-
tion. A 24-bit discriminator field would provide asimilarlevel
ofprotection ifthe address fields were not hopped or ignored,
Using a discriminator field offers the following advantages:
CDanarbitrarily high level ofprotection can be provided, and
(2) address hopping is unnegessary to provide protection.
This may be important in environments where address hop-
ping would cause routing problems.

C. Synchronization Techniques

It is generally assumed that once a sending node and
receiving node have exchanged algorithms and seeds (or
similar information sufficient to generate quasi-random
source and destination tables), subsequent communication
between the two nodes will proceed smoothly. Realistically,
however, two nodes may lose synchronization due to network
delays or outages, or other problems. Consequently, it is
desirable to provide means for re-establishing synchroniza-
tion between nodes in a network that have lost synchroniza-
tion.

One possible technique is to require that each node provide
an acknowledgment upon successful receipt of each packet
and, ifno acknowledgment is received within a certain period
of time, to re-send the unacknowledged packet. This
approach, however, drives up overhead costs and may he
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prohibitive in hiph-throughput environments such as stream-
ing video or audiu, for example.

A different approach is to employ an automatic synchro-
nizing technique that will be referred to herein as “self-syn-
chronization.” In this approach, synchronization information
is embeddedinto eachpacket, thereby enabling the receiverto
re-synchronize itself upon receipt of a single packet if it
determinesthatis has lost synchronization with the sender. (If
communications are already in progress, and the receiver
determines thatit is still in syne withthe sender, then there is
no need to re-synchronize.}.A receiver could detect that it was
out of synchronization by, fur example, employing a “dead-
mun” Liner thal expires aller a certain period oftime, wherein
the timer is reset with each valid packet. A time stamp could
be hashed into the public sync ficld (sec below) to preclude
packel-retry attacks.

Tn one embodiment, a “sync field” is added to the header of
each packet sent out by the sender. This syne field could
appear in the clear or as part of an encrypted portion of the
packet. Assuming that a sender and receiver have selected a
random-number generator (RNG) and seed value, this com-
bination of RNG and seed cau be used to generate a random-
number sequence (RNS). The RNSis then used to generale a
sequence of source/destination IP pairs (and, if desired, dis-
criminator ficlds and hardware source and destination

addresses), as described above. It is not necessary, however,
to penerate the entire sequence (or the first N-1 values) in
order to generate the Nth random number in the sequence; il
the sequence index N is known,the random value comrespond-
ing to that index can be directly generated (see below). Dif-
ferent RNGs (and seeds) with different fundamental periods
could be used to generate the source and destination IP
sequences, but the basic concepts would still apply, For the
sake of simplicily, the following discussion wiil assume that
IP source and destination address puirs (only) are hopped
using 4 single RNG sequencing mechanism.

In accordance witha “self-synchronization”feature, a sync
field in each packet header provides an index (i.e., a sequence
number) into the RNS(hat is being used to generate IP pairs.
Plugging this index inte the RNG that is being used to gen-
erate the RNS yields a specific random number value, which
in tur yields a specific IP pair. That is, an IP pair can be
generated directly from knowledge of the RNG, seed, and
index number; itis not necessary, in this scheme, to generate
the entire sequence of random numbers that precede the
sequence value associated with the index number provided.

Since the communicants have presumably previously
exchanged RNGs and seeds, the only new information that
must be provided in order to generate an IP pair is the
sequence number. If this number is provided by the senderin
the packet header, then the receiver need only plug this num-
ber into the RNG in order to generate an IF pair—and thus
verify that the IP pair appearing in the header ofthe packetis
valid. In this scheme,ifthe sender and receiver lose synchro-
Miwation, the receiver can immediately re-synchronize upon,
receipt of a single packet by simply comparing the IP pairin
the packet header to the IP pair generated trom the index
number. Thus, synchronized communications can be
resumed uponreceipt ofa single packet, making this scheme
ideal tor multicast conmmunications. Taken t the extrenze, it
could obviale the negd for yynchronization tables entirely;
that is, the sender and receiver could simply rely on the index
number inthe syne field to validate the IP pair on each packet,
and thereby eliminate the tables entirely.

The aforementionedscheme may have some inherent secu-
tily issues associated with it namely, the placement of the
syne field. If the field is placed in the outer header, then an
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interloper could observe the values of the field and their
relationship lo the IP stream. This could potentially compro-
mise the algorithm that is being used te generate the IP-
address sequence, which would curuprowise the security ol
the communications. If, however, the value is plaved in the
inner header, then the sender must deerypt the inner header
before it can extract the syne value and validate the IP pair,
this opensup the receiver to certain types of denial-of-service
(Do8) attacks, such as packet replay. That is, if the receiver
must decrypt a packet before it can validate the IP pair, then it
could potentially be forced to expend a significant amount of
processing on decryption if an attacker simply retransmits
previously valid packets. Other attack methodologiesare pos-
sible in this scenario.

A possible compromise between algorithm security and
processing speedis to splitup the sync valuebetween an inner
(encrypted) and outer (unencrypted) header. That is, if the
sync valueis sufficiently long, itcuuldpotentially be split into
a rapidly-changingpart that can be viewed in the clear, and a
fixed (or very slowly changing) part thal must be protected.
The part that can be viewed in the clear will be called the
“public sync” portion and the part that must be protected will
be called the “private sync” portion.

Both the public sync and private syne portions are necded
to generate the complete sync value. The private portion,
however, can be selected such that it is fixed or will change
only occasionally. Thus, the private syne value can he stored
by the recipient, thereby obviating the need to decrypt the
header in orderto retrieve it. Ifthe sender and receiver have

previously agreed upon the frequency with which the private
part of the sync will change, then the receiver can selectively
decrypt a single header in orderto extract the new private sync
ifthe communications gup Lhat has led to lost synchronization
has exceeded the lifetime of the previous private sync, This
should not represent a burdensome amount ofdecryption, and
thus should not open up the receiver to denial-of-service
attack simply based on the need to occasionally decrypi a
single header.

One implementation of this is to use a hashing function
with a one-to-one mapping to generate the private and public
syhe portions from the syne valuc. This implementation is
shown in FIG. 13, where (lor example) a first ISP 1302 is the
sender and a second ISP 1303 is the receiver. (Other alterna-
tives are possible from FIG. 13.}.A transmitted packet com-
prises a public or “outer” header 1305 that is not encrypted,
and a privale or “inner” header 1306 that is encrypted using
for example a link key. Quter header 1305 includes a public
sync portion while inner header 1306 contains the private
syne portion. A receiving node decrypts the inner header
using a deeryption function 1307 in order to extract the pri-
vate syne portion. This step is necessary only ifthe lufelame of
the currently buffered private syne has expired. (If the cur-
rently-buffered private sync is still valid, then it is simply
extracted from memory and “added™ (which could be an
inverse hash) to the public sync, as shown in step 1308.) The
public and decrypted private syne portions are combined in
function 1308 in order to generate the combined sync 1309.
The combined sync (1309) is then fed into the RNG (1310)
and compared to the IP address pair (1311) to validate or
rgject the packet.

An important consideration in this architecture is the can-
cept of “future” and “past” where the public sync values are
concerned. Though the sync values, themselves, should be
random to prevent spoofing attacks, il may be important that
the receiver be able to quickly identify a sync value that has
already been sent—even if the packet containing that syne
value was never actually received by the receiver. One solu-
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tion is to hash a time stamp or sequence number into the
public sync portion, which could be quickly extracted,
checked, and discarded, thereby validating the public syne
portion itself.

Ta onc embodiment, packets can be cheeked by comparing
the source/destination IP pair generated by the sync Lield with
the pair appearing in the packet header. Lf (1) they match, (2)
the time stamp is valid, and (3} the dead-man timer has
expired, then re-synchronization occurs; otherwise, the
packetis rejected. I enough processing, poweris available,
the dead-man timer and synchronization (ubles can be
avoided altogether, and the receiver would simply resynchro-
nize (e.g., validate} on every packet.

The foregoing scheme mayrequire large-integer(e.g, 160-
bit) math, which may affect its implementation. Without such
large-integer registers, precessing throughput would be
affected, thus potentially affecting security from a denial-of-
service standpoint. Nevertheless, as large-integer math pro-
cessing features become more prevalent, the costs of imple-
menting such a feature will be reduced.

D. Other Synchronization Schemes

As explained above, ifW or more consecutive packets are
lost between a transmitter and receiver ina VPN (where W is
the window size), the receiver’s window will not have been
updated and thetransraltter will be transmitting packets notin
the receiver’s window. The sender and receiver will not

recover synchronization until perhaps the random pairs in the
window are repeated by chance. Therefore, there is a need to
keep a ransmitter and receiver in synchronization whenever
possible and to re-establish synchronization wheneverit is
lost.

A “checkpoint” scheme can be used to regain synchroni-
zation between a sender and a receiver (hal have fallen out of

synchronization. In this scheme, a checkpoint message com-
prising a random IP address pair is used for communicating
synchronization information. In one embodiment, two mes-
sages are used to communicate synchronization information
between a sender and a recipient:

1. SYNC_REQis a message used by the sender to indicate
that it wants to synchronize; and

2. SYNC_ACKis a message usedby the receiver to inform
the transmitterthat it bus been synchronized.

According to one variation of this approach, both the trans-
milter and receiver maintain three checkpoints (see FIG. 14):

1. In the transmitter, ckpt_o (“checkpoint old”) is the IP
pairthatwas used to re-sendthe last SYNC_REQ packet
to the receiver. Inthe receiver, ckpt_o (“checkpoint old”)
is the IP pair that receives repeated SYNC_REQ packets
from the transmitter.

2. In the transmitter, ckpt_n (“checkpoint new’) is the IP
pair that will be used to send the next SYNC_REQ
packet to the receiver. In the reeciver, ckpt_n (“‘check-
point new”) is the IP pair that receives a new SYN-
C_RIEQ packet from the transmitter and which causes
the receiver’s window to be re-aligned, ckpt_o set to
ckpt_n,a new ckpt_n to be generatedand a new ckpt_rto
be generated.

3, In the transmitter, ckpt_r is the IP pair that will be used
to send the next SYNC_ACK. packet to the receiver. In
the receiver, ckpt_r is the IP pair thal receives a new
SYNC_ACK packet from the transmitter and which

ee
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causes anew ckpt_nto be generated, Since SYNC_ACK
is transmitted from (he receiver ISF to the sender ISP, the
transmitter ckpt_y refers to the ckpt_r ofthe receiver and
the receiver ckpt_r refers to the ekpt_r ofthe transmitter
(see FIG. 14).

When a tamsemitter initiates synchronization, the IP pair it
will use to transmit the next data packet is set to a predeter-
mined value and whenareceiverfirst receives a SYNC_REQ,
the recciver window is updated to be centered on the trans-
miiter’s next IP pair. This is the primary mechanism lor
checkpoint synchmnization,

Synchronization can be initiated by a packet counter(¢.g.,
after every N packets transmitted, iniiiate a synchronization)
or by a timer (every $ seconds, initiale a synchronization) or
a combination of both. See FIG. 15, From the transmitter’s

perspective, this technique operates as follows: (1) Euch
transmitter periodically transmits a “syne request” message
to the receiver to make surethatit is in sync. (2) Ifthe receiver
is still in sync, it sends back a “syne ack” message, (If this
works, no further action is necessary). (3) Ifne “sync ack”has
been received within a period oftime, the transmitter retrans-
mits the syne request again. Ifthe transmitter reaches the next
checkpoint without receiving a “sync ack” response, then
synchronization is broken, and the transmitter should stop
transmitting. The transmitter will continue to send syne_reqs
until it receives a sync_ack, at which point transmission is
reestablished.

From the receiver’s perspective, the scheme operates as
follows: (1) whenitreceives a “sync request” request [rom the
transmitter, it advances its window to the next checkpoint
position (even skipping pairs ifnecessary), and sends a “syne
ack” message to the transmitter. If sync was never lost, then
the “Jump ahead”really just advances to the next available
pair of addresses in the table (i.¢., norma! advancement),

Ifan interloper intercepts the “sync request” messages and
tries to interfere with communication by sending new oncs,it
will be ignored ifthe synchronization has been established or
it will actually help to re-establish synchronization.

A window is realigned whenever 4 re-synchronization
occurs. This realignment entails updating the receiver's win-
dow to straddle the address pairs used by the packet transmit-
ted immediately after the transmission of the SYNC_REQ
packct. Normally, the transmitter and receiver are in synchro-
nization with one another. However, when network events
occ, the receiver's window may have to be advanced by
many steps during resynchronization, In this case, it is desir-
able to move the window ahead without having to step
through the intervening random numbers sequentiaily. (This
feature is also desirable for the auto-sync approach discussed
above),

E. Random Number Generator with a Jump-Ahead
capability

An attractive method for generating randomly hopped
addresses is to uscidentical rmdom number generators inthe
transmitter and receiver and advance them as packets are
transmitted and received. There arc many random: number
generation algorithms that could be used. Each one has
strengths and weaknesses for address hopping applications.

Linearcongruential randomnumber generators (I CRs) are
fast, simple and well characterized random number genera-
tors that can be made to jump ahead n steps efficiently. An
LOR, penerates random numbers X,, X5, M3... X, starting
with seed X, using a recurrence

Aa X%)_) +4) mad c, a
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where a, b and ¢ define a particular I.CR. Another expression
for X,,

XP(la'(Xgrb)-B¥la-1)) mad ¢ (2)

enables the jump-abead capability. The factor a’ can grow
very lerge even for medest i ifleft unfettered. Therefore same
special properties of the module operation can be used to
control the size and processing time requiredto compute (2).
(2) can be rewritten as:

Ay fa®Xo(a-1)+8)-2)/(2-1) nod c. Q)

Tt can be shown that:

(2,CXp(a—-1)4-4)- -b)(a—L) mad e=(a'med (a-lelX%
(a—-1)+h)-6¥(a-Lmod ¢ (4

(X,(a-1}+b) can be stored as (X,(a—1)+b) mod c, b as b mod
¢ snd compute a’ mod((a—1 jc} (this requires OCog(i)) steps).

A practical implementation ofthis algorithmwouldjump a
fixed distance, n, between synchronizations; this is tanta-
mount to synchronizing every n packets. ‘he window would
commence n JP pairs from the siart of the previous window.
Using X,”, therandom numbcr at thej* checkpoint, as X, and
nas i, anode can store a"mod((a—1)c)} once per LCR and set

iaAnge(amod ((a-Ne)(4y"(a-1}4-b)-ba
1jpmod «, (5)

to generate the random number for thej+1 synchronization.
Using this construction, a node couldjump ahead an arbitrary
(but fixed) distance between synchronizations in a constant
amount oftime Gndependent of n)-

Psendo-random number generators, in gcncral, and LCRs,
in particular, will eventually repeat their cycles, This repeti-
tion may present vulnerability in the IP hopping scheme. An
adversary would simply have to wait for a repeat to predict
future sequences. One way ofcoping with this vulnerability is
lo creale a random number generator with a known long
eycle, A random sequence can be replaced by a new random
number generator before it repeats. LCRs can be constructed
with known long cycles. This is not currently truc of many
random number generators.

Random number generators can be cryptographically inse-
cure. An adversary can derive the RNG parameters by exain-
ining the output or part of the outpui. This is true of LCGs.
This vulnerability can be mitigated by incorporating an
encryptor, designed to scramble the output as part of the
random number penerator. The random number gencratar
prevents an adversary from mounting an attack—co.g., a
known plaintext attack—against the encryptor.

F. Random Number Gencrator Example

Consider 4 RNG where a=31, b=4 and c=15, For this case
equation (1) becomes:

X-(GLY,,44)mod 15. (4)

Tfone sets X)=1, equation (6) will produce the scquence1,
5, 9, 13, 2, 6, 10, 14,3, 7, 11,0, 4, 8, 12. This sequence will
repeal indefinitely. For a jump ahead of 4 mumbers in this
sequence a™=31°=29791, c*{a-19=15*30=450 and a” mod
((a~1)c)=3 1mod(15*30)=29791mod(450)=91. Equation
(5) becomes:

(91 (430+-4)-4/90Imod 15 {7}.

Table 1 shows the jump ahead calculations from (7). The
calculations start al 5 andjump ahead 3.
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 TABLE 1

I OK, (X80+4) 9160,90+4)-4 (9104304 4)- 4/90 Kya
1 65 154 14010 467 2
4 2 64 5820 194 14
7 la 424 38580 1286 11

10 11 aa4 301390 1013 8B
13° (8 244 22200 749 5 

G. Fast Packet Filter

Address hopping VPNs must rapidly determine whether a
packet has a validheader and thus requires furtherprocessing,
or has an invalid header {a hostile packet) and should be
immediately rejected, Such rapid determinations will be
referred to as “fast packet filtering.” This capability protects
the VPN from attacks by an adversary who streams hostite
packets at the receiver at a high rate of speed in the hope of
galuruting, the receiver’s processor (a so-called “denial of
service”attack). Fast packet filtering is an important feature
for implementing VPNs on shared media such as Ethernet.

Assuming that all participants in a VPN share an unas-
signed “A” block of addresses, one possibility is to use an
experimental “A” block that will never be assigned to any
machine that is not address hopping on the shared medium.
“A” blocks have a 24 bits of address that can be hopped as
opposed to the 8 bits in “C” blocks. In this case a hopblock
will be the “A” block. The use of the experimental “A” block
is a likely option on an Ethernet because:
1. The addresses have no validity cutside ofthe Ethernet and

will not be routed out to a valid outside destination by
gateway.

2, There are 2** (~16 million) addresses that can he hopped
within each “A” block. This yields >280trillion possible
address pairs making it very unlikely that an adversary
would guess a valid address. It also provides acceptably
low probability of collision between separate VPNs(all
VPNs ona shared medium independently generate random
address pairs [ram thy same “A” block).

3. The packets will not be received by someone on the Eth-
emet who is not on a VPN (unless the machine is in pro-
miscuous mode} minimizing impact on non-VPN comput-ers.

The Ethernet example will be used to describe one imple-
mentation offast packet filtering. The ideal algorithm would
quickly examine a packet header, determine whether the
packet is hostile, and reject any hostile packets or determine
which active IP pair the packet header matches. The problem
is a classical associative memory problem. A variety of tech-
niques have been developed to solve this problem (hashing,
-trees etc). Each of these approaches has its strengths and
weaknesses. For instance, hash tables can be made to operate
quite fast ina slatistical sense, tut can occasionally degener-
ate into a much slower algorithm. This slowness can persist
for a period of time. Since there is a need to discard hostile
packets quickly at all times, hashing would be unacceptable.

H.Presence Vector Algorithm

A presence vector is a bit vector of length 2” that can be
indexed by n-bit numbers (cach ranging from 0 ta 2"-"). One
can indicate the presence ofk n-bit numbers (not necessarily
unique), by setting the bits in the presence vector indexed by
each number tw 1, Otherwise, the bits in the presence vector
are 0. An n-bit number, x, is one ofthe k numbers ifand only
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if the x™bit ofthe presence vector is 1.A fast packetfiller can
be implemented by indexing the presence vector and looking
for a 1, which will be referred to as the “test.”

For example, suppose one wanted to represent the number
135 using a presence vector. The 135”bit ofthe vector would
be set. Consequently, one could very quickly determine
whether an address of 135 was validby checking only onebit:
the 135” bit. The presence vectors could be created in
advance corresponding to the table entries for the IP
addresses. In effect, the incoming addresses can be used as
indices into a long vector, making cormparisons very fast. As
cach RNG generates a new address, the presence vector is
updated to reflect the information. As the window moves, the
presence vector is updated to zero out addresses Lhal ure ne
longervalid.

‘There is a trade-off between efficiency of the test and the
amount of memory required for storing the presence
vector(s). For instance, if one were to use the 48 bits of
hopping addresses as an index, the presence vector would
have to be 35 terabytes. Clearly, this is too large for practical
purposes. Instead, the 48 bits can be divided into several
smaller fields. l’or instance, one could subdivide the 48 bits
into four 12-bit fields (see FIG. 16). This reduces the storage
requirement to 2048 bytes at the expense of occasionally
having to process a hostile packet. In cllect, instead of one
long, presence vector, the decomposed address portions must
match all four shorter presence vectors before further pro-
cessing is allowed. (If the first part of the address portion
doesn’t match the first presence vector, there is no need to
check the remaining three presence vectors).

A presence vector will havea 1 in the y™ bit ifand only if
one or more addresses with a corresponding ficld of y arc
active. An address is active only if each presence vector
indexed by the appropriate sub-ficld of the address is 1.

Consider a window of 32 active addresses and 3 check-

points. Ahostile packet will be rejected bytheindexing ofone
presence vector more than 99% of the time. A hostile packet
will be rejected by the indexing ofall 4 presence vectors more
than 99.9999995% of the time, On averuge, hostile packets
will he rejected in less than 1.02 presence vector index opera-
tions.

The small percentage of hostile packets that pass the fast
packet filter will be rejected when matching pairs are not
foundin the active window orare active checkpoints. [ostile
packets that serendipitously match a header will be rejected
when the VPN sofiware attempts to decrypt the header. How-
evor, these cases will be extremely rare. There ure many other
ways this method can be configured to arbitrate the space/
speed lradeofis.

I. Further Synchronization Enhancements

Aslightly modifiedform ofthe synchronization techniques
described above can be employed. The basic principles ofthe
Previously described checkpoint synchronization scheme
remain unchanged. The actions resulting from the reception
of the checkpoints are, however, slightly different. In this
variation, the receiver will maintain between OoO (“Ont of
Order”) and 2xWINDOW_SIZE+Oo00 active addresses
(1S0002WINDOW_SIZE and WINDOW_SIZE=2).
Oo0 and WINDOW_SIZE are engineerable parameters,
where OoO is the minimum numberof addresses needed to

accommodate lost packets due to events in the network or out
oforder arrivals and WINDOW_SI7ZEis the numberofpack-
els transmitted beforc a SYNC_REQ is issued. FIG. 17
depicts a storage array for a receiver's active addresses.<p B ‘Yy
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The receiver starts with the first 2xWINDOW_SIZE
addresses loaded and active (ready to receive data), As pack-
ete are reccived, the corresponding entries are marked as
“ysed” and are no longer eligible to receive packets, The
transmitter maintains a packet counter, initially set to U, con-
taining the number ofdata packets transmitted since the last
inilial Lransmission ofa SYNC_REQ Jor which SYNC_ACK
has been received. When the transmitter packet counter
equals WINDOW_SI7ZE, the transmitter generates a SYN-
C_REQ and docsits initial transmission. When the receiver
receives a SYNC_REQ corresponding to its current
CEP'L_N,it generates the next WINDOW_SIZE addresses
and starts loading them in order starting at the first location
after the last active address wrapping around to the beginning
ofthe array after the end of the array has been reached. ‘The
receiver’ s array might look like FIG, 18 when aS¥NC_REQ
has been received. In this case a couple of packets have been
either lost or will be received out of order when the SYN-

C_REQis received.
FIG. 19 showsthe receiver's array after the new addresses

have been generated. If the transmitter does not reecive a
SYNC_ACK,it will re-issuc theSYNC_REO at regularinter-
vals. Whenthe transmitter receives aSYNC_ACK,the packet
counter 1s decremented by WINDOW_SI“E. If the packet
counter reaches 2xWINDOW_SI“E-—Oo0O then the transmit-
ter ceases sending data packets until the appropriate SYN-
C_ACK is finally received. ‘lhe transmitter then resumes
seuding data packets. Future behavioris essentially a repeti-
tion ofthis initial cycle. The advantages of this approach are:

1. There is no need for an efficient jump ahead in the
random number generator,

2. No packet is ever transmitted that does not have a cor-
responding entry in the receiver side

3, No timer based re-synchronivation is necessary, This is
a consequence of 2,

4. The receiver will always have the ability to accept data
messages transmitted within CoO messages ofthe most
recently transmiited message.

J. Distributed Transmission Path Variant

Another embodiment incorporating variousinventive prin-
ciples is shown in FIG. 20. In this embodiment, a message
transmission system includes a first computer 2001 in com-
munication with a second computer 2002 through a network
2011 of intermediary computers. In one variant of this
embodiment, the network includes two edge routers 2003 and
2004 each ofwhich is linkedto a plurality ofInternct Service
Providers (ISPs) 2005 through 2010. Each ISP is coupled tu a
plurality ofother ISPs in an arrangement as shownin FIG. 20,
which is a representative configuration only and is not
intended to be limiting. Jiach connection between ISPs is
Jaheled in FIG. 20 to indicate a specific physical transmission
path (e.g., AD is a physical path that links ISP A (element
2005) to ISP LD (element 2008)). Packets arriving at each edge
router are selectively transmitted to one of the ISPs to which
the router is attached on the basis of a randomly or quasi-
randomly selected basis.

As shown in FIG. 21, computer 2001 or edge router 2003
inverporales u plurality of link (uusinisyivun tables 2100 that
identify, for each potential transmission path through the
network, valid sets ofIP addrcsses that can be used to transmit
the packet. For example,AD table 2101 contains aplurality of
TP source/destination pairs that are randomly or quasi-ran-
domly generated.When a packetis to be transmitted from first
computer 2001 to second computer 2002, one of the link
tables is randomly (or quasi-random|y) selected, and thenext
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valid source/destination address pair from thattable is used to
transmit the packet through the network. If path AD is ran-
domly sclected, for example, the next source/destination IP
address pair (which is pre-determined to transmit between
ISP A (element 2005) and [SP B (element 2008)) is used to
transmit the packet. Ifone ofthe transmission paths becomes
degradedor inoperative, that link table can be set to a “down”
condition as shown in table 2105, thus preventing addresses
from being selected from that table. Other transmission paths
would be unaffected by this broken link.

3. Continuation-In-Part Improvements

The following describes various improvements and fea-
tures that can be applicdto the cmbodiments described above.
The improvements include: (1} a load balancer that distrib-
utes packets across different transmission paths accordingto
transmission path quality; (2) a DNS proxy server that trans-
parently creates a virtual privale network in response to a
domam name inquiry; G) a large-to-small link bandwidth
managementfeature that prevents denial-of-service attacks at
system chokepoints; (4) a traffic limiter that regulates incom-
ing packets by limiting the rate at which a transmitter can he
synchronized with a receiver; and (5) a signaling synchro-
mizer that allows a large number ofnodes to communicate
with a central node by partitioning the communication func-
tion between two separate entities. Each is discuysed sepa-
rately below.

A. Load Balancer

Various embodiments described above include a system in
which a transmitting node and a receiving pode are coupled
through a plurality of transmission paths, and wherein suc-
cessive packets are distributed quasi-randomly over the plu-
rality ofpaths. See, for example, FIGS. 20 and 21 and accom-
panying description. ‘The improvement extends this basic
concept to encompass distribuling packets across different
paths in such a mannerthat the loads on the paths are gener-
ally balanced according to transmission link quality.

In one embodiment, a system includes 4 transmitting node
and a receiving node that are linked via a plurality oftrans-
mission paths having potentially varying iransmission qual-
ity. Successive packetsare transmitted over the paths based on
a weight value distribution function Jor each path. The rate
that packets will be transmitted over a given path can be
different for each path, The relalive “health” of each trans-
mission path is monitored in order to identify paths thal have
become degraded. In one embodiment, the health ofeach path
is monitored in the transmitter by comparing the number of
packets transmitted to the number of packet acknewledge-
ments received. Each transmission path may comprise a
physically scparate path (¢.g., via dial-up phone line, com-
puter network, router, bridge, or the like), or may comprise
logically separate paths contained within a broadband com-
munication medium (e.g., separate channels in an FDM,
TDM, CDMA,or other type of modulated or unmodulated
transmission link).

When the transmission quality of a path falls below a
predelcrmined threshold and there are other paths that can
transmit packets, the tansmitter changes the weight value
used for thatpath, making it less likely that a given packet will
be transmitted over that path. The weightwill preterably be
set no lower than a minimum value thal keeps nominal] traffic
on the path. The weights of the other available paths are
altered to compensate for the change in the affected path.
Whenthe quality ofa path degrades to where the transmitter
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is turned off by the synchronization function (1.e., 00 packets
are atriving, al the destination), the weight is set to zero, [fall
transmnilters are turned off, ne packets are sent.

Conventional TCP/IP protocols include a “throttling” lea-
tare that reduces the transmission rate of packets when it is
determined that delays or errors are occurring in transmis-
sion. In this respect, timers are sometimes used to determine
whether packets have been received. These conventional
techniques for limiting transmission of packets, however, do
not involve multiple transmission paths between iwo nodes
whercin transmission across a particular path relative to the
others is changed based on link quality.

According to certain embodiments,in order to dampascil-
lations that might otherwise occur if weight distributions are
changed drastically {e.g., according to a step function), a
linear or an exponential decay formula can be applied to
gradually decrease the weight value over time that a degrad~
ing path will be used. Similarly, if the health of a degraded
path improves, the weight value for that path is gradually
increased.

Transmission link health can be evaluated by comparing
the number ofpackets that are acknowledgedwithin the trans-
mission window (sec embodiments discussed ubove) to the
number ofpackets transmitted within that window and by the
state of the transmitter (i.e., on or off). In other words, rather
than accumulating general transmission statistics over time
fora path, one specific implementationuses the “windowing”
concepts described ahove to evaluate transmission path
health.

The same scheme can be used to shift virtual circuit paths
from an “unhealthy” path to a “healthy” one, and to seleci a
path for a new virtual circuit.

FIG, 22A shows a flowchart for adjusting weight values
associated with a plurality oftransmission links. Itis assumed
that software executing in one or more computer nodes
executes the sieps shown in FIG. 22A.,ILis also assured that
the software can be siored on a computer-readable medium
such as a mapnetic or optical disk for execution by a com-
puter.

Beginning in step 2201, the transmission quality ofa given
transmissionpath is measured. As described above, this mea-
surement can be based on a comparison between the number
ofpackets transmitted over a particular link to the number of
packet acknowledgements received over the link (e.g., per
unit time, or in absolute terms). Alternatively, the quality can
be evaluated by comparing the number of packets that are
acknowledgedwithin the transmission window to the number
of packets that were transmitted within that window. In yet
another variation, the number of missed synchronization
messages can be used to indicate link quality. Many other
variations are of course pussible.

In step 2202, a check is made to determine whether more
than one transmitter (e.g., tansmission path) is turned on. If
not, the process is terminated and resumesat step 2201.

Tn step 2203, the link quality is compared to a given thresh-
old (e.g., 50%, or any arbitrary number). Ifthe quality falls
below the threshold, then in step 2207 a check is made to
determine whether the weight is above a minimum level (c.g.,
1%). Ifnot, then in step 2209 the weightis sei to the minimum
level and processing resumes at step 2201. If the weight is
above the minimum level, then in step 2208 the weight is
gradually decreased for the path, then in step 2206 the
weights for the remaining paths are adjusted accordingly to
compensate (e.g., they are increased).

If in step 2203 the quality ofthe path was preater than or
equal to the threshold, then in.step 2204 a check is made to
determine whether the weightis less than a steady-state value
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for that path. If so, then in step 2205 the weight is increased
toward the steady-statevalue, and instep 2206the weights for
the remaining paths are adjusted accordingly to compensate
{e.g., they are decreased), Ifin step 2204 the weightis not less
than the steady-state valuc, then processing resumes at step
2201 without adjusting the weights.

The weights can be adjusted incrementally according to
various functions, preferably by changing the value gradu-
ally, In one embodiment, a linearly decreasing function is
used to adjust the weighls; according to another embodiment,
an exponential decay function is used. Gradually changing
the weights helps ta damp oscillators that might otherwise
occur if the probabilitics were abruptly.

Although not explicitly shown in FIG. 22A the process can
be performed only periodically (e.g., according to a time
schedule), or it can be continuously run, such as in a back-
groundmode of operation. In one embodiment, the combined
weights of al] potential paths should add up to unity (e.g.,
whenthe weighting for one path 1s decreased, the correspond-
ing weights that the other paths will be selected will increase).

Adjustments to weight valucs lor other paths can be pro-
rated, For example, a decrease of 10% in weight value lor one
path could result in an evenly distributed increase in the
weights for the remaining paths. Alternatively, weightings
could be adjusted according to a weighted formula as desired
(e.g., favoring healthy paths over less healthy paths). In yet
another variation, the difference in weight value can be amor-
tized over the remaining links in a mannerthatis proportional
to their traffic weighting.

FIG. 22B shows steps that can be executed to shut down
transmission links where a transmitterturnsoff. In step 22:10,
a transmiller shut-down event occurs. In step 2211, a test is
made to determine whether at least one transmitteris still

turned on. If not, then in step 2215 all packets are dropped
until a transmitter tums on. Ifin step 2211at least one trans-
milter is lumed on, then in step 2212 the weight [or the path
is set to zero, and the weighis for the remaining paths are
adjusted accordingly.

FIG. 23 shows a computer node 2301 employing various
principles ofthe above-describedembodiments.Itis assumed
that two computer nodes of the type shown in FIG. 23 com-
municate over a plurality of separate physical transmission
paths. As shown in FIG. 23, four transmission paths X1
through X4 are defined for communicating between the twa
nodes. Mach node includes a packet transmitter 2302 that
operates in accordance with a transmit table 2308 as
described above. (The packet transmitter could also operate
without using, the IP-hopping features described above, but
the following description assumes that some jorm ofhopping
is employed in conjunction with the path selection mecha-
nisim.). The computer nude also includes a packet receiver
2303 that operates in accordance with a receive table 2309,
includinga moving window W thatmoves us valid packets are
recetved. Invalid packets having source and destination
addresses that do not fall within window W are rejected.

As each packet is readied for transmission, source and
destination TP addresses (or other discriminator values) are
selected from transmit table 2308 according to any of the
various algorithms described ahove, and packets containing
these source/destination address pairs, which correspond to
the node to which the four transmission paths are linked, are
generated to a transmission path switch 2307, Switch 2307,
which can comprise a software function, selects from one of
the available transmission paths according to a weight distri-
bution table 2306. For example, if the weight for path X1 is
0.2, then every fifth packet will be transmitted on path X1.A
similar regime holds trne for the other paths as shown. Ini-
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tially, each link’s weight value can be set such thatil is
proportional fo ils bandwidth, which will be referred to as its
“steady-state” value.

Packet reeciver 2303 generates on output to a link quality
measurement function 2304 that operates as describedabove
to determine the quality ofeach transmission path. (The input
to packel receiver 2303 for receiving incoming packets is
omitted for clarity). Link quality measurement function 2304
compares the link quality lo a Lhreshold Jor each transmission
link and, if necessary, penerates an output to weight adjust-
ment function 2305. If a weight adjustment 1s required, then
the weights in table 2306 are adjusted accordingly, preferably
according to a gradual (c.g, linearly or exponentially declin-
ing) function. In one embodiment, the weight values for all
available paths are initially set lo the same value, and only
when paths degrade in quality are the weights changed to
reflect differences,

Link quality measurement function 2304 can be made to
operate as part ofa synchronizer fumction as described above.
That is, if resynchronization occurs and the receiver detects
that synchronization has been lost (e.u., resulting in the syn-
chronization window W being advanced out of sequence),
that fact can be used to drive link quality measurement funec-
tion 2304. According to one embodiment, load balancing is
performed using information gamered duringthe normal syn-
chronization, augmented slightly to communicate link health
from the receiver ta the transmitter. The receiver maintains a

count, MESS_R(W), of the messages received in syncehroni-
zation window W, When itreceives a synchronization reques|
(SYNC_REQ)corresponding to the end of window W,the
receiver includes counter MESS_Rin the resulting synchro-
nization acknowledgement (S¥NC_ACK) sent back to the
transmitter. This allows the transmitter to compare messages
sent to messages received in order to asses the health of the
link.

If synchronization is completely lost, weight adjustment
function 2305 decreases the weight value onthe allected path
to zero. When synchronization is regained, the weight value
for the affected path is gradually increased to its original
value. Alternatively, link quality can be measured by evalu-
ating the length oftime required for the receiver to acknow!l-
edgc a synchronization request. In one embodiment, separate
transmit and receive tables are used for each transmission

path.
When the transmitter receives a SYNC_ACK, the

MESS_R is compared with the number of messages trans-
mitted ina window (MESS_T). Whenthe transmilter receives
a SYNC_ACK,thetraffic probabilities will be examined and
adjusted ifnecessary. MESS_R is compared with the number
of messages transmitted in a window (MESS_T). There are
two possibilitics:

1.IfMESS_R is less than athreshold value, THRESH,then
the link will be deemedto be unhealthy. Ifthe transmitter was
turned off, the transmitter is tumed on and the weight P for
that link will be set to a minimumvalue MIN, This will keep
a trickle oftraffic on the link for monitoring purposes unlil it
recovers. Ifthe transmitterwas turned on, the weight P for that
link will be set to:

P'saxMIN+(l-ajyeP ay

Rquation 1 will exponentially damp thetraffic weight value to
MIN during sustained periods ofdcgraded service.

2. If MESS_R for a link is greater than or cqual to
THRASH,the link will be deemed healthy, Ifthe weight P for
thatlink is greater than or equal to the steady slate value 3 for
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that link, then P is left unaltered. If the weight P for that link
is less than THRESHthen P will be set to:

P'=BxS+(1-BpeP @

where f is a parameter such that 0<=6<—1 that determines the
damping rate ofP.

Equation 2 will increase the traffic weight to S during
sustained periods ofacceptable service In a damped exponen-
tial Fashion.

A detailed example will now be provided with reference to
FAG. 24. As shown in FIG. 24, a first computer 2411] commu-
nicates with a second computer 2402 through two routers
2403 and 2404. Each router is coupled to the other router
through three transmission links. As described above, these
may be physically diverse links or logical links (including
virtual private networks}.

Suppose that a first link L1 can sustain a transmission
bandwidth of 100 Mb/s and has a window size of 32; link L2
can sustain 75 Mb/s and has a window size of24; and link L3
can sustain 25 Mb/s and has a window size of 8. The com-
bined links can thus sustain 200 Mh/s. Thesteady stale lraflic
weights are 0.5 for link L1; 0.375 for link L2, and 0.125 for
link L3. MIN=1 Mb/s, THRESH=0.8 MESS_Tfor each link,
o=0.75 and B=0.5. hese traffic weights will remain stable
until a link stops for synchronization ur reports a number of
packets received less than its THRESH. Consider the follow-
ing sequence of events:

1. Link L1 receives a SYNC_ACK containing a MESS_R
of24, indicating that only 75% ofthe MESS_T (32) messages
transmitted in the last window were successfully received.
Link 1 would be below THRESH (0.8}. Consequently, link
L1’s traffic weight value would be reduced to 0.12825, while
link L.2’s traffic weight value would be increased to 0.65812
and link L3’s traffic weight value would be increased to
0.217938,

2. Link L2 and L3 remained healthy and link L1 stopped to
synchronize. Then link L1’s traffic weight value would be set
to 0, link L2’s traffic weight value would be sct to 0.75, and
link L33’s traffic weight value would be set te 0.25.

3. Link L1 finally received a SYNC_ACK containing a
MESS_R of 0 indicating that none of the MESS_T (32)
messages transmitted in the last window were successfully
received. Link L1 would be below THRESH.Link L1’s traffic

weight value would be increased to 0.005, link T.2’s traffic
weight value would be decreased to 0.74625, and link L3’s
traffic weight value would be decreased to 0.24875.

4. Link L1 received a SYNC_ACK containing a MESS_R
of 32 indicating that 100% of the MESS_T (32) messages
transmitted in the last window were successfully received.
Link L1 would be above THRESH.Link L1’s traffic weight
value would be increased 40 0.2525, while link L2’s traffic

weight value would be decreased to 0.560625 and link L3"s
traffic weight value would be decreased to 0.186875,

5. Link L1 received a SYNC_ACK containing a MESS_R
of 32 indicating that 100% of the MUSS_T(32) messages
transmitted in the last window were successfully received.
Link L1 would be above THRESH.I.ink L1’s traffic weight
value would be increased to 0.37625; link L2’s trailic weight
value would be decreased to 0.4678125, and link L3’s traffic
weight value would be decreased to 9,1559375.

6. Link L1 remains healthy and the traffic probabilities
approach their steady stale trallic probabilities.
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B. Use of a DNS Proxy to Transparentiy Create
Virtual Private Networks

Asecond improvement concerns the automatic creation of
a Virtual private network (VPN) in response to a domain-
name server look-up function.

Conventional Domain Name Servers (IONSs) provide a
look-up function that returns the IP address of a requested
computer or host. For example, when a compuleruser types in
the web name “Yahoo.com,”the user’s web browsertransmits
a request to a DNS, which converts the name into a four-part
TP address that is returned to the user’s browser andthen used

by the browser to contact the destination web site.
This conventional scheme is shown in FIG. 25, A user’s

computer 2501 includes a client application 2504 (for
example, a web browser) and an IP protocol stack 2505.
When the user enters thename ofa destination host, a request
DNS REQ is made (through IP protocol slack 2505) lo aDNS
2502 to look up the IP address associated with the name.‘The
DNSretumsthe IP address DNS RESP to client application
2404, which is then able to use the IP address to communicate
with the host 2503 through separate transactions such as
PAGE REQ and PAGE RESP.

Tn the conventional architecture shown in FIG. 25, nefari-
ouslisteners on the Intemet could intercept the DNS REQ and
DNS RESPpackets and thus Jeamm what[P addresses the user
was contacting. For example, if a user wanted to set up a
secure communicution path wilh a web site having the name
“Target.com,” when the user’s browser contacted a DNS ta
find the IP address for that web site, the trie IP address ofthat
web site would be revealed over the Internet as part of the
TINS inquiry. This would hamper anonymous communica-
tions on the Internet.

One conventional scheme that provides secure virtual pri-
vate networksover the Internet provides the DNS server with
the public keys of the machines that the DNS server has the
addresses for This allows hosts to retrieve automatically the
public keys ofa host that the host 1s to communicate with so
that the host can set up a VPN without having the user enter
the public key ofthe destination host. One implementation of
this standard is presently being developed as part of the
FreeS/WAWN project(RFC 2335}.

The conventional scheme suffers from certain drawbacks.

For example, any user can perform a DNSrequest. Moreover,
DNSrequests resolve to the same value for all users.

According 1o certain aspects ofthe mvention, a specialized
DNS server traps DNS reques(s and, if the request is from a
special type of user (e.g., one for which secure communica~
lionservices are defined), (he server doesnot retum thetrue IP
address ofthe target node, but instead automatically sets up a
virtual private network between the target node and the user.
The VPN is preferably implemented using the IP address
“hopping” features of the basic invention described above,
such that the true identity of the two nodes cannot be deter-
mined even if packets during the communicution are inter-
cepted. For DNS requests that are determined to not require
secure services (e.g., an unregistered user), the DNS server
transparently “passes through” the request to provide a nor-
mal look-up function and retum the IP address of the target
web server, provided that the requesting host has permissions
to resolve unsecured sites. Different users who make aniden-

tical DNS request could be provided with different results.
FIG. 26 shows a system employing various principles sum-

marized above. A uyer’s computer 2601 includes a conven-
tional client (e.g., a web browser) 2605 and an IP protecal
stack 2606 that preferably operates in accordance with an JP
hopping function 2607 as outlined above. A modified NS
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server 2602 includes a conventional DNS server function

2609 and a DNS proxy 2610. A gatekeeper server 2603 is
interposed between the modified DNS server and a secure
target site 2704. An “unsecure”targel site 26111 is also acces-
sible via conventional IP protocols.

According to one embodiment, DNS proxy 2616 intercepts
all DNS lookup functions from client 2605 and determines
whether access to a secure site has beenrequested. Ifaccess to
a secure site has been requested (as determined, for example,
by a demain name extenston, or by reference to an internal
table of such sites), DNS proxy 2616 determines whether the
user hus sufficient security privileges tu access the sile. If so,
DNS proxy 2610 transmits a message to gatekeeper 2603
requesting that a virtual private network be created between
user computer 2601 and secure target site 2604. In one
embodiment, gatekeeper 2603 creates “hopblocks”tobe used
by computcr 2601 and secure iarget site 2604 for secure
communication. Then, gatekeeper 2603 communicates these
to user computer 26011. Vhereafier, DNS proxy 2610 returns
to user computer 2601 the resolved address passedto it by Lhe
gatekeeper (this address could be different from the actual
target computer) 2604, preferably using a secure adrministra-
tive VPN. The address that is returned need not be the actual

address of the destination computer.
Had the user requested lockup of a non-secure web site

such as site 2611, DNS proxy would merely pass through to
conventional DNS server 2609 the look-up request, which
would be handled in a conventional manner, returning the JP
address ofnon-secure web eite 2611. Ifthe userhad requested
lookup of a secure web site but lacked credentials to create
such a connection, DNS proxy 2610 would retum a “host
voknown”error to the user. In this manner, different users
requesting access to the same DNS name could be provided
with different look-up results,

Gaickeeper 2603 can be implemented on a separate com-
puter (as shown in FIG. 26) or as a function within modified
DNSserver 1602. In general, it is anticipated that gatekecper
2703 facilitates the allocation and exchange of ivommation
needed to communicate securely, such as using “hopped” IP
addresses. Secure hosts such as site 2604 are assumed to be

equipped with a secure communication function such as an IP
hopping function 2608,

Tt will be apprecialed that the functions ofDNS proxy 2610
and DNSserver 2609 can be combined into a single server for
convenience. Morcover, although clement 2602 is shown as
combining the functions ofwo servers, the two servers can he
made 10 operate independently,

FIG. 27 shows steps that can be exccuted by DNS proxy
server 2610 to handle requests forNS look-up for secure
hosts. In step 2701, a DNS look-up request is received for a
target host. In step 2702, a check is made to determine
whether access lo a secure host was requested, If not, then in
step 2703 the DNS request is passed to conventional DNS
server 2609, which looks up the IP address of the targetsite
and returnsit to the user’s application for jurther processing.

In step 2702, ifaccess to a secure host was requested, then
in step 2704 a further check is made to determine whether the
user is authorized to connectto the secure host. Such a check

can be made with reference to an internally stored list of
authorized IP addresses, ar can be made by communicating
with patekeeper 2603 (e.g., over an “administrative” VPN
that is secure). It will be appreciated that different levels of
sevurily can alsu be provided for dierent categories ofhosts.
For example, some sites may be designated as having a cer-
tain security level, andthe security level ofthe user requesting
access must match that security level. The uscr’s security
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level can also be determined by transmitting a request mes-
gage back to the user’s computer requiring that it prove thatit
has sufficient privileges.

Ifthe user is not authorized to access the secure site, then a
“host unknown’ message is returned (step 2705). If the user
has sufficient security privileges, then in step 2704 a secure
VPN is established between the user’s computer and the
secure target site. As described above, this is preferably Gone
by allocating a hopping regime that will be carried cut
between the user’s computer and the secure target site, and is
preferably performed transparently to the user (i.e., the user
neednot be involved in creating the secure link). As described
in various cmbodiments of this application, any of various
fields can he “hopped”(e.g., IP source/destination addresses,
a field in the header; etc.) in order to communicate securely.

Some or all of the security fiinctions can be embedded in
gatekeeper2603, snch that it handles all requests to connect to
secure sites. In this embodiment, ONS proxy 2610 commu-
nicates with gatekeeper 2603 to determine (preferably over a
secure administrative VPN) whether the user has access to a
particular web site. Various scenarios for implementing these
features are described by way of example below:

Scenario #1: Client has permission to access target com-
puter, and gatekeeper has a rule te make a VPN for the client.
In this scenario, the client’s DNS request would be received
by the DNS proxy server 2610, which would forward the
request to gatekeeper 2603. The gatekeeper would establish a
VPN between the client and the requested target. The gate-
keeper would provide the address of the destination to the
DNSproxy, which would then return the resolved name as a
result. ‘he resolved address can be transmitted back to the
client in a secure administrative VPN.

Scenano #2; Client does not have permission to access
targel cormmpuler. In this scenariv, the client’s DNS request
would be received by the DNS proxy server 2610, which
would forward the request to gatekeeper 2603. The gate-
keeper would reject the request, informing DNS proxy server
2610 that it was unable to find the target computer. The DNS
proxy 2610 would then return a “host unknown”error mes-
sage to the client.

Scenario #3: Client has permission to connect using a
normal non-VPN link, and the gatekeeperdoes not have arule
ta set up a YPNforthe client to the target site. In this scenario,
the client’s DNS request is received by DNS proxy server
2610, which would checkits rules and determine that no VPN
is needed, Gatekeeper 2603 would then inform the DNS
proxy server to forward the request to conventional DNS
server 2609, which would resolve the request and return the
result to the DNS proxy server and then back to the client.

Scenario #4: Client does not have permission to establish a
normal/non-VPN link, and the gatekeeper does not have a
rule to make a YPN for the clieut to the target site. In this
scenario, the DNS proxy server would receive the client’s
DNSrequest and forward it to gatekeeper 2603. Gatekeeper
2603 would determine that no special VPN was needed, but
that the client is not authorized to communicate with non-

VPN members. The gatekeeper would reject the request,
causing DNS proxy server 2610 to return an error message to
the client.

C. Large Link to Small Link Bandwidth
Management

One feature ofthe basic architecture is the ability to prevent
so-called “denial of service” attacks that can occur if a com-

puter hacker floods a known Intemet node with packets, thus
preventing the node from communicating with other nodes.
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Because IP addressesor other fields are “hopped”andpackets
arriving with invalid addresses are quickly discarded, Internet
nodes are protecied against flooding targeted at a single IP
address.

Ina system in which a computer is coupled through a link
having a limited bandwidth (e.g., an edge router) to a node
that can support a much higher-bandwidth link (¢.g., an Inter-
net Service Provider), a potential weakness could be
exploited by a determined hacker. Referring to FIG. 28, sup-
pose that a first host computer 2801 is communicating with a
second host computer 2804 using the IP address hopping
principles described above. Thefirst host computeris coupled
through an cdge router 2802 to an Internet Service Provider
(ISP) 2803 through a low bandwidth link (LOW I3W), andis
in turn coupled to second host computer 2804through parts of
the Internet through a high bandwidth link (HIGH BW). In
this architecture, the ISP is able to support a high bandwidth
to the internet, but a much lower bandwidth to the edge router
2802.

Suppose that a computer hackeris able to transmit a large
quantity of dummy packets addressed to first host computer
2801 across high bandwidth link HIGH BW. Normally, host
computer 2801 would be able to quickly reject the packets
since they would not fall within the acceptance window per-
mitted by the IP address hopping scheme. However, because
the packets must travel across low handwidth link LOW BW,
the packets overwhelm the lower bandwidth link before they
are received by host computer 2801. Consequently, the linkto
host computer 2801is effectively flooded before the packets
can be discarded.

According to one inventive improvemen!, a “link guard”
function 2805 is inserted into the high-bandwidth node (e.g.,
ISP 2803) that quickly discards packets destined for a low-
bandwidth target mode if they are not valid packets. Each
packet destined for a low-bandwidth node is cryptographi-
cally authenticated to determine whether it belongs toa VPN.
Witis not a valid VPN pucket, the packet is discarded at the
high-bandwidth node. If the packet is authenticated as
belonging to a VPN,the packet is passed with high preter-
ence. Ifthe packet is a validnon-VPN packet, itis passed with
a lower quality of service (e.g., lower priority).

In one embodiment, the ISP distinguishes between VPN
and non-VPN packets using the protocol ofthe packet.In the
case of IPSEC [rfc 2401), the packets have IP protocels 420
and 421. In the cause of the TARP VPN, the packets will have
an IP protocol that is not yel defined. The ISP’s link guard,
2805, maintains a table ofvalidVPNs whichit usesto validate
whether VPNpackets are cryptographically valid. According
to one embodiment, packets that do not fall within any hop
windews used by nodes on the low-bandwidih link are
rejected, or are sent with a lower quality of service, One
approach for doing this is to provide a copy ofthe IP hopping
tables used by the low-bandwidth nodes to the high-band-
widthnode, such that both the high-bandwidth and low-band-
width nodes track hopped packets (e.g., the high-bandwidth
node moves its hopping window as valid packets are
received). In such a scenario, the high-bandwidth node dis-
cards packets that do not fall within the hopping window
before they arc transmitted over the low-bandwidth link.
Thus, for example, ISP 2903 maintains a copy 2910 of the
receive table used by host computer 2901. Incoming packets
that do notfall withinthis receive table are discarded. Accord-

ing toa different embodiment,link guard 2805 validates cach
VPN packet using a keyed hashed messuge authentication
code (HMAC)[rfc 2104].

According to another embodiment, separate VPNs (using,
for example, hopblocks) canbe established for communicat-
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ingbetween the low-bandwidth node andthe high-bandwidth
node (Le., packels arriving al the high-bandwidth node are
converted into different packets before being transmitted to
the low-bandwidth node).

As shown in FIG. 29, for example, suppose thata first host
computer 2900 is communicating with a second host com-
puter 2902 over the Internet, and the path includes a high
bandwidth link HIGH BW to an ISP 2901 and a low band-

width link LOW BW through an edge router 2904, In accor-
dance with the basic architecture described above, first host
computer 2900 and second host computer 2902 would
exchange hopblocks (or a hopblock algorithm) and would be
able to create matching transmit and receive tables 2905,
2906, 2912 and 2913. Then in accordance with the basic
axchitecture, the two computers would transmit packets hav-
ing acemingly random IP source and destination addresses,
and cach would move a corresponding hopping window in its
receive table as valid packets were received.

Suppose that a nefarious computer hacker 2903 was able to
deduce that packets having a certain range of IP addresses
(e.g., addresses 100 to 200 for the sake of simplicity) are
being transmitted to ISP 2911, and that these packets are
being forwarded cover a low-bandwidth link. Hacker com-
puter 2903 could thus “flood” packets having addressesfall-
ing into the range 100 to 200, expecting that they would be
forwarded along low bandwidth link LOW BW, thus causing
the low bandwidth link to become overwhelmed. The fast

packet reject mechanism in first host computer 3000 would be
of litle use in rejecting these packets, since the low band-
width link was effectively jammed before the packets could
be rejected. In accordance with one aspect of the improve-
ment, however, VPN link guard 2912 would prevent the
attack from impacting the performance of VPN_traffic
because the packets would either be rejected as invalid VPN
packets or given a lower quality of service than VPN traffic
over the lower bandwidth link. A denial-of-service flood

attack could, however, sti!l disrupt non-VPNtraffic.
According to one embodiment of the improvement, ISP

2901 maintains a separateVPNwithfirst host computer2906,
and thus translates packets arriving at the ISP into packets
having a different IP header before they are transmitted to
host computer 2900. The cryptographic keys used to authen-
ticate VPN packets at the link guard 2911 and the crypto-
graphic keys used to cnerypi and decrypt the VPN packets at
host 2902 and host 2901 can be different, so that Jink guard
2911 does not have access to the private host data; it only has
the capability to authenticate thase packets.

According to yel a third embodiment. the lew-bandwidth
node can tansmi{ a special message to the high-bandwidth
nede instructing it to shut down all transmissions on a par-
ticular TP address, such that only hopped. packets will pass
through to the low-bandwidth nade. This embodiment would
prevent a hacker from flooding packets using a single IP
address. According to yet a fourth embodiment, the high-
bandwidth node can be configured to discard packets trans-
mitted to the low-bandwidth nade if the transmission rate

exceeds a certain predetermined threshold for any given IP
address; this would allow hopped packets to go through. In
this respect, link guard 2911 can be used to detect that therate
ofpackets on a given IP address are exceeding a threshald
rate; furtherpackets addressed to that same IP address would
be dropped or transmitted at a lower priority (e.g., delayed).

D. Traffic Limiter

In a system in which multiple nodes are communicaling
using “hopping” technology, a treasonous insider could inier-
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nally flood the system with packets. In order to prevent this
possibility, one inventive improvement involves setting up
“contracts” between nodesin the system, such that a receiver
can impose a bandwidth limitation on each packet sender.
One technique for doing this is to delay acceptance of a
checkpoint synchronization request from a sender until a
certain time period (e.g., one minutc) has elapsed. Each
receiver can effectively contro! the rate at which its hopping
window moves by delaying “SYNC ACK” responses to
“SYNC_REQ” inessages.

A simple modification to the checkpoint synchronizer will
serve to protect a receiver from accidental or deliberate over-
load from an internally treasonous client. This modification is
based on the observation that a receiver will not update its
tables until a SYNC_REQ is received on hopped address
CKPT_N.It is a simple matter ofdelerring the generation of
anew CKPT_N until an appropriate interval alter previous -
checkpoints.

Suppose a receiver wished to restrict reveption from a
transmitter to 100 packets a second, and that checkpoint syn-
chronivation messages were triggered every 50 packets. A
compliant transmitter wouldnot issuenew SYNC_REQ mes-
sages more often than every 0.5 seconds. The reectver could
delay a non-compliant transmitter from synchronizing by
delaying the issuance ofCKPT_N for 0.5 secondafter the last
SYNC_REOQwasaccepted.

In general, if M receivers need to restrict N transmitters
issuing new SYNC_REQ messages afler every W messages
to sending R messages a second in aggregate, each receiver
could defer issuing anew CKPT_N until MxNxW/R seconds
have elapsed since the last SYNC_REQ has been received
and accepted. If the transmitter cxceeds this rate between a
pair of checkpoints, it will issue the new checkpoint hefore
the reveiver is ready to receive it, and the SYNC_REQ will be
discarded by the receiver. After this, the transmitter will re-
issue the SYNC_REQ every ‘li seconds until it receives a
SYNC_ACK. The receiver will eventually update CKPT_N
and the SYNC_REQ will be acknowledged. If the transmis-
sion rate greatly exceeds the allowedrate, the transmitter will
stop until it is compliant. If the tranamitter exceeds the
allowed rate by a litle, it will eventually stop alter several
rounds of delayed synchronization until it is in compliance.
Hacking the transmiltter’s codec to not shut offonly permits the
transmitter to lose the acceptance window. In this case it can
recover the window and proceed only after it is compliant
again,

Two practical issues should be considered when imple-
menting the above scheme:

1. The recetver rate shouid be slightly higher than the
permitted rate in order to allow for statistical fluctuations in
traffic arrival times and non-uniform load halancing.

2. Since 4 transmitter will rightfully continue to transmit
fora period after a SYNC_REQis transmitted, the algorithm
above can artificially reduce the transmitier’s bandwidth. If
events prevent a compliant transmitter from synchronizing
for a period (e.g, the network dropping a SYNC_REQ ora
SYNC_ACEK) a SYNC_RI1!O will be accepted later than
expected. Afier this, the transmitter will transmit fewer than
expected messages hefore encountering the next checkpoint.
The new checkpoint will not have been activated and the
transmitter will have to retransmit the SYNC_REQ.This will
appear to the receiver as if the transmitier is not compliant.
Therefore, the next checkpoint will be accepted late from the
transmitter’s perspective. This has the effect of reducing the
transinitier’s allowed packet rate until the transmitter trans-
mits at a packet rule below the agreeduponrale for a period of
time.
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To guard against this, the receiver should keep track ofthe
times that the last C SYNC_REQs were received and
accepted and use the minimum of MxNxW/R seconds after
the last SYNC_REQ has been received and accepted, 2xMx
NxW/R seconds after next to the last SYNC_REO has been
received and accepted, CxMxN™W/R seconds after (C-1)"
to the last SYNC_REQ has been received, as the time to
activale CKPT_N. This prevents the receiver from inappro-
pHately limiting the transmitter’s packet ratc if'at least one out

46
subscribers (o a web site occasionally communicate with the
website, the site must maintain one million hopping tables,
thus using up valuable computer resources, even though only
a small percentage of the users may actually be using the
system at any one lime. A desirable solution would be a
system that permits a certain maximum number of simulta-
neous links to be maintained, but which would “recognize”
millions of registered users al any one time. In other words,
out of a population ofa million registered users, a few thou-

ofthe last C SYNC_REQs was processed on the first attempt. 10 sand at a time could simultaneously communicate with a
L1G. 30 shows a system employing the above-described central server, without requiring that the server maintain one

principles. In FIG. 30, two computers 3000 and 3001 are million hopping tables of appreciable size.
assumed to be communicating over a network N im accor- Onesolution is to partition the central nodeinto two nodes:
dance with the “hopping”principles described above (e.g., a signaling server that performs session mitiation for user
hopped IP addresses, discriminator values, etc.). For the sake 15 log-onand log-off (and requires only minimally sized tables),
of simplicity, computer 3000 will be referred to as the receiv- aud a transport server that contains larger hopping tables for
ing computer and computer 3001 will be referred to as the the users. ‘lhe signaling server listens for the millions of
transmitting, computer, although full duplex operation is of known users and performs a fast-packet reject of other (bo-
course conlemplated. Moreover, although only a single trans- gus) packets, When a packet is received from a known user,
Imitter is shown, multiple transmitters can transmitto receiver 20 the signaling server activates a virtual private link (VPL)
3000.

As described above, receiving computer 3000 maintains a
receive table 3002 including a window W that defines valid IP
address pairs that will be accepted when appearing in incom-

between the user and the transport server, where hopping
tables are allocated and maintained. When the user logs onto
the signaling server, the user’s computer is provided with hop
tables for communicating with the transport server, thus acti-

ing data packets, Transmitting computer 3001 maintains a 25 vating the VPL. The VPLs can be torn down when they
transmit table 3003 from which the next IP address pairs will become inactive for a time period, or they can be tom down
be selected when transmitting a packet to receiving computer upon user log-out. Communication with the signaling server
3000. (For the sake of illustration, window W is also illus- to allow user log-on and log-offcan be accomplished using a
trated with reference to transmit table 3003). As transmitting specialized version of the checkpoint scheme described
computer moves through its table, it will eventually generate 30 above.
aSYNC_REO message asillustratedin function 3010. Thisis FIG. 31 shows a system employing certain of the above-
a request to receiver 3000 to synchronize the receive table described principles. In FIG. 31, a signaling server 3101 and
3002, from which transmitter 3001 expects a response in the a transport server 3102 communicate over a link. Signaling
form of a CKPT_WN (included as part of aSYNC_ACK mes- server 3101 contains a large number olsmall tables 3106 and
sage). If transmitting computer 3001 transmits more mes- 35 3107 that contain enough information to authenticate a com-
sages than its allotment, it will prematurely generate the
SYNC_REO message.(If it has been altered to remove the
SYNC_REQ message generation altogether, it will fall out of
synchronization since receiver 3000 will quickly reject pack-
ets that fall outside of window W, and the extra packets
gencrated by transmitter 3001 will be discarded).

In accordance with the improvements described above,
receiving computer 3000 performs certainsteps whena SYN-
C_REQ messageis received, as illustrated in FIG. 30. In step

40

munication request with one or more clients 3103 and 3104.
As described in more detail below, these small tables may
advantageously be constructed as a special case ofthe syn-
chronizing checkpoint tables described previously. Transport
server 3102, which is preferably a separate computer in com-
munication with signaling server 3101, contains a smaller
number of larger hopping tables 3108, 3109, and 3110 that
can be allocated to create aVPN with oneofthe client com-
puters.

3004, receiving computer 3000 receives the SYNC_REQ 45  Accurding to one embodiment, a clicntthat has previously
messape. In step 3005, acheck is made to determine whether registered with the syslem (¢.g., via a system administration
the request is a duplicate. Iso, it is discarded m step 3006. In function, a user registration procedure, or same other
step 3007, a check is made to determine whether the SYN- method) transmits a request for information from a computer
C_REQreceived from transmitter 3001 was received at arate (e.g., a web site). In one variation, the request is made using
that exceads the allowablerate R {i.¢., the period between the 50 a “hopped” packet, such that signaling server 3101 will
time of the last SYNC_REQ message). The value R can be a quickly reject invalid packets from unauthorized computers
constant, or it can he made to fluctuate as desired, If the rate such as hacker computer 3105, An “administrative” VPN can
cacceds R, then in step 3008 the next activation of the next be established between all of the clients and the signaling
CKPT_N hopping table entry is delayed hy W/R seconds server in order to ensure that a hacker cannot flood signaling
afier the last SYNC_REQ has been accepted. 35 server 3101 with bogus packets. Details of this scheme are

Otherwise, if the rate has not been exceeded, then in step provided below.
3109 the next CKPT_N valueis calculated and inserted into Signaling server 3201 receives the request 3111 and usesit
the receiver’s hopping table prior to the next SYNC_REQ to determine that client 3103 is a validly regislered user. Next,
from thetransmitter 3101. Transmitter 3101 then processes signaling server 3101 issues arequest to transport server 3102
the SYNC_REOQin the normal manner. 66 Ww ullocaie a hopping table (or hopping algorithm or other

regime) for the purpose of creating a VPN with client 3103.
E. Signaling Synchronizer The allocated hopping parameters are returned to signaling

server 3101 (path 3113), which then supplies the hopping
Ina system in which a large number ofusers communicate parameters ta client 3103 via path 3114, preferably in

with a central node using secure hopping technology, a large 65 encrypted form.
amount of memory must be set aside for hopping tables and
their supporting data structures. For example, if one million

Thereafter, clicnt 3103 communicates with transport
server 3102 using the normal hopping, techniques described
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above. It will be appreciated that although signaling server
3101 and transport server 3102 are illustrated as being two
separate computers, they could of course be combinedinta a
single sampler and their fimetions performed on the single
computer. Alternatively, it is possible to partition the func-
tions shown in FIG, 31 differently from as shown without
departing from the inventive principles.

One advantage of the above-described architecture is that
signaling server 3101 need only maintain a small amount of
information on a large numberofpotential users, yet it retains
the capability ofquickly rejecting packets from unauthorized
users such as hacker computer 3105. Larger data tables
needed to perform the hopping and synchronization functions
are instead maintained in a transport server 3102, and a
smaller numberofthese tables are necded sincethey are only
allocated for “active” links. After a WPN has becomeinactive
for a certain time period (e.g., one hour), the VPN can be
automatically torn down by transport server 3102 or signalingserver 3101.

Amore detailed description will now be provided regard-
ing how a special case of the checkpoint synchronization
feature can be used to implement the signaling scheme
described ybove,

The signaling synchronizer may be required to support
many (millions) of standing, low bandwidth connections. It
therefore should minimize per-VPL memory usage while
providing the security offered by hopping technology. In
order to reducememory usagein the signaling server, thedala
hopping tables can be completely eliminated and data can be
carried as part ofthe SYNC_REQ message. The table usedhy
the serverside (reeciver) and client side (transmitter) is shown
schematically as element 3106 in FIG. 31.

The meaning and behaviors of CKPT_N, CKPT_O and
CKPT_R remuin the same from the previous description,
excepl that CKPT_WN can receive a combined data and SYN-
C_REQ message or a SYNC_REQ message withoutthe data,

The protocol ts a straightforward extension of the earlier
synchronizer. Assume that a client transmitter is on and the
tables are synchronized, The initial tables can be generated
“out ofband.” For example, a client can log into a web server
to establish an account over fhe Internet. The client will

reccive keys ete encrypted over the Internet. Meanwhile, the
server will set up the signaling WPN on the signaling server.

Assuming thata client application wishes to send a packet
lo the server on ihe clients sianding signaling VPL:

1. The client sends the message marked as a data message
on the inner header using the transmitter’s CKPT_N address.
it turns the transmitter off and starts a timer TI noting
CKPT_O. Messages can be oneofthree types: DATA, SYN-
C_REQ and SYNC_ACK.,In the normal algorithm, some
potential problems can be prevented by identifying each mes-
sage type as part of the eucrypted inner header field. In this
algorithrn,it is important to distinguish a data packet and a
SYNC_REQin the signaling synchronizer since the data and
the SYNC_REQ comeiu on the same address.

2, Whenthe server receives a data meysage on its CKPT_N,
it verifies the message and passes it up the stack. The message
can be verified by checking message type and and other
information (i-e., user credentials) contained in the inner
header It replaces its CKPT_O with CKPT_WNand generates
the next CKPT_N.It updates its transmitter side CKPI_R to
correspond to the client’s receiver side CKP'T_R and trans-
mits a SYNC_ACK containing CKPT_O in its payload.

3. Whenthe client side receiverreceives a SYNC_ACK on
its CKPY_R with a payload matching its transmitter side
CKPT_O andthe transmitteris off, the transmitter is turned
on and the receiver side CKPT_R is updated. If the SYN-
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C_ACK’s payload does not match the transmitter side
CKPT_O orthe transmitter is on, the SYNC_ACKis simply
discarded.

4. Tl expires: Ef the ransmitter is oll and the client’s trans-
mitter side CKPT_O matches the CKPT_O associated with
the timer, it starts timer Ti noling CKPT_O again, and a
SYNC_REQis sent using the transmitter’s CKPT_O address.
Otherwise, no action is taken.

5. When the server receives a S¥YNC_REQ onils CKPT_N,
it replaces its CKPT_O with CKPT_Nandgenerates the next
CKPT_N.it updates its transmitter side CKP'I_R to corre-
spond to the chent’s receiver side CKPT_R and transmits a
SYNC_ACK containing CKPT_OQ in its payload.

6. Whenthe serverreceives a SYNC_REQ onitsCKPT_O,
it updates its ansmitter side CKTR to correspond to the
client’s receiver side CKPT_R and transmits a SYNC_ACK
containing CKPT_O in its payload.

FIG, 32 shows message flows to highlight the protocol.
Reading from top ta bottom,the client sends data to the server
using its transmitter side CKPT_N. The client side transmitter
is turned olfand a retry timer is tumed off. The transmitter
will not transmit messages as long as the transmitter is turned
olf. The client side transmitter then loads CKPT_N into
CKPT_O©and npdates CKPT_N,. This message is success-
fully received and a passed up the stack. It also synchronizes
the receiver ic., the server loads CKPT_N into CKPF_O and
fenerates a new CKPI'_N,it generates anew CKPT_Rin the
server side transmitter and transmits a SYNC_ACK contain-
ing the server side receiver’s CKPT_O the server. The SYN-
C_ACKis successfully received at the client, ‘The client side
receiver’s CKPT_Ris updated, the transmitter is turned on
and the retry timer is kilfed. The clicnt side transmitter is
ready to transmit a new data message.

Next, the client sends data to the serverusing its transmitter
side CKPT_N. The client side transmitter is turned off and a
retry timer is turned off. The transmitter will not transmit
messages as long as the transmitter is tured off. The client
side transmitter then loads CKPT_N into CKPT_O and
updates CKPT_N. This message is lost. The client side timer
expites and as a result a SYNC_RIQ is transmitted on the
client vide wansmitlcr’s CKPT_© (this will keep happening
until the SYNC_ACK has been received at the client). The
SYNC_REQ is successfully received at the server. Itsynchro-
nizes the receiver i.e., the server loads CKPT_N into
CKPT_© and generates a new CKPT_N,it generates an new
CKPT_Rin the server side transmitter and transmits a SYN-

C_ACK containing the server side receiver's CKPT_O the
server, The SYNC_ACKis successfully received atthe client.
Lhe client side receiver’s CKPT_Ris updated, the transmitter
is turned off and the retry timer is killed. The client side
transmitter is ready to transmit a new data message.

There are numerous other scenarios that follow this flow.
Tor example, the SYNC_ACK could be lost. The transmitter
would continue to re-send the SYNC_REOQunlil the receiver
synchronizes and responds.

‘The above-described procedures allow a client to be
authenticated at signaling server 3201 while maintaining the
ability of signaling, server 3201 to quickly reject invalidpack-
éts, such as might be generated by hacker computer 3205. In
various embodiments, the signaling synchronizeris really a
derivative ofthe synchronize. It provides the same protection
as the hopping protecol, and it does so for a large number of
low bandwidth connections,
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F, One-click Secure On-line Communications and
Secure Domain Name Service

The preseui invention provides a teclunique for establishing
a secure communication link betweena lirst computer und a
second computer over a computer network. Preferably, auser
enables a secure communicationlink using a single click ofa
mouse, ora corresponding minimal input from another input
device, such as a keystroke entered on a keyboard or a click
entered through a trackball, Alternatively, the secure link is
auiomatically established as a default setting at boot-up ofthe
computer (.¢., no click). FIG. 33 shows a sysiem block dia-
pram 3300 of a computer network in which the one-click
secure communication method of the present invention is
suitable. In 1G. 33, a computer terminal or client computer
3301, such as a personal computer (PC), is connected to a
computer network 3302, such as the Internet, through an ISP
3303. Alternatively, computer 3301 can be connectedto com-
puter network 3302 through an edge router. Computer 3301
includes an input device, such as a keyboard and/or mouse,
and a display device, such as a monitor. Computer 3301 can
cotamunicale conventionally wilh another computer 3304
connected to computer network 3302 over a communication
link 3305 using a browser 3306 that is installed and operates
on computer 3301 ina well-known manner.

Computer 3304 canbe, for example, a server computer that
is used for conducting e-commerce. Th the situation when
computer network 3302 is the Internet, computer 3304 typi-
cally will have a standard top-level domain name such as
com, net, .org, .edu, .mil or .gov.

FIG, 34 shows a ilow diagram 3400 for installing and
establishing a “one-click” secure communication link over a
computernetwork according to the present invention. At step
3411, computer 3301 is connected to server computer 3304
over a non-VPN comununication link 3305. Web browser

3306 displays a web page associated with server 3304 in a
well-known manner. According to one variation ofthe inven-
tion, the display ofcomputer 3301 contains a hyperlink, or an
icon representing a hyperlink, for selecting a virtual private
network (VPN) communication link (go secure” typerlink)
through computer network 3302 between terminal 3301 and
server 3304. Preferably, the “go secure’ hyperlink is dis-
played as part ofthe web page downloaded from server cam-
puter 3304, thereby indicating that the entity providing server
3304 also provides VPN capability.

By displaying the “go secure” hyperlink, a user at com-
puter 3301 is informed that the current communication link
between computer 3301 and server computer 3304 is a non-
secure, non-VPN communication link, At step 3402, it is

- determined whether a user ofcomputer 3301 has selected the
“go secure” hyperlink. If not, processing resumes using a
non-secure (conventional) communication method (net
shown}. If, at step 3402, it is determined that the user has
selected the “go secure” hyperiink, How continues to step
3403 where an object associated with the hyperlink deter-
mines whether a VPN communication software module has

already been installed on computer 3301.Alternatively, auser
can enter a commandinto cumputer 3301 to “go secure.”

If, at step 3403, the object determines that the sofiware
module has been installed, flow continues to step 3407. Lf, at
step 3403, the object determines that the software module has
not been installed, flow continues to step 3404 where a non-
WPN conmmunication link 3307 is launched between com-

puter 3301 and a website 3308 over compuler network 3302
in a well-known manner. Website 3308 is accessible by all
compuler lorminals connected to computer network 3302
through a non-VPN communication link. Once connected to
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website 3308, a software module for establishing a secure
communication link over computer network 3302 can be
downloaded and installed. Flow continues to step 3405
where, afler computer 3301 connects to website 3308, Uhe
sofiware module Jor establishing a communication link is
downloaded and installed in a well-known manner on com-

puter lerminal 3301 as soltware module 3309. At step 3405, a
user can optionally select parameters for the software mod-
ule, such as enabling a secure communication link mode of
communication for all communication links over computer
network 3302. At step 3406, the communication link between
computer 3301 and website 3308 is then terminated in a
well-known manner.

By clicking on the “go secure” hyperlink, a user al com-
puter 3301 bas enabled a secure communication mode of
communication between computer 3301 and server computer
3304, According to one variation of the invention, the user is
got required to do anything more than merely click the “po
secure” hyperlink. ‘Che user does not need to enter any user
identificution information, passwords or encryption keys for
establishing a secure communication link. All procedures
required for establishing a secure communication link
between computer 3301 and server computer 3304 are per-
formed transparently to a user at computer 3301.

At step 3407, a secure VPN communications mode of
operationhas been enabled and software module 3309 begins
to establish a WPN communication link. In one embodiment,
software module 3309 automatically replaces the top-level
domain name for server 3304 within browser 3406 with a

secure top-level domain name for server computer 3304. For
example, if the top-level domain name for server 3304 is
com, software module 3309 replaces the .com top-level
domain name with a scom top-level domainname, where the
“s** stands for secure. Alternatively, software module 3400
can replace ihe top-level domain name of server 3304 with
any other non-standard top-level domain name.

Because the secure top-level domain name is a non-stan-
dard dumain name, a query to a standard dumain name ser-
vice (ONS) will retum a message indicating that the universal
resource locator (URL, is pnknown. According to the inven-
tion, software module 3309 contains the URL for querying a
secure domain name service (SDNS) for obtaining the URL
for a secure top-level domain name.In this regard, software
module 3309 accesses a secure portal 3310 that interfaces a
secure network 3311 to computer network 3302. Secure net-
work 3311 includes an intemal router 3312,a secure domam
name service (SDNS) 3313, a VPN gatekeeper 3314 and a
secure proay 3315. The secure network can include other
network services, such as e-mail 3316, a plurality of chat-
rooms (of which only one chatroom 3317 is shown}, and a
standard domain name service (STD DNS) 3318. Of course,
secure network 3311 can include other resources and services
that are not shown in FIG. 33.

When software module 3309 replaces the standard top-
level domain name for server 3304 with the secure top-level
domain name, software module 3309 sends a query to SDNS
3313at step 3408 through sccure portal 331 0preferably using
an administrative VPN communication link 3319. In this

configuration, secure portal 3310 can only be accessed using
a VPN communication link. Preferably, such a VPN commu-
nication link canbe based ona technique ofinserting a source
and destination IP address pair into each data packet that is
selected according to a pseudo-random sequence; an IP
address hopping regime that pseuderandomly changes IP
addresses in packets transmitted between a client computer
and a secure target computer; periodically changing at least
one field in a series of data packets according to a known
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sequence; an InternetProtocol (IP) address ina headerofeach
data packet that is compared to a table ofvalid IP addresses
maintained in a table in the second computer, and/or a com~
parison ofthe [P address in the header ofeach data packet to
a moving window of valid IP addresses, and rejecting data
packets having IP addresscs that do noi fall within the moving
window. Other types of VPNs can alternatively be used.
Secure portal 3310 authenticates the query from software
module 3309 based on the particular information hopping,
technique used for VPN communication link 3319.

SDNS3313 contains a cross-reference database of secure

domain names and corresponding secure network addresses.
That is, for each secure domain name, SDNS 3313 stores a
computer network address corresponding to the secure
domain name. An entity can register a secure domain name in
SDNS 3313 so that a user who desires a sccure communica-

tion link to the website of the entity can automatically obtain
the secure computer network address for the secure website.
Moreover, an entity can register several secure domain
names, with each respective secure domain name represent-
ing a different priority level ofaccess in a hierarchy ofaccess
levels to a secure website. For example, a securities trading
website can provide users secure access so that a denial of
service attack on the website will be ineffectual with respect
to users subscribing to the secure website service. Different
levels of subscription can be arranged based on, for example,
an escalating fee, so that a user can select a desired level of
guarantee for connecting to the secure securities tradingweb-
silc, When a userqueries SDNS 3313for the secure computer
network address for the securities trading website, SDNS
3313 determines the patticular secure computer network
address based on the user’s identity and the uscr’s subserip-
tion tevel.

At step 3409, SDNS 3313 accesses VPN gatekeeper 3314
for establishing aVPN communication link between software
module 3309 and secure server 3320. Server 3320 can only be
accessed through a WPN communication link. VPN gate-
keeper 3314 provisions computer 3301 and secure web server
computer 3320, or a secure edge router for server computer
3320, thereby creating the VPN. Secure server computer
3320 canbe a separate server computer lrom server computer
3304, or can be the same server computer having both non-
YPN andVPN commninication link capability, such as shown
by server computer 3322. Retuming to FIG. 34, in step 3410,
SDNS 3313 returns a secure URI to software module 3309
for the .scom server address for a secure server 3320 corre-

sponding to server 3304.
Alltematively, SDNS 3313 can be accessed through secure

portal 3316 “in the clear”, that is, without using an adminis-
trative VPN communication link. In this situation, secure
portal 3310 preferably authenticates the query using any
well-known technique, such as a cryplographic technique,
before allowing the query to proceed to SONS 3319. Because
the initial communication link in this situation is not aWPN

communication link, the reply to the query can be “in the
clear” ‘The querying computer can use the clear reply for
establishing a VPN link to the desired domain name. Alter-
natively, the query to SDNS 3313 can be in the clear, and
SDNS 3313 and gatekeeper 3314 can operate to establish a
VPN communication link ta the querying computer for send-
ing the reply.

At step 3411, software module 3309 accesses secure server
3320 through VPN communication link 3321 based on the
VPN resources allocated by VPN gatekeeper 3314. At step
3412, webbrowser 3306 displays a secure icon indicating that
the current communication link server 3320 is a secure
VPN communication link. Further communication between
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computers 3301 and 3320 occurs via the VPN, ¢.g., using a
“hopping” regime as discussed above. When VPN link 3321
is terminated at step 3413, flow continues to step 3414 where
software module 3309 autamalically replaces the securc top-
level domain name with the corresponding non-secure top-
leved domainname for server 3304. Browser 3306 accesses a
standard DNS 3325 for obtaining the non-secure URL for
server 3304. Browser 3306 then connects to server 3304 ina

well-known manner. Al step 3415, browser 3306 displays the
“go secure” hyperlink or icon for selecting aVPN communi-
cation link between terminal 3301 and server 3304, By again
displaying the “go secure” hyperlink, a user is informed that
the current commudtication link is a non-secure, non-VPN
communication link.

When software module 3309 is being installed or when the
user is off-line, the user can optionally specify that all com-
munication links established over computer network 3302 are
secure Communication links, Thus, anytime that a communi-
cation link is established, the link is a VPN link. Conse-
quenily, software module 3309 transparently accesscs SDNS
3313 for obtaining ihe URL lor a selected secure website. In
other words, in one embodiment,the user need not “click” on
the secure option each time secure communication is to be
effected.

Additionally, a user at computer 3301 canoptionally select
a secure communication link through proxy computer 3315.
Accordingly, computer 3301 can establish a VPN conumnuni-
cation link 3323 with secure server computer 3320 through
proxy computer 3315, Alternatively, computer 3301 can
establish a non-VPN communication link 3324 to a non-
secure Website, such as non-secure server computer 3304.

FIG. 35 shows a Now diagram 3500 for registcring a secure
domain name according to the present inverition. At step
3501, arequestcr accesses website 3308 andlogs inte a secure
domain name registry service that is available through web-
site 3308. At step 3502, the requestor completes an online
registration form forregistering a secure domain name having
a top-level domainname, such as .com, .net, .org, .edu, .mil or
gov. Ofcourse, other secure top-level domain names can also
be used. Preterably, the requestor must have previously reg-
istered a non-sccure domain name corresponding to the
equivalent secure domain name that is heing requested. For
example, a requestor attempting to register secure domain
name “website.scom” must have previously registered the
corresponding non-secure domain name “website.com’’.

At step 3503, the secure domain name registry service at
website 3308 queries a non-secure domain nameserver data-
base, such as standard DNS 3322,using, forexample, a whois
query, for determining ownership information relating to the
non-secure damain name corresponding to the requested
secure domain name. At step 3504, the secure domain name
regisiry service at website 3308 recerves a reply from stan-
dard DNS 3322 and at step 3505 determines whether there is
conflicting ownership information for the corresponding non-
secure domain name. If there is no conflicting ownership
‘information, Aow continues to step 3507, otherwise flow con-
tinues to step 3506 where the requestor is informed of the
conflicting ownership information. l‘low returns to step 3502.

When there is no conflicting ownership information at step
3505, the sceurc domain name registry service (website 3308)
informs the requestor that there is no conflicting, ownership
information and prompts the requester to verify the informa-
tion entered into the online form and select an approved fonu
of payment. After confinnation ofthe entered information
and appropriate payment information, flow continues to step
3508 where the newly registered secure domain namesent lo
SDNS3313 over communication link 3326.
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If, at step 3505, the requested secure domain name docs not
have a corresponding equivalent non-secure domain name,
the present invention informs the requestor of the situation
and prompts the requester for acquiring the corresponding
equivalent non-secure domain name for an increased fee. By
accepting the offer, the present invention automatically reg-
isters the corresponding equivalent non-secure domain name
with standard DNS 3325 in a well-known manner. Flow then

continues to step 3508.

G, Tunneling Secure Address Hopping Protecol
Through Existing Protocol Using Web Proxy

The present invention also provides a techniquefor imple-
menting the field hopping schemes described above in an
application program on the client side of a firewall between
two computer networks, and in the network sluck on the
server side of the firewall. The present invention uses a new
secure connectionless protocol that provides good denial of
service rejection capabilities by layering the new protocol on
top of an existing IP protocol, such as the ICMP, UDP or TCP
protocols. Thus, this aspect of the present invention does not
require changes in the internet inlrastruciure.

According to the invention, communications are protected
by a clicnt-side proxy application program that acccpts unen-
crypted, unprotected communication packets from a Local
browser application. “The clicnt-side proxy application pro-
pram tunnels the unencrypted, unprotected communication
packets through a new protocol, thereby protecting the com-
munications from a denial of service at the server side. Of

course, the unencrypted, unprotected communicationpackets
can be encrypted prior to tunneling.

The client-side proxy application program is not an oper-
ating system extension and does not involve any modifica-
fions fo the opersting system network stack and drivers. Con-
sequcutly, the client is casier to install, remove and support in
comparison to a VPN. Morcover, the client-side proxy appli-
cation can be allowed through a corporate Firewall using a
much smaller “hole” in the Grewall and is less of a securily
risk in comparison to allowing a protocol layer VPN through
a corporate firewall.

The server-side implementation of the present invention
authenticates valid field-hopped packets as valid or invalid
very carly in the server packet processing, similar to a stan-
dard virtual private network, lor greatly minimizing the
impact ofa denial of service attempt in comparison to normal
TCEP and HTTP communications, thereby protecting, the
server from invalid communications.

FIG. 36 shows a system block diagram of a computer
network 3600 in which a virtual privale connection according
to the present invention can be configured to more easily
traverse a firewall between two computer networks. FIG. 37
shows a flow diagram 3700 for establishing a virtual private
connection that is encapsulated using, an existing network
protocol.

Tn 1G. 36 a local area network (1-AN) 3601 is connected ta
another computer network 3602, such as the Internet, through
a firewall arrangement 3603. lirewall arrangement operates
ina well-kuowu manner tu interfase LAN 3601 lo compuler
network 3602 and to protect LAN 3601 from atiacks initiated
outside of LAN 3601.

A client computer 3604 is connected to LAN 3601 ina
well-known manner, Clignt computer 3604 includes an oper-
ating system 3605 and a web browser 3606. Operating system
3605 provides kemel mode functions for operating client
computer 3604. Browser 3606 is an application program for
accessing computor nefwork resources connected to LAN
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3601 and computer network 3602 in a well-known manner.
According to the present inventiug, a proxy application 3607
is also stored on client computer 3604 and operates at an
application layer in conjunction with browser 3606. Proxy
application 3607 operates at the application layer within cli-
ent computer 3604 and when enabled, modifies unprotected,
unencrypted message packets generated by browser 3606 by
inserting data into the message packets that are used for
forming a virtual private connectionbetween client computer
3604 and a server computer connected to LAN 3601 or com-
puter network 3602. According to the invention, a virtual
private connection does not provide the samelevel ofsecurity
to the client computeras a virtual private network. A virtual
private connection can be conveniently authenticated so that,
for example, a denial ofservice attackcan be rapidly rejected,
thereby providing different levels of service that can be sub-
scribed to by a user.

Proxy appliculion 3607 is conveniently installed and unin-
stalled by a user because proxy application 3607 operates at
the application layer within client computer 3604, On instal-
lation, proxy application 3607 preferably configures browser
3606 to use proxy application for all web communications,
Thatis, the payload portion ofall message packets is modified
with the data for formingavirtual private connection between,
client computer 3604 and a server computer. Preferably, the
data for forming the virtual private connection contains field-
bepping data, such us described above in connection with
VPNs. Also, the modified message packets preferably con-
form to the UDP protocol. Alternatively, the modified mes-
sage packets can conform to the TCP/IP protocol or the ICMP
protocol. Alternatively, proxy application 3606 can be
selected and enabled through, for example, an option pro-
vided by browser 3606, Additionally, proxy application 3607
can be enabled so that only the payload portion of specially
designated message packets is modified with the data for
forming a virtual private connection between client computer
3604 and a designaicd host computer. Specially designated
message packets can be, for cxample, selected predetermined
domain names.

Relerring to FIG. 37, al step 3701, unprotected and unen-
crypted message packets are generated by browser 3606. At
step 3702, proxy application 3607 modifies the payload por-
tion ofall message packels by tunneling the data for forming,
a virlual private connection between client computer 3604
and a destination server computer into the payload portion. At
step, 3763, the modified messagepackets are sent from client
computer 3604 to, for cxample, website (scrver computer)
3608 over computer network 3602.

Website 3608 includes a VPN guardportion 3609, a server
proxy portion 3610 and a web server portion 3611. VPN
guard portion 3609 is embedded within the kernel layer ofthe
operating system of website 3608 so that large bandwidth
attacks on website 3608 are rapidly rejected. When client
computer 3604 initiates an authenticated connection to web-

‘site 3608, VPN guard portion 3609 is keyed with the hopping
sequence contained in the message packets from client com-
puter 3604, thereby performing a strong autheniication ofthe
client packet streams entering website 3608 at step 3704.
VPN guard portion 3609 can be configured for providing
different levels of authentication and, hence, quality of ser-
vice, depending upon a subscribed level of service, That is,
VPN guard portion 3609 can be configuredto let all message
packets through until a denial of service attack is detected, in
which case VPN guard portion 3609 would allow only client
packet streams conforming to a keyed hopping sequence,
such as that of the present invention.
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Server proxy portion 3610 also operates at the kernellayer
within website 3608 and catches incoming message packets
from client computer 3604 at the VPN level. At step 3705,
server proxy portion 36111 authenticates the message packets
at the kernel level within host computer 3604 using the des-
tination IP address, UDPports anddiscriminator fields. The
authenticated message packets are then forwarded to the
authenticated message packets to web server portion 3611 as
nomnal TCP web transactions.

Atstep 3705, web serverportion 3611 rccsponds to message
packets received from client compulcr 3604 in accordance
with the particular nature ofthe message packets by generat-
ing reply message packets. for example, when a client com-
puter requests a webpage, web server portion 3611 generates
message packets corresponding to the requested webpage. Aft
step 3706, the reply message packets pass through server
proxy portion 3610, which inserts data into the payload por-
tion of the message packets that are used for forming the
virtual private connection between host computer 3608 and
client computer 3604 over computer network 3602. Prefer-
ably, the data for forming the virtual private connection is
contains ficld-hopping data, such as described above in con-
nection withVPNs. Server proxyportion 3610 operates at the
kernel layer within host computer 3608 to insert the virtual
private connection data into the payload portion of the reply
message packets. Preferably, the modified message packets
sent by host computer 3608 to client computer 3604 conform
to the UDP protocol. Alternatively, the modified message
packets can conform to the TCP/IP protocel or the ICMP
protocol.

At step 3707, the modified packets ure sent from host
computer 3608 over computer network 3602 and pass
through firewall 3603. Once throughfirewall 3603, the modi-
fied packets are directed lo client computer 3604 over LAN
3601 and are received at step 3708 by proxy application 3607
at the application layer within client computer 3604. Proxy
application 3607 operates to rapidly evaluate the modified
message packets for determining whether the received pack-
ets should be accepted or drapped. If the virtual private can-
nection data inserted into the received information packets
conformsto expectedvirtual private connection data, then the
received packets are accepted. Otherwise, the received pack-
ets are dropped.

While the present invention has been described in connec-
tion with the illustrated embodiments, it will be appreciated
and understoad that modifications may be made without
departing from the true spirit and scope of the invention.

Whatis claimed is:

1. Asystem for providing a domain name service for estab-
lishing, a secure communication link, the system comprising:

adomain nameservice system configured to be connected
to a communication network, to store a plurality of
domain names and corresponding network addresses, to
receive a query for a network address, and to comprise
an indication that the domain name service system sup-
ports establishing a secure communication link.

2. The system of claim 1, wherein at least one of the
plurality of domain names comprises a top-level domainname.

3. ‘The system of claim 2, wherein the top-level domain
name is a non-standard top-level domam name.

4. The system of claim 3, wherein the non-standard top-
level domain nameis one of .scom, .sorg, .snet, sgov, seu,
-smil and .sint.

§. The system ofclaim 2, wherein the domainnameservice
system is contigured to authenticate the query using a cryp-
tagraphic technique.
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6. The system of claim 1, wherein the communication
network includes the Intemet,

7. The system ofclaim 1, wherein the domain name service
system comprises an edge router.

8. The system ofclaim 1, wherein the domain name service
system is connectable to a virtual private network through the
communication network,

4. The system of claim &, wherein the virtual private net-
work is one ofa plurality ofsecure communication links ina
hicrarchy of secure communication links.

10, ‘Vhe system of claim &, wherein the virtual private
network is based on inserting into each data packet coramu-
nicated over a sccure communication link onc or more data

values that vary according to a pseudo-random sequence.
11. The system of claim 8, whercin the virtual private

network is based on a network address hopping regime thatis
used to pseudorandomly change network addresses in pack-
ets transmitted between a first device and a second device.

12. The system of claim 8, wherein the virtual private
network is based on comparing a value in each data packet
transmittedbetween a first device and a second device to a

moving window ofvalid values.
13. The system of claim 8, wherein the virmal private

network is based on a comparison of a discriminator fieldina
header of cach data packet to a table of valid discriminator
fields maintuined Jor a first device,

14. The sysiem of claim 1, wherein the domain name
service system is configured to respond to the query for the
network address.

15. ‘Lhe system of claim 1, wherein the domain name
service system is configured to provide, in response to the
query, the network address corresponding to a domain name
from the plurality of domain names and the corresponding,
network addresses.

16, The system of claim 1, wherein the domain name
service system is configured to receive the query initiated
froma first location, the query requesting the network address
associated with a domain name, wherein the domain name
service system is configured to provide the network address
associated with a second location, and wherein the domain
name service system is configured to support establishing a
secure communication link between the first loculion and the
second location.

17. ‘The system of claim 1, wherein the domain name
service system is connected to a communication network,
stores a plurality of domain names and corresponding net-
work addresses, and comprises an indication that the domain
name service system supporis establishing a secure commu-
nication link,

18. The system of claim 1, wherein at least one of the
plurality of domain namesis reserved for secure communi-
eation links.

19. The system of claim 1, wherein the domain name
service system comprises a server,

20. The system of claim 19, wherein the domain name
service system further comprises a domain name database,
and wherein the domain name databasestores the plurality of
domain names and the corresponding network addresses.

21. The system of claim 1, whercin the domain name
service system comprises a server, wherein the server com-
prises a domain name database, and wherein the domain
name database stores the plurality of domain names and the
corresponding network addresses.

22. ‘The system of claim 1, wherein the domain name
service system is configured to store the corresponding net-
work addresses foruse in establishing secure communication
links.
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23. ‘The system of claim 1, wherein the domain name
service system is configured to authenticate the query for the
network address.

24. The system of claim 1, wherein at least one of the
plurality of domain names comprises an indication that the
domain nameservice system supports establishing a secure
communication link.

25. The system of claim 1, wherein at least one of the
plurality of domain names comprises a secure name,

26. The system of claim 1, wherein at least one of the
plurality of domain names enables establishment of a securecommunication link.

27. The system of claim 1, wherein the domain name
service system is configured to enable establishment of a
secure communication link between a first location and a

second location transparently to a user at the first location.
28. ‘The system of eluim 1, wherein the secure communi-

cation link uses encryption.
29. ‘The system of claim 1, wherein the secure communi-

cation link is capable of supporting a phuralily of services.
30. The system of claim 29, wherein the plurality of ser-

vices comprises a plurality of communication protocols, a
plurality of application programs, multiple sessions, or a
combination thereof.

31. The system ofclaim 30, wherein the plurality ofappli-
cation programs comprises items selected from a group con-
sisting, of the following: video conferencing, e-mail, a word
processing, program, and telephony.

32. ‘The system of claim 29, wherein the plurality of ser-
vices comprises audio, video, or a combination thereof,

33. The system of claim 1, wherein the domain name
service system js configured to enuble establishment! of u
secure communication link between q first location and a
second location.

34. The system of claim 33, wherein the query is initiated
from thefirst location, wherein the second location comprises
a computer, and wherein the network address is an address
associated with the computer.

35. The system of claim 1, wherein the domain name
service system comprises a domain name database connected
to a communicationnetwork and storing a plurality ofdomain
names and corresponding network addresses for communi-
cation,

wherein the domain name database is configured so as lo
provide a network address corresponding to a domain
naine inresponse to a query in order to establish a secure
communication link.

36. A machine-readable medium comprising instructions
executable in a domain name service system, the instructions
comprising codefor:

connecting the domain name service system t) a commu-
nication network;

storing a plurality of domain names and corresponding
network addresses;

receiving a query fora network address; and
supporting, an indication that the domain name service

system supports establishing a secure communication
link.

37. The machine-readable medium of claim 36, wherein
the instructions comprise code lor storing the plurality of
domain names and corresponding network addresses includ-
ing at least one top-level domain name,

38. The machine-readable medium of claim 36, wherein
the instructions comprise code forresponding to the query for
the network address.

39. The machine-readable medium of claim 36, wherein
the instructions comprise code for providing, in response to
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the query, the network address corresponding to a domain
name from the plurality ofdomain names and the correspand-
ing network addresses.

40. The machine-readable medium of claim 36, wherein
the instructions comprise code for receiving the query for a
network address associated with a domain name and initiate?

from a first location, and providing a network address asso-
ciated with a second location, and establishing, a secure com-
munication link belween the first location and the second
location,

41. The machine-readable medium of claim 36, wherein
the instructions comprise code for indicating that the domain
name service system supports the establishment of a secure
communication link.

42. The machine-readable medium of claim 36, wherein
the instructions cumiprise code forreserving at least one ofthe
plurality of domain names for secure communication links.

43. The machine-readable medium of claim 36, wherein
the code resides on a server.

44, The machine-readable medium of claim 36, wherein
the instructions comprise code for storing a plurality of
domain names and corresponding network addresses so as to
define a domain name database.

45, The machine-readable medium of claim 36, wherein
the code resides on a server, and the instructions comprise
code for creating a domain name database configured to stare
the plurality ofdomain names and the corresponding network
addresses.

46. The machine-readable medinm of claim 36, wherein
the instructions comprise code Lor storing the corresponding
network addresses for use in establishing secure communi-
calicn links.

47. The machine-readable medium of claim 36, wherein
the instructions comprise code for authenticating the query
for the network address.

48. The machine-readable medium ofclaim 36, whercin at
least one of the plurality af domain names includes an indi-
cation that the domain name service system supports the
establishment of a secure communication link.

49. The machine-readable medium of claim 36, wherein at
least one of the plurality of domain names includes a securename,

50, The machine-readable medium ofclaim 36, wherein at
least one of the plurality ofdomain namesis configured so as
to enable establishment of a secure communication link.

51. The machine-readable medium of claim 36, wherein
the domain name service system is configured to enable
establishment ofa secure communication link betweena first

location and a second location transparently to a user at the
first location.

§2. The machine-readable medium of claim 36, whercin
the secure communication link uses encryption.

43. The machine-readable medium of claim 36, wherein
the secure communication link is capable of supporting a
plurality of services.

54. The machine-readable medium of claim 53, wherein
the plurality of services comprises a plurality ofcommunica-
tion protocols, a plurulity af application programs, multiple
sessions, of a combination thereof.

35. The machine-readable medium of claim 54, wherein
the plurality of application programs comprises items
selected from a group consisting of the following:
video conferencing, e-mail, a word processing program, and
telephony.

56. The machme-readable medium of claim 53, wherein
the plurality of services comprises andio, video, or a combi-
nation thereof.
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$7. The machine-readable medium of claim 36, wherein
the domain name service system is configured to enable
establishment ofa secure communication link betweena first
location and a second location.

58. The machine-readable medium of claim 57, wherein
the instructions include code for receiving a query initiated
from thefirst location, wherein the second lecation comprises
a computer, and wherein the network address is an address
associated with the computer.

5

59. The machine-readable medium of claim 36, wherein 10
the domain name service system comprises a domain name
database connected to a communication network and storing
a plurality of domain names and corresponding network
addresses for communication,

wherein the domain name database is conligured so as to
provide a network address corresponding to a domain

15

60

name is response to the query in order io establish a
secure communication link.

60. A method of providing a domain name service for
establishing 4 sccure communication link, the method com-
prising:

connecting a domain name service system to a communi-
cation network, the domain name service syslem com-
prising an indication that the domain nameservice sys~-
tem supporis eslablishing a secure communication link;

storing, a plurality of domain names and coresponding.
nelwork addresses; and

receiving a query for a network address for commiunica-
tion.
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ESTABLISHMENTOFASECURE proxy schemes are vulnerable fo traffic analysis methods of
COMMUNICATION LINK BASED ON A determining identities of transmitters and receivers. Another

DOMAIN NAME SERVICE (DNS) REQUEST importantlimitation ofproxy serversis that the server knows
the identities of both calling and called parties. In many

CROSS-REFERENCE TO RELATED 5 instances, an originating terminal, such as terminal A, would
APPLICATIONS prefer to keep its identity concealed from the proxy, for
 

example,ifthe proxy serveris provided by an Internet service

This application is a divisional application of 09/304,783 providerdst).fil afi Dec.31, 2002, which claims priority from andis a continua- 10 employe a proxy sserver that transmits and reccives fixed
tion-in-part ofPreviously filed U. S. application Ser. No. lengthmessages, including dummy messages.Multiple origi-QO 1A a
 The subject matter of the “643 application, whichisis bodily inultiple target servers. tiis difficult to tell whichof the

incorporated herein, derives from provisional US. applica- originatingterminalsarecommunicating to whichoftheccon- (filed Jun. 7, 1999). cavesdroppers’ effortsto detect communicating ppairs byaana-
lyzing traffic. A drawback iis that there is a risk that the mmix 
is to spread the trust among ‘multiple mixes.If one mix is
compromised, the identities of the originating and targetter-

\ minals may remain concealed. This strategy requires a num-the CentralTatellgence Agency,’The Governmenthas certain_ber ofalternative mixesso thatthe intermediate servers inter-

 

 
 

rights in the invention. posed between the originating and target terminals are not
determinable except by compromising more than one mix.

BACKGROUNDOF THE INVENTION 25 The strategy wraps the message with multiple layers of
encrypted addresses. The first mix in a sequence can decrypt

A tremendousvariety ofmethods have been proposed and—_only the outerlayer of the messageto reveal the next desti-
implemented to provide security and anonymity forcommu-_—nation mix in sequence. The second mix can decrypt the
nicationsover the Internet. The variety stems,inpart, from the message i
different needs of different Internet users. A basic heuristic 30 receives the message and, optionally, a multi-layer encrypted
framework to aid:in discussing these different security ttech- payload containingreturm information to send data back in

 

 
 

   

terminal 100 and a destination terminal 110 are in communi- is to collude :amongtmixes. Ifthe packets arareall fixed-length
cation overthe Internet. Itis desired for the communications and intermixed with dummy packets, there is no way to do

 

 
 

  terminal 100mmay transmitsecret informationtto terminal 110 Stillanothervanonyity technique, called ‘crowds,’ pro-
overr the Internet 107. Also,itt may be desired to preventaan tects the identity ofthe originating terminal from the inter- 
a useror and terminal 110 hosts a webssite, terminal 100° suser 40 are interposed between originating,and target terminals Bach
may not wantanyonein the invervening networks to ‘now Proxy through which themessageis sent is randomly chosen
 

 
 

issue, for example, for companies that want to keep their message either to another randomly.chosen proxy in1 the 
market research interests private and thus would prefer to “crowd” or to the destination. Thus, even crowd members
prevent-outsidersfrom knowing whichweb-sitesorother45cannotdetermine if a preceding proxyis the originatorofthe
Internet resources they are “visiting.” These two security messageorif it was simply passed from another proxy.

  

 
 

issues may becalled data security and anonymity, respec- ZKS(Zero-Knowledge Systems) AnonymousJP Protocol
tively. allows users to select up to anyoffive different pseudonyms,

Data security is usually tackled using some form of data while des 2 i i
 

encryption. An encryption key 48 is known atboth the origi- 50 in User Datagram Protocal (UDP) packcts. Thefirst server in
 

nating and terminating tenninals ieand 110. The keys may a1 24-hop system gets the UDP"packets, strips offone layer of nals 100 and 110, respectively or"theymay be symmetrical server, which strips off yet another layer of.encryption and
Keys ce same keyisis used by both\ Parties¢to encrye and adds anew one,> The useriss permittedtotocontrol the number of

 

      

/ a : ; a i wit a 

 
administrator0orr ISP only5sees the ‘encrypted traffic. ‘Proxy 60 Firewalls attempt to nrotect LANs from” unauthorized
servers prevent destination servers from determining the ACCESS andhostile exploitation 0or damage to> computerscon-
 

 intermediate sserver interposedbetween client and destination ail access to the LAN must pass. Firewalls are centralized 
server, The destination server sees only the Internet Protocol systems that require administrative overhead to maintain.
(iPyaddress ofthe proxy server and not the originating client. 65 Theycanbe compromisedby virtual-machine applications
The target server only sees the address of the outside proxy. (“applets”). They instill a false sense of security that leads to
This schemerelies on a trusted outside proxy server. Also, security breaches for example by users sending sensitive
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3 4 
informationto servers outside thefirewall or encouraging use
ofmodemsto sidestep the firewall security, Firewalls are not

using a session key. The sessionkey is not available to any of
the intervening TARP routers. The session key is used to 

useful for distributed systems such as business travelers,
extranets, small teams,etc.

decryptthe payloads ofthe TARP packets permittingthc data
stream to be reconstructed. 

SUMMARYOF THE INVENTION
3 Communication may be made privateusinglink and ses-——————

sion keys, which in tum may be sharedand used according to  

    

 tion to Teauint IP routers. Rech"TARP 3routerhasone or more
IP addresses and uses normal JP protocol to send IP packet
messages (“packets” or “datagrams”). The IP packets
exchanged between TARP terminals via TARP routers are
actually encrypted packets whosetrue destination addressis
concealed except to TARP routers and servers. The normal or
“clear” or “outside” IP header attached to TARP IP packets
contains only the address of a next hop router or destination
server. Thatis, instead ofindicating a final destination in the
destination field of the IP header, the TARP packet’s IP
header always points to a next-hop in a series ofTARP router

nOps,or to thefinal destination. This means there is no overt

terms5 “network layer” «data Taklayer” canblestionlayer”
etc. used in this specification correspondto the Open Systems
Interconnection (OSI) network terminology.) The payloads
of these packets are assembled into a block and chain-block
encrypted usingthe session key. This assumes, ofcourse, that
all the IP packets are destined for the same TARP terminal.
The block is then interleaved and the interleaved encrypted.
block is brokeninto a series ofpayloads, one for each TARP
packet to be generated. Special TARP headers IPT are then
added to each payload using the IP headers from the data
streampackets. The TARP headers can be identical to normal

IP headers orcustomizedjin somene way. They should contain a

15

20

 

 

 
ac. ati

needed to decrypt the outerayer of encryption of a TARP
packet, a receivingTARP orrouting terminal may identify the
transmitting terminal by the sender/receiver IP numbersinthe
cleartext IP header.

Oncethe outer layer of encryption is removed, the TARP

touter determines the final destination. Each TARP packet

 

35 mayY be used. "Preferably, as in chain block encryption, a
difficult without an entire result of the encryption process.
Thus,byseparating the encrypted block among muitiple
packets and making it difficult for an interloper to obtain

40_accessto all of such packets, the contents ofthe communica- 

 
   

among a number of‘peoeraphcally disparate routers before
ferent for each packet composing a piven message because
iscalled agile routing, The fact that different packets take  
different-routes-provides—distinet

difficult for anaetoobtain all the© packetsheenan
 

thispurpose;a feature thatensuressthatanymessage is‘broken

tions are provided an extra layer of security.

Pecos oreadata can ns added to a stream to help|foiliS iB

ttmay be“tesirable to provide the TARP process withan
erate more decoy data during lowtraffic periods so that com-

communication bursts at anotherpointto reveal the commu- 

50 anny data also helpsto» break the data |into a larger

 

The IP address ofa1 TARP routcr can be changed, afeature  
 

  
is also “defined. This address, called the TARD address, isis
known only to TARP routers and terminals and may be cor-
related at any time by a TARP router ora TARP terminal using
a Lookup Table (LUT). When a TARP router or terminal
changesits IP address, it updates the other TARP routers and
terminals which in turn update their respective LUTs.

60 then interleavediinto a number ofseparateeke Consid-
ering the agile IP routing of the packets, and the attendant
difficulty of reconstructing an entire sequence ofpackets to
form a single block-encrypted message element, decoy pack-
ets can significantly increase the difficulty of reconstructing

65 an cntire data stream. 
The message payloadis hidden behind an innerlayer of

encryption in the TARP packet that can only be unlocked
The above scheme may be implemented enfirely by pro-

cesses operating between the data link layer and the network 
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5 6
layer of each server or terminal participating in the TARP erably not reused between any two nodes during any given
system. Because the encryption system described above is end-to-end session, though limited IP block sizes or lengthy

 

 
 

__msertablebetweenthe data tink and networklayi networ! ayers the PrO- SESSIONS‘mightrequireit.i may be completely transparent to processes at the IP (net- 5 part ‘application include: (1) a Toad balancer that distributes
work) layer and above. The TARP processes may also be packets across different transmission paths according to

comprerely transparent to the data Tink layer processes as : aunty, (4) s =
 

  

  

 

domain name.¢ inquiry;(3) a large-tto-small link bandwidth
10 managementfeature that prevents denial-of-serviceattacks at

system chokepoints; (4) a traffic limiter that regulates incom-
TARP:stack. This provides ‘additional security tonllprocesses
at or above the network layer, since the difficulty ofunautho-
rizedpenetration of the network layer (by, for example, a

nackery |is increased substantially:2

 

synchronized with a recciver; and (5) a signaling synchro-
nizer that allows a large number of nodes to communicate

15 with a central node by partitioning the communication func-
tion between two separate entities

  
 
 
 thesessionon layer vulnerable tto attack. Note that 3inn this archi-

tecture, security is distributed. That is, notebook computers

ee by ereruves on tetoad,forexample;car communi "BRIEFDESCRIPTIONOFTHEDRAWINGS
 

 

 
can be doneat regular intervals, at random intervals, orupon Internet accorording toa prior art embodiment.
detection of “attacks” The variation of IP addresses hinders FIG. 2iisan illustration ofsecure communications over the
 
 

 

traffic analysis that might reveal which computers are com-  as_IP packet according to ann embodiment of the invention,
FIG.36is an illustration ofa process of forming a tunneled

IP packet according to another embodiment oftheiinvention.FIG, 4 i =

cesses that may be used to implementthe invention.
FIG.5 is a flow chart illustrating a process for routing a

tunncledpacket according to an embodiment ofthe invention.
FIG.6 is a flow chart illustrating a process for forming a

tunneled packet according to an embodiment ofthe invention.
> FIG. 7 is a flow chart illustrating a process for receiving a

al adaress-and Hes iilerachng with the allacker +> —tunneled packet according to an embodimentofthe invention.
Some manner. FIG_8-shows-how-a-secure-sessionis-established-and—4H

Decoy packets may be generated by each TARP terminal synchronized between a client and a TARP router.

—__Srsommebasisdeterminedbyamalgorithm. FForhesetethe ‘FIG.9shows an IP address hopping sscheme between a
of a packet onarandom basi e inal is i 49—ta in
Alternatively, the algorithm may be responsive to time ofday IG. 10 showsphysicallinkredundaneyamongthreeInte-
or detection of low traffic to generatefmore decoy packets net Service Providers (SPs) arand aa client computer.___duringlow_traffic_times._Note tha a
generated in groups,rather than one by oone,thegroupss being, e herne ne e
sized to simulate real messages. In addition, so that decoy 45 shows the use of a discriminator field to camouflage true
packets may be inserted in normal TARP message streams, packetrecipients.
the background loop may havea latch that makes it more FIG. 12A shows a system that employs hopped hardware
likely to insert decoypackets when a message streamisbeing_addresses, hoppedIPiscrimi
received, Alternatively, if a large number of decoy packetsis fields.
received along with regular TARP packets, the algorithmmay 59 FIG. 12B showsseveraldifferent approaches for hopping
i i hardware addresses, IP addresses, and discriminatorfields in
forwarding them. The result of dropping and generating combination.

 
 tional to the rate at whichtthe IP address of the hostis ‘chang.

ing.

As mentioned, JP addresses may be changed in responseto 

 
 

some way. Uponddetectionof aranattack, the TARP layerppro-
cessss may respond toto this ¢event by changingits IP address.’in  
 
 
 

 

  
 
 

  
 

 

 
 

 
 

 

 

 

decoy packets in this way is to make the apparent incoming FIG. 13 shows a technique for automatically re-establish-
message size different from the apparent outgoing message ing synchronization between sender and receiver through the

ethelp folenfficanalyse 35, use ofa partially public syne value.
versionnofthe system may be constructediinn which a plurality chronization between a sender,andrecipient.
of Ip addressesaare preassiignedtctoeachpair of communicat- FIG.15 shows further details of the checkpoint scheme of
and receiving), suc’ that an eaves sees_apparenrently a plurality of segments forecomparison wi
continuously random IP address pairs (source and destina- FIG. 17 shows a storage array for a receiver’s active

tion)for packetstransmitted between the pair. Overlapping oFor addresses. the |same subnet, since“each node merely verifies that apar- 65 syne request.
ticular packet includesa valid source/destination pair from FIG. 19 shows the receiver’s storage array after new 

the agreed-upon algorithm. Source/destinationpairs are pref- addresses have been generated.
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7 8

FIG. 20 shows a system employing distributed transmis- clear IPheader. Each TARP router, upon receiving a TARP
sion paths. message, determines if the message is a TARP message by

FIG. 21 showsa plurality of link transmission tables that_using authentication data in the TARP packet. This could be
can be used to route packets in the system ofFIG. 20. recorded in available bytes in the TARP packet’s IP header.

FIG, 22A shows a flowchart for adjusting weight value 5 Alternatively, TARP packets could be authenticated by
distributions associated with a plurality oftransmission links. i j i ini

FIG. 22B showsa flowchart for setting a weight value to if the results arc as expected. The former may have compu-
zero if a transmitter turnsoff. . tational advantages becauseit does not involve a decryption

FIG. 23 shows a system employing distributed transmis- process
sion paths with adjusted weight value distributions for each 10
path.

 

  

Once the outer layer ofdecryption is completed by a TARP
router 122-127, the TARP router determines the final desti-
nation. The system is preferably designed to cause each
TARPpacket 140 to undergo a minimum numberofhopsto
help foil traffic analysis. The timeto live counter in the IP
header ofthe TARP message maybeusedto indicate a num-
ber of TARP router hops yet to be completed, Each TARP
router then would decrementthe counter and determine from

that whether it should forward the TARP packet 140 to
another TARP router 122-127 or to the destination TARP
terminal 110. If the timeto live counter is zero or below zero

after decrementing, for an example ofusage, the TARP router
receiving the TARP packet 140 may forward the TARP packet

 

FIG. 25 shows a conventional domain-name look-up ser-
vice.  

with transparent VPN creation.

FIG. a7 shows stepsthatcan be carried out to implement
 

 FIG. 28 shows a system inciuding:a Tink guard function that
prevents packet overloading on a low-bandwidth link LOW 20
BW.

FIG. 29 shows one embodiment ofa system employing the
principles of FIG. 28.

FIG. 30 showsa system that regulates packettransmission
rates by throttling the rate at which synchronizations are 25
performed.

FIG. 31 shows a signaling scrver 3101 and a transport
server 3102 used to establish a VPN with a client computer.

FIG. 32 shows message flowsrelating to synchronization
protocols of FIG. 31.

 

 

counter is above zero after decrementing, for an example of
usage, the TARProuterreceiving the TARP packet 140 may 
 

the current TARP terminal choosesat vendonn As a result,
each TARP packet I140 is§ routed through ssome minimum
 

   
DETAILED DESCRIPTION OF THE INVENTION Thus, each TARP packet, irrespective of the traditional

factors determining trafficinthe Internet, mukes random‘rips
 
 

 
terring to FIG.2, a secure mechanism for communicat- reaching its destination and each trip is ‘highly likely to ‘be

servers calledL“ARP roulers 122-127that areo eicilarto regu- different for each packet composing a givenmessage because
lar IP routers 128-1132 in that each has one or more IP eachtrip 1s independently randomly determined as describedi above. This feature is called agile routing. For reasons that

“ called TARP 1 TARP will becomeclear shortly, the fact that different packets take

 
 

 

  

  

packets 1 40 aree identical to normal IP packet messages that 40 different routes provides distinct advantages by making it 
 
 

 

entire multi-packet message. Agile:routing:is combinedwith
another feature that furthers this Purpose, 2a feature that

 

packet. However, instead of indicating a final destinationiin
the destinationfedofthe iPheader ‘the TARPP packet” s 1a
 
 

routerar hops, «or the final destination, TARP terminal 110. used bythe TARP routeror coincides ‘with the PP.address!in the
Because the header of the TARP packet contains only the TARP packet”s IP header TPe. The IP address of a TARPnext-hop destination, there is no overt indication from an ‘oute a S 2 aintercepted TARP packetofthe true destination ofthe TARP age attacks, each TARP router, independentlyor underdirec-
packet 140since the destination could always be thenext-hop so tion from another TARP terminalor router, may changeits IP
TARP router as well as the final destination, TARP terminal address. A separate, unchangeable identifier or addressis also
110 defined. This address, called the TARP address, is known only

Each TARP packet’s true destination is concealed behind_to TARP routers and terminals and maybe correlated at any
an outerer layer of encryptiongenerated using a linkkey 146. umeby a TARP router or a TARP terminal we a Lookup

  

 

  
  

 
 

   
communicationbetween the end points (TARP‘terminals 0:or address, it updates the other TARP routers3 and terminals
TARProuters) ofasingle linkiin the chainofhopsconnecting whichiin turn update their respectiveLUTs.In reality, when-  
 110. EachTARP router 122.127,usingthelink key encryptedheader, it must convert a TARP address to aareal iP

146it uses to communicate with the previous hop ina chain, 60 address using its LUT.

Call Use thelink rey10 revealthe true destinationof aTARP While"everyTARP routerrreceiving a ‘TARP packerhasthe

 
   

 

 layerof encryption of a TARP packet, a receiving TARP or sage payloadis embeddedbehind an inner layer ofencryption 
routing terminal may identify the transmitting terminal inthe TARP Packetthat canin only be unlocked using a session

 

 
the clear 1P header. Alternatively, thisidentity may be hidden routers 122-1273intervening between the originating 100 and
behind another layer of encryption in available bits in the destination 110 TARP terminals. The session key is used to
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9 10
decrypt the payloads of the TARP packets 140 permitting an given message. Decoy or dummy data can be added to a
entire message to be reconstructed. stream to helpfoil traffic analysis by leveling the load on the

one & ime ication e made private network. Thus, it may be desirabletoprovidetheTARP
using link and session keys, which in tum maybe sharedand_process with an ability to respond to the time of day or other

usedaccording, any desired method. For example, at public 5 criteriato generate more decoy data duringlow traffic Periods
 

 session endpoints nsingapublickey method. Any ofaavariety cannot be tied to communication burstsat another point to  

of other mechanistos for securing data to ensure that only reveal the communicating endpoints.Dummy—data-also-helps-to-break the-data_into-alarger

  

 
 tion iin the TARP‘packets 140 maybe used.as5 desired, 10 number of inconspicuously-sized packets permitting the

Referring to FIG.3a, to construct a series ofTARP packets, interleave window size to be increased while maintaining a
a data stream 300 of IP packets 207a, 2076, 207c, etc., such reasonable size for cach packet. (The packet size can be a
series of packets being formed by a network (IP) layer pro- single standard size or selected from a fixed rangeofsizes.)
 

cess, is broken jinto a series of small sized segments. In the One‘Primary reason for desiring for eachmessage |to be bro-
 sed to constructa set ofinterleaved data vackets A, B, aad C. tion schemeis used to form the first encryption layer prior to 

Hereif is assumed that the number of interleaved packets A interleaving. A\ single block encryption may be applied toa 1074-207€ used to form the three interleaved packets A, B, entirety then interleavediinto a numberof separate packets. 
and Ciis exactly three. ot‘course, the number of IP packets 20 Referring |to HIG. 36, in an alternative mode of TARP venient‘number aas may be the number of interleaved packets make up.a predefined interleave window. The payloads ofthe
over whichtheiincoming data stream is spread. The latter, the packets are used to construct a single block 520 for chain
 
 

 

spread, is called the interleave window. 25 form the block arere presumed to be “estined for the same
To create a packet, the transmitting software interleavesthe terminal. The block size may coincide with the interleave

ormal ackets 207a et, seq. to a new set ofinter- window as depicted in the example embodimentof FIG. 3b

leaved payload data 320. This payload data 320 is then After encryption, the encrypted block is brokeninto separate
encrypted using a session Key to form a set ofsession-Key payloads and segments which are interleaved as in the form the payload ofaTARP packet, Usingthe P header data, B, and C, are» then packaged aas TARP packets with TARP  

from the original packets207a-2076, 0new TARPheadersIPT headers as in the Example ofFIG. 3a. Theremaining process 
 

IP headers ¢or customized iin some way.Ina preferredcmbodi- Oncethe TARP,packets 340 arcformed, cach entire TARP
ment, the TARPheaders IPT areeaheaders with added data 35 packet 340, inerading the TARP header IP,, is encryptedation with the first-hop-

 

 
 

reconstruction ofmessages, ssome ofwhichdata|isordinarily, TARP router. Thefirst hop TARP router isis randomly chosen.
 

where the packet belongsiinn the original message sequence. 40 transmitted |to a TARP router. Note thet the processsofocon-
2. An interleave sequence number—an identifier that indi- structing the TARP packet 360 does nothave to be done in

 

 
 

cates the interleaving sequence used to form the packetso that stages as described. The above description is just_a useful
the packet can be deinterleaved along with other packets in heuristic for describing the final product, namely, the TARP

the interleave window. packet. 

 
datum to be usediina"a probabilistic fformula for determining so since> thig header iis interpreted by only TTARP routers. 
 whether to route the packet to the destination or to another The above scheme may be implemented entirely by pro-

hop. 50 cesses Operating between thedata link layer andthe network
4, Data type identifier—indicates whetherthepayload con- layer of each server or terminal participating in the TARP
 

tains, for example, TCP or UDP data. system. Referringto FIG. 4, a TARPtransceiver 405 can be an  

 
7. Decoy/Realan iindica or ofwhether the packet con- munication oversr the network, A receiving process is gener- 

 

tains real message data or dummy decoy data or a combina- ated to receive normal IP packets containing TARP packets
tion. and generate from these normal IP packets which are “passed

Obviously, the packets going into a single interleave win- 60_up” to the Network (IP) layer. Note that where the TARP

dow must include only packets with a common destination. Transceiver 405 iis arouterthe receivedTARP Packets 140 of IP packets 2074-207 all contaiin“the same “destination need only’be authenticated aas properTARP packets ‘and then 
actress or at Teast willbe received by the same terminal so passed toanotherTARP 70router or a TARP destination termi-
 

 data 0or packets can. be added to form a larger interleave be combined with either the data link layer 430 or the Net-
window than would otherwise be required by the size of a worklayer 410. In eithercase,it would intervene betweenthe
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data link layer 430 so that the process would receive regular

12

bowled) IP address can be recorded or transmitted for human 

IP packets containing embeddedTARP packets and “hand
up”a series of reassembled IP packets to the Network layer

analysis or further synthesizedforpurposes ofresponding in
some way. 

  
 410. As an example . elaine the TAREByer420 with As mentioned above,© eeordummy ¢data ¢or packets can 
 
  form part ofa: dynamically joadable1module thatis ‘oaded and

executed to support communications between the network
and data link layers.

inserted between the data link and network layers, the pro-

can also help to5 leveltithe"load ¢on inactive portions of the 
10 Internet to help foil traffic analysis efforts:

Decoy packets may be generated by each TARP terminal
or each router onsome basis determined by

 

an algorithm. For example,the algorithm may be a random
 

 
may be completely transparent to processes at the IP (net-
mayalso_be

completely transparent to the data link layer processes as

one whichcalls for the generation of a packet on a random
basis when the terminalis idle. Alternatively, the algorithm
may beresponsiveto time ofday or detection of low traffic to 

well. Thus, no operations at or above the network layer, or at
or belowthedatalink layer, are affected by the insertionofthe

generate more decoy

that packets are preferably generated iin BFOUPS, rather than 

TARP stack. This provides additionalsecurity to all processes
at or above the network layer, since the difficulty ofunautho-

in addition ssothat decoy packets may be inserted innormal 

rized penetration of the network “ayer (oy, |for examp’e,8hacker)_is increased sub  
 

TARP loop may _have_a

fateh that makes it moreeeto insert decoy packets when a

 

 

  
cate overthe Internet without any compromise in security. forwarding |them. The result of"dropping aand generating 

Note that TP address changes madeby TARP terminals and
routers can be done at regular intervals, at random intervals,

decoy packets in this way is to make the apparent incoming
message size different from the apparent outgoing message
 

or upon detection of“attacks.” The variation ofIP addresses
hinderstraffic analysis that might reveal which computers are

size to help foil traffic analysis. The rate of reception of   

communicating, and also provides a degree ofimmunityfrom
attack. The level ofimmunity from attack is roughly propor-

packet dropping and generating processes throughperishable 

tionalto the rate at which the IP address ofthe host is chang-
ing.

onethat resets or decrements its value in response to time so 

Asmentioned, IP addresses may be changediin responseto

 
formatted message, in theosivle of Internet¢ Control Message

succession and a smaa value when incremented eitherslowly

 

Referring to FIG.5, the followingparticular steps may be 
Protocol (ICMP) datagrams as an example; this message wili
contain the machine’s TARP address,its previous IP address,

employed in the above-described method for routing TARP
45 packets.
 

and its new iP address. The TARP layer will transmit thisS , then 
  SO. A background loop operation is performed which  

andvalidationofthe message, EETAR? routerwill updateits
LUT with the new IP address for the stated TARP address.

The TARP router will then format a similar message, and
broadcastit to the other TARProutersso that they may update

 

decoy rP packets. The Joop is interrupted when an
FARPpacketis received.

$2. The TARP packet may be probed in some way to

 
 

 

their LUTs. Since the total saumber of TARP routers on any
authenticatethe packetbefore attemptingtodecryptit 

 using the linkkey. Thatis, the.router may determine that
 

pdatingthe LUTs should berelatively:fast. It may not,“how: selected operation on somedata included with the clear 
TARP routers and/ora relatively large numberofclients; this IP headerattached to the encrypted TARP packet con-

tained in the payload. This makesit possible to avoid
 

scalability; this refinement has led to a second embodiment, performing decryption on packetsthat are not authentic
TARP packets
 

which is discussedbelow.

Upen detection of an attack, the TARP process may also 83. The TARP‘packetiisdecryptedto> expose the destination 

create a subprocess that maintainsthe original IP address and
continues interacting with the attacker. The latter may pro-

 
 

vide an opportunity to trace the attacker or study the attaci- 

ofasmall fish ina fish bow]that “thinks” it is in the ocean butofthe com-

munication between the attacker and the abandoned (fish-

60

a decoy packet or part ofa real message.
S4.ifthepacket isadecoypacket,theperishabledecoycounteris incremented.

65 85. Based on the decoy generation/dropping algorithm and
the perishable decoy co acket is a
decoy packet, the router may choose to throw it away.If  
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the received packet’isa‘decoypacket anditiis determined S44. TfthePacket itisasaeco packet, the perishabic decoy
87. The TTLparameter ofthe TARP headeris decremented and the perishable decoy countervalue,ifthe packet is a

and it is determined if the TTL parameteris greater than 5 decoy packet, the receiver may chooseto throw it away. 

Zero. S46. The° TAR packets are cached until all packets form-
 

  
the packets aare deinterleaved.

0 $48. The packets block of combined packets defining theIP address corresponding to that TARP address memo-

  

 
 
   

rized for use in creating a new IP packet containing the interleave window is then decrypted using the session
TARP packet. key.

S9. Ifthe TTL parameteris zcro orless,the link key and IP S49, The decryptedblock is then divided using the window
address corresponding to the ‘TARP address of the des- sequence data and the IP, headers are converted into
tination are memorized for use in creating the new IP 15 normal IP,.headers. The window sequenec numbers are

ini 'L; packet. integrated in the IP.. headers.
$10. The TARP packetis encrypted using the memorized S50. The packets are then handed up to the IP layer pro-

link key. cesses.
Si1. An IP headeris added to the packet that contains the

storedTP address, tthewe ercrypredTARE packerwrapped 20 T- SCALABILITYENHANCEMENTS  
The IPagility feature described aboverelies on the ability

to transmit JP address changes to all TARP routers. The

embodiments including this feature will be referred tto as

 

Referring to FIG.6, the followingparticular steps may be
employed in the above-described method for generating
 

TARPpackets.

820. A background {oop Operation applies an agorhm
  
(The “boutique” embodiments would, however, be robust ffor

The use in smaller networks, such as small virtual private net-
works, for example). One problem with the boutique embodi-

30 ments is that ifIP address changesare to occurfrequently, the
message traffic required to update all routers sufficiently
quickly creates a serious burden on the Internet when the
TARP router and/orclient populalion gets large. The band-
width burden added to the networks, for example in ICMP

5 packets, that would be used to update all the TARP routers

coule overwhelm the Internet for a large scale implementa-‘approac edthe scale ofthe Internet. In other words,

  

packets is received for transmission.
$21. The received IP packets are grouped into a set con-

sisting of messages with a constant IP destination
address. The set is further broken downto coincide with
a maximum size of an interleave window Theset is

encrypted, and interleaved into a set of payloads des-

—_________tinedtobecomeTARP packets.—
w 
 

determined from a lookup table and stored to generate
the TARP header. An initial TTL countis generated and . 1 i whict id ft!

storedin=mee Themesomay be random aith 40 features of the above embodiments to provide the benefits ofmintan may ve IP agility without the additional messaging burden. This is
accomplished by!IPp address-hopping according to shared

  

 
   

 
 

523."The window sequence numbers and_interleave
sequence numbersare recorded in the TARP headers of
each packet.

824.One TARP router address 18srandonily¢chosennfor each *A to-it

  
4s TARP. nodes. (Note ‘that the IIP hopping technique jis also

applicable to the boutique embodiment.) The IP agility fea-
ture discussed with respect to the boutique system can be

 

 

spondingto this router is identified and used to encrypt

 
so that it becomes decentralized underthis scalable

regime and governed by the above-described shared algo-
50 rithm. Other features of the boutique system may be com-

bined with this new type of IP-agility.
The new embodiment has the advantage of providing IP

agility governed by a local algorithm and set of IP addresses
exchanged by each communicating pair of nodes.‘his local

355 governance:is session-independentinthat ititmaygovern.com-

 
TARP packets containing interleaved and encrypted
data and TARP headers.

$25. A clear IP header with the first hop router’s real IP
address is generated and added to each ofthe encrypted

TARPP packets and the resulting packets
 
 

 

 
  packets. ansfe

S40. A background loop operation is performed which communicatingpair of nodes,
applies an algorithm which determines the generation of In the scalable embodiments, blocks of IP addresses are

 

 
 

decoy IP packets. The loop is interrupted when an 60 allocated to each node in the network. (This scalability will
> increase inthefuture, when TntemetProtocol addresses are
  

   
raketbofore allempting to decryptit using‘theTink!key. distinctly

$43. The TARP packet is decrypted with the appropriate._the IP addresses assigned to that node to communicate with
link key to exposethe destination TARP address andan 65 other nodes in the network. Indeed, each pair of communi-

indication ofwhetherthepacket is a decoy packet or part cating nodes can use aa plurality of source IP addresses and
fFtealMe85a8
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Each communicating pair ofnodes in a chain participating destination IP numbers on the packet 821are the client’s 801

in any session stores two blocks ofIP addresses, called nnet- current fixed IP address, and ;a “known” fixedIP address for

 
 
 

 
addresses ‘that will be used to transmit the next message. In 5 destined for the router’s known fixed IP address.) Upon 

other words, the algorithm governs the sequential selectionof_receipt and validation ofthe client’s 801 SSYN packet 821,
IP-addresspairs, one senderand onereceiver IP address, from the router 811 responds by sending an encrypted “secure

eaci netblock The combination ofof algorithm, seed, and net- synchronization acknowledgmenr CSSYNae822to

 
  

 issues separate transmit and receive hopblocks to its clients, 10 and receive hopblocks that the client 801 willuse when com-
The send address and the receive address ofthc IP headerof|municating with the TARP router 811. The client 801 will
each outgoing packet sentby the clientare filled with the send acknowledge the TARProuter’s 811 rcsponse packet 822 by
and receive IP addresses gencrated by the algorithm. The generating an encrypted SSYN ACKACK packet 823 which
algorithm is “clocked” (indexed) by a counter so that each—_—_—will be sent from the clicnt’s 801 fixed IP address andto the

timeapairis used, the algorithm turns out a new transmit pair 15 TARP router’s's 811 known fixed 1p address. The client 801 
 

transmit hopblock.The router usesthe1receive. hopblock to tion (Sst) packet $24,4, will be sentt with the first {sender,
predict what the send and receive IP addresspair for the next receiver} IP pair in the client’s transmit table 921 (FIG.9), as

expected packet fromthat client will be, Since packets can be 20 specified in the transmit popblock provides by the TARP

 
 

 

 DaCKeT s WI) Ww De Seny W1il0 the Tirs sende C

a range ofpredictions encompassing the number ofpossible IP pair in the TARP router’s transmit table 923. Once these
transmitted packet send/receive addresses, ofwhich the next 25 packets have been successfully exchanged, the secure com-

packet received couldTea ahead: THUS, ifthersisa Vanish- munications session isis established, and all further secure

 
 

  

given packet, then the router cann generate a series of 6 send/ synchronizationis maintained. Ifsynchronizationis lost, then
receive IP address pairs (or “hop window”) to compare with 30 the client 801 and TARP router 802 may re-establish the
the next received packet. When a packet is received, it is secure session by the procedure outlined in FIG, 8 and
marked in the hop window as such, so that a second packet described above.
with the same IP address pair will be discarded. If an out-of- While the secure session is active, both the client 901 and

sequence packet does not arrive within a Predetermined tim- TARP rouler 911 (FIG. 9)will maintaintheir respective trans-  discardedfrom therreceiveve table, dependingupon‘theprotocol by theTARP router during ssessionnaynctnvnization 822. Itisis
in use for that communications session, or possibly by con- important that the sequence ofIP pairs in the client’s transmit
vention. table 921 be identical to those in the TARP router’s receive

 
 

When the rerouter receives the client’5 Packer,itcompares table 924;f sumiterly, dthe seenof IP pairs iin the client” 5
 

packet if it is not a» member of this set."Received packets that nization to be maintained. The client 901 need maintain only
do not have the predicted source/destination IP addresses one transmit table 921 and onereceive table 922 during the

falling’with the window aare releected, thus ihwarting Possible courseoFthe secure session. Rach sequential packet sent by

 
 

 

 
is a member of this 5set, the 1router accepts the packet and The TARP |router O11 will expect each packet arrivinga from 
processes it further. This link-based IP-hopping strategy, the client 901 to bear the next IP address pair shownin its
referred to as “‘IHOP.”is a network elementthat stands onits receive table.
own andis not necessarily accompanied by elements of the 50 Since packets canarrive out of order, however, the router
boutique system described above. If the routing agility fea- 911 can maintain a “look ahead” buffer in its receive table,
ture described in connectionwith the boutique embodimentis and will mark previously-received IP pairs as invalid for
combined with this link-based IP-hoppingstrategy, the rout- future packets; any future packet containing an IP pair thatis
er’s next step would be to decrypt the TARP headerto deter- in the look-ahead buffer but is marked as previously received
mine the destination TARP router for the packet and deter- 55. will be discarded. Communications from the TARP router
mine whatshould be the next hop for the packet. The TARP 911 to the client 901 are maintained in an identical manner; in

 
 

router would then forwardthe packet a random TARP particular, the:router S1T will select the nextIP> addressPair
 

established. a 60 buffer ofexpectedIPpairs onpackets that:itis receiving. Each
FIG. 8 shows how aclient computer 801 anda TARP router TARP router will maintain separate pairs of transmit and

sir can establishj‘a secure session. When client 801 seeks to receive tables for each client that is currently engagedin a

 
 

  
packet 821 to the TARP router SLL. This SYN packet 821 65 linking them to the Internet, routers exchange nopblocks.
contains the client’s 801 authentication token, and may be Whena router establishes a link-based IP-hopping commu-
 

sentto the router 811 in an encrypted format. The source and nication regime with another router, each router of the pair
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exchanges its transmit hopblock. The transmit hopblock of

18

vides a high degree of communications redundancy, with 

each router becomesthe receive hopblockofthe other router. improved immunity from denial-of-service attacks andtraffic 
The communication betweenrouters is governed as described monitoring. 

While the abovestrategy worksfine in the IP milieu, many
local networks that are conncctedto the Internet are Ethernet

systems, In Ethernet, the IP addresses of the destination

2. FURTHER EXTENSIONS

The following describes various extensions to the tech- 
devices must be translated into hardware addresses, and vice THquUes, Systems;and methods describedabove. ASdescribed 

versa, Using known processes (“address resolution protocol,”
and “reverse address resolution protocol”). However, if the
link-based IP-hopping strategy is employed, the correlation

computers in a“compttter network (such as the Internet, an
Ethernet, or others) can be enhanced by using seemingly 

process would become explosive and burdensome. An alter-

 

 

  
nativeto the link-based IP hoppingstrategy may be employed

 

featureprevents eavesdroppeerssfrom.detenmining which com- 

within an Ethemetnetwork. The solution is to provide thatthe
node linking the Internet to the Ethernet (call it the border
node) use the link-based IP-hopping communication regime

 

puters in the network are communicating with each other
while permitting the two communicating computers to easily 

to communicatewithnodes outside the Ethernet LAN. Within

the IEthemet LAN, eachTARP node wouldhave a single.IP

recognize
ornot. In one embodiment ofthe above-described systems, an
IP header extension field is used to authenticate incoming 

 Instead of comparing the “Yeender, receiver} IP address pairs
to authenticate a packet, the intra-7LAN TARP nodewoulduse

packets on an Ethernet.

Various extensions to the previously described techniques 

oneofthe IP header extensionfields to do so. Thus, the border “MAC”addresses in broadcast type network; (2) a self-syn- 

node uses an1 agOntsharedby re intra-LANTARP node chronization technique that permits a computerto automati- 
 

header,and the intra-LAN TARP‘node generatesa range of
symbols based onits prediction ofthe next expectedpacket to

cally regain synchronization with a sender, (3) synchromiza-
tion algorithms that allow transmitting and receiving
computers to quickly re-establish synchronization in the 

be receivedfomtthat particularsource IP address. Thepacket
  | y : ves

Communications from the intra-LAN TARP node to thebor-

der node arere accomplished itin the same manner, hough the
 

event of lost packets or otherevents; and (4)a fast-packet

described aboveiin‘any of vvarious18 Ways.
  

ddressHopping 

mitand receive tables in a similar mannerto that ofFIG.9; the
 

intra-LAN TARP nodestransmit table will be identical to the  
LAN—or acacross anydedicated physical ‘medium. typically  
  
 

embed the IP packets within lower-level packets, often 

The algorithm used for IP address-hopping can be any

desired algorithm. Forexample, the algorithm can bea given  
the rangecovering the allowed IPaddresses with.a given seed,

 
two embedded IP packels PL andIP2, whileaasesond Bth-
ernet frame 1160 comprises a different frame header 11104   

Alternatively, the session participants can assumea certain
type ofalgorithm and specify simply aparameterfor applying
the algorithm. For example the assumed algorithm could bea
particular pseudo-random numbergeneratorandthe session
participants could simply exchange seed values.

Note that there is no permanent physical distinction

45 hardware address 1101B; other well-known fields in frame
headers are omitted from IG, 11 for clarity. Two hardware

nodes communicating over a physical communication chan-nel_insert é
addressesto indicate which nodes on the channel or network
should receive the frame. 

between the originating and destination terminal nodes.
Either deviceat either endpoint can initiate a synchronization
ofthe pair. Note also that the authentication/synchronization-
request (and acknowledgment) and hopblock-exchange may

It may be possible for a nefarious listener to acquire infor-
mation about the contentsofa frame and/orits communicants

by examining frames on a local network rather than (or in
addition to) the IP packets themselves. This is especially true 

allbeserved by asinglemessage sothatseparate message -in broadcast media, such as Ethernet, where it is necessary to 

As another extension to the stated architecture, multiple
physical paths can he used by a client, in order to provide link

insert-into the frame header thehardwareaddressofthe—___________

machine that generatedthe frame and the hardware address of
the machine to which frame is being sent. All nodes on the 

redundancy and further thwart attempts@at denial of service
 each of three TARP routersprovidedby diferentISPs1011

1012, 1013. Asaan example, the client 1001 can use three
 

scheme, transmitted packets will be sent ina random fashion
among the different physical paths. This architecture pro-

network¢cann potentially * “see” all Packets transmitted across

want foraanyny third partytto be able to identify whoisisengaging
in the information exchange. COne wayto address this‘problem

tion,» hardware addrosses ate “hopped”in a mannersimilar to
that used to change IP addresses, such that a listener cannot

 
 
 

Copy provided by USPTO from the PIRS Imaae Database on 03/28/2011
 
 

 

Petitioner AppleInc.- 
VX00035494

Exhibit 1002, p. 2058



Petitioner Apple Inc. - Exhibit 1002, p. 2059

 
 

US 7,490,151 B2 
19 20 

determine which hardware& node generated a particular mes-

«MAC”) hardware addresses are “hopped” in order |to
increase security over a network such as an Ethernet. While

 
address-hopped frame cann become non-trivial. In short, any

resis i ini -

less, it is technically feasible, and can be implemented with-
 

—__eavfonment theinventiveprinciplesareequallyapplicable
the description refers to the exemplary case of an Ethernet out risk on a LAN on which there is a small number of 

the MAC addressof‘thes 

: ication cl Lsuct Eth.

 machines, orrif alt ofthe machines on the LAN are engaging  

the Ethernet frame and can be observed by anyone on the 10 overhead in the course ofsession establishment, especially if
LANwhois within the broadcast range for that frame. For
secure communications, it becomes desirable to generate
frames with MAC addresses that are not attributable to any
specific sender orrecciver.

As shown in FIG. 12A,two computernodes 1201 and 1202

there are multiple sessions or multiple nodes involved in the
communications. A simpler method of randomizing MAC
addresses is to allow each node to receive and process every
incident frame on the network. Typically, each network inter-
face driver will check the destination MAC address in the

header_of every incident_frame_to_see_if_it_matches_that
 

emet. Each node executes one or more application programs machine’s MACaddress;ifthere is no match, then the frame
 

1203 and 1218 that communicate by transmitting packets is discarded, In one embodiment, however, these checks can
  

rorencommunication software 1204 and PI, Tespec-
the like. ‘Communication software 1204 and “1217 can com:
prise, for example, an OS] layered architecture or “stack”that

be Gisabled, and every melden packet is passedto the TARP
 

euous mode allows thesenda tose completely tendon,
unsynchronized MAC addresses, since the destination
 

ctionality.
standardizes various services provided atdifferent levels of machine is guaranteed to processthe frame. The decision asto
 
 

1214 respectively, each of which can include one or more

25
whether tthe¢ packetwass teuly intended for that machine isis
 

tables. Ifno matchiis‘found, the packet iis discarded: ifthereisis 
registers 1207 and 1215 that allow the hardwareto be recon-
figured or controlled in accordance with various communica-
tion protocols. The hardware components (an Ethernet net-
work interface card, for example) communicate with each
other over the communication medium. Each hardware com-

ponentis typically pre-assigned a fixed hardware address or
MACnumberthatidentifies the hardware componentto other

a match, the packet is unwrapped, the inner header is evalu-
ated, andif the inner header indicates that the packetis des~
tined for that machine then the packet is forwarded to the IP
stack—otherwiseit is discarded.

One disadvantage of purely-random MAC address hop-
pingis its impact on processing overhead;thatis, since every
incident frame must be processed, the machine’s CPU is
 

nodes on the network. One or moreinterface drivers control engaged considerably more often than if the networkinter-
 

the operation ofeach card and can,for example,beconfigured face driver is discriminating and rejecting packets unilater-
 

 

ferent addresses using one or more algorithms and one or

ally.*compromiseapproachksis to select eitherasingle fixed
 

MAC-hopped communications, regardless of the actual 
more moving windowsthat track a range ofvalid addresses to recipient for which the messageis intended.In this mode, the
 

validate received packets. Packets transmitted according foTo 

 res 2 “ * * 2 network interface driver can check each incident frame
 

d- MAC addresses,thereby freeing theCPU fom thetask_of
 

to differentiate them from ordinary data packets thatare trans- packet discrimination. This scheme doesnot betray any use-
 

mitted in the clear using ordinary, machine-correlated ful information to an interloper on the LAN;in particular,
 

addresses.

Onestraightforward method ofgenerating non-attributable
MACaddresses is an extension ofthe IP hopping scheme. In
this scenario, two machines on the same LAN that desire to
communicate in a secure fashion exchange random-number
generators and seeds, and create sequences of quasi-random
MACaddresses for synchronized hopping. The implementa-

every secure packet can already be identified by a unique
packet type in the outer header. However, since all machines
engaged in secure communications would either be using the
same MACaddress, or be selecting from a small pool of
predetermined MAC addresses, the association between a
specific machine and a specific MAC addressis effectively
broken. 

tion and synchronization issues are then similar to that of IP In this scheme, the CPUwill be engaged more oftenthanit
  
 

 

 

wouldbein non-secure Communicationsns (or in1 synchronized 

This-approach, Rowever,runs the risk of using MAC
couldiinterrupt communications for those machines. Since an ets that are destined forthat machine, andsecurewe packets‘from 
Ethernet MAC addressis at present 48 bits in length, the

60
other VPNs. However, the non-securetraffic is easily elimi-
 

chance of randomly misusing an active MAC address is actu- nated atthe networkinterface,, thereby reducing the aamount
  LAN), by aJarge numberofframes (aas might be thecasewith

packet voice or streaming video), and by a large number of 65
oe if allofifthe traffic onnthe LANiis securere traffic, then the ____
CPU would be engaged to the same degreeas it is in the
 

concurrentVirtual Private Networks (VPNs),then the chance purely-random address hopping case; alternatively, if each
 

thatanon-secure machine’s MAC address couldbe used in an VPN on theLANuses a different MAC address, then the
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network interface can perfectly discriminate secure frames
22

packet valuesto those falling within window W1 maintained
 

<s ine a ie LOC mac. ine rom those cons ingother
when installing the software and/or establishingVPNS.

Even in this scenario, however, there still remains a slight

formally assign one addressor a range ofaddressesforuse in

innitsrTecciveve table.In effect, transmit table 1208offnode 1201
 

5 table 11221 of‘fnode 1202:isis synchronized toreceivevetable 1209
of‘node 1201. It will be appreciated|that althougha common 

more nodes onn the LAN. One solution to this problem iis to nator fiedsin FIG. 12A (using, eg.,adifferent seed.for each
of the three fields), an entirely different algorithm could in
 

MAC-hopped communications. This is typically done via an
assigned numbersregistration authority; e.g., in the case of
Ethernet, MAC address rangesare assigned to vendors by the

10 fact be used to establish values for each ofthesefields. It will

also be appreciated that one or two of the fields can be
“hopped”rather than all three as illustrated.
 

Institute of Electrical and Electronics Engineers (IEEI!). A In accordance with another aspect of the invention, hard- 

formally-assigned range of addresses would ensure that and properly-functioning machines ¢on the LAN.
Reference will now be made to FIGS. 12A and 12Binorder

wareor “MAC” addresses are hoppedi instead ofor in addition
 

ator-fietdim-order-to
improve security iina local area orbroadcast-type network. To
that end, node 1201 further maintains a transmit table 1210 

to describethe many combinations andfeatures that follow
aa network or-communicationmedium suchaas an1 Ethernet, A
communication protocol in each node (1204 and 1217,

communication protocols. In particular, computer node 1201

usinga transmitalgorithm 1:1210X to0 generate source and 

  
 

synchronized 10 acorresponding receive table 1224 at node
1202. Similarly, 1node 1202 maintains a different transmit
 

25 table 11 at node 1201. In this manner,routgoing hardware 
implementsa first “hop” algorithm 1208X that selects seem-
ingly random source anddestination IP addresses (and, in one
embodiment, seemingly random IP header discriminator
fields) in order to transmit each packet to the other computer

frames appear to be originating from and going to completely
random nodesonthe network, even though eachrecipient can
determine whether a given packet is intended for it or not. It
will be appreciated that the hardware hopping feature can be
 

node. For example, node 1201 maintains a transmit table 30 implementedat a different level in the communications pro-  

1208 containing triplets of source (S), destination (D), and
discriminator fields (DS) that are inserted into outgoing IP
packet headers. Thetable is generated through the use of an

tocolthan the IPhopping feature (e.g., in a card driver or in a
hardwarecard itself to improve performance).

FIG. 12B showsthree different embodiments ormodes that 

appropriate algorithm (e.g., a random numbergeneratorthat
 can be employed using the aforementioned principles. In a
 

withr am appropriateseed) that is-known to the
next sequential entryout oftthe sender’8 transmit table 1208:is

38" first mode reierredto 5 for destination) orwise a completely random hardware 
used fito Populatethe 1p1 source, IP destination, andIPheader

could insteadbecreated:on-the-flyby executing thealgorithm
when each Packet 1is formed.

1222 that lists validtriplets ofsource 1P address, destination

address iis used by all nodes on the network, such that a
 

(or.random)‘hardware aaddress andiinspectthe IP addresses ¢or
discriminator field to determine whether the packet 1is
 

45 with ann algorithm as described above. As explained previ- 
IP address, and discriminatorfield. This is shownbyvirtue of
the first five entries of transmit table 1208 matching the sec-
ond five entries of receive table 1222. (The tables may be
slightly offset at any particular time dueto lost packets, mis-

ously, this may increase each node’s overhead since addi-
tional processing is involved to determine whether a given

acket alid source tion hardware addresses.

In a second modereferred to as “promiscuous per VPN”
 

ordered packets, or transmission delays). Additionally, node 50 mode, a small set of fixed hardware addresses are used, with 

1202 maintains a receive windowW3thatrepresentsa list of
valid IP source, IP destination, and discriminatorfields that
will be accepted when received as part of an incoming IP

a fixed source/destination hardware address usedforalfnodes

communicating over a virtual private network. For example,
if there are six nodes on an Ethernet, and the networkis to be 

packetAs Packets arefe received, window ws slides down the
theless matched to entries> within window W3 will be
 accepted; thosefalling outside ofwindow W3 willbee rejected

Node 1202maintainsa similar transmitita 1221 for
creating IP packets and framesdestined for node 1201 using

a potentially different hopping’gorithm mai, and node
alporithm 1209X. As node 1202 wransmits nocken to node

split up into two Private virtual networks such that nodes on
 

used: oneset for the firstVPN anda second set forthe second
VPN. Thiswouldreduce the aramount of overhead involved inin
 one or more discriminator fields cece still be ‘hoppedasas

before for secure communication within the VPN.Ofcourse,

this solutioncompromises the anonymity oftheVPNs (Le., an 65 though he cannot correlate’it to a specific mmachine/person), It 
1201 using seemingly random IP source, IP destination, and/ also requires the use of a discriminatorfield to mitigate the 

or discriminator fields, node 1201 matches the incoming vutnerabitityto certain types ofDoS aftacks. (For example,
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without the discriminatorfield, an attacker on the LAN could determinesthat is has lost synchronizationwith the sender.(If
stream frames containing the MAC addresses being used by__communications are already in progress, and the receiver

 

 

 
 

 

 
the VPN;rejecting those frames could lead to excessive pro- determines that itis stilliin syne with the sender, then thereiiscessing overhead. The diserim: would prov a dto-re G € 6 ia
low-overhead meansofrejecting the false packets.) 5 out‘of synchronization by. for example, employing a “dead-

Ina third mode teferred to as “hardware hopping’ mode, many” timer thattexpires after a certainperiod.oftime, wherein    
 

that hardware sourcee and destination addresses are changed be hashed jinto the public syne field (see helow) to preclude
constantly in order to Provide non-attributable addressing. packet-retry attacks.
 

 
the invention is not intended to be limitediin‘any respect by each packet sent out ‘by the sender This syne field could
these illustrative examples. appear in theclear oror ass part ofan\ encrypted portion oftthe 

 B. Extending the Address Space Fandom-number generator (RNG) and seed value, this com-
15 bination of RNGand seed can be used to generate a random-

  

Address hoppingprovides security and privacy. However,
the level ofprotection is limited by the number ofaddressesin__sequence ofsource/destination IP pairs (and,if desired, dis-

 

 

the blocks being hopped. A nopolock denotes a field or fields criminator fields and haniware| source and destination 
 
 

toto generate the entire sequence (or the first N.“i values) jin
g p a order to generate the Nth random numberin the sequence;iftherewould be 166 possible address-pair combinations. A the sequence indexN is known, the random value correspond-

window of size 16 would result in most address pairs being ing to that index can be directly generated (see below). Dif-
accepted as valid most of the time. This limitation can be ferent RNGs(and seeds) with different fundamental periods
overcome by using a discriminator field in addition to or25could be used to generatethesource_and destinationJP

instead oftthe hopped aaddress fields. The discriminatorfield sequences, but the basic concepts |would still apply. For the

   

  

 

  

 

 
should be processed byaa receiver. using aasingle RNG sequencing mechanism,

§ i “bit hopblocks, 30 Inaccordancewitha “self-synchronization”feature, a sync
wouldlike the same level of protection afforded to clients_field in each packet headerprovidesan index (i.e., a sequence
communicating via IP hopping between two A blocks (24 number)into the RNSthatis being used to generate IP pairs.
addressbits eligible for hopping). A discriminator field of20 Plugging this index into the RNGthatis being used to gen-
bits, used in conjunction with the 4 addressbits eligible for i i j

hoppingin the Ip address field, provides this level ofprotec: 35 in tum yields a specific Ip pair. Tat |is, an IP pair can be

 

 

 

  
 

ofprotection iftheaddress fields werenot‘hopped or ignored. index number: itis not necessary,iin this scheme, to generate
Using a discriminator field offers the following advantages: the entire sequence of random numbers that precede the

itrarily hi i ided, and ‘sequence value associated with the index number provided.
(2) address hopping is unnecessary to provide protection. 409 Since the communicants havepresumablypreviously
This may be important in environments where address hop-—_exchanged RNGsandseeds, the only new information that

—___ingwouldcauseroutingproblemsmust beprovided in order togenerate an YP pair is the
C. Synchronization Techniques the packet header, then the receiver need onlyplug this1num-

45berintotheRNGinorder to generate an IP pair—andthus
It is generally assumed that once a sending node and _verify that tho IP pair appearing in the headerofthe packet is

receiving node have exchanged algorithms and seeds (or valid. In this scheme, ifthe sender and receiverlosesynchro-

 
 

  

 
 

  

 

  
source and destination tables), subsequent communication receint of a sin‘ele acket by si
between the two nodeswill proceed smoothly. Realistically, 50 the packet header to the ug pair generated from the index

  

 
  

delays or outages, or other problems. Consequently, it is resumed uponreceipt ofa single packet, making this scheme
desirable to providenmeanss for re-establishing syachroniza- ideal for multicast communications. Taken to the extreme,iti netwo ould obviate the need for synchronization tables entirely;
tion. 55_thatis, the sender and receiver could simplyrely on the index

Onepossible techniqueiis to require that each nodeProvide numberin the sync fieldto0 validatetheIP pair on each packet,

  
 

 
 

 
 

and, ifno acknowledgmentis received within acertain period ” The aforementionedschememay have someinherent secu-
of time, to re-send the unacknowledged packet. This rity issues associated with pany. thePlacement of the    
prohibitive in high-“throughput environments such as stream- interloper could observe the values of the field and ‘their 
 ing Videoor audio, for example. relationship to the IP stream. This could potentially compro-

A different a chi i = mise_the algorithm that is being used_to generate the IP-
nizing technique that will be referred to herein as “self-syn- address sequence, which would compromisethe security of
 

chronization.” In this approach, synchronization information 65 the communications. If, however, the valueiis placediin the 
  

re-synchronize itself upon receipt of a single packet if it hefore itccan oxtract‘the sync value and validate the IP pair; 
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this opens up the receiverto certain types ofdenial-of-service

could potentially be forced to expend a significant amountntof

 the time samp iis valid, and 3) the dead-man timer has
 

the dead-man |timer and sunchronization tables can1 be 
processing on decryption if an attacker simply retransmits
previously valid packets. Other attack methodologiesarepos-
sible in this scenario.

5 avoided altogether, and the receiver would simply resynchro-
nize (e.g., validate) on every packet.

The foregoing schememayrequire large-integer (e.g., 160-
 

A possible compromise between algorithm security and bit) math, which mayaffectits implementation. Without such
 

processing speedis to split up thesync value etweenaninner syne value is sufficiently long,it couldpotentiallybe splitiinto
a rapidly-changingpart that can be viewedin the clear, and a

large-integer registers, processing throughput would be
, thus potentially affecting security from a denial-of-

service standpoint. Nevertheless, as large-integer math pro-
cessing features become more prevalent, the costs of imple-

 

 

fixed (or very sowly changing) part that must pe protected. menting such a feature willbe reduced. 

be called the “private ssync’> portion.
Both the public syne and private synene portions are needed

 
  

only occasionally. Thus, the private syne value can be stored
 

updatedand the transmitter will be transmitting packets notin 
by the recipient, thereby obviating the need to decrypt the
headerin orderto retrieve it. If the sender and receiver have

previously agreed upon the frequency with which the private

the receiver’s window. The sender and receiver will not

recover synchronization until perhaps the random pairs in the
window are repeated by chance. Therefore,there is a need to
 

part of the sync will change, then the receiver can selectively keep a transmitter andreceiver in synchronization whenever
 

decrypt a single headerinorderto extract the new private sync possible and to re-establish synchronization wheneverit is 

ifthe communications gap thathas ted to fostsynchronization
has exceeded the lifetime of the previous private sync. This
should not represent aburdensome amountofdecryption, and

fost.

A “checkpoint” scheme can be used to regain synchroni-
zation between a sender and a receiverthat have fallen out of 

thus should not open up the receiver to denial-of-service synchronization. Inthis scheme, a checkpoint message com-
  

One implementation of this is to use a hashing function

with a one-to-one mapping to gencrave theprivate and public

sender and a"second ISP 13031is5 the rreveiver.. (Other alterna-

sages arare2 used to communicate synchronization information
between a sender and a recipient:  

2. SYNC.ACKisisa message‘ised by the receiver to inform 

tives arere possible from FIG. 13.pAtransmittedPacket ¢com-

for examplea link key. Outer header 1305 includes a» public
the transmitterthat it has beenn synchronized:
 1. In the transmitter,nine0 ‘(checkpoint old”)is the IP40 

syne portion while inner header 1306 contains the private pair that was used to re-send the last SYNC_REQ packet
 

sync portion. A receiving node decrypts the inner headersing a de tion function 130 er to © -

vate syncportion. This step is necessary onlyifthe lifetime of

to the receiver. In the receiver, ckpt_o (“checkpointold”)
is the IP pair that receives repeated SYNC_REQpackets
from the transmitter. 

the currently buffered private sync has expired. (If the cur- . In the transmitter, ckpt_n (“checkpoint new”) is the IP 

rently-buffered private sync is still valid, then it is simply
extracted from memory and “added” (which could be an
inverse hash) to the public sync, as shownin step 1308.) The

  

pairthatwit!beused to sendthenext SYNC_REQ
packet to the receiver. In the receiver, ckpt_n (“check-
point new”) is the IP pair that receives a new SYN-
 

public and decrypted Private syne portions are> combinediin

and compared to» the P cress pair (1311)tovalidate cor
reject the packet.
ceptof“future” and “past”
 

concerned, Though the syne values, themselves, should be

C_REQ packet from the transmitter and which causes  

 
be generated. ~

3. in thehe transmitter, ckptris the IP pairthat will be used 
ir istheIPpair_that_receives_a new

SYNC_ACK packet from the transmitter and which

 
 

random to prevent spoofing attacks, it may be important that
the receiver be able to quickly identify a syne value that has 

causes a new ckpt_n to be generated. Since SYNC_ACK
is transmitted from the receiver ISP to the sender ISP,the

 alreadyheensent: tr _ =
value was never actually received by the recciver. One solu-_ 60 the receiver ckpt_rrefers to the ckpt_r of the transmitter
tion is to hash a time stamp or sequence number into the (see FIG. 14).
 

public sync portion, which could be quickly extracted,
checked, and discarded, thereby validating the public sync
portion itself.

Whena transmitterinitiates synchronization,the IP pair it
will use to transmit the next data packet is set to a predeter-
mined value and whenareceiverfirst receives aSYNC_REQ,
 

In one embodiment, packets can be checked by comparing 65 the receiver window is updated to be centered on the trans-
 

the source/destination IP pair generatedby the syncfield with
 

 
 mitter’snextIP pair. This is the primary mechanism for
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Synchronization can be initiated by a packet counter (e.g., It can be shownthat:

after every N packets transmitted, initiate a synchronization) faiGiisfa-L)xb)-b)ha—1) med e=(fal medtta—Hyfixe)
or by a timer (every S seconds, initiate a synchronization) or (Xo(a-1)+b)-bV(a-1)) mod c (4)2 S

perspective, this technique operates as follows: (1) Each 5 (X,(a-1)+b) can be stored as (X,(a-1)+b) mod c, b as b mod 
transmitter periodically transmits a*“syne recs message c and compute a’ mod(aNexis requires Oloat)) steps). 

 
checkpoint without 1receiving a “syne ack”1response,"then nasi,aodecan store a”eeeae)ononce per LCR and set
synchronization is broken, and the transmitter should stop XousKageCatmod(aroyXp"(a-1+8)-8Y
transmitting. The transmitter will continue to send sync_reqs (a-1))mod 6, (5)
until it receives a sync_ack, at which point transmission is 15

 

 

 
fo generate the random numberfor the j+1” synchronization.

From the receiver’ s Perspective, the scheme operatesas Using this construction, anode could]jump aheadan arbitrary
  

ac. ” message tothe transmitter, Tfsync was neverlost, then in articularwilleventually.repeat their cycles. This repeti-
the “Jjump ahead”callyust advances to the nextt available tonmay present vulnerabilityin theIP popping5scheme.An

 

 
A_window is5 realigned wheneveraa re-synchronization with knownJong cycles. Thisiis3 not currently true of nmany

occurs. Thisus realignment eentailsupdatingththe.receiver’s win- random number generators.

 

 

 
nization with one another. However, when network events This vulnerability can be mitigated by incorporating an 

occur, the receiver’s window may have to be advancedby
manysteps during resynchronization.In this case,it is desir-_35 random number generator. The random number generator
able to move the window ahead without having to step prevents an adversary from mounting an attack—eg., a
through the intervening random numbers sequentially. (This_known plaintext attack—against the encryptor.
feature is also desirable for the auto-sync approach discussed

 

 

F, Random Number Generator Example
  

40
   equation (1) ‘becomes:

X-GI Herttjanodis (6)
capability  

An attractive method for generating randomly hopped i

addresses is fo use identical random numbergenerators inthe 45 5,9,, 13, 2, 6, 10, 14, 3, 7, 11, 0, 4, 8, 12. This sequencewillfransmitter_and_receiver_an : @ 2 ely-F ead of 3 numbers inthis
transmitted and received, TIhere are manyrandom number sequence at<3 1329791, c*(a—1)==15*30=450 and a” mod

__generation_algorithms_that_could_be_used_Each_one_has ((a-Hec) 312mod(45*30)-29791mod(450)=91- Equation
strengths and weaknesses for address hopping applications. (5) becomes:

 

  
  

    

 
near CON 01 syare 50

: 91(¥,30+4)-49/30)mod 15 7
fast, simple and well characterized random number genera- ox 450 }mo ”
 

 
 torsthat can be made to jump ahead nn steps efficiently. AAn Table1 shows the jump ahead calculations from (7). The  

with seed X, using a recurrence 
 
 

 

 

XF(@X,_, +)mod ¢ a> TABLE
I +4) 91 (K3044)=4 ((91 (X30 + 4)/30

where a, b and c define a particular LCR. Anotherexpression xt 4-6 Xivs
for X. 1 5154 14010 467 2* 42 6 5820 194 14

X-((a'Xorb)-b\a-1)) mod ¢ @ og 7 4 424 38580 1286 1119114 334 30390 1613 8
13, 8 (244 22200 740 5

enables the jump-ahead capability. The factor a’ can grow

very large evenn for modesti ifleft unfettered. Therefore some
  

 

 control the ssize and processingtime required to5 computeQ). 65 G.Fast Packet Filter
8FB Address hopping VPNs must rapidly determine whether a

X(a'(X(a=1)+b)=bV(a=1)mod¢(3) packethas a valid
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or has an invalid header (a hostile packet) and should be
30

There is a trade-off betweenefficiency of the test and the
 

immediately rejected” Such rapid determinations will be
referred to as “fast packet filtering.” This capability protects

amount of memory required for storing the presence
vector(s). For instance, if one were to use the 48 bits of  

the VPN trom attacks by an adversary who streams hostile
packetsat the receiver at a high rate of speed in the hope of

hopping addresses as an index, the presence vector would
have to be 35 terabytes. Clearly, this is too large for practical
 

saturating the receiver's processor fa so-calted “denial of
service’‘tonentingFast packet Bltering isisan important feature

purposes. Instead, the 48 bits can be divided into several

smaller fields._ For insvanee. one could subdivide the 48 bits
 

 

 

“A” blocks:haveaa 244 bits of address that ¢can be earsas
opposed to the 8 bits in “C” blocks. In this case a hopblock
will be the “A” block. The use of the experimental “A” block
is a likely option on an Ethernet because:

  
cessing is allowed. af the first part of the address portion
doesn’t match the first presence vector, there is no need to
check the remaining three presence vectors).

A presence vector will have a 1 in the y” bit if and only if
 

1, The addresses have no validity outside of the Ethernet
and will not be routed outto a valid outside destination

one or more addresses with a correspondingfield of y are
active. An address is active only if each presence vector
 

by a gateway.
2. There are 2”* (~16 million) addressesthat can be hopped

indexed by the appropriate sub-field of the address is 1.
Consider a window of 32 active addresses and 3 check- 

within each “A”block. This yields >280trillion possible
address pairs making it very unlikely that an adversary

points. A hostilepacketwill be rejected by the indexing ofone
presence vector more than 99% ofthe time. A hostile packet
 

would guess a valid address.It also provides acceptably will be rejectedby the indexingofall 4 presence vectors more 

lowprobability oof collisionbetween separate VPNs (a than 99. 9999995% of the time. On.aEraBEs hostile packets
 

 
mentation offast packetfiltering, The ideal algorithm would
quickly_examine—a_packet_header,_determine_whether_the
  

packetis hostile, and reject any hostile packets or determine 35
speed tradeoffs. 

is a classical associative memory problem.A variety of tech- I. Further Synchronization Enhancements 

B-trees etc). Each of these approacheshas its strengths and A slightlymodified form ofthe synchronization techniques
weaknesses. For instance, hash tables can be made to operate described above can be employed. The basic principles ofthe

quite fast in a statistical sense, but canL occasionally degener- 40 previously described checkpoint synchronization schemewer al ist remain unchanged. The actions resulting from the reception 

for a period oftime. Sincethere is a need to discardhostile
packets quickly at all times, hashing would be unacceptable.

ofthe checkpoints are, however, slightly different. In this
variation, the receiver will maintain between OoO (“Out of 

H.Presence Vector Alorithm 45
Order’) and 2xWINDOW_SIZE+O00 activeaddresses
(1=000=WINDOW_SIZE and WINDOW_SIZE=1). 

A\ presence vector isa bit vvector ofen 2° that canbe
 

O00 and WINDOW_SIZE are

where OoO is the minimum number ofaddresses needed to
 

oforder arrivals andWINDOWSIZEis the number ofpack-

 

 

e d-before-a SYNGREQ is-issued_FIG-_17
depicts a storage array for a receiver’s active addresses. 

 Thereceiver—starts—with the first2xWINDOW_SIZE

addresses loaded and activeaatorreceiveve data).As\s pack-

   
whether an addressof135:was validby checking only 0oneiebit:
the 135” bit The
 

could_be—created_in60
has been received. When ietransmitteraeket counter
equals WINDOW_SIZE,
  

advance corresponding to the table entries for the IP
addresses. In effect, the incoming addresses can be used as

C_REQ and doesits initial transmission. Whenthe receiver
receives a SYNC_REQ corresponding to its current
 

indices into a long vector, making comparisons very fast. As
each RNGgenerates a new address, the presence vectoris

CKPT_N,it generates the next WINDOW_SIZE addresses
and starts loading them in orderstarting at the first location
 

updatedto reflect the information. As the window moves, the 65
presence vector is updated to zero out addresses that are no

after the last active address wrapping aroundto the beginning
of the array after the end ofthe array has been reached. The
 

longervalid. receiver’s array might look like FIG. 18 when aSYNC_REQ 
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has been received. In thiscase a couple ofpackets have been
32

utes8 packets acrosss different transmission paths accordingtto
  

FIG. 19 showsthe receiver’s array after the new addresses
have been generated. If the transmitter does not receive a
SYNC_ACK,itwill re-issue the SYNC_REQ at regular inter-
vals. When the transmitter receives aSYNC_ACK,the packet

counter is decremented by WINDOW_SIZE.If the packet
counter reaches 2xWINDOW_SIZE —OoOthenthe transmit-

5 domain name inquiry; (3) a large-to-small link bandwidth
managementfeature that prevents denial-of-service attacks at

systemchokepoints; (4) a traffic limiter that regulatesiincom-limiting the rate at which a trans rcan be

synchronized with a receiver; and (5) a signaling synchro-
nizer that allows a large number of nodes to communicate 

ter ceases sending data packets untilthe appropriate SYN-
C_ACKis finally received. The transmitter then resumes
sending data packets. Future behavior is essentially a repeti-

with a central node by partitioning the communication fanc-
tion between two separate entities. Each is discussed sepa-
rately below. 

 

tion ofthis initial oycle. The advantages 0ofthis approach are:
 

 

 3

2. No packet is ever transmitted that does not have a cor-

responding entry itinthe receiver side  
Various embodiments described above include a system in

which a transmitting node and areceiving node aiaree coupled
 

4. The receiver will always have the ability to accept data
messages transmitted within OoO messagesofthe most
recently transmitted message.

J. Distributed Transmission Path Variant

20

25

cessivepacketsaredistributedquasi-randomly 0
rality ofpaths. See, for example, FIGS. 20 and 21 and accom-
panying description. The improvement extends this basic
concept to encompass distributing packets across different
paths in such a manner that the loads on the paths are gener-
ally balanced according to transmission link quality.

In one embodiment, a system includes a transmitting node 
Another embodiment incorporating various inventiveprin-

ciples is shown in FIG. 20. In this embodiment, a message
transmission system includesa first computer 2001 in com-

and a receiving node that are linked via a plurality oftrans-
mission paths having potentially varying transmission qual-
ity. Successivepacketsare transmitted overthepaths based on 

munication witha second computer 2002 through a network a weight value distribution function for each path. Therate 

2004 each of.whichiss linked to:a plurality’‘ofInternet Service
Providers (SPs) 2005 frough2010. Bach ISP is coupledtoa
intended to5 be limiting. Each ‘connection belween ISPs is
labeled in FIG. 20 to indicate a specific physical transmission

 

 
missionn path iis‘ monitoredinn order to5 identify paths thathave
become degraded. inooneembodiment, the healthofeachpath
 

ments received, Bach transmission path may comprise a
physically separate path (e.g., via dial-up phone line, com- 

router are selectively transmitted tto one of theISPs to which
the router is attached on the basis of a randomly or quasi-

40
Puternetworlsrouter: bridge, ortheMe), or maycomprise munication ‘medium (eg. separate channels in an FDM,
TDM, CDMA,orother type of modulated or unmodulated 

randomly selectedbasis.
i 3

incorporates a plurality of link transmissiontables 2100 that
identify, for each potential transmission path through the

transmissionlink).
When the transmission quality of a path falls below a

predetermined threshold and there are other paths that can
transmit packets, the transmitter changes the weight value 

network, valid sets ofIP addresses that can be used to transmit
the packet. For example, AD table 2101 contains aplurality of
IP source/destination pairs that are randomly or quasi-ran-

usedfor that path, making itless likely thata given packet wilt
be transmitted over that path. The weight will preferably be
set no lower than a minimum valuethat keeps nominaltraffic 

domly generated, When apacket is to be transmitted from first on the path. The weights of the other available paths are 

compurer 2001 to secondcomputer 2002, one of the fink
valid source/destination address pair from that tableisusedto
transmitthe packet through the network. if path AAD is ran-
ISP. A (clement 2008) andISP B(clement 2008)iis used to
transmit the packet. Ifone ofthe transmission paths becomes

degraded or inoperative, that link table canbessettoa “down”
frombeing selected from!that table. ‘Othertrtransmission paths
would be unaffected by this broken link.

30

 

60

 
 

is turnedoffby the synchronizationfonction .e., no packets
are arrivingaat the destination), the weightisis set to zero.Ifall 

”fea-
 

“ture that reduces the transmission rzrate of packets whenit is
determined that delays or errors are occurring in transmis-

sion. in this respect, timers are sometimes used to determine  
techniques ‘for limiting transmissionofpackets, however, do
not involve multiple transmission paths between two nodes 

3. CONTINUATION-IN-PART IMPROVEMENTS

The following describes various improvements and fea-

wherein transmission across a particular path relative to the
others is changed based onlink quality.

According to certain embodiments, in order to damp oscil-
lations that might otherwise occur ifweightdistributions are 

turesthat can be> applied to> the embodiments described above. 
 

 changed drastically ©.B. aocordingfto a step function), a
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gradually decrease the weight value over time that a degrad-
ing path willbe used. Similarty, ifthe he:
path improves, the weight value for that path is gradually
increased.

 

Transmission link health can be evaluated bycomparing 5 

34

ground modeofoperation. In one embodiment, the combined 

wei potential paiaddupto unity (e.g.,
when the weighting for one path is decreased,the correspond-

ing weieights that the other paths will beselected seimarease).
  

mission window (see embodiments discussed above) to the
numberofpackets transmitted within that window and by the
state of the transmitter(i.e., on or off). In other words, rather

than accumulating,generaltransmissionsstatistics over time 

rated. For example, adecreaseof 10%inn weight value forone
path-could_result_in_an_evenly_distributed_increase_in the
  

weights for the”yemainingpate fedfoe weightings
  

concepts described above to evaluatefransmission path
health.

The same scheme can be used to shift virtual circuit paths
froman“unhealthy” path toa“healthy”one,andtoselect a
path for a new virtual circuit. 
 

associated witha pluralityoftransmission links,1hisassumed
one-or_mere nodes

15

tizedoverthe remaining linksina mannerse thatis proportional
to their traffic weighting.

FIG,22B showssteps that can be executed to shut down

transmissionmn links where a transmitter turnsoff. In step 2210,2215,atestis
made to determine whetherat least <one transmitter is still

 

 
turned on. If not, then in step 2215 all packets are
 
 

 

  

 

 
 
 
 

executes the xs showniin FIG. 22A. tiis also assumed that 20 until a transmitter turns on. Ifin step 2211 at least one trans-
ch " . i di c:i, H b mae mitter is turned on, thicn in stcp 22172the weight for the pathsuch as a magnetic or optical disk for execution yy a com- : and ti ights for the remainingpaths are

pur, os : : adjusted accordingly.Beginningin step 2201, the transmission quality ofa given
tr th d. As described above, thi = 25

ansmussion pate is measuee. 8 sonbetween.the uber prineplesofthe above-describedembodiments. Itis assumed
of packets transmitted over a particular link to the number of " viacket acknowledgements received over the link (e.g.,per municate 0over a Puryof separate physical transmission
unit time, or in absolute terms). Alternatively, the quality can Paths AB 4 o 4 ha fe b thbe evaluated by comparing the number of packets that are 30 ough X4 are defined for communicating etween the two 

acknowledged Wwithin the transmissionn window to the number
nodes. Each node includes

operates in accordance with a transmit table 2308 as 
 without using the IP-“hopping features described above, but  5 the following description assumesthat some form ofhopping
is employed in conjunction with the path selection mecha- 

than one transmitter @.Ses transmissionvn path)iis‘tumed o1on. if nism.). The computer node also includes a packet receiver 
not, the process is terminated and resumes at step 2201.

In step 2203,the link quality is comparedto a given thresh- 
old(E-g., 50%,oF any arbitrary number).Ifthe qualityfalls
below the threshold, theniinn step 2207 a checkiis» made to  
 
1%). Ifnot, then in step 2209 the weightis set to the minimum
level and processing resumesat step 2201. If the weight is

including amoving window W that movesas valid packets are
Invalid_packets having source and destination.

addresses that do not fall within window Weare rejected.
destination IP addresses (or other discriminator values) aare
selected from transmit table 2308 according to any ofthe
 

 
   

 

above the minimum level, then in step 2208 the weight is 45 various algorithms described above, and packets containing

gradually decreased for the path, then inn step 2206 the these source/destination address pairs, which corres;ere e-adjusted_acco the node to whichthe four transmission pathsarc linked, are

compensate (e.£5 theyaareincreased). generatedto a transmission pathswitch2307. Switch 2307,
which can comprise a softwarefunction, selects from one of

equalto the threshold, then iinstep 2204 a check is made to 50 the available transmission paths according to a weightdistri-value

for that path, If so, then iin step 2205 the weight isisincreased  

bution table 2306. For example, if the weight for path X1 is

0.2,then every fifthpacket ¥willbe transmitted onpathX1. A 

 
The aaeielteoacan be adjusted incrementally according to

various functions, preferably by changing the value gradu-
measurementat function 23044 thatoperates aas described‘above
to determine the quality of each transmission path. (The input

 

 

 

ally. In one embodiment, a linearly decreasing function is 60 to packet receiver 2303 for receiving incoming packets is
used to adjust the weights; according to another embodiment, omittedfor clarity). Link quality measurement function 2304
an exponential decay function is used. Gradually changing comparesthe linkquality to a threshold for eachtransmission
the weights helps to damp oscillators that might otherwise tinkand, if necessary, generates an output to weight adjust-

ment function 2305.If a weight adjustmentis required, then
Although notexplicitly shown in FIG. 22A the process can 65 the weights in table 2306 are adjusted accordingly, preferably

he only periodically(¢.g., according to a time
schedule), or it can be continuously run, such as in a back-

accordingto a gradual (c.g.linearly or exponentially declin-
ing) function. In one embodiment, the weight valuesforall
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available paths are initially set to the same value, and only
when paths degrade in quality are the weights changed to

through three transmission links. As described above, these
may be physically diverse links or logical links (including  

Suppose that a first link L1 can sustain a transmission
 

operate as part ofa synchronizer function as described above. bandwidth of 100 Mb/s and has a windowssize of32; link L2 

That is, if resynchronization occurs andthe receiver detects cann sustain 25 Mb/sandhas a. window ssizeeof 8. “The ccom- Ba

chronization window W being advanced out of sequence),
bined links can thus sustain 200Mb/s. The steady state traffic 

that fact can be usedto drive link quality measurement fune- link L3. MIN=1Mb/s, THRESH=0.8 MESS_T for cachlink, 

 performed using information gamered during the normal5syn-
chronization, augmented slightly to communicate link health

a=0.75 and$=0.5. Thesetraffic weights will remain stable
until a link stops for synchronization or reports a number of
packets received less than its THRESH. Considerthe follow-
 

from the receiver to the transmitter. The receiver maintains a

count, MESS_R(W), ofthe messages received in synchroni-
zation window W. Wheniit receives asynchronization request 
  
  

nization reknowledgsnent (SYNC_ACK) sent back to the

ing sequenceofevents:

of 24, indicating that only 75% of the MESS_T (32)

 

 

in the last window were success-
Consequently, tink L1’s “traffic weight value would be 

sent to messages received in order to asses the health ofthe
link.

u synchronizationiis completely |lost, weight adjustment to zero. When synchronization iis; regained, the weight value

20

25

reduced to 0.12825, while link L2’s traffic weight value
would be increased to 0.65812 and link L3’s traffic

weight value would be increased to 0.217938.

2. Link L2 and L3 remained healthy and link L1 stopped to
be:set to0, link L2’s traffic weight value.wouldbe set to  

forthe affected path is gradually increased to its original
value. Alternatively, link quality can be measured by evalu-

0.75, andfink 133°straffic weight value wouldbe setto
0.25. 

ating the length oftime requiredfor the receiver to acknowl- 3. Link L1 finally received a SYNC_ACK containing a
 

edge a synchronizationrequest. Tn one embodiment, separate path,
MESS_R of01indicating that none ofthe MESS_T G2)
fully received. Link rl wouldbe below THRESH.L:ink 
 

 
mittediina window(MESS.TxWhenthe transmitter receives 0.74625, and link L3’straffic weight value would be 

a SYNC_ACK,thetraffic probabilities will be examined and
decreased 10 0.24875.

4. Link L1 received a SYNC_ACKcontaining a MESS _R
 

of messages transmitted in awindow (MESS_T). There are of32 indicating that 100% ofthe MESS_TT 62) mmes-
 

the link will be deemed tobeunhealthy, Ifthe transmitterwas 40 traffic woightvalue would be increased to0.3525, while 

turned off,thetransmitteriis turned onand the weight P for
fink -“£2°s traffic

0.560625 and link L3’s traffic weight value would be
 
 asrickle of trafficon‘theVinkformonitoringpurposes until it

recovers.Ifthe transmitter was turned on, theweight P for that

decreased to 0.186875.

5. Link UT received a SYNC_ACK containing a MESS_R 
inke-will 45 of 32 indicating that 100% of the MESS_T (32) mes-

, sages transmitted in the last window were successfully
$$P'=axMiIn+(t-e)xP & received. Link LiweouldbeaboveTHRESH,LinkL’-s—
 

traffic weight value would be increased to 0.37625;link
  

Equation 1 willexponentiallydampttthe trafficweigm value to 
2. If MESS R for a_link is greater than or cqual to

me traffic weight value would be decreasedto
decreased to 0. 1559375, 

THRESH, the Jink will be deemed heathy. Ifthe weight P for t Pp for thatlink
is less than THRESH then P will be set to:

6. Link L1 remains§ Bealthy and the traffic probabilities
 

P'=BxS+(1-B)xP (2)

LY’straffic-weightvaluewould-beincreasedto_0.005,
link L2’s traffic _weight value_-would_be_decreasedtg_________

   

valuewouldbedecreasedto

 B. Use ofa DNSProxy to Transparently Create
VirtualPrivateNetworks
 

whereB is a parameter such that 0<=6<=1 that dctermines the
dampingrate ofP. 60

A secondimprovement concerns the automatic creation of
a virtual private network (VPN) in response to a domain-
nameserver look-up function.
 

Equation 2 will ‘increase the traffic weight tto SS during   
tial fashion.

Conventional Domain NameServers (PNSs) provide a
computer oorhost. For example, whenaacomputer user types in 

A detailed example will now‘be provided with reference to  
nicates with a second computer 2402 through two routers

 

thewebname*Yahoo.com,”the ususer’sswebbrowser transmits
P addressvetis returned to the user’s browser‘andthen used 

2403 and 2404. Each router is coupled to the other router by the browserfo contactthe destination website. 
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This conventional schemeis showniin FIG. 25. A user’s
38

requesting that a virtual private network be created between 

user computer 2601 and secure target site -2604.In one 

DNS REQis made (throughP rotoeal stack 2505) to a‘DNS
2502 to» look up the IP address associated withthe name.The
2504, whichiiss then able torusee the IP address to communicate
with the host 2503 through separate transactions such as

 

  

communication. Then, gatekeeper 2603 communicates these
to user computer 2601. Thereafter, DNS Proxy 2610returns gatekeeper (this address could be different from the actual
target computer) 2604,preferably using a secure administra- 

PAGE REQ and PAGE RESP.
In the conventional architecture shownin FIG.25, nefari-

ouslisteners on the Internet could interceptthe DNS REQ and

tive VPN,The addressthat is returned need not be the actual

address of the destination computer.
Had the user requested lookup of a non-secure web sile
 

DNSRESPpackets and thus learn what IP addresses the user

‘was contacting. ior examp’e, if a user wanted To set up aa
such as site 2611, DNS proxy would merely pass through to
conventional DNSserver 2609 the look-up request, which 

“Target.com,” when the 1user’s browser contacteda DNS to
find the IP address for that web site, the true IP address ofthat

 wouldbe handled in a conventional manner, returning the IP
address ofnon-secure web site 2611.Ifthe user had requested
lookup of a secure web site but lacked credentials to create 

 
   

web sitefe wouldbe revealed ©overr the Internet as5 part ofthe

One conventional schemethat provides securevirtual pri-

vatenetworks over the Internet provides ththeDNSserver with

  
 such a connection, DNS Proxy 2610 wourd treturn a “host
 with different Took.“upresults,

Gatekeeper 2603 can be implemented on a separate com- 

public keys ofa host that ‘the hostiis to communicate with so
puter (as showninFIG.26)or as a function within modified
DNS server 2602-In general, it is anticipated that gatekeepe

 

that the host can set up a VPN without having the user enter
the public key ofthe destination host. One implementation of
this standard is presently being developed as part of the
FreeS/WAN project(RFC 2535).

needed to communicate securely, such as using “hopped” IP

addresses. Secure hosts such as. site 2604 aare assumed to be
  

The conventional scheme suffers from certain drawbacks.
&, any Use erforma quest. Moreover,

DNSrequests resolve to the samevaluefor all users.
Accordingto certain aspects ofthe invention, a specialized

 

Itwill be appreciated that the functions ofDNS proxy 2610
and DNSserver 2609 canbe combinedinto a single server for
convenience. Moreover, although element 2602 is shown as 

 

 

DNS server traps DNS requests and,ifthe request is from a made to operate independently.
 

FIG. 27 showssteps that can be executed by DNS proxy
 

address of thetargetnode, but insteadautomatically setsupa server 2610 to handle requests for DNS look-up for secure 

 

vireala private network’betweenthe target ncnode andtheuser.
 

target host. In step 2702, a check is made to determine
whether accessto a secure host was requested. Ifnot, then in 

such that the true identity of the two nodes cannot be deter-

mined even if packets during the communication are inter-
step 2703 the DNS request is passed to conventional DNS

server 2609, which looksuptheIPaddressofthetargetsite
and returnsit to the user’s application for further processing.
 

In step 2702, if access to a secure host was requested, then
 

transparently “passes through”the request to provide a nor-
mal look-up function and return the IP address of the targct
webserver, providedthat the requesting host has permissions
to resolve unsecuredsites. Different users who make an iden-

tical DNS request could be provided with different results.

45 in step 2704 a further check is made to determine whetherthe
user is authorized to connectto the secure host. Such a check

can be made with reference to an internally stored list of
authorized IP addresses, or can be made by communicating
with gatekeeper 2603 (e.g., over an “administrative” VPN 

  FIG. 26 shows a system employingvarious principles sum-
tional clicnt (c.g., a web browser) 2605 and an IP protocol
stack 2606 that preferably operates in accordance with an IP

that iisSecure). Ttwillbeappreciatedthadidifferentlevels of
For example, some sites may be designated as5 having a cer-
tain security level, and the security level ofthe user requesting 

hopping function 2607 as outlined above. A modifiedDNS 

interposed between the modified DNS server and a secure
targetstsite> 2704. An“unsecure”suet site 2611 is also acces-
all DNS lookup functions from tient 2605 and determines
whetheraccess toa securesitehas been requested. Ifaccess to

a secure site has been requested (as determined, for example,
by reference to an internal

table of such sites), DNS proxy 2610 determines whether the
userhas sufficient security privileges to accessthesite. If'so,

 

accessmustmatchthatsecurity tevet The user’s security   
  

has sufficient privileges.
Ifthe useris not authorizedtto access the securesite, then a 
 

VPN is established betweenthe 1user’s5 computer ‘and the
securetargetsite. As described above,this is preferably done
by allocating a hopping regime that will be carried outbetween the user’s compute:

preferably performed transparently to the user(i.e., the user
need not be involvedincreating the securelink). As described  

DNS proxy 2610 transmits a message to gatekeeper 2603

 

in variousembodiments of this application, any of various
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fieldscan be popped” iSB-, IP source/destination addresses;
 

(SP)2808 through a Jow bandwidth Tink (LOWBW), andis
 

gatekeeper 2603, suchch thatithandles allrequestatato connect to this architecture, ‘the ISPis-abletto support a high bandwidth
secure sites. In this embodiment, DNS proxy 2610 commu- 5 to the internet, but a much lower bandwidth lo the edge router 

nicates with gatekeeper 2603 to determine (preferably over a
2802. 

securere administrative@ VPN) whether thewuser has ACCESS TO A

Scenario #1: Client has permission to accesss target com-
puter, and gatekeeper has a rulc to make a VPNfor the client.
In this scenario, the client’s DNS request would he received
by the DNSproxy server 2610, which would forward the
request to gatekeeper 2603. The gatekeeper would establish a

VPN’between the client andthe requested target. the gate-
DNS proxy,7, Which would thenreturn the resolved name as a
result. The resolved address can be transmitted back to the

10

15

Suppose thatacomputer backerissable |to transmit aa large
 

computer 2801 would be able 0 quickly 16) ect the packets
since they would notfall within the acceptance window per-
mitted by the IP address hopping scheme. However, because
the packets must travel across low bandwidth link LOW BW,
the packets overwhelm the lower bandwidth link before they

are received by host compute 2801. Consequent'y.the Tink’to80
 

can1 be discarded.
According to one inventive improvement, a “link guard” 

client in a secure administrative VPN.
 

function 2805is insertedinto the high”bandwidth node (eg.,   
would forward the request to gatekeeper 2603. The gate-
seeper would reject the request, informing DNSproxyserver

 

cally authenticated to determine whetherit tatoo toaaVPN.
If it is not a valid VPN packet, the packetiis discarded at the 

2610that it wasis unable tofindthesareet computer The DNS
25

high'bbandwidth node. Ifte packet isS authenticatedas  
Scenario #3: Client has permission to connect using a

normal non-VPNlink,andthe gatekeeper doesnothavearule
a lower quality of service(e.g., lowerpriority).

In one embodiment, the ISP distinguishes between VPN

 
 

to setup a VPNforthe clientto the targetsite. In this scenario, 30 and non-VPNpacketsusing the protocolofthe packet. In the
the client’s DNS request is received by DNS proxy server case of IPSEC [rfc 2401], the packets have IP protocols 420
2610, which would checkits rules and determine that no VPN and 421. In the case of the TARP VPN,the packets will have
is needed. Gatekeeper 2603 would then inform the DNS an IP protocol that is not yet defined. The ISP’s link guard,
proxy server to forward the request to conventional DNS 2805, maintainsa table ofvalidVPNs whichit usesto validate
server 2609, which would resolve the request and return the 35 whether VPN packets are cryptographically valid.
result to the DNS proxy server and then back to the client. According to one embodiment, packets that do not fall

Scenario #4: Client does not have permissionto establish a within any hop windowsused by oodeson the low-bandwidth 

normal/non-VPNTink, and the seetetaredoes notnt have a see duke thie eeepeideeccrorheTejec ed, or are sen
scenario, theDNS proxy :server
DNSrequest and forward it to gatekeeper:2603, Gatekeeper
2603 would determine that no special VPN was needed, but

 

  bandwidth node, such that both the higgh--bandwidth andid low.
bandwidth nodes track hopped packets (e.g., the high-band- 

that the clientis nott authorized to communicate with non-

the client.

width node movesitss hopping wwindow aias valid packets arare
 crspocketsaretransmitted withlow-bandwidth tink.

Thus, for example, ISP 2903 maintains a copy 2910 ofthe 
C. Large Link to SmallLink Bandwidth

Management

Onefeature ofthebasic architectures the ability to prevent
so-called “denial of service” attacks that can occur if a com-

puter hacker floods a knownInternet node withpackets, thus
preventing the node from communicating with other nodes.
Because IP addressesorotherfields are “hopped” and packets

50

receive table used by host computer 2901. Incoming packets
that do notfall within this receive table are discarded. Accord-

ing to a different embodiment,link guard 2805 validates each
VPN packet using a keyed hashed message authentication
code (HMAC)[rfc 2104]. According to another embodiment,
separate VPNs(using, for example, hopblocks) can be estab-
lished for communicating between the low-bandwidth node

_and the high-bandwidth node (i.e., packets arriving at the 

arriving Wi invalid esses , internet figbandwidth node aare converted i‘into different packets OO
   

Ina system in which a computer is coupled through a link
having a limited bandwidth (e.g., an edge router) to a node

60 computer 2900 is communicating with a second host com-
puter 2902 over the Internet, and the path includes a high 

that can support a much higher-bandwidthTtTink€.g, an Inter- 

tafirst‘hostcom,sputer 2801iis communicatingwithaa
second host computer 2804 using the IP address hopping
principles described above.Thefirst host computer is coupled 

through an edge router 2802toan InternetServiceProvider

65

  

bandwidth ink HIGHBWfo an ISP2901 and a low band- 
 

computer 2900 and second host computer 2902 would
exchange hopblocks(or a hopblock algorithm) and would be
able to create matching transmit and receive tables 2905, 
2906, 2912 and 2913 Then in accordance with thebasic
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ing seemingly random Pssourceand destination addresses,
and each would movea corresponding hopping windowin its

  
tables—until_aSYNC-REQ is received_on_hopped_address
CKPT_N i i

a new CKPT_Nuntil an appropriate interval after previous
 

receive table as valid packets were received. checkpoints. 

goglasethatanat a nefarious computer:hacker 2903was ableto
10.200for thesakeof‘aipliity) are

being transmitted to ISP 2901, and that these packets are

Supposea recciver wished to restrict_ reception from a  
50_packets_A

compliant transmitter would not issuenew SYNC_REQ mes-
 

being forwarded over a low-bandwidth link. Hacker com-
puter 2903 could thus “flood” packets having addresses fall-
ing into the range 100 to 200, expecting that they would be
forwarded along low bandwidth link LOW BW, thus causing
the low bandwidth link to become overwhelmed. Thefast

packetreject mechanism infirst host computer3000 would be
oflittle use in rejecting these packets, since the low band-
width link was effectively jammed before the packets could

sages morc oftcn than every 0.5 seconds. The receiver could
delay a non-compliant transmitter from synchronizing by
delaying the issuance of CKPT_Nfor 0.5 secondafterthelast
SYNC_REQwasaccepted.

In general, if M receivers need to restrict N Wansmitters
issuing new SYNC_REQ messages after every W messages
to sending R messages a second in aggregate, each receiver

could defer issuing anew CKPT_N until MxNxW/R seconds
 

be rejected. Tn accordance with one aspect of the improve- 

ki uld e

packets or given a lower quality ofservice> than VPN traffic

 
have elapsed since the last SYNC.REQ has been received

 
discarded by thetreceiver, After this, the transmitter will rere- 

over the lower bandwidth link. A denial-of-service flood
issue the SYNC_REQ every T1 seconds until it receives a
 

attack could, however, still Giaraprtnon-“VPNtraffic.
and thus translates packets arriving at the ISP into packets |

SYNC_ACK. The rocciver will eventually ope CKPT _N
 

stop until it 3is compliant, If the transmitter exceeds the 
having a diffcrent IP header before they are transmitted to allowed rate bya little, it will eventually stop after several
  

host computer 2900.The cryptographic Keys used to authen-
ticate VPN packets at the link guard 2911 and the crypto-
graphic keys used to encrypt and decrypt the VPN packetsat
host 2902 and host 2901 can bedifferent, so that link guard
2911 doesnot have accessto the private host data; it only has
the capability to authenticate those packets.

According to yet a third embodiment, the low-bandwidth

rounds of delayed synchronization untilit is in compliance.
Hacking thetransmitter’s code to not shut offonly permits the
transmitter to lose the acceptance window.In this case it can
recover the window and proceed only after it is compliant
again.

Twopractical issues should be considered when imple-
menting the above scheme:
 

node can transmit a special message to the high--bandwidth 1. The receiver rate should be slightly higher than the 

lown all transmissions on a on

prevent a hacker from flooding packets using a single IP

permittedrerate in order 10 allowfforr statisticalfluctuations iTi
 

fora periodafter a SYNC_REQiis transmitted, the algorithm 
address. According to yet a fourth embodiment, the high-

40
above can artificially reduce the transmitter’s bandwidth. If
 

bandwidth node can be configured to discard packets trans-
 

 forany givenIP
events prevent a compliant transmitter fromSynchronizing
SYNC_ACK) aSYNC_REO_willbeaccepted laterthan
 

address; this would allow hopped packets to go through. In
this respect, link guard 2911 can be used to detect that the rate

expected. Afier this, the transmitter will transmit fewer than
expected messages before encountering the next checkpoint.
 

of packetsorona Biven 1P address are exceeding athreshold
be droppedoor‘transmitted ata lower puiorily (e.g.5 delayed).

D.Traffic Limiter

In a system in which multiple nodes are communicating
using “hopping” technology, a treasonous insider could inter-

50

The nyneww checkpoint will not have been activated and the
 

 
appear to the receiver as if the transmitter is not compliant.
Therefore, the next checkpoint will be accepted late from the
transmitter’s perspective. This has the effect of reducing the
transmitter’s allowed packet rate until the transmitter trans-
mits at a packet rate below the agreeduponrate for a period oftime. 

‘To guard againstthis, the receiver shouldkeep track ofthe  

involves_setting_up—ss—times—that the last -C_SYNE_REQs_were teceived-and

can impose a bandwidth limitation on each packet sender.

possibility,oneinventiveimprovement
“contracts” between nodesin the system,suchthat a receiver accepted and use the minimum of MxNxW/R seconds after 

One technique for doing this is to delay acceptance of a
the last SYNC_REQhasbeen received and accepted, 2xMx
NxW/R secondsafter next to the last SYNC_REQ has been
 

 
checkpoint synchronization request frfrom aa sender until a received and accepted, CXMxNxW/R seconds after (C-1)” 

window moves by delaying “SYNC ACK” responses to
“SYNC_REQ”messages.

Bach toto the tast SYNCREQ as been receivedasthetime to
priately limitingthe itter’
ofthe last C SYNC_REQswasprocessed onthefirst attempt.
 

A simple modification to the checkpoint synchronizer will 

serve tO Protect ¢a receiverr from accidental[ordeliberate over-
FIG. 30 shows a system employing the above-described
 

65principes- inFIG. 30, twoComputers 3000 and 3001 are
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hoppedIP addresses, discriminatorvalues,etc.). For the sake
ofsimplicity, computer 3000 will be referred to as the receiy-

44

log-onandlog-off(andrequires only minimally sized tables),
and a transport server that contains larger hopping tables for
 

ing computer and computer 3001 will be referred to as the the users. The signaling server listens for the millions of 

full duplex operation is of
course‘contemplated. Moreover, although only a single trans-
mitter is shown, multiple transmitters can transmitto recciver

known users and performs a fast-packetreject of other (bo-
gus) packets. When a packet is reccived from a knownuser,
the signaling server activates a virtual private link (VPL)
 

address ppairs that will be accepted‘when appearingitin incom-
ing data packets. Transmitting computer 3001maintains a

3000. (For the sake of iNtustration, windowWiisalso illus-

ra 0

between the userr and the transport sserver, Where hopping
 

tablesfor communicatingwiththe transport server, thusacti-
vating the VPL. The VPLs|cann be torn down when they
 

to allowuserr logonand log-off c:cann be accomplished1using a 
trated with referenceto transmit table 3003). As transmitting
computer moves through its table, it will eventually generate

a request to receiver 3000 to synchronize the receive table

15
specialized version of the checkpoint scheme described
above.

aSYNC_REOmessageasillustrated in function 3010.Thisis FIG, 31 shows a system employing certain of the above-
described principles. In FIG. 31, a signaling server 3101 and
 

3002, from which transmitter 3001 expects a responsein the a transport server 3102 communicate over a link. Signaling  

formofaCKPT_N(included as part ofa SYNC_ACK mes-
sage). If transmitting computer 3001 transmits more mes-
sages than its allotment, it will prematurely generate the

20
server 3101 contains a large numberof small tables 3106 and
3107 that contain enough information to authenticate a com-
munication request with one or more clients 3103 and 3104.
 

S Y NC—REQ message. agit has been altered toto remove the
ets that fall outside of window W, and the extra» packets
generated bytrtransmitter 3001 will be discarded),

C REOnmessageiisis received,as illustrated iinvEIG. 30. In step 30

As described in more detail below, these small tables may
  

server 3102, which iis preferably a separate computer in com-
munication with signaling server 3101, contains a smaller
 

 
puters. 

3004, receiving computer 3000 receives the SYNC_REQ
message.In step 3005, a check is made to determine whether

step 3007, a check is made to determine whether the SYN-

According to one embodiment, a client that has previously

registered with the system (.g., Via a system administrationor some other
  

method) transmits a request for information from a computer
 

C_REQ received from transmitter 3001 was received at a rate isg., a website). In one variation, the request is made using,
 

that exceeds the allowable rate RGe., the periodbenweenthe. e

constant, or it can be made tofluctuate as desired. If the rate
a “hopped” packet, such that signaling server 3101 will euchas hacker computer 3105, An “administrative” VPN can 

exceeds R, then in step 3008 the next activation of the next be established between all of the clients and the signaling  

CRPTIN hopping tableenlty is delayed by W/R seconds
Otherwise, if theTate has.not ‘been exceeded, then in step

40
server in orderto ensuree that av hacker cannot flood signaling
 provided below. 

3109thennext CRPTN value iss calculated and insertedinto
the ‘SYNC.“REQiinthe normalsmanner.

Signaling s¢server3101 receives the request 3111 and usesit
 

to"allocate a hopping table (or hopping"algorithmor other
regime) for the purpose of creating a VPN with client 3103. 

E, Signaling Synchronize: 

Ina system in which a large number ofusers communicate
with a central node using secure hopping technology, a large

amount of memory must be set asidefor hopping tables and
subscribers toaweb sisite occasionally communicate‘with the

 parameters to client 3103via» path 3114, preferablyin
encrypted form.

Thereafter, Client 3103 communicates with transport above. It will be“appreciated that although signaling scrver 
website, the site must maintain one million hopping tables, -3101 and transport server 3102 areillustrated as being two
 

thus Using Up valuable computerresources, even though only
a small percentage of the users may actually be using the
system at any one time. A desirable solution would be a

separate computers,they could of course be combinedinto a
single computer and their functions performedonthe single
computer. Alternatively, it is possible to partition the func-
 

system that permits a certain maximum numberof simulta- tions shown in FIG. 31 differently from as shown without 

meas Tinks tobemaintained, but which’ would “recognize”
out ofa» population of2a million registered users, a2 fow thou.
sand at a time could simultaneously communicate with 2a   

departing *from theiinventive principles. signaling seserver3101needod only maintaina small amount of
information ona large number ofpotential users, yet itretains 

a signaling server that performs session initiation for user

  userssuch as_hacker computer. 3105. Larger data tableso perform the hoppi

ate instcad maintained in a transport server 3102, and a
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smaller number of these tablesaareneeded since they areonly correspond to the client’ s receiver side CKPT_R and
for a certain time period (e.g., one, hour), the VPN cican be load,
automatically torn downbytransport server 3102 orsignaling6.Whenthe serverreceives a SYNC_REQ onits CKPT_O,

server3101.5 i i i i =
A more detailed description will now be provided regard- the client’s receiver side CKPT_R andtransmits a SYN-

ing how a special case of the checkpoint synchronization C_ACK containing CKPT_!Oin its payload.feature_can_be_used_to_implement_the-s ¢ C 
  

described above. Reading from toptobottom, the client sendsdata to the server
The signaling synchronizer may be required to support 10 using its transmitter side CKPT_N.Theclient side transmitter

many (millions) of standing, low bandwidth connections. It is turned off and a retry timer is tumed off. The transmitter
therefore should minimize per-VPL memory usage while will not transmit messagesas long as the transmitter is turned

providingflthe security offered by eeetechnology.Tn off,“The client side transmitter then toads CKPTNiinto

  

  

 
  

schematically as‘element 3106 iinn FIG. 31. serverside transmitter and transmits ta1 SYNC_ACK<contain-
The meaning andbehaviors ofCKPT_N, CKPT_O and ing the server side receiver’s CKPT_Othe server. The SYN-

CKPT_R remain the same from the previous description, 20 C_ACKis successfully received at the client. The client sideexcept that CKP'T_N can receive a combined data and SYN- receiver’s CKPTK is updated, the transmitter is turned on

Cc“REQ message or aSYNC_REQ messagewithou!the data. and the retry timer is killed. The client side transmitter is

  

 

 
“outof“band:” For cranaple.a client canin logintoaaweb seserver reiry timeristuned olf, The transmitter will not transmit 
to establish an account over the Internet. The client will messages as long as the transmitter is turned off. Theclient 

receive keysetc encrypted overthe Internet. Meanwhile, the side transmitter then loads CKPT_N into CKPT_O and
server will set up the signaling VPN on the signaling server. updates CKPT_N.This messageis lost. The client side timer

Assuming thata‘client application wishes to sendapacket 30 expiresandasaa result a SYNC.aosis transmitted on the
 

on the iinner header usinggthe transmitter’S CKPT.N SYNC"REQiissycesflly receivedat theserver, It eyaahio.
noting CKPT.O. Messages can be one of three types: 35 and enerates ¢anew‘CKPTON, it generatesaan new CKPT_R
DATA, SYNCREQ and SYNC_ACK.In the normal in the server side transmitterand transmits a SYNC_ACK.

 
 
 

 identifying each messagee type 2asspart ofthe ‘encrypted SYNC ACKiis; successfully receivedzat theSolient, The client
innerr header field. In this algorithm, it is important, to side receiver'ss CKPT_)Riis updated, thettransmitteriss turned naliing’synchronizersince the data andthe SYNC.“REQ readytto transmit a new data message. 
come in on thesamee address. There aare numerous other :scenarioshat follow this flow. it verifies the message and passes itup the stack. The wouldcontinue to re-sendthe SYNC“REQ until the receiver
message can be verified by checking message type and 45 synchronizes and responds.

 

u a-chent tobe

theiinner header It replaces its CKPT..O with CKPT1N auhenticated at signalingserver3204 while maintaining the
and generates the next CKPT_N.It updatesits transmit- ayofsignaling serverS201 to quickly resect invalid pack:ter-side g

CKPT_R to correspond to the client’s receiver side 50 various embodiments, the signaling synchronizeris really a
CKPT_Randtransmits a SYNC_ACKcontaining CKPT_O derivative ofthe synchronizer. It providesthe sameprotection

 
 

  
  

  

 

3. Whenthe client side receiver receives a SYNC_ACK on low bandwidth connections.

its CKPT_R witha payload matching its transmitterside Wwe claim:
 

   
 

tured on and the receiver side CKPT.Riis“updated. if domain 1name serverxr (DNS) ‘proxy module that intercepts
the SYNC_ACK’ s payload doés not match the transmut- DWNS requests sent by a client and, for each interceptedDNS
ter side CKPT_O or the transmitter is on, the SYN- request, performsthesteps of:
C_ACKis simply discarded, (i) determining whetherthe intercepted DNS request cor-

 

 

4. q expires:i the transmitter is off and the cheat"S60 _tesponds to a secure server;

   
5, Whentheserverreceives a SYNC_REQ onits CKPT_N, 65 (iti) whenthe intercepted DNS request corresponds to a 

it replaces its CKPT_O with CKPT_Nandgeneratesthe secure server, automatically initiating an encrypted
next CKPT_N.It updates its transmitter side CKPT_Rto channel between the client and the secure server.
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2. The data processingdevice ofclaim 1, wherein step (iii)

154-B2

48

_ 9. The computer readable medium of claim 8, wherein step 

(a) determining whether the clientis authorized to access

 

(c) whenthe client is not authorized to access the secure 
and>

(b) whenthe client is authorized to access the secure server, 5 
sending-a-request-to-the-secure-server-to-establish_-an10-1
encrypted channel between the secure server and the
client.

3. The data processing device of claim 2, whercin step (iii)

further comprises|the step of: 10   
server, renaming a host inknown errorT message 10 the
client.

4. The data processing device ofclaim 3, wherein the client
comprises a web browser into which a user enters a URL

resulting3in the DNs request.Gata  

 

 
server, tetumtingahostunknownerrormessage fo theclient.

  
, whereinthe

client comprises a web browser into which a user enters a
URL resulting in the DNS request.

11. The computer readable medium of claim 7; wherein

aniomaticaly initiating the encrypted channel between thep and e

address hopping scheme between the client and the 5secure
server.

12. The computer readable medium of claim 7, wherein
automatically initiating the encrypted channel between the

client andthe secure serveravoids sending a true IP address of 
13. A computer readable medium storing a domain name

server_(DNS)module—comprised_of computer—readable
 

 matically initiating the encrypted channel between the client
and the secure server avoids sending a tric IP address ofthe
secure server to the client.

 

instructions that, when executed, cause a data processing 
Gi) determining whetheraa DNSrequest sent by a client

corresponds to 4 secure server,
(ii) when the DNS request does not correspond to a secure 
 

  

 

7. A computer readable medium storing a domain name 25 server, forwarding theDNSrequesttoaDNSfonction
server (DNS)proxy module comprised ofcomputer readable that returns an JP address of a nonsecure computer; and
instructions that, when executed, cause a dala processing (Citi)when
device to perform the steps of: secure server, automatically creating a secure channel

(i) intercepting a DNS request sentby a client; between the client and the secure server.
(ii) determining whether the intercepted DNS request cor- 30 14. The computer readable medium of claim 13, wherein 
_fesbonds to a secureserver; step ii) comprisestthe ses of
  
Ghwhe D erce e

secure server,;, automatically initiating an encrypted
channelbetween the client anc the secure serv

8. The computer readable medium ofclaim 7, wherein step

 

 
 15.The computer readable medium of claim 14, wherein 

(c) whentheclientis not authorized to access the secure 
iv) comprise of

(a) determining whethertheclient is authorized to access

40

 
5 anc

(b) when the clientis authorized to access the secure server,
sending a request to the secure sewerto establish an
encrypted channel between the secure sewer and the 45
client.

 
the client comprises a web browserintoo whichaa user enters 2a
URLresulting in the DNS request.
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AGILE NE T WORK PRO yOcor FOR hahaa The target server only sees the address of the outside‘roxy.
  

CROSS-REFERENCE TO RELATED 5 important limitation ofproxy servers is that the server knows
 

APPLICATIONS the identities of both calling and called parties. In many 

instances, an originating terminal, such as terminal A, would 

nowWU.Ss. Pat. No. 1,418,504, whichisisa continuation‘ofU.S.
application Ser. No. 09/558,210, filed Apr. 26, 2000, now
abandoned, which in turn is a continuation-in-part of previ-
ously-filed U.S. application Ser. No. 09/504,783, filedonFeb.
15, 2000, now U.S.Pat. No. 6,502,135, issued Dec. 31, 2002,
which in tum claimspriority from and is a continuation-in- 15 multiple target servers. It is difficult to tell which of the
part patent application of previously-filed U.S. application
Ser. No. 09/429,643, filed on Oct. 29, 1999, now US.Pat. No
7,010,604, issued Mar. 07, 2006. The subject matter of U.S.

 
10 provider (ISP).

To defeattraffic analysis, a scheme called Chaum’s mixes
employs a proxy server that transmits and receives fixed
lengthmessages, including dummy messages. Multiple origi-
nating terminals are connected through a mix (a server) to

originating terminals are communicating to which ofthe con-
nected target servers, and the dummy messages confuse
eavesdroppers’ efforts to detect communicating pairs by ana- 

application Ser. No. 09/429,643, now U.S. Pat. No. 7,010,
 lyzing traffic. A drawback is that there is a risk that the mix 

604, whichispod’y ineorporatedherein derives from pro- 20 server could be compromised. Onewayto dealwiththis risk “ > + >

cation |is also related to U:S. application Ser. No. 09/558,209,
filed Apr. 26, 2000, now abandoned, and which is incorpo-

 

istospreadthetrustamong multiple mixes Honemix is minals may remain conccaled, This strategy requires anum-
ber ofalternative mixcs so that the intermediate servers inter- 

rated by reference herein. 25 posedbetween the originating;and farget terminals are not
 

—__BACKGROUNDOFTHE 

A tremendousvariety ofmethods have been proposed and

 
encryptedaddresses. The first mmix ina‘sequence candecrypt
only the outer layer of the message to reveal the next desti- 

implementedto provide security and anonymity for commu- 30 nation mix in sequence. The second mix can decrypt the
nications overthe Internet. The variety stems, inpart, fromthe
different needs of different Internet users. A basic heuristic

frameworkto aid in discussing these different security tech-
niquesis illustrated in FIG. 1. Two terminals, an originating

message to reveal the next mix and so on. Thetarget server
receives the message and,optionally, a multi-layer encrypted
payload containing return information to send data back in
the same fashion. The only way to defeat such a mix scheme

terminal 100 and a destination terminal 110 are in communi- 35 is to collude among mixes.Ifthe packetsare all fixed-length
cation over the Internet. It is desired for the communications and intermixed with dummy packets, there is no way to do
 

to be secure, that is, immune to eavesdropping. For example, any kind oftraffic analysis. 

‘terminal100 may transmit secret information to ‘tenminal110

munication with terminal 110. For example, ifterminal 100 is
a user and terminal 110 hosts a website, terminal 100’s user

Stitt another anonymity Technique, called “crowds,”_ Bro-
 

belong to groups ofproxies called crowds."The crowd proxies
are interposed betweenoriginating andtarget terminals. Each 

may not wantit anyone in the intervening networks to know proxy through which the message isis sent is randomly chosen
  

market research interests private and thus would prefer to
prevent outsiders from knowing which web-sites or other

 

“crowd”or to the destination. Thus, even crowd members

cannot determine if a preceding proxyis the originator ofthe 

Internet resources they are “visiting.” These two security messageor if it was simply passed from another proxy. 

issues may becalled datasecurity and anonymity, respec- ZKS (Zero-Knowledge Systems) Anonymous IPProtocot
tively. so allowsusers to select up to anyoffive different pseudonyms,

Data security is usually tackled using some form of data
encryption. An encryption key 48 is knownat both the origi-
nating and terminating terminals 100 and 110. The keys may
beprivate and public at the originating and destination termi-
nals 100 and 110, respectively or they may be symmetrical 55

while desktop software encrypts outgoingtraffic and wrapsit
in User Datagram Protocol (UDP)packets. Thefirst server in
a 2+-hop system gets the UDP packets, strips offone layer of
encryption to add another, then sends thetraffic to the next
server, which strips off yet another layer of encryption and 

Keys ressamee keyiss usedby bothParties&to emery and
To hide traffic from a local administrator or ISP, a user can

employ a local proxy server in communicating over an 60

adds anew one. Thevuseris permiftedtoto controlthenomberof
 ableIP address. Th iquei ion-

method can be defeated using traffic analysis. For a simple
example, bursts ofpackets from a user during low-duty peri-

 

 

encrypted channel with an outside proxy suchthatthe local ods can revealthe identities of sender and receiver. 

intermediate server interposedbetween client and destination 65
 

all access to the LAN must pass. Firewalls are centralized 
server. The destination server sees only the Internet Protocol systems that require administrative overhead to maintain. 

(IP)address ofthe proxyserver and nottheoriginatingclient. They can be compromisedby virtual-machine applications 
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sectrity breaches for example by users sending sensitive
informationto servers outside the firewall or encouraging use

 
encryptioninn the ‘TARP packet that can only be unlocked
using a session key. The session keyis not available to any of 

ofmodems to sidestep the firewall security. Firewalls are not the intervening TARP routers. The ssessionn key is used to 

SUMMARYOF THE INVENTION

  
Communication may be madeprivate using link and ses-

sion keys, which in turn may beshared and used accordingto
 

any desired method. For example, public/privatekeys or sym~ 

A secure mechanism for communicating over the internet,
including a protocolreferred to as the TunneledAgile Routing
Protocol (TARP), uses a unique two-layer encryption format
and special TARP routers. TARP routers are similar in func-
tion to regular IP routers. Each TARProuter has one or more
IP addresses and uses normal IP protocol to send IP packet
messages (‘packets” or “datagrams”). The IP packets

metric Keys may be used.
To transmit a data stream, a TARP originating terminal

constructs a series ofTARP packets from a series of IP pack-
ets generated by a network (IP) layer process. (Note that the
terms “network layer,” “data link layer,” “application layer,”
etc. used in this specification correspondto the Open Systems
Interconnection (OS]) network terminology.) The payloads 

exchangedbetween TTARPP terminals via TARP routers are
“clear” or “outside” 1P header attached to TARPenormaar
contains only the address of a next hop router or destination

oftheseSe packets aare assembled iinto aa block and chain-block
  

The blockis then interleaved and the interleaved encrypted
block is broken into a series ofpayloads, one for each TARP 

server. Thatis, instead of indicating a final destination in the packet to be generated. SpecialTARP headers IP; are then  

destinationfield‘of the1P ‘neader; theTARY packet'sIP
vi

indication from an intercepted TARPpacket of the true des-

 P he ders ort customizedin some wa'y. Th ‘should contain.a
formula or data for deinterleaving the data at the destination 

tination of the TARP packet since the destination could TARP terminal, a time-to-live (TTL) parameter to indicate 

always be next-hop TARP router as well as the final destina-
tion: thenumberorhops suitt to beexecua data type identififfer 

EachTARP packet’s true destination is concealed behind a
layer ofencryption generatedusing a link key. The link key is
the encryption key used for encrypted communication
between the hops intervening, between an originating TARP
terminal anda destination [ARPterminal. Hach TARP router

canremove the outeror layer ¢of encryption tcto reveal the desti-

TCP¢or UDP data, the sender’ ss TARP address,the.destination
TARPaddress, and an indicator as to whether the packet
containsreal or decoy data or a formula forfiltering out decoy
data if decoy data is spread in some way through the TARP
payload data.

Note that although clchain-blockSe is discussed   
packet, a receiving"g TARPorroutingterminalmay identify the
transmitting terminal by the sender/receiver IP numbersin the

may
method should be used that makes unauthorized decryption
difficult without an entire result of the encryption process. 

cleartext IP header.

analysis. The hops may be chosen at random or by a fixed

40
Thus, by separating tne encrypted |block among multiple

 

  
Decoy or dummy data ccan‘be added toa stream 10 help foil 

value. As a result, each TARP packet may make randomtrips
45

traffic analysis by reducing the peak-to-averagenetwork load. 

among a number of geographically disparate70routersws before

each trip is‘independently randomly determined. Thisfeature
is called agile routing. The fact that different packets take
different routes provides distinct advantages by making it
difficult for an interloperto obtain all the packets forming an

entire multi-packet message. The associated advantages have
to do with the jinner layer of( encrypriondiscussed below.
this urpose;a feature thatensuress that:any message is broken
into multiple packets.

50

ttit may he desirable to0 provide the TARP Process with aan
 

municationbursts atatonee pointitin‘theInternet cannot be tied to
communication bursts at another point to reveal the commu-
nicating endpoints.

Dummy data also helps to break the data into a larger

number of inconspicuously-sized packets permitting the
interleave window size to be increased while maintaining a single standard size orr selected fromaa fixedrange>ofsSIZES.)
Oneprimary reason for desiring for each messageto be bro- 

The IP address of a TARP router can be changed, a feature 
ken into multiple packets is apparent ifa chain block encryp-
 

calledIP agility. Bach TARProuter|iH epen mtly 0 T 

is alalso defined. This address, called the TARP> address, iis
tionn scheme11susedTo feformm the firstst encryptionayer Priortoto OO
 

then interleaved into a number of.separate packets. Consid- 
knownonly to TARP routers and terminals and may becor- ering the agile IP routing of the packets, and the attendant 

related at any time by a TARP router ora TARP terminal using 
 

—_Seninalswhich in turn uplate‘their* respective LUTs.
difficulty of‘Teconstructing aan entire© sequence of{packets ¢to
 

anentire data stream.
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system. Because the encryption system described aboveis Further improvements described in this continuation-in-
insertable between the data link and networklayers, the pro- 5 part application include: (1) a load balancerthat distributes

cesses involvedin SUPPORTING|the encryptedcocommunication packets%ACTOSs different transmissionmn paths according 16

 
 

 
completely transparent to the data link layer processes as domain name inquiry; (3) a large-to-small Tink bandwidth 
well. Thus, no operationsat or above the Network layer, or at 10 managementfeature that prevents denial-of service attacks at
orbelow the datalink layer, are affectedby the insertion ofthe system chokepoints; (4) a traffic limiter thatregulates incom-
TARP stack. This providesadditional security to all processcs ing packets by limiting the rate at which a transmitter can be
at or above the network layer, since the difficulty ofunautho- synchronized with a receiver; and (5) a signaling synchro-
rized penetration of the network layer (by, for example, a nizer that allows a large number of nodes to communicate
hacker) is increased substantially. Even newly developed 15 witha central node by partitioning the communication func-
servers running at the session layer leaveall processes below tion between two separate entities.
the session layer vulnerable to attack. Note thatin this archi- Thepresent inventionprovides key technologies for imple-
tecture, security is distributed. That is, notebook computers mentingasecurevirtual Internetby using anewagilenetwork

 

 

 netinfrastructure "and interfaces with clientaa plications the 
can be done at regular intervals, at randomintervals, or pon same wayasthe existing Internet. The key technologies pro-
detection of “attacks.” The variation of IP addresses hinders vided by the present inventionthat support the secure virtual

 
 

traffic analysis that might reveal which computers are com- Internet include a “one-click” and“no-click”technique toto
 

tional to the rate at whichthe IP address of the host iis chang: new approach for interfacingspecific client applications onto
ing. the secure virtual Internet. According to the invention, the

As mentioned, IP addresses may be changedinresponse tto securedomainname serviceinterfaces withexisting applica-

 
 

 series ofmessages indicating thata rovler is being probed iin domain names and addresses.
some way. Upondetection of an attack, the TARP layer pro- According to one aspectofthe present invention, a user can
cess may respond to this event by changingits IP address. In conveniently establish a VPN using a “one-click” or a “no-
addition, it may create a subprocess that maintains the origi- click” technique without being required to enter user identi-
nal IP address and continuesinteracting with the attacker in 35 fication information, a password and/or an encryption key for
some manner. establishing a VPN. The advantagesofthe present invention  

Decoy packe’s may|be generatedbyeach TARPterminal are providedby aa methodfor establishing@'sa secure COMmMU=
 

of2a packet onaa random basis when ‘the tetminal is idle. 40 ment, a secure communication mode iis enabled at a first
Alternatively, the algorithm may be responsiveto time ofday computer without a userentering any cryptographic informa-
or detection oflow traffic to generate more decoy packets tion for establishing the securere communicationmode:ofccom-
during tow traffic times. Note thatpackets are preferably

 
 
  

 
______Sizedtosimulate real messages. In ‘addition, so© that decoy 45 tion‘mode of communication cann be enabled by. entering aa
packets may be inserted in normal TARP message streams, commandinto the first computer. Then, a secure communi-
 

the background loop may havea latch that makes it more cation link is established between the first computer and a

likely tto insertdecoy packetswhen aTiessage sstream is being second compurer over &ComputerTetwork based‘on ‘the
  

  received along with regularTARPpackets, thealgorithm may 50 ‘According to the invention, it is determined whether:a secure
increase the rate of dropping of decoy packets rather than communication software module is stored on the first com-
forwarding them. The result of dropping and generating puter in response to the step of enabling the secure commu-
decoy packets in this way is to make the apparent incoming nication mode ofcommunication. A predetermined computer
messagesize different from the apparent outgoing message network addressis then accessed for loading the secure com-

size to help foil traffic analysis. 55 municationn softwaremodule When the.software module iisnot
 

of IP addresses aare> preassigned to gach pair of commnunicat- cation link is a virtual private network communication link 
ing nodesin the network. Eachpair ofnodes agrees upon an over the computer network. Preferably, the virtual private

algorithm for “hopping” between IP addresses (both sending 60 networkcan be basedoninsertinginimto cach datata packetoneor
 

   
erlappingoor basedona computer network address hoppingregime‘that isis

“reusable” IP addresses may be allocated to different users on used to pseudorandomly change computer network addresses
the samesubnet, since each node merely verifies that a par- 65 or other data values in packets transmitted betweenthefirst

ticular packet includes a valid source/destination pair from 3 ie Secor
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a moving« window of valid values. Yet another. alternative
 

provides that the virtual private network can be based on a
 

comparison betweena discriminatorfield in each data packet
 

to a table ofvalid discriminator fields maintained for the first 5 

computer.

 
communicationlinkmodeofccomm i y,
the secure communication mode is automatically established
when a communication link is established over the computer
network.

The present invention also provides a computer system
having a communication link to a computer network, and a

display showing a nyperlink for establishinga virtual Private

 

FIG. 2 is an illustration of ssecure communications over the
Internet according to a an embodiment of the invention.

FIG. 3ais an illustration ofa process offorming a tunneled
IP packet according to an embodimentofthe invention.

FIG.36is an illustration ofa process offorming atunneled
IP packet according to another embodiment ofthe invention.

FIG.4 is an illustration of an1 OST layer |location of pro-
 

tunneled packet according toaan embodiment oftheiinvention. 

work, A non-standard top-level domain nameis then sent over FIG.6 is a flow chart illustrating a process for forming a
 

the virtual private network communication to a predeter- tunneled packet according to an embodimentofthe invention.
 

mined computer network address, such as a computer net- 
 

  

 
work address foraa secure° domainname service (SDNS).

standard top-“evel domain names. ‘The advantages ofthe

FIG.7is a flow chart illustrating a process forr receiving a
 

“FIG.9 shows 2an 1P address hopping scheme between a 
present invention are provided by a secure domain name client computer and TARP router using transmit and receive
 

service for a computer network that includes a Portal con- tables in each computer.
 domain name database conneoted to the computer network

through the portal. According to the invention, the portal
authenticates a query for a secure computer network address,
and the domain name database stores secure computer net-
work addresses for the computer network, Each secure com-

puter |network address is based 0on a non-standard top-level 35, Shet, snet, .sedu, smi

net Service Providers (ISPs) and a client computer.
FIG, 11 shows how multiple IP packets can be embedded

into a single “frame” such as an Ethernet frame, and further
shows the use of a discriminator field to camouflage true

 
packet recipients.

adie, 12A shows a system that employs hopped hardware
aria Opp: esses, and hopped discriminator 

 ing“application network traffic at the application ‘ayer of a hardware addresses, IP addresses, and discriminator fields in 
client computer so that the client application can securely 40 combination. 

communicate> with¢a servert protected byann agile network FIG. 13 Showsa technique fforautomatically fe-establish-
 

munication link between:a client computerandaa server com-
 

E1G. i4 shows:a “checkpoint” scheme for regainingsyn- 
puter over a computer network, such as the Internet. chronization between a sender andrecipient.
 

According to the invention, an information packet is sent FIG. 15 showsfurther details of the checkpoint scheme of  

comlechent compurer to theserver computer overthe
FIG14:

 isinsertediinto the oaylondportion ofthe packet at the appli-
cation layer of the client computer andis used for forming a
virtual private connection between the client computer and
the server computer. The modified information packet can be
sent throughafirewall before being sent over the computer

network to> the serverr computeraand by working0on top of

a plurality ofsegments for comparison with presence vectors,
FIG, 17 shows a storage array for a receiver’s active

addresses.

FIG. 18 showsthe receiver’s storage array after receiving a
syne request.

FIG. 19 shows the-receiver’s storage array after new 

 
packetis received ata kernel layer of anoperating system on sion paths.
 

the serverside.It is then determined at the kernel layer ofthe FIG. 21 showsa plurality of link transmission tables that
 

operating system on the host computer whetherthe informa- can be usedto route packets in the system of FIG. 20. 

t forming the
 

LAG.22.4 shows a flowchartforadjusting weight value  an1 information packet to the client computer that has been
modified at the kernel layer to containing virtual private con-

E1G. 28 shows.a flowchart for setting aa weight value to
zero if a transmitter turnsoff. 

nection informationin the payload portion ofthe reply infor-
 

FIG. 23 shows a system employing distributed transmis-
 

65 apaths with adjusted weight value distributions for each
 mation packet. Preferably, the informationpacketfromtheA the
 eeee an nah a URE pected infmatoa pack FAG2dshowsanxomplamingthagatemafhia2a 
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FIG, 25 shows a conventional domain-name look-up ser- (which may indicate the link key used) by the senderfield of 

with transparent VN creation.
 

clear IP header. Each TARP rouler, upon receiving aTARP 
FIG. 27 showssteps that can be carried out to implement

transparent VPNcreation based ona DNS look-up function.
prevents packet overloading ona low-bandwidth TinkLOW

5 message, determines if the message is a TARP message by

using, authenticationdata inthe TARP packet.This could be Alternatively, ‘TARP packets could be authenticated by 
BW. attempting to decrypt using the link key 146 and determining
 

FIG. 29 shows one embodiment ofa system employing the
principles of FIG. 28.

FIG. 30 shows a system that regulates packet transmission

10ifthe results are as expected. The former may have compu-
tational advantages because it does not involve a decryption
process. 

rates by throttling the rate at which synchronizations are Once the outer layer ofdecryption is completed by a TARP
 

performed. 
FIG, 31 -shows-4 1 a

server 3102 used to establish a VPNI with a client computer.
FIG. 32 shows messageflowsrelating to synchronization

 

router122-127, theTARP routerer determines the final desti- 
 TARP ‘packet 140 to undergoaa minimumn number ofhops to

help foil train analysis. The timeto live counter in the Ip
 

FIG.33.shows-asystem block diagram of a computer
 ber of TARP router
 

of the present invention is suitable for use.

FIG. 34 shows a flow diagram forr installing and establish-

hopsyet to be completed.HachTARP
etwork in whichthe“one-click”si c 20_ router then would decrement the counter and d ine fre

that whether it should forward the TARP packet 140 to

another TARP router 122-127 or to the destination TARP  network according to the present invention.
FIG. 35 shows a flow diagram for registering a secure

after decrementing foranexample ofusage, the’TARP)router
25 receiving the TARP packet 140 may forward the TARP packet
 

domain nameaccording to the present invention.
FIG, 36 shows a system block diagram of a computer

network in which a private connection according to the

140 to the destination TARP terminal 110. If the timetolive

counter is above zero after decrementing, for an example of
usage, the TARP router receiving the TARP packct 140 may
 

present invention can be configured to moreeasily traverse a forward the TARPpacket 140 to a TARP router 122-127 that
 

firewallbetween Twocomputernetworks.
private connection that jJs encapsulated using an existing net-
work protocol.

30 the «current ‘TARP terminal chooses atrandom. As a result,
 numberofhops ofARP routers 122-127 which are chosen at

random. 

Thus, each TARP packet, irrespectiveofthe traditional 

lat IP routers 128-132 es12 each has 0one or more> IP
 

40 above. This featureiis called ‘wile outingFereavoneiat 

addresses and uses normal IP protocol to send normal-look- will becomeclear shortly, the fact that different packets take
 

ing 1P packet messages, called TARP ackets 140. TART
aree routed wyregular IP routers 128-132 because each TARP

different routes provides distinct advantages by making it entire vault “packet message. Agilerouting:is combined.with 
packet 140 containsa destination address as in a normal IP 45 another feature that furthers this purpose, a feature that
 

packet. However, instead of indicating a final destination in
the destination field of the IP header, the TARP packet’s 140
IP header always points to a next-hop in a series of TARP

ensures that any message is broken into multiple packets.
A TARP routerreceives a TARP packet when an IP address

used by the TARP router coincides with the IP address in the
 

router hops, or the final destination, TARP terminal 110. TARP packet’s IP header IPc. The IP address of a TARP
 

“CARP it-as the final destination, T

Because the header of the TARP Pacontains ony the
intercepted TARP packet,of the true destinationn ofthe TARP

30 router, however,maynot remain Constant. To avoid and man- tion from another TARP terminal orrrouter, may change its IP
address. A separate, unchangeable identifier or addressis also
 packet 140 since the destination could always be the next-hop

[ARPterminal 

410. defined: This address, calledtheTARPaddress,is‘knownonly 

Each TARP packet’s true destination is concealed behin

an outer layer of encryption generated using a link key 146.

ThelinkKey 146 is the encryption key used for encryptede (TA

 ti

Table (LUT). When a TARP routeror terminal changesits IP

address, it updates the other TARP routers and terminals
 TARP routers) ofasingle tink inthe‘chain ofhops connectin: 60_evera‘a TARP,router too dares: 

the originating [ARP terminal 100 andthe destination TARP encrypted header, it must convert a TARP address to a real IP 
terminal 110. Each TARP router 122-127, using the link key
146it uses to communicate with the previous hop inachain,
can use the link key to reveal the true destination of a TARP

address using its LUT.
While every TARP router receiving a TARP packethasthe

ability to determine the packet’s final destination, the mes-
 

packet. To identify the link key needed to decrypt the outer 65 sage payload is embedded behind an innerlayerofencryption
 
 layer of encryption ofa TARP packet, a recciving TARP or

routing —terminat-may—identify—the—transmitting 7 inin theTARP packetthat canan onlybebe bolocked‘usingaa session 
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isusedto
 

data or packetscan bo added to formalarger interleave
 

decrypt the payloads of the TARP packets 140 permitting an
entire message to be reconstructed.

  

window than would otherwise be required by the size of a
given message. Decoy or dummy data can be added to a
 

In one embodiment, ¢communication may be made private 5 streamto help foil tralfic analysis by leveling the load on the 

key or symmetric keys may be communicated between link or c iteri
 

session endpoints using a public key method. Any ofa variety

 
so that communication bursts at one point in the Internet 

of other mechanisms for securing data to ensure that only 10 cannot be tied to communication bursts at another point to
 

authorizedcomputers can have accessto the private informa-
tion in the TARP packets 140 may be used as desired.

Referring to FIG.3a, to construct a series ofTARP packets,
a data stream 300 of IP packets 207a, 2075, 207c, etc., such
series of packets being formed by a network (IP) layer pro-
cess, is broken into a series of small sized segments. In the
present example, equal-sized segments 1-9 are defined and

reveal the communicating endpoints.
Dummydata also helps to break the data into a larger

number of inconspicuously-sized packets permitting the
interleave window size to be increased while maintaining a

15 reasonable size for each packet. (The packet size can be a
single standard size or selected from a fixed rangeofsizes.)
Oneprimary reason for desiring for each messageto be bro-
 

usedto c¢constructa settofinterleaved datafa packetsA. B,and.
2070-207 used to form the three interleaved packetsA, B
and C is exactly three. Of course, the numberof IP packets

Keniintoto multiple packets is apparentiifa chain block encryp-
 

portion, orrtthe entirety, ofaa message, and that portion or
entirety then interleaved into a numberofseparate packets.
 

spread over a group of interleaved packets may be any ©con- Referring to FIG. 36, in an alternative mode of TARP
 number of interleavedpucks overwhich the data stemispacketsare sed toconse a single block220 for chain 

spread,is called the interleave window.

 

block encryption using the session key. The payloadsusedto
 

‘To create a packet, the transmitting software interleaves the form the block are presumed to be destined for the same
 

normal IP packets 207a et. seq, to form a new set ofintcr- terminal. The block” Size may coincide with the interleave 

leaved-payload_data 329. This—paylead—data 320-isthen—30—window-as
 

encrypted using a session key to form a set of session-key-
encrypted payload data 330, each ofwhich, A, B, and C, will
form the payload ofa TARP packet. Usingthe IP header data,
from the original packets 207a-207c, new TARP headers IPT
are formed. The TARP headers IPT can beidentical to normal

IPP headers orr customized inin some© way. Ina preferred embodi-

After encryption, the encrypted block is broken into separate
payloads and segments which are interleaved as in the
embodiment ofFIG. 3a. The resulting interleaved packets A,
B, and C, are then packaged as TARP packets with TARP

35 headers as in the Example ofFIG. 3a. The remaining process

is as shown in,and discussedpath reference to, FIG, 3a. 
 
 

 

or capable ofbeing, contained in normal IP headers:

packet 340, including the TARP. header IPT, is_enerypted——_______reconstruction oftmessages, some ofwhichdataiis ordinarily, using the link key for communication with the first-hop-
40 TARProuter. Thefirst hop TARP router is randomly chosen.

 
 

1. Awindow sequencenumber—an identifier that indicates A final unencrypted IP header IPc is added to each encrypted
 

ngs in the original message TARP packer343400‘form a normalIPbacker360thatcallnbe 

cates the interleaving sequence used to form the packet
 

stages as described. The above description iis just a useful 
so that the packetcan be deinterleaved along with other heuristic for describing the final product, namely, the TARP
 

packets in the interleave window. 
3--Atime-to-live(FFE 

reachesits destination. Note that the TTLparameter mmay
provide a datum to be usedin a probabilistic formula for
determining whether to route the packet to the destina-
tion or to another hop.

4. Data type identifier—indicates whetherthe payload con-

tains, for example, |rep or“UDP data. TARP network.
6. Destination address—indicates the destination termi-

parker: 
 

except thatitecontain the information identified above. Thisiis
so since this header is interpreted by only TARP routers.

The above scheme may be implemented entirely by pro-
cesses operating between the data link layer and the network
layer of each server or terminal participating in the TARP

system. Referring|to FIG. 4,a TARP transceiver 405 can be an terminal 110, ora
TARProuter122-127, IneachTARPTransceiver405,atrans-
mitting process is generated to receive normal packets from
 

nal’s address in the TARP network. the Network (IP) layer and generate TARP packcts for com-
 

  
7 Decoy/Realaindicator ofwhethertthepacket ©con- munication overr the network. A\ receiving PrOCESS3is gener-
  

Obviously, the packets going into a single interleave win- up” to> the Network a) ‘ayer.Note that wethe TARP 
dow must include only packets with a common destination. Transceiver 405is a router, the received TARP packets 140
 
 

Thus,itis assumedinthe depictedexample that the IPheaders

 

are not Processedinto a stream of IP"packets 415 because they
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nal 110. Fe intervening Process,8REayer”420, could

data link"ayer 430 so that.the process wouldrireceiveregular
iss actualyunder captive observation), Aybistory ofthe com-
 

analysis or further synthesized for purposes ofrespondingin 
IP packets containing embedded TARP packets and “hand 5
up”a series of reassembled IP packets to the Network layer
410. As an example of combining the TARP layer 420 with
the data link layer 430, a program may augmentthe normal

some way.
As mentioned above, decoy or dummy data or packets can

be added to outgoing data streams by TARP terminals or
routers. In addition to making it convenient to spread data
 

processes running a communications card, for example, an

form part ofa dynamically loadable module that is loaded and
executed to support communications between the nctwork

over a larger numberofseparate packets, such decoy packets 

card, Alternatively, the ayer processes may can also helpto level the toad on inactiveportions ofthe
Internetto help foil traffic analysis efforts.

Decoy packets may be generated by each TARP terminal
 

and data Tink layers.

cesses$ involvediin supporting the encrypted cccommunication
may be completely transparent lo Processes at the Ip (net-
 

well. Thus, no operationsator above the network layer, 0or at 20

100, 110 or eachrouter 122-127 on somebasiss determinedby
 

basis when the terminal iiss idle. ‘Alternatively, the algorithm
may be responsivetsto timeeofof day ordetection oflow traffic to 

 
onee by o1one, the groups being“sized to simulate real messages. 

orbelow the data link layer, are affected by the insertion ofthe

TARP stack.vals provides additionalsecun'y to all provesses
rizedpenetration of the network layer bby, for example, a

In addition, so that decoy packets may be inserted in normal

TARP message slreams,_the background yoo may have a message stream is being received, That jis, when a series of 
hacker) is increased substantially. Even newly developed 25 messagesarc received, the decoy packet gencration rate may 

servers running atthe session layer Icave all processes below
the session layer vulnerable to attack. Note that in this archi-
tecture, security is distributed. That is, notebook computers

beincreased. Alternatively,ifa large number ofdecoypackets
is received along with regular TARP packets, the algorithm
mayincreasethe rate ofdropping ofdecoy packets rather than
 

used by executives on the road, for example, ¢can communi

routers cann be doneat regular intervals, at random intervals,
or upon detection of“attacks.” The variation of IP addresses

attack. The level ofimmunity from attack iiss roughly:propor:
tional to the rate at which the IP address of the host is chang-

“orwarding them. The result of dropping and generating
 

size tohelp foil traffic ‘analysis. The1rate ofreception of
packets, decoy or otherwise, may be indicated to the decoy
 

onee that resets 0or- decrementsits‘value inin response to time sO
thatiitcontains «a high vvalue whenitit is incrementediin1 rapid 

attacks. An attack may be revealed, for example, bya regular 40
 

destination TARP terminal 110 may generate decoy packets 
series of messages indicates that a router is being probed in equal in numberand size to those TARP packets received to
 

some way. Upon detection of an attack, the TARPlayer pro-

accomplish this, the TARP process will construct a TARP-

makeit appearit is merely routing packets andis thereforenot 

Referring to FIG. 5, the following particular steps may be
 

formatted message, in the style of Internet Control Message 45 employed in the above-described method for routing TARP
 

Protocol (ICMP) datagrams as an example; this message will
contain the machine’s TARP address,its previous IP address,
and its new IP address. The TARP layer will transmit this

packets.
SO. A background loop operation is performed which

applies an algorithm which determines the generation of
  

packetto at least one known TARP router; then upon receipt decoy IP packets. The loop is interrupted when an
 

—___and validation ofthemessage,the TARP router willvalidation o eTESSABE, routerwi updateits The TARP routerr will then format a similar message, and
broadcasst it to theotherTARProuters so thamneymay update

updatingthe LUTs shouldberelatively fast. Temmay ‘not, how-
ever, work as well when there is a relatively large number of

TARP routers and/or a relatively large number ofclients; this

 

encryptTARP packet isreceived. A e-probed-in_seme—way—toauthenticate the packet before attempting to decrypt it
using the linkKey That iis, thercrouter may determine that
 

P header allachedto the encrypted TARP packet con-
tained in the payload. This makes it possible to avoid
performing decryption on packets that are not authentic
TARP
  
to_provide

scalability; this refinement has led to a second embodiment, $3. TheTARPpacket is decrypted to exposethe destination
 

whichis discussed below. TARPaddress andan indication ofwhether the packetis
 

Upondetection of an attack, the TARP process may also
create a subprocessthat maintains the original IP address and
continues interacting with the attacker. The latter may pro-

a decoy packet or part ofa real message.
34. If the packet is a decoy packet, the perishable decoy

counteris incremented, 

vide an opportunity to trace the attacker or study the attack- S85. Based on the decoy generation/droppingalgorithm and
 

er’ssmethods(called“fishbowling” drawingupontthe= ananoey the Perishable decoy «counter‘value, if the packetiisa 
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the received packetis a decoy packetanditis determined

 and it is determined ifthe TIL parameter is greater than
zero.

58. If the TTL parameter is greater than zero, a TARP
address_is randomly _chosen—_from_—a—list_of TARP

5

16

S844.If the packet is a decoy packet, the perishable decoy 

545. Based on the decoy generation/dropping algorithm
decoy packet, the receiver may choose to throw it away.

846,TheTARP -

ing an interleave window are received,
S47. Once all packetsofaninterleave windoware received,
  
 

addresses maintatained byththe router and the link Key¢and
the packets are deinterleaved. 

 
 

  

 

 

 

: 10__$48. The packets block of combined packets defining the

sized for use in creating 2anewMP packetcontaining“the we window is then decrypted using thesession
89. Ifthe TTL parameter is zero orless, the linkkey and IP se enceta andtheIP,"headers Ateconverted.ed intoaddress corresponding to the TARP address of the des-_,. vormatTP jreacters-

tination are memorized for use in creating the new IP integratediin the IP... headersah Cc ’

S10. The TARP packet is encrypted using the memorized cesses.

S11. An IP header iis added to the packet that contains the 20 I. Scalability Enhancements 
 

withaan. IPheader, and the copleted.packet ttransmitted TheIP agility feature described above relies on the ability
to_transmit JP address changes to_all TARP routers_The
 

Referringto FIG. 6, the following particular steps maybe embodimentsis inctudingthis featurewill bbe© relerred to as 
  

‘iatdetermines the aoneration ofdecoy IP packets. The
loop is interrupted when a data stream containing IP

use in smallereeas= small virtual ‘private net-
works, for example). One problem with the boutique embodi-
 

packets is receivedfor transmission.
321. ‘The received IP packels are grouped into a set con-

30
ments is thatifIPaddress changes are to occurfrequently,the
message traffic required to update all routers sufficiently 

sisting of messages with a constant IP destination
address. Theset is further broken down to coincide with

quickly creates a serious burden on the Internet when the
TARP router and/or client population gets large. The band- 

a Maximum size of an interteave window The set is

encrypted, and interleaved into a set of payloads des-
width burden added to the networks, for cxample in ICMP
packets, that would be used to update all the TARP routers 

_____tinedtobecomeTARPpackets.

$22. The TARP address corresponding to the IP address iis
could overwhelm the Internet for a large scale implementa-

tionthatapproached the scale ofthe Internet. Tn other words,
 

    

 

each packet.
$24. One TARP router addressis randomly chosen for each

TARP packet and the IP address corresponding to it
stored for use in the clear IP header. Thelink key corre-

45 nodes, "(Note that the IP> hopping technigueiis also
applicable to the boutique embodiment.) The IP agility fea-
ture discussed with respect to the boutique system can be
modified so that it becomes decentralized underthis scalable 

spondingto this router is identified and used to encrypt
TARP packets containing interleaved and encrypted

regime and governed by the above-described shared algo-
rithm. Other features of the boutique system may be com-
 

data and TARP headers.

S25, A clear IP header with the first hop router’s real IP
bined with this new type of IP-agility.

The new embodiment has the advantage of providing IP
 

address is generated and addedto eachofthe encrypted
TARPpackets andthe resulting packets.

agility governed by a local algorithm andset of IP addresses
exchanged by each communicating pair of nodes, This local
 

Referring to FIG. 7, the following particular steps may be
employedin the above-described method for receiving TARP

governanceis session-independentin that itmay governcom-
munications between a pair ofnodes,irrespective ofthe ses-
 

packets. sion or end points being transferred between the directly 
S40. Aoaksoo operationisPeomes which comumninicating pair of nodes.

 

   

 
indication ofwhether theoctisa decoy packetorpart

______——C#f*#7frarealmessage.
cating nodes ¢can use a plurality of source 1p addresses and 
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a Ir Z r destination IP numbers on the packet821 are the client’s861in any session stores two, blocks of IP addresses, called net- current fixed IP address, and a “known”fixed IP address for
blocks, and an algorithm and randomization seed for select-_the router 811. (For security purposes, it may be desirable to
 

ing, fifrompeach netblock, the nenextpairof source/destination IP reject any packets from outside ofthelocal network thataare 
otherwords, the algorithm governs the sequential selection of receipt and validation of the client’s 801 SSYN packet 821,
IP-address pairs, one senderand onereceiver IP address,from the router 811 responds by sending an encrypted “secure

each netblock. The combination of algorithm, seed, and net synchronization acknowledgment’ CSSYNACK’)822"to
 

 
Thesend address and the receive addressof the P header of municating with the TARP router 811. The client 801 will
each outgoingPacketssent by the client are filledwith the send acknowledge the TARP router’s 811 Tesponse packet 822 by algorithm iis “clock P(indexed) by 2a counterso that. cach will be sent from the client?s 801 fined IP address and to the
timea pair is used, the algorithm turns out a new transmit pair 15 TARP router’s 811 known fixed IP address. Theclient 801
 

for the next packet to besent. will simultaneously generate a SSYNACK ACKpacket; this
The router’s receive hopblock is identical to the client’s SSYN ACKpacket, referred to as the Secure Session Initia-

transmit hopblock. The router uses the receive hopblock to tion (SSI) packet 824, will be sent with the first {sender,
predict whatthe send and receive IP addresspair for the next receiver} IP pair in the client’s transmit table 921 ('IG. 9), as

 
 

expected packet from‘that client wi be. SincePackets¢can be 20 specified inve transmitbopblock Provides by the TARP with certainty what IP address pair will be on thenext:sequen- 811 will respond to the SSI packet 824 with an SSI ACK
tial packet. To accountforthis problem, the router generates packet 825, which wiil be sent withthefirst {sender, receiver}
a range ofpredictions encompassingthe numberof Possible IP* Pair in the TARP router’s fransmittable 923. Once these

 

  
ingly snail probabilitythat a given packet will arrive att the communications between theclient 801 and the TARP router
router ahead of 5 packets transmitted by the client before the 811 will be conducted via this secure session, as long as  a i ” i so the client 801 and TARP router 802 may re-establishthe
the next received packet. When a packet is received, it is secure session by the procedure outlined in TIG. 8 and
marked in the hop window as such, so that a second packet described above.

with the same IP address pair will bediscarded. Ifan out-of- While the secure session is active, both the client 901 and

 

 
eout period, it can be requested for retransmission or simply 35 mit tables 921, 923 and receive tables 922, 004 as provided 
discardedfromthereceive table, depending upontheprotocol by the TARP router during session synchronization 822.It is
in use for that communications session, or possibly by con- importantthatthe sequence ofIP pairs in the client’s transmit
vention. table 921 be identical to those in the TARP router’s receive

Whenthe router receives the client’s packet, it compares table 924; similarly, the sequence ofIP pairs in the client’s

 

 
 

the send and rreceiveeIPaddresses ofthe packet with the next 40 receivee table 922 must be identical to those in the router’s
 

 
do not have the predicted source/destination IP addresses one, transmit table on and oone receivestable022 during the
falling:with the windowaiare ejected,thus thwarting Possible courseOf the secure session. Hach sequential packet sent by
 

 

  

is a member of this set, the router accepts the packet and ‘The TARP router 911 will expect each packet atriving from
Processes Iit further. This Tinkbased TP-“hopping strategy, the client 901 to bear the next IP address pair shown in its 
 

boutique system described above. If the routing agility fea- 911 can tmaintain ¢a “look ahead” buffer jin its receive table, 
ture described in connectionwith the boutique embodiment is and will mark previously-received JP pairs as invalid for
combined with this link-based IP-hoppingstrategy, the rout- future packets; any future packet containing an IP pair that is
er’s next step would be to decrypt the TARP header to deter- in the look-ahead buffer but is marked as previously received
mine the destination TARP router for the packet and deter- 55 will be discarded. Communications from the TARP router
mine whatshould bethe next hop for the packet.TheTARP —_- 911 to the client 901 are maintained in an identical manner; in

 
  

router wouldthen forward the packettoarandomTARPparticular, the router 911 will selectthe next IP addresspair
router or the destination TARP router with which the source from its transmit table 923 when constructing a packet to send
TARP router has a link-based IP hopping communication to the client 901, and the client 901 will maintaina look-ahead

established. 60 puter ofexpected 1p‘palsonpackets|thatit is receiving. Each
  

 
establish an1 THOP session1 with“TARP router 811, the client secure session withor‘through that TARP router.
801 sends “secure synchronization” request (““SSYN”) While clients receive their hopbiocksfrom thefirst server 
 

 
sent to therouter 811iinan encrypted format, The sourcecand nication regime with another router, each router of the:pair 
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exchangesits transmit hopblock, ‘The transmit hopblock of vides a highdegree of communications redundancy, with
euch router becomesthe receive hopblock of the otherrouter. improved immunity from denial-of-service atlacks andtraffic
 

Thecommunication between routers is governed asdescribed monitoring.
 

by theexample ofa client sending a packetto the first router.
 

  
 

systems. In Ethernet, theIPaddresses ofthedestination The following describes various extensions to the tech-
devices mustbe translated into hardware addresses, and vice_niques, systems, and methods described above. As described
versa, using known processes (“address resolution protocol,” above, the security of communications occurring between
and “reverse address resolution protocol”). However, if the©Computers in a computer network (such as the Internet, an
link-based IP-hopping strategy is employed, the correlation|Ethernet, or others) can be enhanced by using seemingly
process would becomeexplosive and burdensome.An alter- random source and destination Internet Protocol (IP)
nativeto the link-based IP hopping strategy may beemployed addresses for data packets transmitted over the network, This
within an Ethernet network. The solutionisto providethatthe ,, feature prevents eavesdroppers from determining which com-
node Hinking the Internet to the Ethernet (call it the border ® puters in the network are communicating with each othercomputers to easily

to communicate withnodes outsidethe EthernetLAN, Within recognize whether a given received data packetis legitimate
the Ethernet LAN, cach TARP node would have a single IP ornot. Inone embodimentofthe above-described systems, an
address which would be addressed in the conventional way. 29 IP header extension field is used to authenticate incoming

  

 
 

 
 

 
 

Instead of comparingthe {sender, receiver} TP addresspairs packetsoon ann Ethernet.
toto authenticate a packet, 1the intra-L S 0
 
  

 a 2

to10 generate:a symbol that iis storedjinn the free fieldiin the IP 25 chronization technique that permits a computer to automati-
header, and the intra-LAN TARP node generates a range of cally regain synchronization with a sender; (3) synchroniza-
symbols basedonits prediction ofthe next expectedpacketto tion algorithms that allow transmitting and receiving

be receivedfrom thatparticular source IP address. The packet ee to quickly re-establish

 

 
 
  

————isrejectectif irdoes nor fattinto the serofpredictedsymbots —event_of lestpacketsorother-events; ast-pae(for example, numerical values) or is accepted if it does, °° rejection mechanism for rejectinginvalid packets Anyorall
Communications from the intra-ILAN TARPnode to thebor- of these extensions can be combined with the features
der node are accomplished in the same manner, though the described above in any of various ways.
algorithm will necessarily be different for security reasons. A. Hardware Address Hopping
Thus, each of the communicating nodes will generate trans-
mitand receivetablesin a similarmanner to that ofFIG.9; the nigintra-LAN TARP nodestransmit table will be identical to the LANoreacross any"dedicatedae‘sical‘medium—+ ically
border node’s receive table, and the intra-7LAN TARP node’s embed the IP packets within lower-level packets, often
reccive table willbe identical to the border node’s transmit referred to as “frames.” As shown in FIG.11, for example, a
table: 40 first Ethernet frame 1150 comprises a frameheader1104 and

35

 
 
 
 
 
 

 
pseudo-random numbergenerator thatgenerates numbers of anda single IP packet IP3. Bach frame header generally
the range covering the allowed IP addresses witha givenseed. includes a source hardware address 1101 A and a destination

Alternatively, the session Participants can assume a certain 45 pardware address I101 B; other well-known fields in frame

 
 

 
particular pseudo-random aumber.generator and thesession nel insert appropriate sourceand destination hardware
participants could simply exchange seed values. addresses to indicate which nodes on the channel or network

Note that there is no permanent physical distinction so should receive the frame.
between the originating and destination terminal nodes. It may be possible for a nefariouslistener to acquire infor-
Eitherdevice at cither end pointcaninitiate a synchronization mation aboutthe contents ofa frame and/orits communicants
ofthe pair. Note also that the authentication/synchronization- by examining frames on a local network rather than (or in

reqnest (and acknowledgment) and hopblock-“exchange may addition to) theIPPackets themselves. Thisiis especiallyttrue exchanges may not be*oquired, insert into the frame header the ‘hardware address of”the 
As another extension to the stated architecture, multiple machinethat gencrated the frame and the hardware address of
 

Physical paths¢canibe usedby’a client, im order to Providelink the machine to which frameis being sent. All nodes on the Asshownin FIG. 10, forexample, 60. the network.Thiscanbeaproblemfor secutecommunica.
client 1001 can establish three simultaneous sessions with tions, especially in cases where the communicants do not
each ofthree TARP routers provided by different ISPs 1011, wantfor any third party to be able to identify who is engaging

1012, 1013. As an example, the client 1001 can use three inthe information exchange. One way|to address thisproblem

  

 
 

 
among“the different ohysical paths, This architecture pro- that used tochange IP addresses, such that:a listener camiot 
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determine which hardware node generated a particular mes- address-hopped frame can become‘hon:triviev fa short, any

 
 

 FIG. 1A shows a system in which Media Access Control] cations for other machines on the LAN jis bound to receive
(“MAC”) hardware addresses are “hopped” in order to resistance from prospective system administrators. Neverthe- 
increase security over a network such as an Ethernet. While 5s tess, itis technically feasible, and can be implemented with-
the description refers to the exemplary case of an Ethernet out risk on a LAN on which there is a small number of
environment, the inventive principles are equally applicable machines, orif all ofthe machines on the LAN are engaging

too other types ofcommunicationsmedia.In the Ethernet case, in MAC-“hopped communications,
 
 

 LAN whoiis within the broadcast range“for that frame, For there arere multiple ssessions orwr naitple nodes involved iin the
secure communications, it| becomes desirable to generate communications. A simpler method of randomizing MAC
  

As shown inFIG. 12A, two computer nodes 1201 and1202_ 15 lace driver will check the destination MAC. address iin the
communicate over a communication channel such as an Eth- header of every incident frame to see if it matches that

emet. Each node executes one or more application programs machine’s MAC address; if there iis no match, then the frame 
through communication software 1304 and 1217, Teapec- bedisabled, and.every incident packetis passed to the TARP
tively. Examples of application programs include video con- 20 stack for processing. This will be referred to as “promiscu- 

ferencing, e-mail, word processing programs, telephony, and ous” mode, since every incident frame is processed. Promis-
the like. Communication software 1204 and 1217 can com- cuous mode allows the sender to use completely random,
prise, for example, an OSIlayered architecture or “stack”that unsynchronized MAC addresses, since the destination
standardizes various services provided at different levels of|machineis guaranteed to proccssthe frame.The decision as to

Functionality. 25 Whether the packerwas wnily intended for that machine is
 

 1217 communicate with hardware components 1206 and destination Paddresses for a‘match iin its Ip synchronization
1214 respectively, each of which can include one or more tables. Ifno match is found, the packetis discarded;ifthere is 

  Feeee contwalled imcrerlewewith vcrieatcmemunien30wed wntitteine to be recon- a match, the packet is unwrapped, theirinnerheader}is evalu-
 work interface card, for example) communicate with each stackotherwise itiis discarded.

other over the communication‘medium. Each hardware com- _One disadvantage of purely-random MAC address hop-  . ° ° hea s, sinceevery
MAC number that identifiestthehardwarecomponenttoother 35 incident ‘frame must be processed, the ‘machine’ s CPU is
nodes on the network. One or more interface drivers control engaged considerably more often than if the network inter-
the operation ofeach card and can, for exampre,|be configured face driver 1is discriminating and rejecting packets unilater-
 

 As will be described irin moredetail below, various embodi- MACaddress or a small number ofMAC addresses (e.g., one
ments of the inventive principles provide for “hopping” dif- 40 for each virtual private network on an Ethernet) to use for

ferent addresses using one or more algorithms and one or MAC-hopped communications, regardless of the actual
 

 validate received packels, Packets transmitted according to network interface driver can check each incident frame
one or more of the inventive principles will be generally against one (or a few) pre-established MAC addresses, 

referred tfo as secure” packetsor “Secure communications” 45 thereby Jreeing the CPU from the task of physica’layer mitted iin the clear using ordinary, machine-correlated fal information to aninterloper on the LAN; in particule,
addresses. every secure packet can already be identified by a unique

 
communicate in a secure fashion exchange random-number predetermined MAC addresses, theassociation between a
generators and seeds, and create sequences ofguasi-random specific machine and a specific MAC addressis effectively   

hy broken.

tion and synchronization jissues are then similar to that of IP 55___ In this scheme, the CPU will be engaged more often than it
hopping. would be in non-secure communications(or in synchronized 

This approach, however, runs the risk of using MAC MACaddress hopping), since the network interface driver
addresses that are currently active on the LAN—which, in—_cannot always unilaterally discriminate between secure pack-
turn, could interrupt communications for those machinos. ets that are destined for that machine, and secure packets from
Since an Ethernet MAC addressis at present 48 bits inlength, 60 other VPNs. However, the non-securetraffic is easily elimi-

the chance of randomly misusing an active: MAC address isis nated at the network interlace, thereby reducing the aamount
 

 large number of nodes (as would be found on an extensive ditions where these statements would not hold, of &course---
LAN),by a large numberofframes (as mightbe the case with e.g., if all of the traffic on the LAN is secure traffic, then the

packet vivoice or streaming video), andby@a large number of 65 CPU wouldbe engaged tto the samee degree as it isin the
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network interface can perfectly discriminate secure frames

24

packet valuesto those falling within window W1 maintained
 

destined for the local machine from those constituting other in its receive table.In effect, transmit table 1208 ofnode 1201 

VPNs. These aare engineering tradcoffs that might be best

Even inthisscenario, however, there still remains a, slight
risk ofselecting MAC addressesthat are being used by one or

iss synchronizedG.e., entries are selectedin the same© order) to
 

ofnode 1201. It will be appreciated that although aa common
algorithm is shown for the source, destination and discrimi-
 

more© nodes on theLAN. One solution to this problem is to

assigned numbers registration authority; ¢e.g., in the casee of
Ethernet, MAC address ranges are assigned to vendors by the
Institute of Electrical and Electronics Engineers (IEEE). A
formally-assigned range of addresses would ensure that
secure frames do not conflict with any properly-configured 15

and properly-functioning machines on the LAN.
todescribethemany

the inventive principles. Asexplained above, two computer

nator fieldsiin FIG. 12A (using, €.g.,a different seed for each
 

also ‘be appreciated tthat one or two of the fields «can be
“hopped” rather than all three as illustrated.

In accordance with another aspect of the invention, hard-
ware or“MAC”addresses are hopped instead oforinaddition
to IP addresses and/or the discriminator field in order to

improve security ina localarea"a orbroadcast-type network, To
 generate source and 

destination hardware addresses that are inserted into frame 

nodes 1201 and 1202 are assumed to be communicating over 20 headers(e.g., fields 1101A and 1101 B in FIG.11)that are 

a network or communication medium such as an Ethernet. A synchronized to a corresponding receive table 1224 at node 

performs certain1 functions that deviate from the standard
communication protocols. In particular, computer node 1201 25 table 1211 at node 1201. In this manner, outgoing hardware

1202, Similarly, node 1202 maintainsadifferenttransmit 
addres ses thatiis synchronized with a correspondingreceive
 

implements a first “hop” algorithm 1208X that selects seem-
in lyrandom source and des inationIPaddresses(and, in one

frames appear to be originating from and going to completely
randomnodes onthe network, eventhough eac recipieny Call
 

node, For example, node 1201 maintains a transmit table 30 implemented at a different leveliinthe communications pro-
1208 containing triplets of source (S), destination (D), and
discriminator fields (DS) that are inserted into outgoing IP
packet headers. Thetable is generated through the use of an
appropriate algorithm (e.g., a random number generator that
is seeded with an appropriate seed)thatiis known to the0 a

nextsequential entry out ofthe sender’ s transmit table 1208:is

tocol than the IP hoppingfeature(e.g., in a card driver or ina
hardwarecard itself to improve performance).

FIG. 12B showsthree different embodiments or modesthat

can be employed using the aforementioned principles. In a

35 first mode referred to as “promiscuous” mode, a common for destination) or “alse a completely random “hardware 
used to populate the IP source, IP destination, and IP header address is used by all nodes on the network, such that a 

extension fieldre.8-5 discriminator field)Itwillbe appreci-

when eachpacketisformed,
At the receiving node 1202, the same IP hop algorithm

particular packet cannotot be attributed to anyone node. Each
 

discriminator field todetermine whether the packet is
intended for that node. In this regard, either the IP addresses
 

1222X is maintained and used to generate a receive table or the discriminatorfield or both can be varied in accordance 

 

 

1222thatlists valid tripletsofssource“IPadress,destination
ondfive entries of nreceive table 1222. (The tables may be

45 with an algorithmas5 described above. As explained previ-

packet has validsource and destination hardware addresses. 
slightly offset at any particular time due to lost packets, mis-
ordered packets, or transmission delays). Additionally, node
1202 maintainsa receive window W3thatrepresentsa list of
valid IP source, IP destination, and discriminator fields that
will be accepted when received as part of an incoming IP
packet. As packets are received, window W3slides down the
list ofvalid entries, such that the possible valid entries change
over time. Two packets that arrive out of order but are never-

In a second modereferred to as “promiscuous per VP.
50 mode, a smallset of fixed hardware addresses are used, with

a fixed source/destination hardware address used for all nodes

communicating over a virtual private network. For example,
ifthere are six nodes on an Ethernet, and the networkis to be
split up into two private virtual networks such that nodes on

55_one VPN can communicate with only the other two nodes on
its own VPN,then two sets of hardware addresses could be 

theless matched to entries within window W3 will be

otherfactors.
Node 1202 maintains a similar transmit table 1221 for

used; onesetfor the first VPN and a secondset for the second

accepted; thosefalling outside of window W3 wilt berejected VPN, This would reduce the aiamount of overhead involved in 
+ checking a a arriving from

one or more discriminator fields could still be hopped as
 

creating IP packets and framesdestined for node 1201 using before for secure communication within the VPN.Ofcourse, 

a potentially different hopping Algona 1221 x andnode 
algorithm 1209X. S1201 using seemingly random IP source, IP destination, and/
or discriminator fields, node 1201 matches the incoming

thiss solutioncompromises the anonymity ofoftheVPNs (lean  

 also requiresthe ususe ofadiscriminator field to mitigate the
vulnerability to certain types of DoS attacks, (For example,
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without the discriminator field, an attacker on the LAN could determinesthatis has lost synchronization with the sender. (If
stream frames containing the MAC addresses being used by communications are already in progress, and the receiver

the VPN; rejecting those frames couldleadto excessive PrO= determines that itis still in syne with thesender,then there is
jaw-overheadmeansofrejectingthefalse packets.) 5 outofsynchronization by, for example.employinga“deud=
Ina third modereferred to as “hardware hopping” mode, man”timerthat expires after a certain period oftime, wherein

hardware addressesare varied as illustratedin FIG.12A, such the timeris reset with each valid packet. A time stamp could
that hardware source and destination addresses are changed be hashedinto the public sync field (see below)to preclude

constantly ina order to provide nonramriburable addressing. packet-retry attacks:

 
 
 
 

    

 

 
 

   
the invention iis not intended to be Timited iin any respect by each packet sent out by the sender. This syne field could
theseillustrative examples. appear in the clear or as part of an encrypted portion of the

packet. Assuming that a sender andreceiver have selected a
B. Extending the Address Space Address random-number generator (RNG) and. seed value, this com-

15 bination of RNG and seed can be used to generate a random-

Address hopping Provides security aand privacy. However, number sequence (RNS). The RNS iis thenused to© generate a   
criminator fields and hardware sourceand "destination

modulated on a packet-wise basis for the purpose ofprovid-_addresses), as described above.It is not necessary, however,
ing a VPN.Forinstance, if two nodes communicate with IP 20 to generate the¢entire sequence (or the first N-I values) in
address hopping using hophOcks ortaeaddresses (2bits) cach, a i

 

 
 

  
 

 

 accepled as valid most of the time. ‘This imitation «can1 be ferent RNGs (and secds)with different fandamental periods
overcome by using a discriminator field in addition to or 25 could be uscd to generate the source and destination IP

instead of the hopped addressfields. The discriminator field Sequences, but the basic conceptswould stillI apply. Forthe
 

 
using aa single RNG sequencing¢ mechanism. 

Supposethat twoclients, each using four-bit hopblocks, 30_Inaccordance with a “self-synchronization”feature, a syne
would like the same level of protection afforded to clients_field in each packet header provides an index (i.¢., a sequence
communicating via IP hopping between two A blocks (24 number)into the RNSthat is being used to generate IP pairs.
addressbits eligible for hopping). A discriminatorfield of 20 Plugging this index into the RNGthat is being used to gen-
bits, used in conjunction with the 4 addressbits eligible for erate the RNSyields a specific random numbervalue, which
hopping in the IP addressfield, providesthis level ofprotec- 35 in tum yields a specific IP pair. That is, an IP pair can be

__tion_A 24.hit discriminatorfieldwouldprovideasimilarlevel___generateddirectlyfromknowledge of the RNG,seed, and
ofprotection ifthe address fields were nothoppedorignored._index number;it is not necessary,in this scheme,to generate
Using a discriminator field offers the following advantages: the entire sequence of random numbers that precede the

(1) an arbitrarily high level ofprotection canbeprovided,and sequence value associatedwith the index numberer provided:

 

 
 

   

pingwouldcauseroutingproblems. _ — rast be provided in order to generatean IP pair is the 
 sequence number.If this numberis provided by the senderin

C. Synchronization Techniques the packetheader,then thereceiver need only plug this num- 

 
“node have exchans ed al orithms and seeds (or valid. In this scheme, if thesender and rereceiver+ lose synchro-

similar information sufficient to generate quasi-random nization, the receiver can immediately re-synchronize upon
 

source and destination tables), subsequent communication receipt ofa single packet by simply comparing the IP pair in
between the two nodes will proceed smoothly. Realistically, 50 the packet header to the IP pair generated from the index
however, two nodes may lose synchronization due to network number. Thus, synchronized communications can be
delays or outages, or othcr problems. Consequently, it is resumed uponreceipt of a single packet, making this scheme
desirable to provide meansforre-establishing synchroniza- idcal for multicast communications. Taken to the extreme,it
tion between nodesin a network that have lost synchroniza- could obviate the need for synchronization tables entirely;
tion. 55 that is, the senderandreceiver could simply rely on the index
 

Onepossible techniqueis to require that each node provide—_numberinthe syncfield to validate the IP pair on each packet,

an acknowledgment upon successful receipt ofeach packet andthereby climinatcthe tables entirely.
 

  
approach, however, drives 1up5 overhead costs and may be 60_sync field. If‘the field jis placed iin the outer header,‘then anan
prohibitive in high-throughput environments such as stream- interloper could observe the values of the field and their
ing video or audio, for example. relationship to the IP stream. This could potentially compro-

 
 

—__Axdifferentapproachistoemployanautomaticsynchro- niisethe algorithny Thatis being used to generatethe jon 65 the co icati the value iis placed jin the
is embedded into eachpacket, thereby enabling the receiver to inner header, then {he sender must decrypt the inner header
 

re-synchronize itself upon receipt of a single packet if it before it can extract the sync value andvalidate the IP pair, 

Copy provided by USPTO from the PIRS Image Database on 04/08/2011
 
 
 
 VX00036929

PetitionerAppleInc.-Exhibit1002,p. 2134 



Petitioner Apple Inc. - Exhibit 1002, p. 2135

 
 
 

 
 

US-7,924,211 B2 
27 28 

this opens up the receiverto certainin types oFdenialoFserviceD eX

must decrypt a packet before!itcann vatidate the IP pair, thenit
could potentially be forced to expend a significant amount of

the time stamp iis valid, and 3) the dead--man timer has packetis rejected. If enough processingpower is available,
the dead-man timer and synchronization tables can be 

processing on decryption if an attacker simply retransmits
previously valid packets. Other attackmethodologies are pos-
sible in this scenario.

5
avoided altogether, and the receiver would simply resynchro-
nize (e.g., validate) on every packet. 

A possible compromise between algorithm security and bit) math, which may affectits implementation. Without such
 

processing speedi1Sto split up the sync value between aninner
. That-is, if the

sync valueis sufficiently long, it couldpotentially be split into
a rapidly-changingpart that can be viewed in the clear, anda

 

19G large-integer registers, processing throughput would be
allected, thus potentially affecting security from a denial-of-
service standpoint. Nevertheless, as large integer math pro-
cessing features become moreprevalent, the costs of imple-
menting such a feature will be reduced.
 

“public:sync’©” portion and the partthat mustbe protected will
be called the “private sync” portion.

Both the public syne andprivate syncportions are needed

= 5
D, Other Synchronization Schemes

Asexplained above, ifW or more consecutive packets are
 

however, can be selected such that it is fixed or will change
only occasionally. Thus, the private syne value can be stored

20
lost betweena transmitter and receiver in a VPN (where W is

the window size), the receiver’ s+ window will nnot have been 

by the recipient, thereby obviating the need to decrypt the
headerin orderto retrieve it. If the sender and receiver have

previously agreed upon the frequency with which the private

the receiver’s window. 7The sender and receiver will not
recover synchronization until perhaps the random pairs in the 

part ofthe sync will change,then the receiver canselectively window are repeated by chance. Therefore, there is a need to 

denver a‘singleheader’innorder to extracttthe nnewW privatesync
hhas exceeded the lifetime oftheprevious private sync. This
should notrepresent aburdensome amountofdecryption, and

not open
© receiver O' lenial-of-service

25
Keep2a transmitterrand receiver inin synchronizationwhenever 
lost.

| A “checkpoint” scheme can be used to regain synchroni-zation be tween a sender anda receiverthat have fallen out 0.

  
One implementation of this is to use a hashing function

with a one-to-one mapping to gencrate theprivate and public
showniin FIG. 13, where(for onanmple)a first ISP1302 iis the
sender and a second ISP 1303isthe receiver, (Other alterna-

 35

synchronization information. In one embodiment, two mes-

sages are used to communicate‘Synchronization information

 

 

1, SYNC. REO iisaa message used by the sender to indicate
that it wants to synchronize; and 

tives are Possible from Ee. 13. JA transmitted packet com-
anda private or“inner”“header1306 that jis encrypted using
for example a link key. Outer header 1305 includes a public

 

40

2. SYNC_ACK 1isa message used by the receiver to inform 
‘According to one> variation ofthis approach, both the trans-

mitter and receiver maintain three checkpoints (see FIG. 14): 

syne portion while inner header 1306 contains the private
 

syne portion.Areceiving node decryptsusing a decryptionfunctio,function 1307 in order to extract thepri
vate syncportion.Thisstep is necessary only ifthe lifetime of

I. In the transmitter, cept° (“checkpoint old”) is the IPPair a RY

receiver. In the receiver, ckpt_o (“checkpoint old”)is the iP
pair that receives repeated SYNC_REQpackets from the 

the currently bufferedprivate syne has expired. Afthe cur-
extracted from memory ‘and “added” (which could be an
inverseash) to thepublic sync, as showniinstep 1308.) The

and compared to the IP address pair (1311) 1to validate or
reject the packet.
ceptof “future” and‘‘past” where thepublicsyne© values are

45 Transmitter.

 that will bemusedto sendthe nextxt SYNC"REQ packet to the
receiver. In the receiver, ckpt_tn Ucheckpoint new”) iis the

 
erated and anewvokpt.r10bepgenerated.

3. In the transmitter, ckpt_r is the IPpair that will be used to receiver, ckpt 1ris the IP pair- thatreceives a newy SYN- 
 

  
 
  

55

concerned. Though the sync values, themselves, should be C_ACKpacket from the transmitter and which causes a
random to prevent spoofing attacks, it may be importantthat new ckpt_n to be generated. Since SYNC_ACKistrans-
the receiver be able to quickly identify a syne value that has mitted from the receiver ISP to the sender ISP, the trans-
already been sent—even if the packet containing that sync mitter ckpt_r refers to the ckpt_r of the receiver and the
value was neveractually received by the recciver. Onc solu- 60 receiver ckpt_r refers to the ckpt_r of the transmitter (see
tion is to hash a time stamp or sequence number info the FIG. 14),

which could be quickly extracted, Whenpubtic—sync
checked, and discarded, thereby validating the public syne
portion itself.

+

will use to transmit the next data packet is set to a predeter-
minedvalue and whena receiverfirst receives a SYNC_REQ, 

intone> embodiment, packetscann be checkedby comparing 65 the rrecciveroT windowiis updated to be centered0on1 thetrtrans-
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oror by a timer (every S seconds, initiate a synchronization)«or
a combination of both. See FIG. 15. From the transmitter’s

(a(XQ(a—1)+b)--b)/(a-1)mod e=((a! mod{(a-1)c)(Xo
(a-1)+5)-6)/{a-1))mod c (4). 

perspective, this technique operates as follows: (1) Each 5 (XQ(a-1)+b) can be stored as (X,(a-1)+b) modc, b as b
 

transmitter periodically transmits a Syne request message mod c and compute a’ mod((a-1)c) (this requires O(log(i)) 6, ”
steps). 

works, no further action is necessary). (3) Ifno “sync ack”has A practicalimplementation ofthis algorithmwouldjump a 

been received within a period oftime,the transmitter retrans- 10
mits the sync requestagain. Ifthe transmitter reaches the next
checkpoint without receiving a “sync ack” response, then
synchronization is broken, and the transmitter should stop
transmitting. The transmitter will continue to send syne_reqs
until it receives a sync_ack, at which point transmission is 15
reestablished.

 

fixed-distance,_n, between -synchronizations;this-istanta=
mount to synchronizing every n packets. The window would
commence n IP pairs from the start of the previous window.
Using X,”, the random numberat thej* checkpoint, as X,and
nasi, a node can store a” mod((a—1)c) once per LCR andset

Kiar—Xagery(@" mod((a-Le)(4p*(a-1)+b)-b)/(a~ 

Trom the receiver’s perspective, the scheme operates as
I)ymod¢, 6) 

follows: io) whenitreceivesa “sync request” request!fromthe
 

ack” message lo the transmitter, I'ssync was never+ lost, then
the “jump ahead”really just advances to the next available
pair of addresses in the table (i.e., normal advancement).

to generate the random numberfor the j+1” synchronization.
 

anode cou. jump:ahead anarbitrary 
Pseudo-random number generators, in general, and LCRs,

in particular, will eventually repeat their cycles. This repeti- 

if ail interloper intercepts the“syne request” messagesand
 

it will actually helpto re-establish synchronization.
A window is realigned whenever a re-synchronization

tion may present vulnerability in theeeOPPSscheme.An

to createa random number generator with a known long
cycle. A random sequence can be replaced by a new random 

occurs. This realignmententails updatingthe receiver’s win-
dow to straddle the address pairs used by the packet transmit- 30
ted immediately after the transmission of the SYNC_REQ
packet. Normally, the transmitter and receiver are in synchro-
nization with one another. However, when network events
occur, the receiver’s window may have to he advanced by
many steps during resynchronization.In this case,it is desir- 35

numbergeneratorbefore it repeats. LCRs can be constructed
with known long cycles. This is not currently true of many
random numbergenerators.

Random numbergenerators can be cryptographically inse-
cure. An adversary can derive the RNG parameters by exam-
ining the output or part of the output. This is true of LCGs.
This vulnerability can be mitigated by incorporating an 

encryptor, designed to scramble the output as part of the able to move the window ahead without having to step
 random number generator. The random number generator 

events—an—adversary—from_mounting—an_—attack—e.g,, 2  
  

E. Random Number Generator with a Jump-Ahead F. Random Number Generator Example Carma 

or_generating randomly hopped

addressesis to use identical random numbergenerators inthe 45

Hy =

knownplaintextattack—againsttheencryptor.

 

 

transmitter and receiver and advance them as packets are XHG1X_.+4)mod 15. (6) 

transmitted and received. There are many random numberthat—eould—be-used.Each—one-has If one sets X)=1, equation (6) will produce the sequence1,
 

strengths and weaknesses for address hopping applications.
Linear congruential randomnumber generators (LCRs)are 59

fast, simple and well characterized random number genera-
tors that can be made to jump aheadnstepsefficiently. An
LCRgenerates random numbers X,, X,, X, . . . Xk starting
with seed X, using a recurrence

5, 9, 13, 2, 6, 10, 14, 3, 7, 11, 0, 4, 8, 12. This sequencewill
repeat indefinitely. For a jump ahead of 3 numbers inthis
sequence a”=31°=29791, c*(a—-1)=15*30=450 and a” mod
((a~1)c)=31? mod(15*30)=29791 mod(450)=91. Equation
(5) becomes:

 
 
 

 
  

((91(K,30+4)-4)/30)mod 15 (7).

X=(ax,_,+6)mod ¢, (@)

_______wherea,bandcdefineaparticularLCR.Anotherexpression_Calculations start at 5 and jump ahead 3.
for X,, TABLE1

Aeorbye=nmode {2}

enables the jump-ahead capability. The factor |a’ canin Brow
IX; (K30+4) 91(K3044)-4 (91 K304+4)- 430 Xns
 

   
 

15 154. 14010. AGT. 2
e eC e 4 2 64 5820 194 14

Spee 0 71444 38580 1286 IIcontrol thessize, and processing time required to compute (2). 10 lL 334 30390. 1013 g
(2) can be rewritten as: 6 13 8 244 22200 740 5 

(ae ° &)

————
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31
G.Fast Packet Filter

32

each RNG generates a new address, the presence vector is
 

 
updated’to>reflect the information. As the window moves,5, the
  

orthas:an\ invalid header (a hostile packet) and should be
immediately rejected. Such rapid determinations will be

Thereis a1 trade-off between efficiency ofthe test and the
amount of memory required :for storing the presence vector
 

 
terabytes. Clearly, this|is: toolarge for practical ppurposes. packets at the receiver at a high rate“of speediin the hope of

saturating the receiver’s processor (a so-called “denial of
service’” attack). Fast packet filtering isan imporlant feature

Instead, the 48 bits can be divided into several smallerfields.

For instance, one coudsubdivide me 3bits into four 12-bitfi 3 
Assuming that all participantsin aVPN share an unas- 2048 bytes at theeexpense ofoccasionally havingto process a 

signed “A” block of addresses, one possibility is to use an hostile packet. In effect, instead of one long presence vector,
  

experimental “A”block that will never be assigned to any
machine that is not address hopping on the shared medium.
“A”blocks have a 24 bits of address that can be hopped as

the decomposed address portions must match allfour shorter
presence vectors before further processing is allowed.(If the
first part of the address portion doesn’t match the first pres-
 

opposed teto the 88 mits in Cc" blocks. InOilscase aa hoppiock ence vector, there 1is no need to check the remaining three
 

 1. The addresses haveno validityscansthe Ethernet and
will not be routed out to a valid outside destination by a

one or more addresses with a corresponding field of y are
active. An address is active only if each presence vector 

 
: within each “A” block, This yields>$280 trillion possible

address pairs making it very unlikely that an adversary

would guess a valid address. qt also Provides acceptablylow /P a
VPNsona shared medium independentlygenerate random
 

points. A‘hostilepacket will be‘rejectedby theindexingofoone
presence vector more than 99% of the time. A hostile packet

will beTejejected by the indexing ofall 4 presence vectors moreO
 will be rejectedin less than 1.02 presencevector indexoopera- 
 

 
 

address pairs from the same “A” block). 30 tions.
3. The packets will not be receivedby someone on the Eth- The small percentageofhostile packets that pass the fast

ernet who is not on a VPN (unless the machineis in pro- packetfilter will be rejected when matching pairs are not
mniscuous mode) minimizing impact on non-VPN comput- foundin the active window orare active checkpoints, Hostile
ers. packets that serendipitously match a headerwill be rejected33

‘The Ethernetcmapwillbe used to describeo1one©imple: when the VPN software attempts toGecrypt the header. How- guickly examine a packet ‘header, determine whether the ways this method can be configured to arbitrate the space! 
packet is hostile, and reject any hostile packets or determine speed tradeoffs. 

which activeIPpair c eader matches. The proble
 

  
ate into a much slower algorithm. This slowness cann persist remainunchanged. The actions resulting fromthe reception 

 
 

45

for a period oftime. Since there is a need to discard hostile of the checkpoints are, however, slightly different. In this
packets quickly atall times, hashing would be unacceptable.—_-variation, the receiver will maintain between OoO (“Out of

Order”)and2xWINDOW_SIZE+O00activeaddresses
H.Presence Vector Algorithm (S000=WINDOW_SIZE and WINDOW_SIZE=1). O00

so and WINDOW_SIZE are engineerable parameters, where 

A presence vector is a bit vector oflength2”that can be
indexed by n-bit numbers (each ranging from 0 to 2”~1). One
can indicate the presence ofk n-bit numbers (not necessarily

OoOis the minimum number ofaddresses needed to accom-

modate lost packets due to events in the network or out of
order arrivals and WINDOW_SIZEis the number ofpackets
 

uniqe) by etethe bits in the presence Vvectoror indexed by transmitted before aA SYNC.REQis issued. FIG. 17 depicts a
 

 
ifthexobit oftheppresence vectoris L A fastpacket filter cacan
be implemented by indexingthe presence vector and lookingS, 2

 
 

addresses Toaded and active (ready to receivee data), Astpack-
ets are received, the corresponding entries are marked as

[isedand are nolongereligibletoreceive packets: The
 

 
 

whetheraan address of 135 was validby checking only onebit:vectors_could_be created in

135 usingapresence vector.«The135”bittofthe vector would
be set. Consequently, one could very quickly determine

taining the numberofdata packets transmitted sincete last
initial transmission ofaSYNC_REQ for which SYNC_ACK

has been received. When the transmitter packet counter
equals WINDOW__; -
 

advance corresponding to the table entrics for the IP
65

C_REQand doesits initial transmission. When the receiver
 

addresses. In effect, the incoming addresses can be used as receives a SYNC_REQ corresponding to its current
 

indices info a long vector, making comparisons very fast. As

 

CKPT_N,it generates the next WINDOW_SI7E addresses
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after,the last active address wrappingg aroundtto‘thebeginning
    

of the array after the end of the array has been reached. The
 

 
 

recciver’sarraymight look likeFIG. 18 whena SYNC“REQ
transmission path quality; (2) a DNS proxy server that trans-
parently creates a virtual private network in response to a
 

 

C“REQiis received. domain1name inquiry: @) a Targe-to-small Tink bandlwicith
  

 Ft1G. 19 shows the receiver'sS array alter the new addresses 

 
  

syuchronized with a receiver; and (3) a signaling synchro- SYNC"ACK,itwille-issue theSYNC_REQatregularinter-
vals. When the transmitter receives aSYNC_ACK,the packet nizer that allows a large number of nodes to communicate
 

counter is decremented by WINDOW_SIZE.If the packet
counter reaches 2xWINDOW_SIZE—Oo0thenthe trans-

with a central node by partitioning the communication func-
tion between two separate entities. Each is discussed sepa-

 

 

mitter ceases sending data packets until the appropriate SYN- rately below.
C_ACKis finally received. The transmitter then resumes
sending data packets. Future behavioris essentially a repeti- 15
tion ofthis initial cycle. The advantagesofthis approach are:
1. There is no need for an efficient jump ahead in the random

number generator,

A. Load Balancer

Various embodiments described above include a system in
  

Which atransmittingnodeTransm nme nO and areceiving |node aiarere coupled 
 

sponding entry in th i i i istri i -

3. No timer based re-synchronization is necessary. This is a rality ofpaths. See, for cxample, FIGS. 20 and 21 and accom-
panying description. The improvement extends this basic

concept 1to encompass distributing packets across different

 

consequenceof2.  

   recently transmitied message.
Inoone¢ embodiment, a system includes aa‘transmitting node 

5 ed lransmission fath Variant and a receiving node thatare linked via a plurality of trans-
mission paths having potentially varying transmission qual-

ity. Successivepacketsaretransmittedoverthepathsbasedon
30-a-weight-value_distribution functionforeach_path_Therate

that packets will be transmitted over a given path can be
different for each path. Therelative “health” of each trans-
mission path is monitored in order to identify paths that have
become degraded. In one embodiment, the health ofeachpath

 

Another embodimentincorporating variousinventive prin-
ciples is shown in FIG. 20. In this embodiment, a message
transmission system includes a first computer 2001 in com-
munication with a second computer 2002 through a network
2011 of intermediary computers. In one variant of this
embodiment, the network includes two edge routers 2003 and
2004 each ofwhichis linked to a plurality of Internet Service

 
 

Providers (ISPs) 2005 through 2010, Each ISP is coupled toa 35 is monitored in the transmitter by comparing the number of

plurality ofother ISPsiinanmn arrangement aas showniinn FIG. 20, packets transmitted|to© the number of packet acknowledge-
 

 
labelediin FIG. 20to indicate aspecific physicaltrtransmission puter network, router, bridge, or the like), orr may comprise
path (e.Be AD iisa physical pat that sinks ISP A{element 40 logically separate pats occontained within a broadband com-
 

 
 

 

the routeris® attached oonn the basis of4a randomly orr quasi-  
randomly selected basis.

AS shown inFIG. 21,1, computer2001 oredgerouter 2003

 
When the transmission quality of a path falls below a

45 predetermined threshold and there are other paths that can
transmit packets, the transmitter changes the weight valueoomaking!itlessaclthat a“givenPackerwiwillnetwork, valid sets ofIP addressesthat can be used to transmit

the Packet. For‘example,AD table201 contains a pluralityof

 

 identify, for each potential
  

 

 
  

 

 
domly generated. Whena packet isto be transinitted fromfirst 50 onn the path, The weights of the other available paths are
computer 2001 to second computer 2002, one ofthe link altered to compensate for the changein the affected path.
tables is randomly (or quasi-randomly) selected, andthe next When the quality of a path degrades to where the transmitter
valid source/destination addresspair from thattableisusedto is turned offby the synchronization function(i.e., no packets
transmit the packet through the network. If path AD is ran- are arriving at the destination), the weightis set to zero.Ifall

domly selected. forexample, the next source/destination IP 55 transmitters are turned off, no packets are sent.PAP ude_a “throttling”fea-
-ture that reduces the transmission rate ofpackets whenit is
determined that delays or errors are occurring in transmis-

sion.n. Tn this respect, timers 2are sometimes used to determine

 
 

‘A(clement 2008) and ISP B(element 2008)|is used to 
transmit the packet. Ifone of the transmission paths becomes

degraded or inoperalive, mitt Tink table can be set toa “down”
 
 

   
not involve multiple
wherein transmission across a particular path relative to the
 

others is changed based on link quality.

65 According to certainn embodiments, itin orderto damp 6:oscil-
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35 36

linear or an exponential decay formula can be applied to schedule), or it can be continuously run, such as in a back-

gradually Ocerease the weight value cover time that a2» degrad: ground mode ofoperation. In one> embodiment, the combined
g W Vs e erade a ptoDnily (e.g.,path iimproves, the weight value for that ‘path jisgradually when the weighting forone~pathis decreased, the correspond-

increased, son ti 3 ingweightstthat the other«paths will be‘selectedd will increase), the numberof,nackets thataare acknowledgedwithin the trans-
mission window (see embodiments discussed above) to the
 
 

path could resultiin ann evenly distributediincrease in the
weights for the remaining paths. Alternatively, weightings 

 

ra 0stateteof thetransmitter Gi.e., on oroff). In other words, rather 
than accumulating generaltransmission Statistics over time
for a path, one specific implementationuses the “windowing”
concepts described above to evaluate transmission path

(e.g., favoring healthy paths over less healthy paths). In yet
anothervariation,the difference in weight value can be amor- 

  health. a eae
: . 15_t0 their traffic weighting.

from an “unhealthy” path to a “healthy” one, andto select a HIG. 223 shows steps1that canbe© executed to shut down
pathforanew virtua circuit ansmiss aks atransmi urns off-In step 2210
 
    

 

associated with aplurality oftransmission‘tinks. Ttisassumed made to determine whether at least one transmitteris still
that software executing in one or more computer nodes 20 turnedon.ifnot,theninstep2215allpacketsaredropped
executes the steps shown in FIG. 224A.It is also assumedthat until a transmitter turns on. If in step 2211 at least onc trans-
the software can be stored on a computer-readable medium Initter is turned on, then in step 2212 the weight for the path
such as a magnetic or optical disk for execution by a com- is set to zero, and the weights for the remaining paths are
puter.

 

 

   

Beginningiin step 2201, the transmissionquality ofa given 25 pe. 23 shows a computer node 2301 employing various surement can be based ona comparison between the number that two computer nodes ofthe type shownin FIG. 23 com-
ofpackets transmitted overa particular link to the number of|municate over a plurality of separate physical transmission
packet acknowledgements received over the link (e.g., per paths. As shown in FIG. 23, four transmission paths XT

________umnit lime,orinabsoluteterms). Alternatively,thequality can 30 through X4 are defined for communicating between the two
be evaluated by comparing the umber of packets that are nodes. Each node includes a packet ttransmitter 2302 that

 
 

 

 

 
another variation, the number of missed synchronization without using the IP-sopping features desorbed above, but 

 messages can be used to indicate lin , avariations are of course possible. is employediin conjunction with the path selection mecha- 

i step 22202, acheckiis madeto determine whether more nism.). The computer node also includes a Packet rreecivermn P eceive 09
 

loving wi dow W thatmoves assvalid ackets are

Jn step 2203, the link quality iis compared toagiventhresh- 40 received. ‘nvalid packets having source and destination 
 below the threshold, then in step 2207 a check iis made to As each packet is readied for transmission, source ‘and

determine whether the weightis above a minimum level(e.g., destination IP addresses (or other discriminator values) are
1%).Ifnot, then in step 2209the weight is setto the minimum selected from transmittable2308accordingtoanyofthe
level and processing resumes at step 2201. If the weight is 45 various algorithms described above, and packets containing
above the minimum level, theniinn step 2208 the weight isis these source/destination address pairs, which correspond to

 
  

 

 sveights for the1remaining pathsarare adjusted accordingly 1to generated toa.transmission path switch 2307. Switch 2307, 
contpensate (e.-, they areincreased). which cancomprisea software fonction, selects from one€ of equalto the threshold, theniin1 step 3204 :a» checkiis made to bution table 2306. For example, if the weightfor pathX1 iis 
determine whetherthe> weightis less than a steady-state value 0.24thenevery fifth packet will be transmitted on pathX1.A05
 
 

toward the steady--statevalue,andiin step 2206the weights for tially, eachTink’s weight value cann be set such that it is
theremaining Paths are adjusted accordinglyto compensate 55 proportionalto its bandwidth, which will be referred to asits

 

 

   
BHisD eady-state” value.

than“the steady-“state value, then pmecessing resumes at step Packet receiver 2303 generates an output to a link quality
2201 without adjusting the weights. measurement function 2304 that operates as described above

The weights can be adjusted incrementally according to to determinethe quality ofeach transmission path. (The input
various functions, preferably by changing the value gradu- 60 to packet receiver 2303 for receiving incoming packets is

aly ItIn one embodiment, aa Hnearly decreasingfunction is omittedforclarity).LLink qualitymeasurement function2304

 

 

“Although notsr acaliesty showniin FIG. 22Athe process can according toaagradual (esBes finearly orwr exponentiaily declin.
be performed only periodically (e.g., according to a time ing) fonction. In one embodiment, the weight valuesfor all
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available paths are initially set to the same value, and only Suppose that a first link L1 can sustain a transmission
when paths degrade in quality are the weights changed to bandwidth of100Mb/s and has a window size of32; link L2
reflect differences. can sustain 75 Mb/s and has a windowsize of24; and link L3

Link quality measurementfunction 2304 can be made to _can sustain 25 Mb/s and has a windowsize of 8. The com-
operate as part ofa synchronizer function as described above. 5 bined links can thus sustain 200 Mb/s. Thesteadystatetraffic
Thatis, if resynchronization occurs and the receiver detects weights are 0.5 for link L1; 0.375for link L2, and 0.125 for
that synchronization has beenlost(¢.g., resulting in the syn- link L3. MIN=1 Mb/s, THRESH=0.8 MESS_T for each link,

 

 

 

 

chronization window W being advanced out of sequence), o=0.75 and B=0.5. These traffic weights will remain stable
thatfact can be used to drive link quality measurement func-—_until a Jink stops for synchronization or reports a number of
tion 2304. According to one embodiment, load balancing is 10 i i i -
performed using information gamered during thenormal syn- ing sequenceofevents:
chronization, augmented slightly to communicate link health 1. Link L1 receives a SYNC_ACKcontaining a MESS_R

i i i intai of 24, indicating that only75%oftheMESS_T 32)
count, MESS_R(W), ofthe messages received in synchroni- messages transmitted in the last window were success-
  
 zationwindow W. Whenit receives a‘synchronization request 15 fully received. Lenk 1 wouldbe below THRESH (0.8).
receiverrincludes counter MESSRin the resulting synchro- reduced to 0. 12825, while link 12s traffic weight value
nization acknowledgement (SYNC_ACK)sent back to the would be increased to 0.65812 and link L3’s traffic

itter-Thi i weightvalue wouldbe increasedto 0.217938.
sent to messages received in order to assess the health of the 20 2. Link L.2 and L3 remained healthy andlink L.1 stopped to

  

 

 

 

 

 

   

 
  

 
 

  

  

link, synchronize. Then link L1’s traffic weight value would
If synchronization is completely fost, weight adjustment be set fo 0, link 1.2’s traffic weight value wouldbeset fo

function 2305 decreases the weight value onthe affected path 0.75, and link L33’s traffic weight value would be set to
to zero. When synchronization is regained, the weight value 0.25.
for the affected path is gradually increased to its original 25 3. Link L1 finally received a SYNC_ACK containing a
value. Alternatively, link quality can be measured by evalu- MESS_Rof0 indicating that none of the MESS_T (32)
ating the length of time required for the receiver to acknowl- messages transmitted in the last window were success-~
edge a synchronization request, In one embodiment, separate fully received, Link L1 would be below THRESH.Link
transmit and receive tables are used for each transmission L1’s traffic weight value would be increased to 0.005,
path. 30 linkL2’s traffic weightvaluc_wouldbedecreasedto______

When the transmitter receives a SYNC_ACK, the 0.74625, and link L3’s traffic weight value would be

MESS_|Riis compared with the number of messages trans- decreased to> 0.24875.v (MI 6 e ed ACK ining

a1 SYNC_ACK, the traffic probabilities will be examinedJand of32 “indi atin: that 100% ofth ME S T 32
adjusted ifnecessary. MUSS_R is compared with the number 35 sages transmitted in the last window were successfully

—F)-There-are received. EinkEt would beaboveTHRESHFinkEt5sibilities: “0 : hile

1. IfMESS_Ris less than a thresholdvalue, THRESH,then link L2’s traffic weight value would be decrersed to
the tink willbe-deemedfo be unhealthy: Ifthe transmitter was 0.560625 and Tink3's traffic weight value would be 
 that link will beset lo:a minimumvalue MIN. This vill keep 5. Link 1 vecived a SYNC.ACK containing a MESS_R

atrickle oftrafficonnthe tinkformonitoring Purposes untilit of32 indicating that 100% ofthe MESS. T (32) mes-~  
 
link will be set to: received. Link L1 would be above THRESH, Link L1’s 
 

 
 

, 45 traffic weight value would be increased to 0.37625; link
 BaoxMINe(aa)eP a 12’s traffic weight value would be decreased to

Equation 1 willexponentially dampthetraffic weightvalue to 0.4678125, and link L3’s traffic weight value would be
MINduring sustained periods of degraded service. decreased to 0.1559375.

2. If MESS_R for a link is greater than or equal to 6. Link L1 remains healthy and thetraffic probabilities 
THRESH,thelink will be deemed healthy. Ifthe weight P for 50approachtheirsteadystatetrafficprobabilities===
thatlink is greater than or equal to the steady state value S for 

  

 

thatlink, then P is left unaltered. If the weightP for that link B. Use of a DNS Proxy to Transparently Create
: : ‘ Virtual Private N ;

P=PxSt(=B)xP (@) 55 Asecond17improvement concerns theatautomatic creation.nof   
dampingrateofP.name serv =

Equation 2 will increase the traffic weight to 8 during Conventional Domain Name Servers (NSS) provide a  
  
 A detailed example will now be provided with reference to theweb namee““Yahoo com,” theususer’ssweb browsertransmits

FIG. 24, AS showninPIG.24, afirst computer 240commapauest|er west to a DNS, which ¢convertsts the name into aa four-par
  

 2403 and 2404, Tach router is coupled ‘to the other router by the browser to contact the destination web site, 
through three transmission links. As described above, these 65 This yen scheme1is sowniinFIG, 35. A user’s
 

 virtual private networks). example, a web browscr) and an 1P protocol stack 2508.
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Whentheuser enters the nameofa destination host, a request by computer 2601 and secure target site 2604 for secure
 

DNS REQ is made(through IP protocol stack 2505) toa DNS communication. Then,gatekeeper 2603 communicatesthese
  

250210 ookmd the IP address associated withthename.©. The
with the host 2503 through separate transactions such as

to user computer 2601. Thereafter, DNSS PROXY 2610 returns
 

target computer) 2604,‘preferablyususing a secure. administra- 
PAGE REQand PAGERESP. tive VPN. The address that is returned need notbe the actual 

Tn‘the conventional architecture shown in FIG.25, nefari-

was contacting. For example, if a user wanted to set up a
secure communication path with a web site having the name
“Target.com,” when the user’s browser contacted a DNS to
find the IP address for that website, the true IP address ofthat
web site would be revealed over the Internet as part of the 15
DNSinquiry. This would hamper anonymous communica-

—____ionsontheInternet.

address of the destination computer.
 

conventional DNS server 2609 the look-up request, which
would be handled in a conventional manner, returning the IP
address ofnon-secure web site 2611.Ifthe user had requested
lookup of a secure website but lacked credentials to create

such a connection, DNSproxy 2610 would return a “hostunknown”
error to the user. In this manner, different users 

One conventional schem i i i.

vate networks overthe Internet provides the DNSserver with

  

Gatekeeper 2603 can be implemented on a separate com-
 

the public keys of the machines that the DNSserverhas the 20 puter (as shownin FIG.26) oras a function within modified
 

addresses7for.r This allows hosts toretrieveve automatically the DNS server 2602. Inmn general, itis anticipated that gatekeeper
 

addresses. Secure hosts suchaas site 2604are assumed to be the public key ofthe destinationhost, One implementationof
this standard is presently being developed as part of the 25
 

equippedwith a secure communication function such as an IP
 

FreeS/WAN Project (RFC2535).

Accordingto certain aspects ofthe invention,aspecialized 30
DNSserver traps DNSrequests and, if the request is from a
special type of user (e.g., one for which secure communica-
tion services are defined), the serverdoes notreturn the true IP
addressofthe target node, but instead automatically sets up a

virtual privatenetwork between the target node and the user. 35
“hopping” features of the basic invention described above,

hopping function 2608.
 

combining the functions oftwo servers, the two servers can be
made to operate independently.

FIG. 27 showssteps that can be executed by DNS proxy
server 2610 to handle requests for DNS look-up for secure
hosts. In step 01, a DNS look-up request is received for a

target host In step 02, a check 4ismade to determine whether the DNS request ispassed to conventional DNSs:server£2609, 
such that the true identity of the two nodes cannot be deter- whichlooksup the IP addressofthe target site and returnsit
 

mined even if packets during the communication are inter-

” the request to provide za nor-transparently¢‘passes through"

to the ususer”s application for further processing.
 
  isis authorizedto connectto> the secure host. Such ¢as checkcan 

mal look-up function and return the IP address ofthe target be made with reference to an internally stored list of autho-
 

webserver, provided thatthe requestinghost has permissions rized IP addresses, or can be made by communicating with
 

to resolve unsecured sites. Different users= who makesanniden- 45

marized above. A user’s computer 2601 includes aa conven-

aaed2608©.z over an “administrative”VPNthat is
 

example, some sites may be designated;as having a certain 
tional client (e.g., a web browser) 2605 and an IP protocol
stack 2606 that preferably operates in accordance with an IP 50
hopping function 2607 as outlined above. A modified DNS
server 2602 includes a conventional DNSserver function

2609 and a DNS proxy 2610. A gatekeeper server 2603 is
interposed between the modified DNSserver and a secure
target site 04.An “unsecure”target site 2611 is also accessible 55

security level, and the security level of the user requesting
access must match that security level. The user’s security
level can also be determined by transmitting a request mes-
sage back to the user’s computer requiring thatit prove thatit
has sufficient privileges.

Ifthe user is not authorized to accessthe secure site, then a
“host unknown”messageis returned (step 05). Ifthe user has
 

via conventional IP protocols. Sufficient security privileges, then in step 06 a secure VPNis
 

According to one embodiment, DNS'S prony2610 intercepts
asecure sitehas beenrcrequested(as determine foreexam)ple, 60_comy i i - 

by a domain name extension, or by reference to an internal

establi shed between the user’ s computer and the secure target
 

formed transparently to the user (i.e., the user need not be
 

table of such sites), DNS proxy 2610 determines whether the involved in creating the secure link). As described in various
 

user has sufficient security Privileges 0to accessthesisite.fe. If's0,
user computer 2601 and secure© target site 2604, In one

embodiments ofthis application, any ofvariouss fields can be  
Someor all of the security fimetions canbe embedded in 

cmbodiment, gatekeeper 2603 creates “hopblocks”tobe used gatekeeper 2603, suchthatit handlesall requests to connect to
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nicates with gatekeeper 2603todetermine (preferably ovover a
 

to thejinternet, but:a much lower bandwidth tto the eelge1router 
secure administrative VPN) whetherthe user has access to a

2802. 

particular web site. Various scenarios for implementing these Suppose that a computer hackeris able to transmit a large 

 
 
 

features are describedby way ofexample below: 80 in

vomputer 2801would be able to quickly reject the packets
 

 
since they would notfall within the acceptance windowper-
 

by the DNS proxy server 2610, which would forward the mitted by the IP address hopping scheme. However, because 

 

request to gatekeeper 2603. The gatekeeper would establish a
VPN between the client and the requested target. The gate-
keeper would provide the address of the destination to the
DNSproxy, which would then return the resolved nameas a
result. The resolved address can be transmitted back to the ,,
client in a secure administrative VPN.

the packets must travelacross low bandwidth link LOW BW,
the packets overwhelm the lower bandwidth link before they
are received by host computer 2801. Consequently, the link to
host computer 2801 is effectively flooded before the packets
can be discarded.

According to one inventive improvement, a “link guard”
function 2805 is inserted into the high-bandwidth node(e.g.,  

ISP2803) that quickly discards packets destinedfor a low- 

would be received by the DNS OXY server2610 which
would forward the request to gatekeeper 2603. The gatc- 20 cally authenticated to determine whetherit belongsto aVEN,

bandwidth target nodeif they arenot valid packets:Bach
 

keeper would reject the request, informing DNSproxy server If it is not a valid VPN packet,the packetis discarded at the 

2610 thatitwas unable to find the target computer. The DNS high-bandwidth node. If the packet is authenticated as 

proxy 2610 wouldthen return a “host unknown” error mes- 
 

normal non-VPNlink, and the gatekeeper does notthave arile
  

Ingone> embodiment, the ISP distinguishes between VPN 
to setup a VPNforthe clientto the targetsite. Inthis scenario, and non-VPN packetsusing the protocol ofthe packet. In the 

the client's DNS request is receivedby|DNS proxy server
is needed. Gatekeeper 2603 would then inform the DNS
proxy server to forward the request to conventional DNS
server 2609, which would resolve the request and return the
result to the DNS proxyserver and then backto the client.

Scenario #4: Client does not have permissionto establish a

normal/non.“VPNlink, and the gatekeeper does not have a

30

35

 

case ofIPSEC[ric 2401], the packets have IP protocols 420
 

an IP protocol that is not yet defined. The ISP’s link guard,
2805, maintains a table ofvalidVPNs whichituses to validate
whetherVPN packets are cryptographically valid. According
to one embodiment, packets that do not fall within any hop
windows used by nodes on the low-bandwidth link are

rejected, or aresent with a lower quality ofservice. One
  width node, suchthatboththe high-“bandwidthandJow-band- 

2603 would determine that no special VPN was needed, but width nodes track hopped packets(e.g., the high-bandwidth
 

that the client is not authorized to communicate with non- 40

node moves its hopping window as valid packets are
 

   
  VPN members. The gatekeeper would reject the request received). Nn such ascenario, -bandwi

before they aree transmitted aver the low“bandwidth link.
Thus, for example, ISP 2903 maintains a copy 2910 of the
 

C. Large Link to Small Link Bandwidth
45

receive table used by host computer 2901. Incoming packets
 

Management   

so-called“denial of,service’” attacks thatcan occur if a com-
puter hacker floods a knownInternet node with packets, thus
preventing the node from communicating with other nodes.
Because IP addressesorother fields are “hopped”and packets
arriving with invalid addresses are quickly discarded, Internet
nodes are protected against flooding targeted at a single IP

thatar connot:fall within this rereceivetablearere discarded.Accord

code (HMAC) irfe 2104].
According to another embodiment, separate VPNs(using,

for example, hopblocks) can be established for communicat-
ing between the low-bandwidth node andthehigh-bandwidth
node (i.e., packets arriving at the high-bandwidth node are
converted into different packets before being transmitted to

55_the low-bandwidthnode).
  

nasysteminwhichacomputer is coupled through a link
having a limited bandwidth (e.g., an edge rouler) to a node

 
  

 

As shownin FIG. 29, for example, supposethata first host
computer 2900 is communicating with a second host com-
 

that can support a much higher-bandwidthlink (e.g., an Inter- puter 2902 over the Internet, and the path includes a high 

net Servicee Provider), a potential weakness could be

second host computer 2804 using the IP address hopping

 

bandwith Tink HIGHBW tto ann ISP2901 and a low band- 
 

computer 2900 ‘and second host computer 2902 would 
principles described above. Thefirst host computer is coupled exchange hopblocks (or a hopblock algorithm) and would be 

through ann edge router 2802 fo an Intemet Service Provider able to create marening transmit and receive tables 2905,
 

teredhrongt a high ‘bandwidth tink (HIGHBW). In
 

ing seemingly“random IP ssourcevand destination addresses,
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43 44
and each would move a corresponding hopping window inits CKPT_N.It is a simple matter of deferring the generation of
receive fable as valid packets were received. a néw CKPT_N until an appropriate interval after previous

Suppose that a nefarious computerhacker2903 was able to checkpoints.
deduce that packets having a certain range of IP addresses Suppose a receiver wished to restrict reception from a

ity) are_5 transmitter to 100 packets a second, and that checkpoint syn- __|
being transmitted to ISP 2901, andthat these packets are chronization messages were triggered every 50 packets, A

Hacker com.___complianttransmitter would not issuenew SYNC_REQ mes-

puterer 2003 couldthus “Flood” packets having adresses fall sages more often than every 0.5 seconds. The receiver coulda0 aL 5 5 ) delay a non-compliant transmitter from synchronizing by
for ide4 alonglow banwiath link LOWBW,thus ecausing 10 delaying the issuance ofCKPT_Nfor0.5 secondafterthe last
thelow bandwidth linktobecomeoverwhelmed. The fast

. oo. In eneral, if M receiver i ipacket rejectmechanism in first host computer3000 wouldbe : 8 ‘ ceiver needto restrict N transmitters
: ———___ : EQmessages after-every-W- messages

oflittle use in rejecting these packets, since the low band- t di R diwidth link was effectively jammed before the packets could 0ae messages aero an SBBrvEale, each receiver
be rejected. In accordance with one aspect of the improve- have elapsed since the last SYNCREQ has been receivedment,however, VPN_link guard 2911 would prevent C is rate between a

attack from impacting the performance of VPN traffic pair ofcheckpoints, it williissue the new checkpoint before

   

  

 
 

  
     

 
  

 

  

  
 

packetsor given a lower quality of serviceethanVPN trafic 20 discarded bythe receiver,After this, the transmitter will re-
 attack could, however, still disrupt non-VPN traffic. SYNC.ACK.‘Thereceiver will eventually update CKPT.N

According to one embodiment of the improvement, ISP and the SYNC_REQ will be acknowledged.If the transmis-
2901 maintains a separateVPN withfirst host computer2900, sion rate greatly exceedsthe allowedrate, the transmitter will
and thus translates packets arriving at the ISP into packets 25 stop until it is compTiant. If the transmitter exceeds the
host computer 2900. TheWeenptogphiekeeused fo0authen- rounds ofof dyed synchronization sal ifis ins compliance2911 2

tcekatnk

 

 

 
  

 
  

 

 

tvoughtto the low-bandwidth node,This- embodiment would 2. Since¢a transmitter will viahtflly continue to transmit  

 

 

 

prevent a hacker from flooding packets using a single IP tora period after a SYNC_REQ istransmitted,the algo-
address. According to yet a fourth embodiment, the high- rithm above can artificially reduce the transmitter’s
bandwidth node can be configured to discard packets trans- 40 bandwidth. If events prevent a compliant transmitter
mitted to the low-bandwidth node if the transmission rate from synchronizing for a period (e.g. the network drop-
exceeds a certain predetermined threshold for any given IP ping a SYNC_REQ ora SYNC_ACK) a SYNC_RIQ

: thi will be accepted later than expected.Afterthis, the trans-
this respect, link guard 2911 can be usedto detect thatthe rate mitier will transmit fewer than expected messages

onagivenJP address are exceedingathreshold 45 before encountering the next checkpoint. The new
  

rate; forther packets addressed too that same 1p address would checkpoint will nothave beenactivated and the trans- 
appear to therreceiver as ifthe transmitteriis not compli-

D Traffic Limiter ant, Therefore, the

50 from the transmitter’'s‘S perspective. TThis has the effect of

 

   

poeibility, 0one inventive improvement involves setting up To guard against‘this, thereceiver should keep track ofthe  

contracts”between nodes in the system, such thatareceiver 55. times that the last C SYNC_REQs were received and
can impose a bandwidth limitation on each packet sender. accepted and use the minimum of MxNxW/R secondsafter
One techniquefordoing this istodelay acceptance of athelastSYNC_REQhasbeenreceivedandaccepted, 2xMx
checkpoint synchronization request from a sender until a _NxW/R seconds after next to the last SYNC_REQ has been
certain time period (e.g., one minute) has elapsed. Each received and accepted, CxMxNxW/R seconds after (C-1)"
receiver can effectively control the rate at which its hopping 60 to the last SYNC_REQ has been received, as the time to
window moves by delaying “SYNC_ACK”responses to activate CKPT_N. This prevents the receiver from inappro-
“SYNC_REQ”messages. priately limiting the transmitter’ s packetrate ifat least one out

   

 

 

 

Asimple nmodification to the1e checkpointsynchronizer will ofthe lastc SYNCREGSwasaceson thefirst‘curempt
 

tables untila SYNCREQ|is received onn hopped address dance with the “hopping” principles described above (eBs  
 

 

ort|
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popped iPaddresses, discriminatorr values, ¢etc.?.For the sake  lologronalandnd fog:off (and requires only minimaSesizeditables),

  
3000,
  

between theuser+ and the transport server, where hopping 
As described above, receiving computer 3000 maintains a

receive table 3002 including a window W thatdefines valid IP
tables are allocated and maintained. When the user logs onto
the signaling server, the user’s computeris provided withhop 

address pairs that willbe accepted when appearing in incom-
ing data packets. Transmitting computer 3001 maintains a
10tables for communicating with the transport server, thus acti-

vating the VPL. The VPLs can be tom down when they  

transmittable 3003trom which the nextIP address pairs wilt
be selected whentransmittingapacket to receiving computer

  

beconieinactiveforatime period, or theycanbe torn down
upon user log-out. Communication with the signaling server
 

3000. (Vor the sake of illustration, window W is also illus-
trated with reference to transmit table 3003). As transmitting

to allow user log-on and log-off can be accomplished using a
specialized version of the checkpoint scheme described
 

computermoves5 eweits table,it willeventually generate

 
sages than its alloturent, it will orematurely generatetthe

above.

munication requestwith one or more clients 33103 and 3104. 

message. (if ithas been alteredto remove the

SYNC_SEQmessage generation altogether, ittwill fall out of
As described inmoredetailbelow,thesesmaltablesmay}

aanbe constructed asa specialcase of the syn- 
  

“in accordance with the improvements described above, number of omaeree:tables 3108, 3109, and 3110 ‘that 
receiving computer 3000 performs certain steps when a SYN-
C_REQ message is received, as illustrated in FIG. 30. In step

can be allocated to create a VPN with oneofthe client com-
puters. 

3004,» Tecelving computer 3000 receives the SYNC“REQ
00 e b ores to one embodiment, achent that has previous'y 

 
310909 thenextet CKPTNT value:is calculated and insertedinto
 

Signaling seserver 3101 receives the request 3111 and usesit 
the receiver’s hopping table prior to the next SYNC_REQ to determinethatclient 3103 is a validly registered user. Next,
 

  

 

from the transmitter 3101. Transmitter 3101 then processes 45 signaling server 3101 issues a request to transport server3102
the SYNC_REQ in the normal manner. to allocate a hopping table (or hopping algorithm or other

regime) for the purpose of creating a VPN with client 3103.
E. Signaling Synchronizer The allocatedhopping parameters are returned to signaling

server 3101 (path 3113), which then supplies the hopping
Ina system in which a large number ofusers communicate 50 parameters to client 3103 via path 3114, preferably in

with a central node using secure hopping technology,a large encrypted form.
 

amount off memory mustt be s¢set aside forTookitestables and _ Thereafter, client 3103 communicates with. emseor 

 
system at any one time. A desirable solution would ‘be a computer, Alternatively, itiiss possible to partition the fine. 

systemthatpermitsacertain maximumnumberofsimutta-

neous Hinks tcto be maintained, but whichwoudad 
 

sand-at-a time could a

central server, without requiringthat the server maintain one 

tions shown in FIG. 31 differently from as shown without

departingffrom the inventive principles.ag © above-described architecture is that

signalingserver sor needonly maintain a small amountof
 

the capability of quickly rejecting packets from unauthorized 
million hopping tables of appreciablesize.

One solutionis to partition the central node into two nodes:

65
users such as hacker computer 3105. Larger data tables
needed to perform thehopping and synchronization functions
 

a signaling server that performs session initiation for user are instead maintained in a transport server 3102, and a  
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47 48
smaller number ofthese tables are needed since they are only correspond to the client’s receiver side CKPT_Rand.
allocated for “active” links. After a VPN has becomeinactive transmits a SYNC_ACKcontaining CKPT_Oin its pay-

for a certain time penod egg., one hour), the VPN canbe load.
server 31 01 5 it updates ititstransmittercrsideCKPT.Rocomespondta

A more detailed description will now be provided regard- the client’s receiver side CKPT_R andtransmits a SYN-
ing how a special case of the checkpoint synchronization C_ACKcontaining CKPT_Oin its payload.
feature can be used to implement the signaling scheme FIG. 32 shows messageflows to highlight the protocol.
lescribed above Reading from topto bottom,the client sends data to the server
 

The signaling synchronizer may be required to support 10 usingits transmitter side CKPT_N. Theclient side transmitter
many (millions) of standing, low bandwidth connections.It 1s turned off and a retry timeris turned off. The transmutter
therefore should minimize per-VPL memory usage while
providing the security offered by hopping technology. In

 

off. The client side transmitter then loads CKPT_N into
CKPT_O and updates CKPT_N. This message is success-

15” fully received and a passed up thestack.If also synchronizes
thereceiver te,theservertoadsCKPT_-Ninto CKPToOand

 

hopping tables can be completely eliminated and data can be
carried as part ofthe SYNC_REQ message. Thetable usedby sayy : a
the server side (receiver) and client side (transmitter) is shown server side transmitter and transmits a SYNC.ACKcontain-
schematically as element 3106iin FIG. 31. ing the serverside receiver’ s CKPT_O the server, The SYN-

CKPT_N, CKPT_O and _20_C_ACK i 5:
CKPT_R remain the same from the previous description, receiver’s CKPTRis
except that CKPT’_N can receive a combined data and SYN- and the retry timer is killed. The client side transmitter is
C_REQ message or aSYNC_REQ message without the data. ready to transmit a new data message.

The protocolis a straightforward extension of the earlier Next, the client sends data to the serverusingits transmitter
synchronizer. Assumethat a client transmitter is on and the 25 side CKPT_N.Theclient side transmitter is turned off and a
tables are synchronized. Theinitial tables can be generated _retry timer is turned off. The transmitter will not transmit

“outtofband.”For‘example,2a client ccannog into aaweb server messagesaslong as the transmitter is (umed off. Theclientt fo (ter then toads CKPT_N intoCKPT_Oand

receive keysetc encrypted overthe Internet. Meanwhile, the updates CKPT_N.This messageis lost. Theclient side timer
server will set up the signalmg VPN on the signaling server. 30 expires and as a result a SYNC.REQ is transmitted on the

 

 

  

 

 
 

 

Assuming thatarelient application wishes’too send a packet client sidetransmitter’ s CKPT.T_O(this willKeep happening
 

on the jinner+ header using"the:transmitter’s CKPT_N nizes the receiver i.e,, the;server Toads CKPT.N into
address. It turns the transmitter off and starts a timer tM 35 CKPT0 andoneratesaanew CKPTSN,it generatesaran fewnotingCKPT_O. Messa B B bs $
DATA, SYNC_REQ a ini i ialgorithm, some potential problems:cannbe preventedby server.«The SYNC.“ACKiis5 successfully received at theclient.
identifying each message ype as partof the encrypted The client sidenreceiver’ss CKPTRis updated,the transmitter

 

  

 distinguish a data packet and.a SYNC REQiin the sig-
 
 

 

naling synchronizersince the data and the SYNC_REQ There are numerousother scenarios that follow this flow.
comein on the same address. For example, the SYNC_ACK could belost. The transmitter

2Whentheserverreceivesadatamessageonits CKPT_N, would continue to re-sendthe SYNC_REQ uniil the receiver
it verifies the message and passes it up the stack. The 45 synchronizes and responds.
message can be verified by checking message type and The above-described procedures allow a client to be 

other information(i.e., user credentials) containedin the cence at Senaling server an while maintaining thei i —Owi = y reject invalictpack-generates the next CKPT_N.It updates its transmitter_—ets, such as mightbe generated by"hacker computer 3205. In
side CKPT_Rto correspondto the client’s receiver side 50 various embodiments, the signaling synchronizeris really a

 

 

  

CKPT_R and transmits a SYNC_ACK containing derivative ofthe synchronizer. Ti provides the samee protection
  

its CKPT_Rwith aapayloadmatching itits transmitter side 
  

 

 

CKPT_O andthe transmitter is off, the transmitter is 55 I’. One-Click Secure On-line Communications and
—______1turned_onandthereceiver side CKPT_R isupdated IfSecureDomainNameService

the SYNC_ACK’s payloaddoes not matchthe transmit-
ter side CKPT_O or the transmitter is on, the SYN- _—_—‘ The present invention provides a techniqueforestablishing
C_ACKis simply discarded. a secure communication link between a first computer and a

4. T1 expires: If the transmitter is off and the client’s co second computer over a computer network. Preferably, a user
transmitter side CKPT_O matches the CKPTO associ- enables a secure communication link using a single click ofa 

ated with the timer, it starts timer [1 noting CKPT_O mouse,or a corresponding minimal input from another input

again, and a SYNC_REQ is sentFusit the transimitter’s device, such as a Keystrokeentered ona Keyboard oraackCKPT_Oaddress. Other eX h a
5. Whenthe server receivesa SYNC.REQ,on itCKPT|N, 65 automatically‘established as a default setting at boot-up ofthe

it replaces its CKPT_O with CKPT_Nandgeneratesthe computer(i.e., no click). FIG. 33 shows a system block dia-
next CKPT_N.Itupdatesits transmitter side CKPT_Rto gram 3300 of a computer network in which the one-click
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suitable. InE1G. 33, aa computer terminal 0orr client computer
3301, such as a personal computer (PC), is connected to a

 
puter 3301 has enabled a secure communivation mode of
communication between computer 3301 and server computer
 

computer network 3302, such as the Internet, through an ISP
3303. Alternatively, computer 3301 can be connected to com- 3304. According to one variation ofthe invention, the user3snot required to do anything more than merely click the “ 

- Computer 3301
includes an input device, such as a keyboard and/or mouse,
and a display device, such asa monitor, Computer 3301 can

secure”

identification information, passwords or encryption keys for
establishing a secure communication link. All procedures
  

another-computer 3304
connected to computer network 3302 over a communication
link 3305 using a browser 3306that is installed and operates
on computer 3301 in a well-known manner.

Computer 3304 can be, for example, a servercomputer that
 

is usedforconducting e-co © situation when

required—for
between computer 3301 and server computer 3304 are per-
formed transparently to a user at computer 3301.

At step 3407, a secure VPN communications mode of

operation has been enabled and software module 3309 begins
 

isha communication tink. In one embodiment,

computer network 3302 is the Internet computer 3304‘pi 15 software module 3309 auernatically replaces the top--level04 406
 
 

com, .nef, “Ore, ‘edu, mil Or .gov.
FIG. 34 shows a flow diagram 3400 for installing and

computernetworkaccording to the present invention. ‘At step
3401, computer 3301 is connected to server computer 3304

 20

securero top-level‘domain name for server computer 3304. Foror
example, if the top-level domain name for server 3304 is

e_module 3309 replaces the .com_top-level
 

domain namewith a .scom top-level domain name, where the
“s” stands for secure. Alternatively, software module 3409
 

over a non-VPN communication link 3305. Web browser

3306 displaysa web page associated with server 3304 iina
can replace the top-level domain nameofserver 3304 with

any other non-standard top-level domainname. 
 

tion, the displayofcomputer 3301 contains a hyperlink, ooran 25 dard domain name, a query to a standard domainnnameser-
vice (ONS) will returna message indicating that the urunivversal
 

icon representing a hyperlink, forSelecting a virtual private
through computer network 3302 between terminal 3301 and
server 3304. Preferably, the “go secure” hyperlink is dis- secure domain nameservice (SDNS) for obtaining the URL
played as part ofthe web page downloaded from server com- 30 for a secure top-level domain name.In this regard, software

 tion, software module 3409 contains the URLfor querying a

 
poner3304,thereby indicatingthatthe entity providing server

  module 3309 accesses a secure© porta’3310 that interfaces a
 
    between computer 3301 and sserver- computer 333304is a non-

secure,» non-VPN communicationlink. At step 33402, it is
“go secure”> hyperlink. If not, processing resumes using a
non-secure (conventional) communication method {not

35 secure proxy 3315. The secure network caninclude other
 

network services, such2as e-mail 3316, a plurality of chat- 

standarddomain 1name service¢ (STD DNS) 3318. Ofccourse,
securenetwork33311 can include other resources and services
  

  

shown).1f,-at-step-3402,

selected the “go ssecure”? hype,flow continues to step
 

 
 

mines whether a VPN communication softwaremodule has

already|been installed onn computer:3301.eee’auser
domain tname, software.module3309 sendsaa query to SDNS
3313 at step 33408 through sessecurere portal 3310 preferably using
 

ation tink3319. inthis  
step 3403.“iheobject determines that the software module has
not been jastalled, flow continues to step 3404 wherea non-

wication link canbebasedonaatechnighe of inserting a source
and destination IP addresspair into each data packet thatisis
  

puter 3301andda website 3308 overer computer network 3302
in a well-known manner. Website 3308 is accessible by all

 address hopping regime2 that pseudorandomly changes P
addresses in packets transmitted between a client computer
 

computer terminals connected to computer network 3302

through a non-VPNcommunication link. Once connected to
and a secure target computer; periodically changing at least

one field iin a series of data packets according toa Known
 
 

communication Tink«over computer network 3302 can be data packet that iisaerated toa table of valid iP addresses 
downloaded and installed. Flowcontinues to sep Jas
software module for establishing a communication Tinkiis
downloaded and installed in a well-known manner on com-

maintainediinatable iin the second computer; and/or a com- a ‘moving window ofvalid P addresses, and rejectingdata
60_packets having IP addressesthat do notfall within the movin;
 

pulerterminal 3301 as software module 3309.At step 3405, a

user can SintselectParameters for the software mod-
 window. Other types of VPNs can alternatively be used.

Secure portal 3310 authenticates the query ifrom software
 

  
computer 3301 and website 3308 is then terminated iin a4
well-known manner.

domain names andSesecure networkaddresses.
Thatis, for each secure domain name, SDNS 3313 stores a 
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51

computer network address corresponding to the secure

52

displaying the “go secure” hyperlink, a user is informed that 
domainname. An entity can register a secure domainname in
SDNS3313 so that a user who desires a secure communica-

the current communication link is a non-secure, non-VPN
communication link. 

tionnn linkto the website ofthe entity can aufomatica’ly obtain
Moreover, an entity can register several secure domain

when sollware module 33093is being installedorr when the munication links established overcomputer network 33 02 are 
names, with each respective secure domain name rcpresent-
ing a different priority level of accessin a hierarchy ofaccess

secure communication links. Thus, anytime that a communi-
cation link is established, the link is a VPN link, Conse- 

levels toa securewebsite. Tor example, a securities trading
service attack on the website will be ineffectual with respect

10
 

quently, software module 3309 transparently accesses SDNSx ecure website. In

other words, iin oneS embodiment, the user neednot“click” on 

to users subscribing to the secure website service, Different
levels of subscription can be arranged based on, for example,
an escalating fee, so that a user can select a desired level of
guarantee for connecting to the secure securities trading web-

site. When auser queriesSDNS3313 for the secure computer
3313 determines the particular secure computer network
address based on the user’s identity and the user’s subscrip-
tion level.

At step 3409, SDNS 3313 accesses VPN gatekeeper 3314

the secure option cach time secure communication is to he
effected.

Additionally, a user at computer 3301 canoptionally select
a secure communication link throughproxy computer 3315.

Accordingly, computer 3301 can establish a VPN communi-
 proxy computer 3315. ‘Alternatively, computer 3301 can

establish a non-VPN communication link 3324 to a non-

secure website, such as non-secure server computer 3304.
FIG. 35 shows a flow diagram 3500for registering a secure 

module 3309 and secure server 3320. Server 3320 canonly be
accessed through a VPN communication link. VPN gate-
keeper 3314 provisions computer 3301 and secure web server

computer 3320, or asecure edgerouter for server computer 

3320.can bea separate server computer from server computer
3304, or can be the sameserver computes foveaboth non-

 

domain name-according tothe present invention.Atstep
3501,.a requester accesses website 3308 and logs into a secure
domain nameregistry service that is available through web-
site 3308. At step 3502, the requestor completes an online

registrationfformfor registeringeasecure domain namehavingeom, net, org, edu, mitor
 

.Zov.Ofcourse, other secure top-level domain names can also
be used. Preferably, the requestor must have previously reg-istered_a_non-secure-domain_ name
 
 

 
for the .scom server address for:a secure server 3320 corre-

spondingtto server 3304.

portal 3310 preferably “authenticates the query using any
well“knowneee,such as aa erypiographic ‘echnique,

natively, tthe query to SDNS 3313 ccan be in the clear, and
SDNS 3313 and gatekeeper 3314 can operate to establish a
VPN communicationlink to the querying computerfor send-

ingthe reply.
3320 through VPN communication link 3321 basedconn the

35

40

50

oquivatent secure domain name thatis being requested. For
name “websitescom’” must have previously registered the
Correspondingnon-secure domain name “websile.com”.
 

query, for determining ownership informationrelating to the
non-secure domain name corresponding to therequested

 
information, flow continues tostep 3507, otherwise flow con-
tinues to step 3506 where the requestor is informed ofthe
conflicting ownership information. Flow returns to step 3502.

Whenthere is no conflicting ownership informationat step informs therequestor that thereiis no conilic ling ownership 
VPN resources allocated by VPN gatekeeper 3314. AT step
3412, web browser 3306 displays a secure icon indicating that

information and prompts the requestorto verifythe informa-
tion entered into the online form and select an approved form 

the current communication link to server 3320 is a secure
VPN communication link. Further communication between

computers 3301 and 3320 occurs via the1e VPN, e.8 using a
is terminatedat step 3413, flow continues tostep 3414 where

35

 

of payment. After confirmation oftheentered information
and appropriate payment information, flow continues to step

3508 where thenewly registeredsecure domain namesenttoik 3326.
 

If, at step 3505, therequested secure domain namedoes not 
software module 3309 automatically replaces the securefop-
level domain name with the corresponding non-secure top-

have a corresponding equivalent non-secure domain name,
the present invention informs the requestor of the situation 

level domain namefor server 3304. Browser 3306 accesses a

standard DNS 3325 for obtaining the non-secure URL for

server 3304. Browser3306 then connects to server3304 1ina

and prompts the requestor for acquiring the corresponding
equivalent non-secure domain namefor an increased fee. By

acceptingtlthe offer, the Presentiinvention automatically re
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53

G. Tunneling Secure Address Hopping Protocol

54

puter network 3602. According to the invention, a virtual 
Through Existing ProtocolUsing WebProxy

‘Lhe presentinvention also provides a technique for imple-

menting the field hopping schemes described above in ande

two computer networks, and inn the network stack on the
server side of the firewall. The present invention uses a new

 

private connection does not provide the samclevel ofsecurity
to the client computeras a virtual private network. A virtual

private connection can be conveniently authenticated so that,
for example,a denial ofservice allack canbe rapidly rejected,at canbesub=
 

g
scribed to by a user.

Proxy application 3607 is conveniently installed and unin- 

secure comnectionless protocol that provides good denial of

protocols. Thus,‘this ‘aspect of the present invention does not
require changes irinthe Internet infrastruc ture.

orypted, unprotected communication packets from a local
browser application. The client-side proxy application pro-

gram tunnels the unencrypted, unprotected communication
tmunications from a denial of service at the serverar side. Of 20
course,the unencrypted, unprotected communicationpackets

stalled© a user Because proxy application 3607 operates at
 

3606 to use proxy application for all web communications.
Thatis,thepayloadportionofallll message:packetsismodified
 

data for forming the virtual.private connection contains feld-
hopping data, such as described above in connection with

VPNs. Also, the modified messagepackets preferably con- sage packets can conform to the TCP/IP protocol or the ICMP
protocol. Alternatively, proxy application 3606 can be 

can be encrypted prior to tunneling.
Theclient-side proxy application program is not an oper-

ating system extension and does not involve any modifica-

tions to the Operaling system network slack and drivers. Con-

cation can be allowed through a corporate firewallusing a
much smaller “hole” in the firewall and is less ofa2 security

selected and enabledthrough, for example, an option pro-
vided by browser 3606. Additionally, proxy application 3607
can be enabled so that only the payload portion of specially

designated message packels is modified with the data for
 

message packets¢canbe, for example, selectedpredetermined
domain names.
  

The server-side implementation of the present invention

authenticates valid field-hopped packets as valid or invalid
very early in the server packet processing, similar toa stan- 
dard_virtual_private_network, for_greatly
impact ofa denial of service attempt in comparison to normal
TCP/IP and HTTP communications, thereby protecting the

server from invalid communications.
network 3600in which a virtual privateconnection according
to the present invention can be configured to more easily

40

tion of alllmessage packets by tunneling the data for forming
a virtual private connection between clientit computer 3604 step, 3703 ‘the‘modified messagepackets arare sent from client
computer 3604 to, for example, website (server computer)

3608 over computet network 3602.p> 608 eo
 proxy portion 3610 and a web “server portion 3611, VPN

guardportion 3609 is embeddedwithin thekemel layer ofthe 

traverse a firewallbetween Two comenetworks. FIG. 37 
Operating system of website 3608 so that large bandwidth 

connection that iis ccapsulatedusing an existing network
protocol.

a firewall arrangement 3603. Firewall arrangement‘operates
ina well-‘known mannerto interface LAN 3601 to> computer

45

attacks-on-website 3608arerapidly_trejected—When client"
 

computer 3604 initiates an authenticated connection to web-

site 3608, VPN) guard portion 3609 is Keyed with the hopping
 

client packet streams entering website 3608 at step 3704.
VPNN guard portion 3609 can be configured for* providing
  

A client computer 3604 is connected to LAN 3601 in a
well-known manner. Client computer 3604 includes an oper-

ating system 3605 andaweb browser3606. Operating system
operating client

computer 3604. Browser 3606 is an application program for
accessing computer network resources connected to LAN
3601 and computer network 3602in a well-known manner.
Accordingto the present invention, a proxy application 3607
is also stored on client computer 3604 and operates at an
application layer in conjunction with browser 3606. Proxy

55

60

VPNN guard portion 3609 cannbe configured to Tet allmessage
packets through until a denial of service attack is detected, in
which case VPN guard portion 3609 would allow only client

streams i i

such asthat of the present invention.
Server proxy portion 3610 also operates at the kernel layer

within website 3608 and catches incoming message packets
froin client computer 3604 at the VPN level. At step 3705,
server proxy portion 3610 authenticates the message packets
at the kernel level within host computer 3604 using the des- 

apprication3607operaesat the application layer within cli-
unencrypted message packets generated by browser 3606 by
inserting data into the message packets that2are used for

65

ination IP address, UDP ports:and discriminator fields. The 
 authenticated messagee packets to web server portion 3611 as

normal TCP web transactions.
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35 56 
e age packetsbygenerat-

ing reply message packets. For example, when a client com-
puter requests a webpage, web server portion 3611 generates

10. The system of claim 8, wherein the virtual private
network is based on inserting into each data packet commu-
nicated over a secure communication link one or more data 

message packets corresponding to the requested webpage. At
step 3706, the reply messagepackets pass through serve

proxy Portion $3610,0, whichjinserts data itinto the payload por-e g the

 

 

values that vary according to a pseudo~tandom scquence.
5 virtual_private

network iis based on a nctwork address hopping, regimethatis

 

 

  client computer 3604neonbccn‘network 3602. Prefer- used to pseudorandomly change network addresses in pack- st device and a second device.

12. The system of claim 8, wherein the virtual private
 

a 0 e al private connection is
contains field-hopping data, such as described above in con-

| 0

networkiisbased oon comparing a value iineach data packet
 

nectionwithVPNs. Server proxy portion 3610 operatesat the
kernel layer within host computer 3608 to insert the virtual

rivate connection data into ayload porti t y

message Packets. Preferab'y. themodified message packets  
 
to the UDP protocol. Alternatively, the modified message

 
moving windowofvalid valves,

13. The system of claim 8, wherein the virtual private

5 network is based on a comparison ofaa discriminator field inaa

fields maintainedfora first device. 
packets can conform to the TCP/IP protocol or the ICMP 14. The system of claim 1, wherein the domain name 

protocol:
At step 3707, the modified packets are sent from host

: ‘s-configured ; fort
20 network address.
 

computer 3608 over computer network 3602 and pass 15. The system ofClaim 1, wherein the domain name
 fied packets aare directed to client computer 3604aver LAN

3601 and arereceived:atstep.3708 by proxy application3607 application3607 operates to rapidly evaluate the ‘modified

query, the network address‘comesponding tto a domain name
from the plurality of domain names and the corresponding
 

16. The system of claim 1, wherein the domain name 
message packets for determining whether the receivedpack- servicesystem is$ configured 1to receive the query initiated nection data inserted into the received ‘information packets associated with a» domain name, wherein the domain nname 

conforms to expectedvirtual private cconnectioncata, |then the service° system is> configured toProvide the‘network address 
ets are2 dropped. nameservice system is configured to support establishing a 

_ While the Presentiinvention has‘beendescribediin connec- and understood that ‘modifications may be made without
secure communication Tink betweenthefirst location and the 

17. The system of claim 1, wherein the domain name 
departing from the true spirit and scopeof the invention.
Whatisclaimedis: service system is connected to a communication network, 

1.A system for providing a domain nameservicefor estab-
 work:addresses, and comprisesaan indication thatthe domain 

lishingasecure communicationn fink, the system compsing: be‘connectedtoa communicationsretwork, store 2a plu-
name service system supports establishing 4 secure commu- 

18. The system of claim 1, wherein at least one of the
 

ality of domain names and corresponding network

indicate in response to the query whether the domain

plurality of domain names is reserved for secure communi- 

19. The system of claim 1, wherein the domain name
 

name service system supports establishing a secure
‘cation link

45 service system comprisesa server. 

2. The system of claim 1, wherein at least one of the

  
20. Thesystem_of claim 19, whereinthedomain name

service system further comprises a domain name database, 

plurality of domain names comprises a top-level domainname. and wherein the domain namedatabasestores the plurality of
domain namesand the corresponding network addresses.
 

3. The system of claim 2, wherein the top-level domain 21. The system of claim 1, wherein the domain name
 

name is aa non-standardtop:leveldomainname, serviceSysem. comprisesa fea wherein the server com~
   

systemiis configuredtoauthenticate the query using za cryp- service system iss configured to store the corresponding net- 
tographic technique.

6. The system of claim 1, wherein the communication
work addresses forusein establishing secure communicationlinks. 

network includes the Internet.

7, The system ofclaim 1, wherein the domain nameservice

8. The system ofclaim 1, wherein the‘domainname service

23. The system of claim 1, wherein the domain name
service system is configured to authenticate the query for the
network address

24. The system of claim 1, wherein at east one of the

60

 
communication network. domain.nameservice system supports establishing a secure 

9. The system of claim 8, wherein the virtual private net- 6§ communication link. 

work is one ofa plurality of secure communication links ina
hierarchy of secure communication links.

 

25.The system of claim 1, wherein at least one of the
plurality of domain names comprises a secure name,
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57
claim 1, wherein_at_least-one-of the the a ese em

plurality of domain names enables establishment ofasecure ofa secure> communication link.
communication link. 42. The non-transitory machine-readable medium ofclaim

27 The systent of claim 4, _whercinthedomain_name——36,whereintheinstructions comprise codefor reserving at
service system is configured to enable establishment of a 5 Jegst one ofthe plurality of domain names for secure com-
secure communication link between a vist location and a munication links,

  
  

 

 
  28. The systemof claim 1, wherein the ssecure communi- 36 wherein tf . feresid :

cation link usess encryption. 44. The non-transitory machine-readable medium ofclaim
cation Tinkis capable of supporting a pluralityof sservices. 36, wherein the instructions comprise code forstoring a plu-

30. The system of claim 29, wherein theplurality of ser-
vices comprises a plurality of communication protocols, a
plurality of application programs, multiple sessions, or a

combination thereof.

  

 
  
 

so as to define a domain namedatabase.

45. Thenontransitorytmachine-readable medium ofclaim 

 

cation programs comprises items selected from aa group con- ured to store the plurality of domain names andthe corre-
comprise code for creating adomain nname database config. 

 
  

 

32.The system ofclaim 29, wherein the plurality of ser- 20 36, wherein the instructions comprise code for storing the 
 

   

 
 

vices comprises audio, video, or a combination thereof. corresponding network addresses for use in establishing
33. The system of claim 1, wherein the domain name secure communication links.

service system is configured to enable establishment of a 47. The non-transilory machine-readablemedium ofclaim
secure communication link betweenafirst location and a —-36, wherein the instructions comprise code for authenticating

secondlocation. 25thequery forthenetworkaddress.

34, The system of claim 33, wherein the query is initiated 48. The non-transitory machine-readable medium ofclaim
yom the ocation, wherein the second location comprise ein AST O, e i

a computer, and wherein the network address is an address includes an indication that the domain nameservice system
associated with the computer. supports the establishment of a secure communicationlink.

35. The system of claim J,wren the domain name 30 49.The non-transitory machine-readable medium ofclaimrises : database connected 36, wherein at least one of the plurality of domain names
 

toa communicationnetworkandstoring aplurality «ofdomain includes¢a secure name. 

  

tos provide aa network addresscortesponding to a, domainn:name 35 configured soSo as too enable establishment ofa secure commu- 
in responseto a query m orderto establish a secure commu- nicationtink:
nication link. 51. The non-transitory machine-readable medium ofclaim
 

36. A non-transitory machine-readable mediuna conipris- 36,6, wherein the domain nameservice> system is configuredtto

 
addresses; receiving a query fora network address; and indi- 36, wherein the secure communication link uses encryption. 
 

 
cating in response to the query whether the domain name 53. The non-transitory machine-readable medium ofclaim
service system supports establishing a secure communication 4536, wherein the secure communication link is capable of
link. supportingaplurality of services.

37. The non-transitorymachine-readable medium ofclaim 54. Thenon-transitory machine-readablemedium ofclaim
 plurality of domain names and corresponding network communication protocols, a plurality of application pro-

addresses incTadingat least one top-level domain name. 350 grams, multiple sessions, Or a conibination thereof.
 

 36, wherein the instructions comprise code for responding to 54, wherein the plurality of application programs comprises
the query for the network address. itemsselected from a groupconsistingofthe following: video
 

 
36, wherein the instructions comprisecode for‘providing,:in_55 phony,
  

responseto the query, the network addressCorresponding totoa 56. The‘hon-transitory machine-readable‘medium ofclaim
corresponding network addresses. or a combination thereof.

40.The non-transitory machine-readable medium ofclaim 57.The non-transitory machine-readable medium of claim
36, wherein the instructions comprise code for receiving the 60 36, wherein the domain nameservice system is configured to
query for a network address associated with a domain name enable establishment of a secure communication link

and initiated from a first location, andProviding a network between a first location and a second location.

 

 secure> communicationlinkbetween the firstlocation and the 37, wherein the instructions include code for receiving a  
secondlocation.6queryinit tated from the first location, wherein the second 
 36, wherein theiinstructions comprise code for indicating that addressiis an addressassociated with the computer. 
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59 60

59. The non-transitory machine-readable medium ofclaim connecting a domain nameservice system to a communi- 
 

domain name database connected to a communication net-

work andstoring aplurality of domain onames and corre- network addresses; and
storing a plurality of domain names and corresponding

  5 Upon recciving a query for a nctwork address for commu-
nication, indicating whether the domai i

system supports establishing a secure communication

domain 1name database iis configured so as to“providea net-
work address corresponding to a domain nameis response to
the query in orderto establish a secure communicationlink.

60. A method of providing a domain nameservice for
establishing a secure communication link, the method com-
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 FaceTime; “Phone Calls Like You've Never Seen Sefore,” 3 pages

| Apple Press info; Apple Brings FacaTime to the Mac, 1 pages, Printed from Website
| hitps.//www.apple.conm/prilibrary/2016/1 0/20Anpie-Brings-FaceTime-to-the-Mac.himi

| iPad at Work; “Mobile Meetings Made Easy,” 4 pages, 2014
: iPad — Technical Specifications, 49 pages, Printed from Website: hitp://support. apple. com/kb/sp58C
: Surling Design, 3 pages, 2008

a Quick Guide: SSL VPN Technical Primer, 11 pages, 20710
j Silva, “Secure iPhane Access to Corporate Web Applications,” Technical Brief, 10 pages

01336 || Defendant Apple inc.’s Third Supplemental Responses ic VirnetX Inc.'s First Request for Admission
i to Appie Inc. dated, April 12, 2012, 207 pages

337 |I Apple Support Communities, 4 pagas, Printed from Website
ipht tos /discussions.appic.com/Ahread/4860967stari=0&istart=0taI VirnetX — Products; License and Service Offerings, 1 page
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omD1340 [ virnetX Launches Secure Domain Narne Initiative: 4G) . Security, 1 page, 2070epee Tj neceeoeEoEEEECCcece eecencecE
VirnetX Gabriel Connection; Enabling Safe Network Neighborhoods, 2 pages, 2012

D1342 | Baugher ei al, “The Secure Real-Time Transport Protocol (SRTP),” Network Working Group,
PRFCO:37171, 39 pages, 2004

D4

  
 

 

3423 Jennings et ai., “Resource Location and Discovery (Reload) Draft-Bryan-P2PSiP-Reload-04,”

i| Internet-Draft, 12/42/08, pages 1-127
D4344 f| Barnes etal, “Verification Involving PSTN Reachability: Requirements and Architecture Overview,”

| Internet Draft, 27 pages, 2012
1345 || Apri inc. Form 10-K (Annual Report} filed 12/01/05 for the Periad Ending 09/24/05, Edgar Online,

| 1400 pages, 2011
D346 || Phone, Facetime; “Be in Two Places at Once,” 3 pages, Printed from the Website

pntitp/Awww. apple. com/iosfacetime/
D4 347 || Apple Press info; Apple Presents iPhone 4, All-New Design with FaceTime Video Calling, Retina,i | Display, 55 Megapixel Camera & HD Video Recording, 33 pages, 2010
rade[vsNYSE AMEX:VAC, Cowen and Co. 39th Annual Technology Media & Telecom Conference, 36
014349|Pindyck et al., “Market Power: Monopoly and Monopsony,” Microeconornics, Sixih Edition, pages

i| 370-3774

——p[Filing Receipt dated September 23, 2011 for Application Number: 13/223,259
353 || Email Cornrnunications Regarding Apple Product Innovations, 6 pages, 2010

omMicrosoft Real-Time Communications: Protocols and Technologies, Microsoft TechNet, 22 pages,
1352

  
  
i Mathy et al., “Traversal Using Relays Around NAT (TURN): Relay Extensions to Session Traversal
| Utilities for NAT (STUN),” Internet Engineering Task Force GETF), RFC: 5766, 57 pages, 2010

| Egevang et al., “The iP Network Address Translator (NAT},” Network Working Group, RFC: 1631, 10
i pages, 1994
 
 

  

 
  
  

 3 | Srisuresh et al., “IP Network Address Translator (NAT) Terminology and Consideratians,” Network

| Working Group, RFC:2863, 30 pages, 1999

 Press Relese; Virnetx and NEC Corporation and NEC Corporation of America Sign a Patent License
| Agreement, 5 pages, August 2012, Printed from Website: http://virneix.com/virnetx-and-nec-
| corporation-and-nec-corporation-of-america-sign-a-patent-license-agreement/
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07363 |L iPhone, “it Does Everything Better,"6 pages, Printed from Website:

| hitp:/Avww.apple.corm/iPhone/buitt-in-apps
D1364 |I My Appie [D, “What's an Apple 1D," 1 pages, Printed from Website: htips://appleic applecom/cai-
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D41385 || Rosenberg etal., “Session Initiation Protocal (SIP): Lacating SIP Servers,” Network Working Group,
PRFC: 3263, 17 pages, 2002

D366|[Certified Copy dated September 21, 2012 of Reexamination Certificate Number 6,502,135 issued
| June 6, 2011, 11 pages

P|1387 | Certified Copy dated September 20, 2012 of Patent Application Nurnber 95/007,269, 4999 pages

||01368 || Chataneriee etal, “Bargaining Under incomplete Information,” Operations Research, 31:835-851,
Ff1868|91368| Nash, “The Bargaining Problem,” Econometrica, 18:155-162, 1950re01370|| Nash, “Two-Person Cooperative Gamas,” Econometrica, 21:128-140, 1943

71 II Chei etal, “An Analytical Solution to Reasonable Royalty Rate Calculations,” IDEA: The Jourmal of
i Law and Technology, 13 pages, 2001

041372|The Prize in Economics 1994 - Press Release dated October 11, 1994, 4 pages, Printed fram
i Website: hitp:/Awww.nobelprize.org/nobel_prizes/econarmics/aureates/1994/presshtml

i| Negotiations,” The Licensing Journal, pages 6-15, 2004
D1374 || Scherling et al., “Rational Reasonable Royalty Damages: A Return to the Roois,” Landslide, Volume

4, 4 pages, 20714

P| 013723 [| Putnam et al, “Bargaining and the Construction of Economically Consistent Hypothetical License
poe

|| Jarosz et al., “Application of Game Theoryto intellectual Property Royalty Negotiations,” Chapter 17,
*| pages 241-265

D1S7E Goldscheider, Licensing Best Practices; Strategic, Territorial, and Technology Issues, 2 pages, 2006

D137| iPhone Configuration Utility, 19 pages, 2072

ensVPN Server Configuration for iOS Devices, 8 pages, 2012
D379 muelson et al., Economics, Fourteenth Edition, pages 258-259, 1992

|Dis60| Stigter et al., The Theory of Price, Forth Edition, pages 215-216, 1987
D4384 I Truett etal., “Joint Profit Maximization, Negotiation, and the Determinacy of Price in Bilateral

i| Monopoly,” Journal of Economic Education, pages 260-270

P|01382 || Binmoreet al., “Nonccoperative Models of Bargaining,” The Handbook of Game Theory, 1:(7)181-| 225,11992
D14382 Spindler et al., “Endogenous Bargaining Powerin Bilateral Monopoly and Bilateral Exchange,”

| Canadian Journal of Economics-Revue Canadienne D Economie, pages 464-474, 1974

P1884| Myerson, “Game Theory; Analysis or Conflict,” Harvard University Press, pagas 275-392
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4385 | Binmore, “The Nash Bargaining Sciution in Economic Modelling,” The Rand Journal of Economics,

i| 17:176-188, 1996
D41386 || Rubinstein etal, “On the Interpretation of the Nash Bargaining Solution and its Extension to Non-

| Expected Utility Preferences,” Econometrica, 60:1171-1186, 1992

 

Di387 || Greenteaf et al., “Guarantees in Auctions: The Auction House as Negotiator and Managerial Decision
| Maker,” Management Science, 39:1130-1145, 4993
| Chan, “Trade Negotiations in a Nash Bargaining Model,” Journal of International Economics, 25:253-
| 363, 1987pow Lemley et al., “Patent Holdup and Royalty Stacking,” Texas Law Review, 85:1991-2049

04390 | Cauley, “Winning the Patent Damages Case; A Litigator'’s Guide to Economic Madels and Other

-| Damage Strategies,’ Oxford Press, pages 29-30, 2044

hito/Awww. apple. com/priibrary/201 1/02/24Apple-Updates-MacBook-Pro-with-Next-Generation-
| Pracessors-Graphics-Thunderbolt-l-O-Technolagy. him

395 || Apple Press info: Apple ta Ship Mac OS X Snow Leopard on August 25, 2 pages, Printed from the
| Website: http: /www.apple.com/priibrary/2009/08/24/apple-to-ship-mac-os-x

014396 || iPad, Facetime; “Once Again, iPad gets the World Talking,” 3 pages, Printed frarn the Website:
| http:/Avww.apple.com/ipad/built-in-apps/facetime/him|
| Apple iOS: Setting up VPN, 2 pages, Printed fromm Website: http/support.apple. com/kb/HT 1424
| Apple iPhone User Guide for iOS 5.1 Software, 179 pages, 2012
Apple, Communicating with HTTP Servers, CF Networking Programming Guide, 6 pages, 2011,

~ | Printed from the Website:

| hitos://developer.appile.com/library/os/documentation/networking/conceptual/CF Network/CFHT

 Apple Press info: Apple Updates MacBook Pro with Next Ganeration Processors, Graphics &
4ag4 | Thunderbolt 1/0 Technology, 3 pages, Printed from Website:

VirnetX, Gabriel Connection Technology T™White Paper, 7 pages, 2012
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i: Proceedings of The Symposium on Network and Distribuied System Security, 7 pages, February ¢2-
P23, 1996

Davies, Supervisor of Translation: Tadahira Uezono, Security for Camputer Networks, Japan, Nikkei-
| McGraw-Hill inc., First Edition, First Copy, p 126-129 (December 5, 1985) ~ (English Version and
| Japanese Version Submitted)

Comer, “Translated by Jun Murai and Hiroyuki Kusumoto, “Internetworking with TCPIP Vol. 1:
Principles, Protocols, and Architecture, Third Edition,” Japan Kyoritsu Shuppan Ce., Lid., First

1 Edition, First Copy, 9 161-193 (August 10, 1997) (English Version and Japanese Version Submitted)

_04408 Lynch et al, Supervisor of Translation: Jun Murai, “Internet Systern Handbook,” Japan Impress Co.
Lid. First Edition p 152-157 and p 345-341 (August 11, 1996) (English Version and Japanese
Version Submitted)

ec

Office Action dated December 27, 2012 frarn Corresponding Canadian Patent Application Number
2723504

Office Action dated December5, 2012 fram Corresponding Japanese Patent Application Number
2011-081417

Office Action dated December 13, 2012 frarn Corresponding Japanese Patent Application Number
2011-G85052

Office Action dated December 13, 2012 from Corresponding Japanese Patent Application Number
2011-083415

EXAMINER DATE CONSIDERED

“EXAMINER: initial if reference considered, whether or not ciation is in conformance with MPEP G09. Draw jine through citation if not in conformance
and not considered. Include copy afthis form with next cornmunication to applicant.
1 Applicant's unique citation designation number (optional). 2 Appticant is to place a check mark here if English language Translation is attached.
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CERTIFICATION STATEMENT

 
This Inmormation Disclosure Statementis being filed to replace the Information Disclosure Statement filed with the United States Patent
and Trademark Office on February 15, 2013.

The following ilems were added:

1. Japanese Office Action dated December 13, 2012 fram Corresponding Japanese Patent Application Number 2011-
083415 has been added (Dl412) to note where prior art reference C25 came from; and

2. The certificalion was added to note that the rernaining refererices contained in the information disclosure statement
were cilad in a communication from a foreign patent office in a counterpart foreign application, and, to the was known to any
individual designated in § c} more than three months pricr to the fling of the information disclosure statement. 

Please See 37 CFR 1.97 and 1.98 to make the appropriate selection(s} 

information Disclosure Statement is being filed with the filing of the application or before the receipt of a first office
action.

ix] That each item of information contained in the information disclosure statement was first clled in any communication
from a foreign patent office in a counterpart foreign application not more than three months prior to the filing of the
information disclosure staternent or; Cted reference A166 from Canadian office action dated Decamber 27, 2012:
Cited reference C25 from Japanese office action dated 12/13/12: Cited references C26, 01254 from Japanese office

 

     
action dated 12/13/12; C27-C28, B1406-1468 from Japanese office action dated 12/05/12. 

ix] That no tem of information contained in the information disclosure statement was cited in a communication from 2

foreign patent office in a counterpart foreign application, and, ta the knowledge of the person signing the certification
afler making reasonable inquiry, no Hern of information contained in the information disclosure statement was known to
any individual designated in § 7 e} more than thres months prior io the fing af the information disclosure statement. 

Cited referances 01255-D1405 all received by the client on January 31, 2043. 

The Commissioneris hereby authorized to charge any required fees to Deposit Account 50-1433.

information Disclosure Statement is being fled with the Request for Continued Examination. The Cornmissioner is
hereby authorized to charge the fee pursuant to 37 CFR 1.77(P) in the arnount of $870.00, or further fees which may be
due, to Deposit Account 30-1133.

SIGNATURE

A signature of the applicant or representative is required in accordance with CFR 1.33, 10.18 Please see CFR 1.4(d) for the
form of the signature.

{Toby H. Kusmer/ Date: February 18, 2013
Toby H. Kusmer, Reg. No.26,418
McDermott Will & Emery LLP
28 State Street

Sosion, MA 02709

Tel. (617) 535-4060
Fax (617) 535-3800

DM_US 41241 724-1.077580,0151
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This is not an USPTO supplied IDS fillable form

371629

NonPatentLiterature D1412.pdf
702ab63954ec638403ee4 1f30ccO0dde5b2|

Alfa?

This AcknowledgementReceipt evidences receipt on the noted date by the USPTOofthe indicated documents,
characterized by the applicant, and including page counts, where applicable. It serves as evidenceof receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111
If a new application is being filed and the application includes the necessary componentsfora filing date (see 37 CFR
1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shownonthis
AcknowledgementReceiptwill establish thefiling date of the application.

National Stage of an International Application under 35 U.S.C. 371
If a timely submission to enter the national stage of an international application is compliant with the conditions of 35
U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903indicating acceptanceof the application as a
national stage submission under35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.

NewInternational Application Filed with the USPTO as a Receiving Office
If a new internationalapplication is being filed and the international application includes the necessary componentsfor
an internationalfiling date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number
and of the InternationalFiling Date (Form PCT/RO/105)will be issued in due course, subject to prescriptions concerning
nationalsecurity, and the date shownon this AcknowledgementReceiptwill establish the internationalfiling date of
the application.
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az) United States Patent (10) Patent No.: US 6,286,047 B1
Ramanathanetal. (45) Date of Patent: Sep. 4, 2001

G4) METHODAND SYSTEM FOR AUTOMATIC 5,802,291 * 9/1998 Balick ef ab. ooleseceeeeseneees 709/202
DISCOVERY OF NETWORK SERVICES 5,805,820 * 9/1998 Bellovin et al. .

(75) Inventors: Srinivas Ramanathan, Sunnyvale; (List continued on next page.)
Deborah L. Caswell, Santa Clara, both Primary Examiner—Robert B. Harrell
of CA (US) Assistant Examiner—Stephao Willett

(73) Assignee: Hewlett-Packard Company, Palo Alto, (67) ABSTRACT
CA (US) A method for identifying services, service elements and

. . . . . dependencies among the services and service elements
(*) Notice: Subject to any disclaimer, the term of this includes executing first and second phases of discovery. In

patent is extended or adjusted under 35 the first phase, the services and service elements are
U.S.C. 154(b) by 0 days. detected, as well as a first set of dependencies. The second

phase is based on results of the first phase and is focused
(21) Appl. No.: 09/151,134 upon detecting inter-service dependencies,i.e., conditions in

ea. which proper operation of one service relics upon at least
(22) Filed: Sep. 10, 1998 one other service. Various techniques may be wisein execut-
CSV) Mant, C1 onceeseeescee ces seeseecernensnnn cerns eee GO6F 15/16 ing the first phase, including accessing information in a
(52) U.S. CE....... saseee 109/224; 709/202; 709/217: domain name service (DNS) of the network to identify

709/226; 345/329; 370/229; 370/254; 706/51; dependencies, as well as services and service elements.
7O7/SOL Discovery within the first phase may also be based upon

(58) Field of Search oo...ccececcccccccsssseseeeseoe 709/202, 203,-fecoguizing aaming conventions. Regarding the second
709/204, 205, 217, 218, 220, 224, 226, phase, one approach {o discovering inter-service dependen-
227, 229; 345/329; 370/229, 230, 254, cies is to deploy discovery agents implemented in computer

258; 707/501; 706/51 software to access content of configuration files of applica-
tions detected in the first phase. Discovery agents may also

(56) References Cited be used to monitor connections completed via specified
service elements detected in the first phase, such-that other

U.S. PATENT DOCUMENTS inter-service dependencies are identified. As an alternative
5,185,860 2/1993 or additional approach, network probes may be deployed to
5,276,789 1/1994 access information of data packets transmitted ted between
5,485,579 * 1/1996 Hitz et al. service elements detected in the first phase, with the
§,644,720 * 7/1997 Boll et al. . accessed packet info i eing used to detect inter-
5,678,045 * 10/1997 Bettels . service dependencies. When information of the DNS is
5,727,147 * 3/1998 Van Hoff . accessed in thefirst phase, théinformation15usedasabasis,5,740,362 * 4/1998 Buickelet al. . fordeletiiiningatleast’some of (1) groups of service
5,758,083 : 5/1998 Singh etal. . elements that are generally equivalent with respect to
S747 M098 Cana cecal& pacar service vin te actwors C) ost
5,781,743 * 7/1998 Matsuno et al. . supporting vittual hosting, (3) hosts supporting virtual
5,790,548 * 8/1998 Sistanizadeh et al... servers, and (4) aame servers.
5,793,965 * 8/1998 Vanderbilt et al... 709/203

5,796,951 * 8/1998 Hamneret al. . 20 Claims, 13 Drawing Sheets
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5,835,718 * 11/1998 Bhewell nceeereescneeseeeeencees 709/218 5,999,940 * 12/1999 Ranger.
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METHOD AND SYSTEM FOR AUTOMATIC
DISCOVERY OF NETWORK SERVICES

TECHNICAL FIELD

The invention relates generally to methods and systems
for discovering service elements that enable services avail-
able via a network, as well as for discovering inter-
relatiouships among the services. Such information may be

used for constructing models ofservices, permitting network 1
personnelto assess the health of the service and to diagnose
problems associated with the service.

BACKGROUND ART

Originally, computer networks were designed to have a
centralized, network topology. In such a topology, a cen-
tralized mainframe computer is accessed by users at com-
puter terminals via network connections. Applications and
data are stored at the mainframe computer, but may be
accessed by different users. However, a current trend in
network design is to provide a topology that enables dis-
tributed processing and peer-to-peer communications.
Under this topology, network processing power is distrib-
uted among a number of network sites that communicate on
a peer-to-peer level. Often, there are a number of servers
within the network and each serveris accessible by a number
of clients. Each server may be dedicated to a particular
service, but this is not critical. Servers may communicate
with one another in providing a service to a client.

Networks vary significantly in scope. A local area net-
work (LAN) is limited to network connectivity among
computers that are in close proximity, typically less than one
mile. A metropolitan area network (MAN) provides regional
connectivity, such as within a major metropolitan area. A
wide area network (WAN) links computers located in dif-
ferent geographical areas, such as the computers of a cor-
poration having business campuses in a oumberof different
cities. A global area network (GAN) provides connectivity
among computers in various nations. The most popular
GAN is the network commonly referred to as the loternet.

The decentralization of computer networks has increased
the complexity of tracking network topology. The network
components (i.¢., “nodes”) may be linked in any one of a
variety of schemes. The nodes may include servers, hubs,
routers, bridges, and the hardware for linking the various
components. Systems for determining and graphically dis-
playing the topology of a computer network are known.U.S.
Pat. Nos. 5,276,789 to Besaw et al. and 5,185,860 to Wu,
both of which are assigned to the assignee of the present
invention, describe such systems. As described in Besaw et
al., the system retrieves a list of nodes and their intercon-
uections from a database which can be manually built by a
network administrator or automatically constructed using
computer software. The system can be configuredto provide
any one of three views. An intemet view shows nodes and
interconnections of different networks. A network view
shows the nodes and interconnections of a single network
within the inlernet view. A segment view displays nodes
connected within one segment of one of the networks.
Selected nodes on the network, called discovery agents, cao
convey knowledge of the existence of other nodes. The
network discovery system queries these discovery agents
and obtains the information necessary to form a graphical
display of the topology. The discovery agents can be pen-
odically queried to determine if nodes bave been added to
the network. [n a Transmission Controller Protocol/nternet

Protocol (TCP/IP) network, the discovery agents are nodes
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that respond to queries for an address translation table which
translates Internet Protocol (IP) addresses to physicaladdresses.

The Besaw et al. asd Wu systems operate well for
graphically displaying hardware components and hardware
connections within a network. From this information, a
oumiber of conclusions can be drawn regarding the present
capabilities and future needs of the network. However, these
systems do not discover services, their elements and inter-

o dependencies. Moreover, the interdependencies of the com-
ponents in providing a particular service are not apparent
from the graphical display that is presented by the system.
The complexities of such interdependencies continue to
increase in all networks, particularly the lotermet. Moreover,
these systems are designed in a monolithic manner. This
does nat allow the management system to be extended to
discover and manage aew service elements or new services.

Another approach is described by J. L. Hellerstein in an
article entitled “A Comparison of Techniques for Diagnos~
ing Performance Problems in Information Systems: Case
Study and Analytic Models,” [BM Technical Report,
September, 1994. Hellerstein proposes a measurement navi-
gation graph (MNG) in which network measurements are
represented by nodes and the relationships between the
measurements are indicated by directed arcs. The relation-
ships among measurements are used to diagnose problems.
However, the approach has limitations, since MNGs only
representrelationships among measurements. An [SP opera-
tor must understand the details of the measurements (when,
where, and how cach measurementis performed) and their
relationships to the different service elements. This under-
standing is not readily available using the MNG approach.
Automatic discovery capabilities do oot exist in this system
to discover relationships among measurements.

The emergence of a variety of oew services, such as
World Wide Web (WWW) access, electronic commerce,
multimedia conferencing, telecommuting, and virtual pri~
vate network services, has contributed to the growing inter-
est in network-based services. However, the increasing
complexity of the services offered by a particular network
causes a reduction in the number of experts having the
domain knowledge necessary to diagnose and fix problems
rapidly. Within the Intermmet, [ntemet Service Providers
(ISPs) offer their subscribers a number of complex services.
Aq ISP must handle services that involve multiple complex
relationships, uot only among their service components
(¢.g., application servers, hosts, and petwork links), but also
within other services. One example is the web service. This
service will be described with reference to FIG.1. Although
it may appear to a subscriber of the [SP 10 that the web
service is being exclusively provided by a web application
server 12, there are various other services and service
elements that contribute to the web service. For instance, to
access the web server 12, a Domain Name Service (DNS)
server 14 is accessed to provide the subscriber with the IP
address of the web site. The access route includes one of the
Points of Presence (POP) 16, a hub 18, andarouter 20. Each
POPhouses modem banks, telco connections, and terminal
servers. A subscriber request is forwarded to and handled by
a web server application. The web page or Pages being
accesséd may be stored on a back-end Network File System
(NFS) 22, from whichit is delivered to the web server on
demand. When the subscriber perceives a degradation in the
Quality of Service (QoS), the problem may be due to any of
the web service components (e.g., the web application server
12, the host machine on which the web application server is
executing, or the network links interconnecting the sub-

Petitioner Apple Inc. - Exhibit NooPFIgp



Petitioner Apple Inc. - Exhibit 1002, p. 2188

US 6,286,047 B1
3

scriber to the web server), or may be due to the other
infrastructure services on which the web service depends
(e.g., DNS or NFS). The {SP system 10 of FIG. 1 is also
shown to include an authentication server 24 for performing
a subscniber authentication service, a mail server 26 for
enabling email service (for login and email access), and
front-end and back-end servers 28, 30 and 32 for allowing
Usenet. access.

Subscribers demand that ISPs offer reliable, predictable
services. To meet the expectations of subscribers and to
attract new subscribers, [SPs coust measure and manage the
QoS of their service offerings. This requires a variety. of
tools that monitor aad report on service-level metrics, such
as availability and performance of the services, and that
provide bealth reports on the individual service components.
Unfortunately, the majority of management systems have
not kept pace with the service evolution. Available manage-
ment systems lack the capability to capture and exploit the
inter-relatiouships that exist among services available in a
network environment, such as the Internet. Typically, these
management systems discover and manage service elements
in isolation. Moreover, these systems are implemented in a
monolithic manner and are oot easily extensible to discov-
ering and managing new network services and service
elements. Adding uew discovery and management capabili-
tics to these systems requires extensive redesign and modi-
fication of the management system.

Each network is unique in various respects, such as the
configuration of servers, the types of application servers,the
service offerings, the organizational topology, and the inter-
service dependencies. Therefore, in order to accurately
understand the operations of the nctwork, specific models
must be crafted for the services provided within the network.
However, handcrafting models of network services requires
an enormous effort on the part of a human expert or group
of experts.

Whatis needed is a comprehensive method and system
that discovers services and service elements of a network,
and discovers the dependencies among the services and
service elements. This information can then be used to

automatically generate models of the discovered services.

SUMMARYOF THE INVENTION

A method of identifying service elements, services and
dependencies among the elements and services of a network
includes executing a two-phase discovery process. In the
first phase of discovery, the services and service elements
are detected, as well as a first set of dependencies. The
second phase of discovery is focused upon the
dependencies, specifically inter-service depeudencies in
which one discovered service is reliant upon one or more
other discovered services.

The ternm “service” is defined herein as “a Functionality
offered by a network to a user to perform a specific set of
tasks.” Performance of the service involves a number of

cooperating service elements, such as network routers,
servers, applications and the like. Services include applica-
tion services (such as web and email access) and network
services (such as a Virtual Private Network).

The first phase of discovery may be considered as a
“black-box approach.” At the beginning of the phase, the
system is likely to have no information regarding the ser-
vices and service elements that exist in a network, such as

an Intemet Service Provider (ISP). Using a variety of
techniques, this first phase obtains information relating to
the services and service elements in the network. Execution,
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component, organizational and some inter-service depen-
dencies are discovered during the first phase. Since a black-
box approachts adopted,this first phase of discovery can be
executed from a managementstation that is separate from
elements of the network being discovered. For example,in
an [SP environment, subject to the availability of a network.
connection from the managementstation to the server farm
of the ISP, this first. phase can be executed when the
managementstation is outside of the server farm. Thus, this
first phase may be referred to as “external discovery.”
However, it should be understood thatthe first phase can be
executed exclusively within the network of interest.

The second phase of discovery is targeted at identifying
iater-service dependencies. This phase uses the knowledge
of the services and service elements obtained in the first

phase, and targets the discovered services to obtain depen-
dency informationrelating to the services. This dependency
information likely requires direct access to the elements of
the network. Therefore, the second phase may be considered
to be “internal discovery.” The step of executing the second
phase to identify the dependencies is a software-based
automated process. The discovery system may include dis-
covery agents that are configured to access the content of
configuration files of applications that were detected in the
first phase of discovery. As an example of processing the
content of a configuration file to discover inter-service
dependencies, a configuration file of a web server may be
accessed to discover whether the web server has a depen-
dency on an NFS service. Discovery agents may also be
deployed to monitor connections completed via service
elements that were detected in the first phase of discovery.
Information received during the monitoring may be utilized
to identify inter-service dependencies. For example, discov-
ery agents may be deployed by a discovery engine of the
system to identify Transmission Control Protocol (TCP)
connections ofat least one host that was detected in the first
phase. This techaique exploits the fact that most TCP
implementations enforce a three-minute delay for connec-
tions in a TIME__WAIT state of TCP, so that a connection
persists for approximately three minutes afterit is no lougerin use.

As an additional or alternative source of information for
the second phase, network probes may be deployed by the
discovery engine to access information embedded within
data packets transmitted by service elements detected in the
first phase. Since most TCP/AP communication is based on
source/destiny port numbers, by processing the headers of
captured packets, a software probe can deduce manyofthe
relationships that exist among services.

Returning to the first phase of identifying services and
service elements, the domain name service (DNS) may be
accessed to obtain information that specifies services, ser-
vice elements, component dependencies, organizational
dependencies, and some inter-service dependencies. The
DNS of the network may be used to identify some, and
preferably all, of: (1) any external name servers
(organizational dependency); (2) round-robin service groups
that are utilized to provide scalability and redundancyfor the
network (component dependency); (3) naming conventions
that are employed by the network (organizational
dependencies); (4) any external mail gateways of the net-
work (organizational dependencies); and (5) any SMTP
servers correspondingto hosts that run POP3 servers (interc-
service dependencies).

The recognition of the namiug conventions used by the
network provides evidence of any virtual hosts or virtual
servers. For example, an ISP may use a single host machine
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to support multiple customer websites. While each customer
web site may be associated with a unique IP address, there
will be a naminog pattern that identifies the common host
machine. Naming conventions may also be used to recog-
nize associations between terminal servers of an ISP and
POPsites.

An advantage of the invention is that the discovery
process may be used to automatically detect services, service
elements and dependencies with regard to a selected core
service of a network (e.g., Read Mail Service of an ISP).
That is, the method and system may be used to model the
selected core service, permitting network personnel to assess

' the health of the service and to diagnose problems associated
with the service.

Another advantage is that the system is exteusible to
discover services or service elements that are added to a
network. When a mew service or service element is

introduced, a user can add a new discovery module (e.g., a
discovery agent) for the service or service element. The
discovery engine is then able to discover instances of the
added service or service clement without any changes or
enbancements to the discovery engine. This approach per-
mits third-party discovery modules to be introchiced into the
system.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a schematic view of an exemplary prior art
Internet Service Provider (ISP) system.

FIG. 2 is a schematic view of a process for modeling a
selected service available via a network.

FIG.3 is a block diagram of compouents of a system for
modeling a selected service available via a network, such as
the ISP of FIG. 1.

FIG. 4 is a block diagram of a management system having
components of FIG. 3.

FIG.5 is an exemplary layout of components for utilizing
the Read Mail service of the ISP of FIG. L.

FIG.6 is a graph of nodes of a Read Mail service model
configured using the system of FIG. 3.

FIG. 7 is an alternative Read Mail service model graph.
FIG.8 is a schematic view of first phase internal discov-

ery processing using the system of FIG. 3.

FIG. 9 is a schematic view of second phase external
discovery processing using the system of FIG. 3.

FIG. 10 is a process flow of steps of the first phase
discovery of FIG.8.

FIG. 11 is a process flow of steps of the second phase
discovery of FIG. 9.

FIG. 12 is a block diagram of the operation of the
discovery engine of FIG. 4.

FIG.13 is a block diagram of the discovery engine of FIG.
12.

BEST MODE FOR CARRYING OUT THE
INVENTION

The invention relates to the discovery process for
enabling automated detection of service elements and/or
services that are utilized by a specific network to provide a
particular service. One application of the invention is to
model the particular service, so that dependencies among
services and service elements (e.g., servers, hosts and net-
work links) may be readily determined by network persou-
uel. While the discovery process will be described primarily
with reference to application to an ISP system, the process
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has other applications. That is, the process may be used in
other network environments (e.g., a corporation’s network).

FIG. 2 is an overview of the auto-discovery process for
generaling a service model instance 200 for a particular
network 202. In FIG. 2, the rectangles represent data stores
and the ellipses represent processing elements. A service-
specific discovery template 204 is accessed upon initiation
of the auto-discovery process. The discovery template
defines the services and service elements that are anticipated
as cooperating to provide the core service. Moreover, the
discovery template identifies particular discovery tools (i.e.,
discovery modules and/or agents)that are to be used for each
service and service element, as well as any dependencies
that a particular discovery tool may have on outputs from
other discovery tools. The template preferably includes
instructions for configuring the outputs of the discovery
tools. Amore thorough description of the discovery template
will follow, particularly with reference to Table 2, whichis
an example of a discovery template specification. A more
thorough description of the discovery tools 206 will also be
provided below, with reference to FIGS. 12 and 13.

The auto-discovery approach is dividable into two phases.
In the first phase auto-discovery procedure 208, a “black-
box approach”is adopted. Initially, n0 information about the
services or service elements may be immediately available.
Using a variety of techniques, information is obtainedfor the
purpose of identifying relevant services, service elements,
component dependencies, execution dependencies, organi-
zational dependencies and someinter-service dependencies.
In one of these techniques, the information that is available
in the domain aame system of an ISP is used to discoverthe
existence and the relatiouships among different services aud
service elements. [o order to allow subscribers to access a

host using its host name, rather than requiring specification
of an [P address that is more difficult to remember, DNSis
used to map the host uames of the IP addresses for all hosts
in the ISP system. Moreover, the exchange of email mes-
Sages across hosts occurs using the mail exchange records
(MX records) maintained by the DNS. In summary, the
domain name system stores a wealth of information that is
used in the first phase of the auto-discovery process to
discover Internet services and relationships among the ser-
vices. Other techniques may be used in this first phase to
supplementthe information acquired from the domain name
system. Since these techniques may be exploited separately
fron the servers of the network 202,this first phase may be
referred to as “external discovery.” However, the process
may occur entirely within the network environment.

Iustance information 210 is acquired in the first phase
procedure 208. In addition to the identification of services
and service elements, the instance information 210 identifies
dependencies. There are a numberof inter-dependencies of
concern to the auto-discovery process. These inter-
dependencies include execution dependencies, component
dependencies, inter-service dependencies, and organiza~
tional dependencies. Aa execution dependency relates
directly to an application server process being executed on
a host machine. The types of application servers that are
executed ou host machines include web, email, news, DNS
aud NES. A component dependency occurs in order to
ensure scalability and redundancy ofa service. For example,
a web service may be provided collectively by a number of
“front-ead servers” (FESs), with round-robin DNS sched-
uliog being used to provide subscribers with a domain name
that maps to one of the FESs. [SPs oftenreplicate web, email
aod news content across a number of servers. The round-
robin scheduling balances the load amongthe servers. The
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servers are grouped togetber and assigned a single domain
name in the DNS database. When the DNSserver receives
a request for the domain name, the [P address of one of the
servers is acquired io the round-robin scheme.

An inter-service dependency occurs when one service
accesses another service for its proper operation. For
example, a web service depends on a DNSservice to allow
the subscriber to connect the web server host using its IP
address, and an NFS service is used to access the web
content. As another example, a Read Mail! service depends
on an authentication service to verify the identity of the
subscriber, uses a DNS service to log the subscriber’s IP
address, and uses an NFS service to access the mail content.

Finally, an organization dependency occurs when there
are different ISP operations personnel (e.g., subject matter
experts) who are responsible for different services aod
service elements. For example, an ISP may have a first
supervisor managing the web service, a second supervisor
managing DNS, and a third supervisor managing NES.
Operational responsibilities may be delegated based upon
the geographical location of the service elements. Since the
precise organization structure may vary from one ISP to
another, the auto-discovery mechanism provides a means by
which it can be quickly customized for a particular ISP
system. :

The first phase auto-discovery procedure 208 provides
discovered instance information 210 that identifies most of
the execution, componentand organization dependencies,as
well as some of the inter-service dependencies. A partial
service model instance generator 212 is then used to provide
a partial service model instance 214. Optionally, configura-
tion data 216 may be used to allow an operator to customize
a service model instance 200. Using a configuration inter-
face which will be described with reference to FIG. 4, the
operator can specify categorization criteria for services and
service elements. Thus, the service model instance 200 can
be configured to meet the specific needs of the operator.

In a second phase auto-discovery procedure 218, an
“internal” view of the network 202 is acquired. ‘The internal
discovery of the second phase is intended to fill any “holes”
in the partial service model 214, and particularly focuses oa
identifying inter-service dependencies. There are two basic
approaches to the internal discovery of the second phase.
One approach is the use of network probes, which are
implemented in software and are installed at strategic loca-
tions on the network to acquire information from headers of
packet transmissions. By processing the headers of packets,
a software probe can deduce manyofthe relationships that
exist among servers. The second basic approachis to use
special-purpose discovery agents that are installed on the
ISP hosts to discover relationships among services. Rather
than examining headersofpacket transmissions,the special-
purpose agents use a nunober of operating systems and
application-specific mechanisms (such as processing service
configuration information and application-dependent moni-
toring tables) to discover inter-service dependencies.

The inter-service dependency information 220 from the
second phase auto-discovery procedure 218 is combined
with the partial service model instance 214 using a second
service model instance generator 222. The output of the
second service model instance generator is the completed
service mode! instance 200.

The invention will be described primarily in its preferred ©
embodiment of using the discovery template to detect both
services and service elements to form a service model.

However, the discovery process may be used without the
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discovery template and without restricting the process to
identifying only the services, service elements and depen-
deacies relevantto a single core service.

One Embodiment for Using the Instance
lnfonnation

As previously noted, the use of the discovery template
204 is optionally combined with a service model template in
the process of generating the service model instance 200. An
overview of the template-driven procedure is illustrated in
FIG. 3. The service model template is a generic specification
of the service topology and measurement topology for the
service of interest (e.g., Read Mail servicc). Depending on
the service being modeled and the service elements that are
likely to be involved,the template defines nodes of various
types (e.g., hosts, servers, actwork links, and services) and
their associated measurements. Moreover,the template indi-
cates the dependencies amongthe nodes, such as the depen-
dency of the service on other services (e.g., the Read Mail
service which refers to a subscriber accessing his/her mail-
box depends on the authentication and NFS services). In the
preferred embodiment, the template also includes default
state computation rules for specified nodes, so that the state
(.e., “health”) of a node can be computed based upon
measurements associated with the node and uponstates of
dependencies of the node.

The service model template 34 is not specific to any ISP
system in the sense thatit does not specifically reference any
hosts, servers, network links, service groups, or other ser-
vices or service elements in the ISP system. The template
may be considered as a “lifeless tree.” There is no associa-
tion between nodes ida the service model template and
running elements, such as hosts and servers. However, the
information contained in the service template for a node may
include the element type, the element dependencies, the
measurementdefinitions (e.g., agent to run, the format of the
Tuo string, the number and type of parameters, and the
format of the output), default state computation rules,
default thresholds, default baselines, and default alarm geo~
eration and correlation rules.

In database terminology, the service model template 34 is
the schema. On the other hand, an instance defines the
records in the database and the values of the static ipforma-
tion. In FIG. 3, the discovered instance 36 is determined
using auto-discovery, as will be explained fully below.
Information regarding the services and service elements
(e.g., servers, hosts and links) that exist in the ISP system or
other service provider systems may be auto-discovered. The
store representing auto-discovered information shall be
referred to as the auto-discovered instance 36.

The service modelcreation engine 38 of FIG. 3 is used to
generate a service model instance 40 based on the service
model template 34 and auto-discovered instance 36. Ideally,
all of the discovered informationis available priorto instan-
tiation. However, io many cases, discovery has to be per-
formed in multiple phases, such as the two outlined above.
In such cases, instantiation may occur partially after each
phase of discovery. The main advantage of providing a
partial service model instance is that the partially completed
service model can provide a guide to identify the additional
information needed in subsequent phases of discovery. The
service model creation engine 38 encompassesthe functions
of the partial service model instance generator 212 and the
second service model instance generator 222 of FIG. 2.
Since new elements and services may be added to the ISP
system over time, the service model instantiation process
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has to be repeated periodically to augment the initially
created service model instance.

Unlike the service model! template 34, the service model
instance 40 is specific to an ISP system. The process of
constructing the service model instance using the service
model template and the auto-discovered instance 36 is
referred to as the “instantiation” of the service model. As
previously noted, the relationship between the service mode!
template and the auto-discovered instance is analogous to
the relationship between the schema and records in a data-
base.

The service model instance 40 maps services and service
elements that exist in a particular [SP system with nodes in
the service model template. la doing so, the service model
instance also specifies a set of measurements that must be
made against cach of the services and service clements in the
specific ISP system.

The service model. instance 40 may be used by a view
generator 42. In the preferred embodiment, the service
model] instance is represented as a graph of the nodes and
edges that identify dependencies of the nodes. Different
management functions of an ISP will benefit from viewing
different subsets of nodes and edges of the service model
instance 40. Thus, the view generator 42 may be used by
operations personnel to provide an “operations. view” of
only the services and service elemecutsthat fall in a particular
domain of control of the personnel. On the other hand, a
“customer support view” may provide an end-to-end view
for the customer support personnel of the ISP. A “planning
view” may be used to graphically present information about
usage and performance treads, so that future requirementscan be ascertained.

. Even whendifferent management functioos are interested
in the same subset of nodes and edgesof the service model
instance 40, there may be different interests with regard to
tules to be used for state computations. For instances, a
Management application that visually depicts a color-coded
hierarchical representation of the service model instance to
operations personnel may require that hierarchical state
propagation cules be employed in the service model
instance. In this manner, viewing the state of the top-level
nodes of the service model, an ISP operator can determine
whether any problem has been detected in the ISP system. In
contrast, au application that is respoosible for automatically
detecting, diagnosing and reporting the root-causes of prob-
lems in the ISP system mayprefer not to use a hierarchical
stale propagation cule, since it is interested in the state of
each node of the service model independently of the state of
other nodes.

The view generator 42 may be used to define the subset
of nodes of a service modelinstance that are of interest to a

Management application, as well as the method for evalu-
ating the states of the nodes of interest. The measurements
that are associated with the nodes in the service model
instance are commonacross the different views. However,
the rules that apply to computing the state of a particular
node based upon relevant measurements and the states of
dependent nodes may be different for the different views.

A measurement agent configurator 44 may be used to
extract information from the service model instance 40,
wheo the information is relevant to scheduling tests and
retrieving test results. At the completion ofthe service model
instance 40, static configuration information as to how the
tests of various elements are to be run may be merged with
default algorithm descriptions into a service model instance
file. State computation rules, thresholds and alarm correla-
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tion rules defaults may be overridden using the measurement
agent configurator. Specific measurements may be enabled
or disabled. A fina! measurement agent specification 46 is
generated by the configurator for the specific ISP. The
measurements that are identified in the specification 46 are
executed using software agents 45. The results of the mea-
surements are analyzed and used by a service model man-
ager 47 to compute thestates of different nodes in the service
model.

Overview of Instantation

FIG. 4 represents an overview of the process for gener-
ating the discovered instancethatis used to form the service
model instance 40 of FIG. 3. As previously noted, a require-
mentof the instantiation of a service modelis the generation
of the service model template for the particular service or
services of interest. The template may be handcrafted,
preferably by a domain expert ofthe service. The template
includes a specification of the elements involved in provid-
ing the service, such as servers and network links, and the
dependencies of the service on other services, such as the
dependency of Read Mail service on the authentication and
NFS services. As will be explained more fully below, the
discovery process includes designation of a discovery tem-
plate 48. The discovery template specifies the types of
services and the service elements to be discovered. The
discovery template also includes specifications of discovery
modules 50, 52 and 54 to be invoked in the discovery of the
specified services and service elements.

The service model template 34, the discovery template 48,
and the discovery modules 50, 52 and 54 are utilized within
a management system 56 for forming the service model
instance 40. Another key component of the Management
system is a discovery engine 58 that processes information
contained within the discovery template 48. The discovery
engine invokes the appropriate discovery modules 50-54,
interprets the outputs of the invoked modules, and stores the
outputs in memory (or in a database) as the discovered
instance 36, which is made accessible to the service model
creation engine 38. The discovery engine 58 supports a
configuration interface 60 that allows ISP operations per-
sonnel to control and customize the discovery process.
Through the configuration interface 60, an ISP Operator can
restrict the discovery to specified IP address ranges or host
name patterns. Furthermore, the operator can specify nam-
ing conventions used by the ISP (e.g., for naming terminal
servers aud POP sites), which are used by some of the
discovery modules 50-54,

The configuration interface 60 serves as a wayfor an ISP
operator to quickly customize the service model instance 40
that is generated by the process. Using the configuration
interface, the operator can also specify categorization crite-
ria for services and service elements. For instance, all the
mail services could fall in one category, while the DNS
servers could fall in another. The categories assigned to
services and service elements can represent the organiza~
tional structure of the ISP, the geographical location of the
servers offering the services (e.g., servers in San Francisco
fall in one category, while servers in New York fall in
another), oc differences in business functions of the service
(e.g., web servers that an ISP is hosting on behalf of business.
customers, as opposed to local web servers that the ISP
offers for providing access to the dial-up subscribers).

In the preferred embodiment, the configuration interface
60 is implemented using a graphical user interface (GUI) at
an operator computing Station. An example of a configura-
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tion specification that is enteced using the interface 60 is
shown in Table 1.

TABLE1

12

 

Hosts exclude ip 10.1.204,1-10.1.205.4
# exclude all hosts with [P addresses in this range. These hosts represent subscriber# =hhome PCs
WebServers category same=*.com.fakeisp.aet WebHlost
# servers with names of the form *.com.fakeisp.net are Web hosting servers

max{0—9]{3}<PopSite>[0-9]tfakeisp.netTerninalServers extract same
#Terminal servers must match the naming pattern above. Extract the POPsite name# from the tenninal server’s name
 

The discovery modules 50-54 obtain the configuration
criteria from the discovery engine 58. The modules execute
the appropriate discovery techniques, and as part of their
outputs, record the categories to which the different services
and service elements belong. The category information is
stored at the discovery instance 36 andis interpreted by the
service model creation engine 38 in a mannerthatis reflec-
tive of the service model template 34.

The following sections provide details regarding imple-
mentation of the process described with reference to FIGS.
2 and 3. Since the service models template 34 depends on the
syntax specified in the discovery template 48, the discovery
template specification is considered first. All the templates
and instances presented as examples use the INI file format
that is commonly used to represent the content of system
files in Microsoft Windows-based personal computer sys-
tems. However, the process may be implemented using other
specification and schema definition technologies (e.g., the
Common Informatiog Model specified by the Desktop Man-
agement Task Force}. Per the ENI format, a template or an
instance is organized as different sections, each of which is
specified by a unique stream enclosed within a pair of square
brackets (“[<section name>]”).

Discovery Template Specification

Ao example discovery template specification is shown in
Table 2. Each section of the discovery template defines a
specific service or service element. The first four sections
tepresent templates for discovery of external name servers,
hosts, Mail SMTP servers, and Mail POP3 servers. The
“module” variable specification in each section identifies the
discovery module 50-54 of FIG.4 that is to be used for the
particular service or service element. The “arguments” vari-
able represents arguments that are to be passed by the
discovery engine 58 to the discovery module during deploy-
ment. The “outputs” variable defines the number and names
of the columus in the output of the discovery module. The
“instanceKey” variable denotes the index that is to be used
to access the discovery instance 36 comespondiug to cach
cow of output generated by the discovery module. The name
or names specified within angled brackets (<>) on the night
side of the instanceKey assigument cust comespond to one
of the columo names specified in the output assigument.
Finally, the “dependencies” variable indicates the depeuden-
cies that a discovery module has on other modules. The
discovery engine may use this information to select a
sequence in which it processes the discovery templates.
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TABLE 2 

[ExternalNameServers]

discovery-module=DiscoverExternalNameServers.class
discovery-arguments=—url http://ism-pe2/scripts/discEagincAPL.pl
discovery-outputs=ipAddress, hostName, domainName, category
discovery-instanceKey=<ipAddress>:DNS
discovery-dependencies=
[Hosts]

discovery-module=DiscoverHosts.class
discovery-arguments=-url hétp://ism-pc2/scripts/discEngineAPLpl
discovery-cutputs=ipAddresa, hostName, stale, category
discovery-instanceKey=<ipAddress>:Host
discovery-dependencies=ExtermalNameServers
{SMTPServers

discovery-module=DiscoverSmtpServers.class
discovery-arguments=—url http://ism-pe2/scripts/discEngineApl!.pl
discovery-outputs=ipAddress, hostName, category
discovery-instanceKey=<cipAddress>:Smip__Mail
discovery-dependencies=Hosts, ExtemalNameServers
[POP3Servers]

discovery-module=DiscoverPop3Servers.class
discovery-argumeats=-url http://ism-pe2/scripts/discEngineAPLpl
discovery-outputs=ipAddress, hostName, relatedSoutpServer, category
discovery-instanceKey=<ipAddress>-Pop3__Mail
discovery-dependenciesHosts, ExternalNameServers
(HETPServess}

discovery-module=DiscoverHtpServers.class
discovery-arguments=—uri bitp://ism-pe2/scripts/discEngineApL.pl
discovery-outputs=ipAddress, hostName, serverType, category
discovery-instanceKey=<ipAddress>:Web
discovery-dependenciesHosts
[NFSServers]

discovery-module=DiscoverNFSServers.class
discovery-arguments=—uri http-//ism-pe2/scripts/discEngineAplI_pl
discovery-outputs=ipAddress, hostName, category
discovery-instaaceKey=<ipAddress>:NFS
discovery-depenendencies=Hosts
[Host-Groups]

discovery-module=DiscoverHostGroups.class
discovery-arguments=—url http //ism-pe2/scripts/discEngineAptpl
discovery-outputs=groupName, groupComponentsList, category
discovery-instanceKey=<groupName>:HostGroup
discovery-dependencies=ExtemalNameServers
[WebServiceGroups]

hostName=miailfes21 .fakeisp.net
relatedSmtpServer=smtp.fakeisp.net
category=
[10.137.196.54:Pop3__Mail]
ipAddress=10.137.196.54
hostName=mailfes22_fakeisp.net
relatedSmtpServer=smtp.fakeisp.net
calegory=
[10.137.196.56:Pop3__Mail]
ipAddress=10.137.196.56
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TABLE 2-continued 
hostName=umailfes23.fakeisp.net
relatedSmtpServer=smtp.fakeisp.net
category=
(10.137.196_58:Web]
ipAddress=1 0.137.196.58
hostName—www. fakeisp.net
serverlype=NCSA/1.5
category=InternalWeb
[10.137.196.69:Web]
ipAddress=]0.137.196.69
bostName—www.xyz.com.fakeisp.nct
serverlype=Apache/1.2
category=WebHost
(10.137.196.70:Web]}
ipAddress=10.137.196.70
hostName=www.abc.com fakcisp.net
serverlype=Apache/1.2
category=WebHost
[10.174.173.23:NFS]
ipAddress=10.174.173.23
hostName«dns1.fakeisp.net
(pop3.fakeisp.net:HostGroup]
groupName=pop3.fakeisp.net
groupComponentsList=10.137,196.52:10.137.196.54:10.137.196.56
{pop3.fakeisp.nct:Pop3__MailServiceGroup]
serviceGrpName=pop3.fakeisp.net
serviceGrpComponentsList=10.137.196.52:10,137.196.54:10.137.196.56
[ExternalDnsServer:Category]
categoryName=ExterualDusServer
[knternalWebServer:Category]
categoryName=[nternalWeb
[WebHostedServer:Category]
categoryName=WebHost 

Because the ISP environmenthas a heterogeneous set of
elements (e.g., host nodes, routers, application servers, ser-
vices and inter-service dependencies), sections of the dis-
covery template must be processed in an order in which
elements having po dependencies are considered first. Sec-
tions have dependencies can be processed after the depen-
dencies have been completed. There are at least three
approaches to ordering the processing of sections. One
approachis to order the sections in the template to reflect the
dependencies among sections. Thus, a section appears in the
template only after (he appearance ofali sections on which
it depends. The discovery eagine 58 can then process the
sections in order. Another approachis to allow the discovery
eugine to dictate the sequence of discovery. By considering
the values of the dependencies variable within the sections
of the discovery template, the discovery engine can deter-
mine the order in which the sections must be processed.
Sections of the template having no dependencies are pro-
cessed first. After all such sections are processed, the dis-
covery engine iterates through the list of template sections,
choosing sections which have not been processed and which
have their dependencies determined by earlier processing.
This procedure is repeated until all of the sections have been
processed. In the third approach,the sequencingis driven by
the discovery modules 50-54 themselves. In this
embodiment, the discovery engine processes the template
ouce, invoking the discovery modules simultaneously. The
discovery modules determine whenthe different elements of
the ISP system are discovered. When a new instance is
detected by a discovery module,it forwards the results to the
discovery engine. Based on the dependencies on the discov-
ery module, as specified in the discovery template, the
engine forwards the results to other discovery modules for
which the results are relevant. The availability of the new
results may trigger discovery by other modules. This pro-
cedure is repeated until all of the sections have been fully
processed. In an alternative implementation, the discovery
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modules can communicate with one another without involv-
ing the discovery engine.

Discovered Instance Specification
Table 3 is a portion of an example of the discovered

instance 36 of FIG. 4. Section names in the discovered

instance correspond to the instanceKey variable specifica-
tions and the discovery template of Table 2. For each of the
output variables in the discovery template, there is an
assignment in the discovered instance of Table 3. The ISP
system being discovered in this example is assumed to have
the domain name fakeisp.net.

TABLE 3tennanttteteinamnetiintenathtnnte—nrntgemanentetnatie—etesnne

[10.274.173.23:DNS]
ipAddress=10.174.173.23
hostName=dns1.fakeisp.net
domainName=fakeisp.net
category~ExternalDnsServer
(10.174.173.23:Host]
ipAddress=10.174.173.23
hostName=dns1.fakeisp. netstate=Alive
calegory=
[10.137.196.52:Hoat]
ipAddress=10.137.196.52
bostName=nailfes21.fakeisp.net-smtp.fakeisp.netstate—Alive
calegory=
[10.137.196.54:Host]
ipAddress=10.137.196.54
hostName=mailfes22.fakeisp.netstatexAlive
category=
[10.137.196.56:Host]
ipAddress=10.137.196.56
hostName=mailfes2Z3,fakeisp.netstate=Alive
category=
[10.137.196.58:Host]
ipAddress~10.137.196.58
hostName=www_fakeispnetstate=Alive
calegory=
[10.137.196.69:Host]
ipAddress=10.137.196.69
bostName=www.xyz.com-fakcisp.netstate=Alive
calegory=
[10.137.196_70:Host]
ipAddress=10.137.196.70
hostWame=www.abc.com.fakeisp.netstate—Alive
categorys
[10.137.196.52:Smtp_Mail]
ipAddress=10.137.196_52
bostName=mailfes21 fakeisp.net:smtp.fakeisp.netcategory~ExternalSmipServer
[10.137,196.52:Pop3__Mail]
ipAddress=10.137.196,.52
bostName=mailfes21.fakeisp.net
relatedSmtpServer=smip.fakeisp.net
category=
(10.137.196.54:Pop3_Mail]
ipAddress=10.137.196.54
hostName=mailfes22.fakeisp.net
relatedSmtpServer-smtp.fakeisp.nct
calegory=
[10.137.196.56:Pop3__Mail]
ipAddress=10.137.196.56
bostName=mailfes23.fakeisp.net
relatedSmtpServer=smtp.fakeisp.net
category=
eatensettee

Next, a portion of a service model template specification is
presented in Table 4 as an example service model template
34. The service model template contains the intelligence to
map the discovered instance into the service model nodes.
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The discovery modules (and hence the discovered instance)
are designed independently of the service model instance
being generated. This enables the same discovered instance
to be used in the generation ofdifferent service models (e.g.,
for different services). Each section in the service model 5
template represents a type of node in the service model
instance 40 aud contains a series of instructions for creating
a node in the service model instance. The service model

template,

represent

16

creation engine 38 processes sections of the service model
one at a time, attempting to match the template

with elements ig the discovered instance 36. Each element
in the discovered instance corresponds to a section of the
discovered instance specification. Lines beginning with a “;”

commeats. These lines are ignored by the service
model creation engine 38 when it processes the service
model tenoplate.

TABLE 4 

[SM-Host}

+ Host Node in the service model
match={ *:Host]}
; for each discovered Host
instanceKey=<ipAddress>:-SM-Host
measuremenats=TCP-ConnectionRate(<ipAddress>),

VMoetat(<ipAddress>), (Fstat(<ipAddress>); these are measurements of the bost
3; next copy its attributes to the SM node
hostoame=<hostName>
ipAddress=<ipAddress>State=<state>
Category=<calegory>
[SM-Web]
; SM node for a web server
matcha{*:Web]
3 match all discovered Web server instances
instanceKey=<ipAddress>:SM-Web
components=<ipAddress>.SM-Host, <ipAddress>-msIP:SM-Link
measurements=HTTe-TCPConnectionTime(<ipAddress>)
3 next copy all the attributes from the server discovered instance
stateCompatationRule=measurementsOnl y
serverType=<serverlype>
hostName=<hosiName>
ipAddress=<ipAddress>
category=append(<category>,<ipAddress>:SM-Host?<category>)SM-WebService

3 a web service node
match={*:SM-Web]
3 there is a web service node corresponding to cach web server node
instanceKey=<ipAddress>:SM-WebService
measurements=-HTTP-Availability (<ipAddress>), HTTP-Total ResponseTime(<ipAddress>),HTTP-DosTime (<ipAddress>)
components=<ipAddress>:SM-Web, <<ipAddress>,Web>:SM-NES, <<ipAddress>,Web>:SM-DNS

> NFS and DNSservice dependencies will be determined by phase 2 discoverycategory=<category>
SM-WebServiceGroup]

matche| *:WebServiceGroup]
instanceKey=<serviceGrpName>:SM-WebServiceGroup
components=tist(<serviceGrpComponentsList>) -SM-WebService
category=<category>

category-append(list(<serviceGrpComponentsList>) :SMWebService?<category>)
[SM-TopLevel-Web]

instancekey=Web:SM-TopLevelWeb
components=":SM~WebService, *SM-WebServiceGroup
3 components are all web services and all web service groups
{ SM-DNS]

match={*:DNS]
instanceKey=<ipAddress>:SM-DNS
compouents=<ipAddress>-msIP:SM-Liak
measurements=DNS-Availability(<ipAddress>),

DNS-CacheHitResponseTime(<ipAddress>)
stateComputationRule=measurementsOnly
ipAddress=<ipAddress>hostName=<hostName>
domainName=<domsainName>
caltegory=<category>
{SM-NFS]
match={ *:NFS]
instanceKey=<ipAddress>:SM-NFS
compouents=<ipAddress>:SM-Host
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TABLE 4-continoued

18

 

measurements=NFS-TotaiCalis(<ipAddress>), NFS-DupReqs(<ipAddress>),
NFS-TimeOutPercent{<apAddress>)}

stateComputationRule=measuremeatsOuly
ipAddress=<ipAddress>
hostName~<hostName>

[SM-Pop3__Mail]

match={ *:Pop3__.Mail]
instanceKey=<ipAddress>:SM-POP3,,Mail
components<ipAddress>:SM-Host
measurements=POP3-TCPConnectionTime(<ipAddress>)hostName=<hostName>
calegory=<calegory>
relatedSmtpServer=<relatedSmtpServer>
ipAddress=<ipAddress>
[SM-ReadMailService]

matche{*:SM-Pop3__Mail]
instanceKey=<ipAddress>-SM-Read MailService
measurements=POP3-Availability (<ipAddress>),

POP3-TotalResponseTime(<ipAddress>),
POP3-AutheaticationTime (<ipAddress>)

stateComputationRule=defanit
components=<ipAddress>:SM-Pop3__Mail, <<ipAddress>,Pap3__Mail:SM-NFS>,

<<ipAddress>,Pop3__Mail:SM-Aurth>
calegory=<category>
[SM-ReadMailServiceGroup]

matche{*:Pop3MailServiceGroup]
instanceKey=<serviceGrpName>:SM-ReadMailServiceGroup
components=list(<serviceGrpComponentsList>) :SM-ReadMailService
cafegory=<category> . .
[SM-TopLevel-ReadMail]

instanceKey=Read Mail:SM-TopLevel-ReadMail
componenis=*:SM-ReadMailService, *:SM-ReadMailServiceGroup
[SM-Category]

match—[*:Category]
instaoceKey=<categoryName>:SM-Category
components=*:SM-* Icalegory=<categoryName> 

Mostsections of the service model template 34 begin with
a “match” coteria. The match criteria for a section of the
service model template specifies the discovery instances that
are relevant to the section under consideration. For instance,
the match criteria corresponding to the host node’s specifi-
cation (SM-Host)in the discovery template indicates that the
corresponding discovered instances are those of type Host.
The match criteria is specified as a regular expression thatis
matched against section names (instance keys) of the dis-
covered instance 36. For each object (section) in the dis-
covered instance that matches the regular expression speci-
fied in the match criteria, a corresponding node is
instantiated in the service model instance 40.

Each section of the service model template 34 can match
discovered insiances ofat least one type. When a discovered
instance satisfies the match criteria specified in a section of
the service model template 34, any of the attributes of the
discovered instance can be referred to in the subsequent
instructions of the service model template’s section. The
absence of a match criteria in the specification of a section
ofthe service model template indicates that there is only one
instance of that type for the particular ISP.

The instancekey variable in Table 4 denotes the key that
is to be used to refer to a service model node that is

instantiated by the section of the template under consider-
ation. The attributes enclosed within the angled brackets
(“<>”) must be one of the attributes of the elements of the
discovered instance for which there is a reference by the
match criteria.

The “components” instruction specifies the parent-child
relationship in a service model instance. Various types of
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dependencies (i.c., execution dependencies, component
dependencies, inter-service dependencies and organizational
dependencies) are captured by this specification. The com-
ponents list specified must make reference to the node in the
Service model instance 40 that is to be generated from the
service model template 34. The components list refers to
specific nodes, all nodes of a specific type, and all nodes of
a different specific type that have a specific attribute valuc.
Sections of the service model template that refer to leaf
nodes of the service model instance do not have component
specifications.

The “measurements” instruction specifies a list of mea-
surements that must be targeted at the corresponding node in
the service mode instance 40. By processing the measure-
ment specifications of nodes in the service model lustance,
the measurement agent configurator 44 of FIG. 3 can deter-
mine the agents that must be scheduled for execution against
each element of the discovered instance 36. It should be
noted that notall nodes im the service model instance have
measurement specifications.

The “StateComputationRute”instruction covers how the
states of the corresponding nodes in the setvice model
instance 40 are computed. By default, the state of a node in
the service model instance is determined based on the states
of all of the measurements associated with a node and the
states of all of its dependencies (children Hodes) in the
service model instance. The service model création engine
38 may support additional state computation policies. For
example, a “measurementsOnly”policy indicates that only
the states of the measurements associated with a node must
be taken into account in determining thestate of that node.
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Regarding attribute value settings, each service model
node mayderive attributes from the discovered instance 36
to which it refers. The service model template syntax also
allows for hierarchical aggregation of attributes. This is
demonstrated in the append construct used for defining
category attributes for the service model oodes.

Service Model Creation Engine

The service model creation engine 38 incorporates the
lopic for processing a service model template 34 with the
discovered instance 38 to generate the service model
instance 40. There are alternatives with regard to the order
in which the engine 38 processes the service model template.
In a sequential processing approach,it is assumed that the
service model template was constructed such that the sec-
tions of the service model template are in an order in which
they need to be processed. The engine can then process the
sections sequentially. The sequential processing enables
simplification of the service model creation engine.
However,this approach burdensthe template developer with
a requirement of manually determining the placement of
each section in the template based upon the order of pro-
cessing. Moreover, sioce processing typically starts from the
host nodes, this approach mayresult in a number of service
model host oodes that do not have additional nodes above

them when a service model instance graph is generated in a
manner to be described below. To avoid such “orphaned”
nodes, the created service model instance must be further
processed.

10

20

20

Io the alternative hierarchical processing, a service model
creation engine 38 can use the “components” specifications
in the different sections of the service model template 34 to
determine the order for processing the sections of the
template. Since the components list specifies the dependen-
cies of a node, before processing a section,all of the sections
corresponding to each ofthe nodes types in the components
list must be processed. Based on this rule, sections of the
templates which have oo specified components are pro-
cessed first. Although this hierarchical approach requires
more complexity than the sequential approach, it does not
result in any orphaned nodes in the service model instance
40.

Service ModelInstance Specification

Table 5 is an example of a portion of a service model
instance specification for the service model template of
Table 4 and the discovered instance of Table 3. The variables
of the table are consistent with the variables of Tables 2-4.
Referring aow to FIG.3, the service model instance 40 may
be used by the view generator 42 to provide any of the three
views. Preferably, the service model instance is represented
as a graphof the nodes and edges that identify dependencies
among the nodes. The service model instance is also used by
the measurement agent configurator. Information from the
instance may be extracted by the configurator to merge test
information relevant to particular elements with default
algorithm descriptions in order to generate a measurement
agent specification 46 for the ISP ofinterest.

TABLE5esteemiunatthnenmatnieputirnrntseenneeeoennnsanuaeenrecmtmeienun
[10.174.173.23-fakeisp.net:DNS]
ipAddress=10.174.173.23
hostName=dns1.fakeisp.net
domainName=fakeisp.net
category=FxtemalDusServer
(10.174.173.23:SM-Host]
measurements~TCP-Connection-Rate (10.174.173.23), VMstat (10.174.3173.23),[Fstat (10.174.173.23)
ipAddress=10.174.173.23
hostName=dos1.fakeisp. netstate=Alive
category=
{10.137.196.52:SM-Hest]}
measurements=TCP-Connection-Rate (10.137.196.52), VMstat (10.137.196.52),[Estat (10.137.196.52)
ipAddress=10. 137,196.52
hostName-mailfcs21-fakeisp.netstate-Alive
calegory=
[10.137.196.54:SM-Host]

measurements=TCP-Connection-Rate(10.137.196.54), VMstat(10.137_1 96.54),IFstat(10.137.196.54)
ipAddress=10,137.196.54
hostName=mailfes22.fakeisp.net
state=Alive
category=
[10.137.196.56:SM-Host]
measurements=TCP-Connection-Rate(10.137.196_56), VMstat(10.137.1 96.56),[Estat(10.137.196.56)
ipAddress=10.137.196.56
hostName=mailfesZ3.fakeisp. net
state=Alive
category=
[10.137.196.58:SM-Host]
measurements#TCP-Comnection-Rate(10.137.196.58), VMsiat(10.137.196.58),

[Fstat(10.137.196.58)
ipAddress~10.137.196.58
hostName=www.fakeisp.net
state=Alive
category=
(10.137.196.69:S M-Host]
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TABLE 5-continued

22

 

measurements=TCP-Connection-Rate(10.137.196.69), VMstat(10.137.196.69),
[Fstat(10.137.196.69)

ipAddress=10.137.196.69
hostName=www.xyz.com.fakeisp.netstate=Alive
category=
(10.137.196.70:5M-Host]
measurements=TCP-Connection-Rate(10.137.196.70), VMstat(10.137.196.70),

(Fstat(10.137.196.70)
ipAddress=10.137.196.70
hostName=www.abc.com.fakeisp.netstate=Alive
calcgory=LRNNANNINNANLITITTRIONINNNAINNAANASHnreRRRRnRNtasaeretertimimenntsttiheihmannNanaasnattEmmniiiCii

Customizing the Service Model to an ISP’S
Oranganizational Structure

As previously noted, the service model instance 40 of
FIG.4 is customized to an ISP’s organizational structure, so
that ISP operations personnel only view the status of ser-
vices and service elements that are of relevance to the
personnel. A straightforward approach to customizing the
service model instance to an [SP’s organizational structure
is to edit the service model template and explicitly include
nodes that capture the organizational dependencies. For
example, the nodes may be grouped according to categories
(c.g., InternalWeb services and WebHosting services). Each
of these categories may be managed by different operations
personnel. To accommodate this case, the service model
template could be modified to define nodes that represent the
individual categories and dependencies that indicate the
components of the different categories. Since the organiza-
tionalstructure varies from one ISP to another, the approach
would require that each ISP edit the service model templates
to match their organizational structure. Editing the service
modeltemplate to define the categories and the components
relationships can be a tedious task, especially for a large ISP.

Ao alternative approachis to allow an ISP to specify its
organizational structure usiog the configuration interface 60
previously described with reference to FIG. 4. The service
model template 34 is pre-specified to exploit the configu-
ration specification and to generate a service model instance
that is customized to each ISP. The main advantage ofthis
approachis that the ISP operator only has to primarily edit
the configuration specification, which is much less complex
than editing the service model template 34.

The application of this less complex approach can be
described witb reference to Fables 1-5. Through the con-
figuration interface 60, an ISP operator specifies ways in
whichthe discovered services and service models are to be

categorized in the discovered instance 36. In Table 1, the
configuration specification indicates that the ISP uses the
naming pattern *.com.fakeisp.net to identify web servers
that are hosted for the businesses. Web servers that do not

match this pattern are internal web servers that are used by
the ISP’s residential customers. Each of the discovery mod-
ules 50, 52 and 54 then uses the configuration specification
to determine a categorization of the services and service
models that are discovered. A discovery module is also
included in the discovery template 48 to discover and report
on all the categories that have been discovered in the ISP’s
system. This information is used by the service model
creation engine 38 to construct a service model instance 40
that represents the ISP’s organizational structure. To enable
this, the service model template of Table 4 has a section that
generates a node in the service model instance for each
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calegory in the discovered instance. The components list in
this section maps all the services and service elements that
are associated with a category to the corresponding node in
the service model instance. Thus, by merely specifying the
categorization of services and service clements using the
configuration specification, an ISP operator can derive a
service model instance that is customized for the ISP.

Example Read Mail Service Model

As an example implementation of the system of FIG.3,
the email service of “Read Mai!” will be considered. The
Read Mail service refers to a subscriber accessing his/her
mailbox from the mail system of the ISP. FIG. 5 illustrates
a service topology for this service. Usinga client application
that supports the Post Office Protocol-Version 3 (POP3), a
subscriber at a desktop computer 62 attempts to access mail.
Internal to the ISP system,the request from the subscriber’s
computer 62 may be received and processed by one of many
servers 64, 66 and 68 that constitute a mail service group 70.
The servers within the group are front-end servers (FESs).

Before the subscriber can access the appropriate mailbox,
the mail server 64-68 that bandles the request contacts an
authentication server 72 to verify the identity of the sub-
setiber. Typically, password identification is used in the
Read Mail service. A subscriber database 74 is accessed in
this process. Following the authentication process, the mail
FES 64-68 accesses a mailbox 78 of the subscriber from a
back-end content server 76 using the NES service. The
retrieved mail messagesare transmitted to the computer 62of the subscriber.

There are several active and passive measurements that
can be made to assess the health of the different elements
involved in supporting the Read Mail service. A measure-
ment system (MS) maybe installed in the server farm ofthe
ISP to perform measurements using agents executing on the
MSand onthe different ISP hosts. The different measure-
ments that characterize the Read Mail service include an
active service quality measurement of availability and
response time made from the MS in the service farm, an
active measurement of network throughput from the MS in
the service farm to the POPsites, passive measurements of
CPU and memory utilization passive measurements of TCP
connection traffic and packet traffic to the mail servers
obtained from agents executing on the mail servers, and
passive measurements of NFSstatistics (e.g., number of
calls, timeouts, and duplicate transmissions) on the mail
servers and the mail content servers. The active measure-
ments attempt to assess the service quality as viewed from
subscribers connecting to the POPsites, while the Passive
measurements maybe used to assess resourceutilization and
traffic statistics that are critical for problem diagnosis.
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FIG.6 is an illustration of an example of a view that may
be presented to an ISP operator using the view generator 42
of FIG. 3. While the oval-shaped nodes in the service model
graph represent the different services and service elements,
the arrows represent measurements of services and service
elements. The root of the service model graph is the Read
Mail service, represented by oval 80, The state of this node
represents the overall health of the Read Mail service, as
assessed by the MSlocated in the service farm of the ISP.
‘Thatis, the overall bealih is assessed without considering the
state of the network links from the server farm to the POP

sites. In one embodiment, the overall health is represented
by color coding the oval 80. For example, oval 80 may be
shaded green to designate a positive health of the Read Mail
service, and may be shaded red if the Read Mail service has
degraded in its availability or performance.

Typically, there is no direct measure of the overall health
of the Read Mail service. Instead, the state of the service
must be inferred, based on the states of the different mail
FESs 64-68 that together enable the Read Mail service.
Direct active measures of availability and performance, and
passive measurements of TCPstatistics to the POP3 service
port, together contribute to the determination ofthe status of
the Read Mail service. The active and passive measurements
are performed at each of the mail FESs, as indicated by the
atrows correspondingto the second level service oval 82 in
FIG.6.

The next level of the service model graph reflects the
dependencies of the Read Mail service on one element and
two services. Oval 84 is the dependency of the Read Mail
service on a POP3 server executing on the mail FES. Oval
86 represents the authentication service for verifying the
identity of the subscriber from which a Read Mail requestis
received. Oval 88 represents the NES service used by the
particular mail FES. Considering the POP3 server 84 first,
the health ofthe server is measured based on the ability to
establish a TCP connection as part of the active Read Mail
service quality measurement and the time required to estab-
lish the connection. In tum, the health of the POP3 server
may be impacted by the link, represented by oval 90,
interconnecting the mail FES to the measurementstation
(from which the active test is run) and the health of the mail
FES host, represented by oval 92. As shown in FIG. 6, both
the link 90 and the host 92 include four performance
parameters that are measurable in determining the health of
the nodes, While not shown in FIG.6, the state of the various
nodes may be represented by color coding or by other
display means for distinguishing the states of the nodes.

Regarding the dependency of the authentication service
86 on the mail service 82, since it is possible that the
authentication service is healthy but a specific mail FES is
failing to perform authentication, the authentication service

‘is first represented from the point of view of each of the mail
FESs 94. Direct measures of the authentication delay when
accessing through a mail FES are used to determinethestate
of the mail authentication service 86 in relation to that mail
FES 94. The service model for an authentication service

node, whose state affects the state of the mail FES-specific
authentication node, is not expanded in the service model
graph of FIG.6. Likewise, the NFS service 88 is not shown
as being expandedin the service model graph. The service
model dependencyis handled in much the same wayas the
authentication service dependency.

As previously noted, the service model graph of FIG. 6
represents the Read Mail service in isolation. To represent
the end-to-end service, a service model must take into
accountthe state of the DNS service used by subscribers to

15

20

30

35

45

50

55

65

24

resolve the ISP mail domain to each one of the mail FESs,
and the state of the network links between the differeat POP
sites and the ISP server farm. Clearly, since the different
POPsites use different routes to connect to the service farm,
a subscniber’s perception of the end-to-end service may vary,
depending upon the POPsite that the subscriber is using.
FIG.7 is a service model graph for the Read Mail service as
perceived by a subscriber connected to the ISP system via
POP,, The Read Mail POP,,, service is represented by oval
96 and has the Read Mail service 80 of FIG. 6 as one ofits
dependencies. However, the service 80 is not expanded.
While not shownin FIG.7, the grap hing preferably includes
color coding or other designation for nodes, such as the
service 80, which are not fully expanded.

The other dependencies on the Read Mail POP,,, service
96 include the link 98 and the DNS service 100. The bealth
of the link is determined by measurements of the perfor-
mance parameters throughput, packet loss, delay and con-
nectivity. The bealth of the DNS service 100 is determined
by measurements of availability and performance. The DNS
service 100 is shown as having the dependency POP,, DNS
server 102. In turn, the server 102 has two dependencies,
namely POP,, DNS host 104 and the link 106.

There are several ISP management functions that can
exploit the capabilities of the service models. For example,
a service model for operational monitoring may be config~
ured to indicate the status of the different elements providing
a service. Whena failure occurs, the service model indicates
which elementor elements have been affected by the failure.
Moreover, by traversing the service model praph top-down,
ao operator can determine the root-cause of the failure. For
example, in FIG. 6, when a problem is noticed with the
overall Read Mail service 80, an operator can traverse the
service model graph to determine whether the problem is
caused by a specific mail FES or whether all of the mail
FESs are experiencing a problem. Assuming a similar
scenario, moving down the service model graph, the opera-~
tor can further determine whether the problem is related to
autheatication failure, NFS failure, or a failure of the POP
application server 84.

Since services and service elements can be organized
based on domains of responsibility in a service model, ISP
operations personnel need only monitor and diagnose the
services that fall in their domain of responsibility. In the
Read Mail service example of FIG. 5, an email operations
expert who is responsible for the mail service and the mail
servers uses the service mode! depicted in FIG. 6, since the
expert is mainly interestedin the states of the email services
and servers. The authentication and NES services are
included in the sérvice model representation, since these
services can adversely impact the Read Mail service. Io
contrast, the links between the service farm and the POP
sites are not included in the model, since they do notaffect
the Read Mail service from the Perspective of the email
expert

Measurement Topology and State Represention

As cao be seen in FIGS. 5 and 6, the service model maps
different measurements for some of the nodesin the service
model graphs. The node to which a measurement maps
depends on the semantics of the measurement (ie., which
logic node or nodes are targeted by the measurement) and
the location or locations from which the measurement is
made. In the simplest case, each measurementdirectly maps
to one of the nodes in the service model. In some cases,
me ments may span multiple service elements and there
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may not be a direct mapping of a measurementto a node in
the service model. In such cases, composite measurements,
which are combinations of measurements being madein the
ISP system, may have to be composed and mapped to the
nodes in the service model. For example, suppose Link (x,y)
is a network link interconnecting hosts x and y io an ISP
system, and suppose Link (x,y) is comprised of Link (x,z)
and Link (z,y). [f measurements are made from x, Link (x,y)
and Link (x,z) can be directly measured. The status of Link
(z,y) has to be derived from thestatus of Link (x,y) and Link
(%,z).

Each of the nodes in the service model has an iustanta-
nequs slate associated with it. As previously noted, the state
of a node reflects the health of the service or service element
that it represenis. A oumber of policies can be used to
compute the state of service model nodes. One policy
computes the state of a node based on all of its measure-
meats. Another policy assigns weights to the different mea-
surements based on an estimateof their reliability, as gauged
by a domain expert. Yet another policy determines the state
ofa node based onits measurements in combination with the
states of its dependencies in the service model graph. The
states of the measurements associated with a node may be
determined by applying baselining and thresholding tech-
niques to the measurementresults.

Discovery Methodologies

Returning to FIGS.2 and 4, the preferred embodimentof
the management system 56 includes a discovery engine 58
that automatically discovers services, service elements and
dependencies amongservices and service elements. FIGS. 7
aad 8 illustrate applicable discovery methodologies. Similar
fo existing management system implementations, a first
phase of discovery is performed from a managementstation
108, which may be internal or external to the service farm
of the ISP system. Predominantly, this phase involves active
tests that generate test traffic and query all of the ISP hosts
to detect the existence of different types of servers 12, 14,
22, 26 and 28. That is, the phase detects execution
dependencies, as defined above. Component and organiza-
tional dependencies are also detected during this phase.
Moreover, some of the inter-service dependencies are
discovered, but the second phase is focused on the inter-
service dependencies, since it may not be possible to dis-
coverall the inter-service dependencies that exist using tests
executed from outside the ISP host. The second phase uses
an internal view of the ISP system. Preferably, the two
phases are executed sequentially, with the second phase
utilizing the discovered information output by the first phase
to direct its operations. Different mechanisms can be
employed in the internal discovery phase. Both phases of
discovery must be executed periodically, so as to discover
new services and service elements that may have been
introduced into the [SP environment.

In FIG.8, a single discovery agent 116 is used in the first
phase discovery process. The solid line 112 represents the
discovery agent contacting the DNS server 14 to get a list of
hosts in the ISP system. The dashed lines from the discovery
agent 110 indicate active tests being executed by the dis-
covery agent to detect various types of dependencies that
exist.

FIG. 9 is an illustration of the second phase discovery
process. In this phase, a numberof internal discovery agents
114, 116, 118 aod 120 are utilized. The solid lines having
alrows at one end indicate the discovery of inter-service
dependencies. The dashed lines indicate the flow of discov~
ered instance information back to the management station
108.
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Both phases of the discovery process may employone or
more different basic categories of discovery techoiques.
Under the service-independent techniques, hosts and net-
working equipment (routers 20, hubs 18, and POPsites 16)
which are oot specific to any service are discovered. As a
second category, service-generic techoiques (which may be
the same techniques, but with appropriate parameterization
for each service) may be used to discover instances of
different services. In orderto do so, typically, such discovery
techniques exploit common characteristics of different ser-
vices to discover instances of the services. An example of
this second category is a discovery technique for News, Web
and email services. Since alt of these services rely upon the
same transport protocol (ic, TCP), a discovery technique
can discover the existence of application servers by moni-
toring the TCP ports corresponding to the services.

Another category of techniques may be referred to as the
service-specific-but-application-independent techniques.
Techniques in this category are specific to the service. They
are intended to monitor, but may be used for discovery that
is independentof the specific application serverthatis being
used to implementthe service. For example, the discovery of
the relationship between the services offered by POP3 email
servers and the service provided by SMTP-based email
servers is possible using application-independent
techniques, since the relationship is accessible from the
domain name service in the form of mail exchange (MX)records.

A fourth category may be referred to as applicatiou-
specific techniques. Many inter-service dependencies may
need to be discovered in a mannerthatis very specific to the
application servers providing the services. For example, to
discover the dependency of the web service on NFS, the
discovery technique may have to query the configuration file
in the web application server that is providing the web
service. Since the format and contents of a web application
server’s configurationfile are specific to the application, the
discovery technique is application-specific.

First Phase Discovery

Ag often underutilized componentof an ISP system is the
domain oame service (DNS). In order to allow subscribers
to access hosts using their host names, rather than their more
difficult to remember IP addresses, DNS stores the host
name-to-IP address mapping forall of the hosts in the ISP
system. Moreover, the exchange of email Messages across
hosts occurs using the mail exchange records maintained by
the DNS. Nameserver (NS) records in the DNS database
serve to identify authoritative name service for the ISP
domain—these are name servers that are extemally acces-
sible from the global Internet and are the authorities that are
contacted whenusers in the global Intemet attenupt to access
any hosts in the ISP system. Moreover, service groups, such
as an email service group, are enabled via round-robin
scheduling mechanisms implemented in the DNS servers. In
summary, the domain name system holds a wealth of infor-
mation that is critical for auto-discovery of ISP services.
However, additional mechanisms are necessary to comple-
ment DNS-based discovery mechanisms.

Oneofthe first steps in discoveryis to determineall of the
hosts that exist in the ISP system. Most existing network
management systems have taken one of two approaches. A
first approach is to scan an address range that is either
specified by an operatororis determined based on the local
subnet of the measurement host. The address fange is
scanned using ping to solicit responses from all 1P-enabled
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hosts. The second approach is to use the default router
configured for a host to boot-strap the discovery. Commu-
nication using SNMPwith the couter and using its routing
tables may be used to discover hosts in the local subnet.
Also, routing table information may be used to discover
other routers that can provide additional host information.

An altemative approachthat is complementary to either of
the twotraditional approaches is to obtain a list of all of the
hosts in the [SP system using information available with the
domain name service. From the host name of the manage-
ment station in which the discovery process executes, the
ISP domain name can be deduced. Using the default name
service configured for the management system, the discov-
ery process queries DNS to obtain the NS records that list
the authoritative name servers for the ISP domain. One or

more of these name servers are contacted by the discovery
process to obtain a list of named hosts in the ISP system.
Zone transfer capabilities supported by all DNS servers are
used for this purpose, as is known in the art. While ISPs
usually manage a single domain, some ISPs may have
multiple domains under their control. To discoverall of the
hosts that exist in the different domains, the discovery
process must be informedof the existence of all the different
domain games. This information cannot be automatically
deduced by the discovery process.

The steps that are executed in the ficst phase of discovery
are identified in FIG. 10. It is not critical that the steps be
followed in the order shownin the figure. Following the step
122 of discovering the hosts, the application servers are
discovered in step 124. The existence of application servers
ofdifferent types (e.g., Web, Email, News, FTP, DNS, NES,
and Radius) is verified by active tests that emulate typical
client requests directed at the different TCP and UDP ports
corresponding to the different service types. Aresponse to an
emulated request has to be interpreted in a service-specific
maaner. By observing the header in a response from the web
service, the discovery process determines the type of web
server that is executing on the host machine. Likewise, by
processing the response returned by the email and News
servers, the discovery process determines the type of serv-
ers. This information can be used to customize the second

phase of discovery. For instance, discovery agents installed
on the ISP host machines in the second phase of discovery
may process a web application server's configurationfiles to
discover NFS dependencies that the server may have. Since
web server configuration files are typically specific to the
type of server, the server type information provided by the
first phase of discovery can be used to determine the
processing capabilities of the discovery agent or agents that
must be deployed in the second phase. The server type
information may also be used to determine specific mea-
surements which must be targeted for the server to monitor
its status.

In step 126, the existence of Web, Email, News, DNS and
other service groups has to be determined using the DNS. By
querying the DNS,the discovery process determines a list of
domain names that have multiple IP addresses associated
with them. For each namein thelist, the discovery process
then determines whetber each of its IP addresses hosts a

commonapplication server. If so, the name likely represents
a DNS round-robin service group that supports a common
service. For example, suppose that all of the IP addresses
corresponding to the name www-fakeisp.net host web serv-
ers. In this case, www.fakeisp.net represents a web service
group. Note that in this process, a host that has two network
interfaces, and therefore is assigned to different [P addresses,
may be listed as a service group. Using the virtual host/
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server discovery heuristics discussed below, all such hosts
can be removed from the service group list.

In step 128, the MX records for the ISP domain are
accessed from the DNS system. The MX records indicate the
mail servers that must be contacted to deliver mail to the ISP
domain. The list of SMTP-based mail servers thus deter-
mined represent the servers that handle delivery of incoming
mail to the subscribers of the ISP. Discovery of these servers
is essential to automatically generating a ‘service model for
the email service that represents the delivery of mail from
the Internet to the subscribers. Moreover, the mail gateways
may be managed by a different entity than the one that
manages mail servers that are internal to the ISP.

One ofthe critical measures of the performance of an
email service of an ISPis the round-trip delay between the
transmission of an email message from a source hostandits
reception at the intended destination. This measurement can
be used to assess email delivery times in the ISP domain,
from the ISP domain to locations on the Internet, and from
locations on the Internet to the ISP domain. Since the email
service uses different protocols and, hence, different appli-
cation servers to send mail and to receive mail, in order to
initiate round-trip delay measurements of email,it is essen-
tial to determine relationships betweenthe different types of
email servers on the ISP domain (e.g., which SMTP server
can be used to send mail to a POP3/IMAP-based server).
This discovery is executed at step 130. Since mail forward-
ing is predominantly based on the MX records maintained in
the DNS database, by querying the DNS system for MX.
records corresponding to each of the POP3/IMAP servers,
the discovery process determines the mail service relation-
ships in the ISP domain.

Various approaches can be adopted to discover the ter-
minalserversthat exist in an ISP POPsite in step 132. The
moststraightforward approach uses SNMP queries to obtain
the MIB-II system description from all the hosts in the ISP
network. Based on the replies, the discovery process can
identify the hosts that are terminal servers. An alternative
approachis based on the observation that because they need
to operate and manage thousands of terminal servers, most
ISPs have specific naming conventions that they use when
naming their terminal servers. In fact, the DamMing conven-
tion more often indicates the association between terminal
servers and POPsites, so that when a problem is reported by
a subscriber using a POPsite, the ISP operations staff can
quickly decide which of the terminal servers needs to be
checked in order to diagnose the problem. With this
approach, an ISP provides a regular expression representing
the naming convention used as input to the discovery
process. By matching the list of hosts that are discovered
with the naming convention, the discovery process aot only
determines the terminal servers that exist, but also deter-
mines the POPsite to which a terminal server is assigned.
Another key advantage ofthis approachis that it performs
discovery without generating any additional network traffic.

The approachofexploiting name conventioas mayalso be
used in step 134 to categorize the other services of the ISP.
As an example, for each website that it bosts for its business
customers,a particular [SP may assign internal names of the
form *.cou.fakeisp.net, so that a hosted web site named
www.customer-domain.com will have a corresponding entry
for www.customer-domain.com.fakeisp.net in the internal
DNSdatabase of the ISP. As in the case of terminal servers,
by permitting an ISP to specify its naming conventions, the
discovery process composes a Categorization of services that
is customized to the target ISP system. This categorization
can be based on geographicallocations ofservices, based on
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business relationships, and/or based on the delegation of
responsibilities among operators. The categorization infor-
mation can be used to automatically define the customized
service modelfor each ISP, with special nodes in the service
model representing a collection of nodes pertaining to the
same category.

Second Phase Discovery

Bytreating the ISP system as a “black box,”thefirst phase
of discovery detects most of the execution, component and
organizational dependencies of the ISP. Additionally, some
of the inter-service dependenciesare discovered. The second
phase ofthe discovery process is focused solely on detecting
inter-service dependencies, particularly those that are not
discovered by taking an external viewpoint. For example,
the relationship between a mail server and an NESserveris
not discoverable from an external viewpoint.

There are two basic approachesfor conducting the second
phase discovery. One approach uses network probes, while
the other approach uses special-purpose discovery agents.
Regarding the first approach, software probes installed at
Strategic locations on the network can snoop on packet
transmissions. Since most TCP/AP communication is based
on source/destiny port numbers, by processing the headers
of packets that are captured by the probe, a software probe
can deduce many of the relationships that exist among
services. For example, a UDP packet transmitted from a mail
server to the NFS port of an NFS server indicates that the
mail server depends on the NFS server for its content
storage.

An advantage of the approachthat utilizes network probes
is that the approach enables discovery of inter-service
dependencies independently of the specific types of appli-
cation servers residing on the host. Moreover, sinceit relies
on just the ability to capture packets on the wire, this
approach handles UDP and TCP-based services equallywell.

The key difference between the approach of using, net-
work probes and the approach of using special-purpose
discovery agents is that unlike the network probes, the
discovery agents do oot seoop on packet transmissions.
Instead, the discovery agents use a number of operating
systems and application-specific mechanisms to discover
inter-service dependencies. These mechanisms include (1)
processing service configuration information and (2)
application-dependent monitoring tools. Referring first to
the processing service configuration information, applica-
tion servers determine their dependencies on other services
from one or more configuration files. By processing the
content of the configuration files, discovery agents can
discover inter-service dependencies. Au example of this is
the processing of the web server’s configuration file to
discover whether it has a dependency on an NFSservice.
While processing the web server’s configuration file, the
discovery agent can also determine if the same application
is being used to host multiple “virtual” servers (which is
commonly used by ISPs to host web sites on behalf of their
business customers). Typically, web server configuration
files are specific to the type of server executed on the web
server in use. The server type determination performed
during the first phase of discovery is used for deciding the
location and format of the configuration files.

While many Unix operating systems use configuration
files that are defined in an application-specific manner,
Windows NT-based systemsstore all application configura-
tion informationin the registry. ln the Windows NT systems,
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while the registry can be processed in an application-
independent manner, the specific configuration attributes
have to be interpreted in au application-specific manner.

Thus far, only forward-looking discovery agents have
been identified. These are agents that discover dependencies
of a service on otherservices by querying configuration files
of the application providing the service. Sometimes it is
easier to implement backward-looking discovery agents to
discover the dependencies onaservice (i.e., discover which
other services are using the service). For example, the
configuration file of the mail authentication server may
indicate which of the mail servers are depending on the
authentication server. One of the ways of implementing
backward-looking discovery agents is by processing, appli-
cation server configuration files.

Turning now to the second mechanism of using
application-independent monitoring tools, this approach is
particularly attractive for services that communicate using,
TCP. The netstat utility can be used to determine the TCP
connectionsthat exist on an ISP host. Adiscovery agentthat _
executes this tool can periodically discover information
aboutthe source and destination ports and the host locations
for TCP connections, which can then be used to deduce
inter-service dependencies.

This second approach of using application-independent
monitoring tools exploits the fact that most TCP implemen-
tations enforce a three-minute delay for connections in the
TIME__WAITstate of TCP, so that a connection persists for
about three minutes even after it is no longer in use.
Consequently, whenever the discovery agentis executed,it
is likely to detect all the TCP coanectious that may have
been established in the three minutes prior its execution.
This same approach does not work for UDP-based services,
siuce UDP is connectionless, and there is no state that is
maintained at either the source or the destination.

The approach of monitoring TCP connections can be used
to discover dependencies such as those that exist between
mail servers and mail authentication servers, between serv-
ers and back-end databases, between Radius/TACACS
authentication servers and terminal servers, and between
similar relationships. Again, discovery agents can be
forward-looking or backward-looking.

Advantages of using discovery agents, as compared to
network probes, include the reduction of overhead on the
ISP hosts, the relaxation of security concems, and the fact
that all of the discovery agents do not need to be deployed
at the same time. Instead, the deployment of discovery
agents cao occur at the discretion of the ISP. As and when
new discovery agents are installed on the ISP hosts, addi-
tional inforwation is discovered about the ISP system.

FIG. U1 is a process flow of steps relevant to the second
phase of the discovery process. In steps 136 and 137, the
information thatis obtained in the first phase of discovery is
used to generate an incomplete service model instance. As
previously noted, the first phase of discovery provides the
necessary ioformation for identifying component
dependencies, organizational dependencies, execution
dependencies and some ofthe inter-service dependencies. A
first instance generator matches the service model template
with the auto-discovered information from the first phase to
generate the incomplete service model instance. However.
other inter-service dependencies are not discoverable using
the techniques of the first phase (e.g., the relationship
between a mail server and an NFS server).

In steps 138 and 139, the holes in the incomplete service
model instance are identified and information obtained in the
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first phase is used to determine appropriate discovery
actions. The incomplete service model instance is used to
determine the types of relationships that noust be examined.
Io the mail service example,if a host is discovered in the first
phase to be running a POPS server, the second phase may be
used to discover the name file service and authentication
service used by the POP3 server on the particular host.

In step 140, the network probes and/or the special-
purpose discovery agents are deployed in a manner deter-
mioed during execution of the step 139. For example,
application-specific knowledge may be used to parse con-
figuration files or log files, or may be used to search a
configuration registry for a particular server instance execut-
ing on a particular host. The network probes and/or discov-
ery agents generate service dependency outputs in step 141.
The outputs are used in a second instance generation to
complete the service model instance in step 143.

Discovery of Web Hosting Environments

An ISP system that hosts websites for business customers
poses several challenges for discovery. Typically, each web
site of a business customer of the ISP has a unique name
(e.g... www-.customer-domain.com). The ISP is typically
authoritative for the customer domain,i.e, one or more ofthe
ISP’s name servers advertise the customer’s domain to the
global Internet. There are three different models for web
hosting in an ISP system: (1) dedicated hosts; (2) virtual
hosts; and (3) virtual servers. Jo the dedicated hosts model,
the web site of the customer may be supported on one or
more dedicated hosts at the site of the ISP, in which case,
there are one or more IP addresses associated with the
customer’s web site. On the other hand, the virtual hosts
model is an approach in which multiple customer websites
ace supported using the same host machine in the ISP
system. In this case, there is a unique IP address associated
with each customer’s web site. Using capabilities built into
the newer operating systems, the ISP can set up multiple
virtual interfaces that map to one of the physical interfaces
on the host machine. Each virtual interface is associated with
an [P address, which in turn mapsto oneof the virtual hosted
web sites. The web application server configuration file
defines the root directory corresponding to each customer’s
website. When it receives an HTTP request, the web server
processes the IP address of the server, which is specified in
the HTTPrequest header, to determine which root directory
is used for servicing the request.

With regard to the virtual servers model, such servers are
found when all of the customer websites supported using a
single host machine have an IP address that is commonto the
host machine. To map an incoming request to a virtual web
site, the web server application executing on the host
exploits recent modifications made to the HTTP protocol in
version 1.1. Web browsers that are compatible with HTTP/
1.1 specify the web site being accessed as part of the HTTP
request. Web servers that are compatible with HTTP/1.1
process the web site name and the request to determine
which of the various virtual servers the request is destined
for and, therefore, which of the many configurations (root
directory, access list, etc.} must be used to service the
request. To support this approach, the ISP associates the
virtual servers with the IP address of the host using canoni-
cal name (CNAME)records in the DNS database.

There are two approaches for discovering the customer
domains for which an ISP hosts web sites. In a first

approach, the naming patterns of bosts in the [SP domain are
exploited. As previously noted, some ISPs have host names
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in their domain representing the business customer web
sites. For example, for each customer web site (e.g.,
www.customer-domain.com), the ISP may have an alterma-
live name listed in the domain of the ISP (c.g.,
www.customer-domain.com.fakeisp.net). In this example,
by scanning the list of all bosts in the ISP domain (i.e.,’
fakeisp.net) and searching for host names that match the
naming pattera *.com.fakeisp.oct, the discovery process
determines all the customer domains for which fakeisp.nethosts websites.

In the second approach for discovering the customer
domains, a discovery agent is used on each of the authori~
tative name servers of the ISP. [n the event that the customer
websites are notlisted in the ISP’s domain, this alternative
discovery approach becomes necessary. For a majority of
sites that they host, the name servers of the ISP are also
authorilative for the corresponding customer domains.
Unfortunately, the DNS system does not support queries that
permit an external discovery agent to query a DNS serverfor
all domains for which it is authoritative-—almost all forms of
DNSqueries assumethat a customeris aware of the domain
name of interest. Hence, to discover all of the customers
whose web sites have been hosted by the ISP, a discovery
agent on one or more of the main nameservers of the ISP
is used. For each domain namethat it supports, there is a
unique database that the DNS server maintains. The discov-
ery agent on the DNSserver accesses this information and
reports back to the managementstation 108 of FIG. 9.

Once the customer domains thal are supported by the [SP
are detennined, the discovery process executes the first and
second phase discovery methodologies to discover the hosts
and services in the different customer domains. In order to
enable service models to be created for web hosting services,
it is essential to discover the virtual hosts and the virtual
servers. There are two possible approaches to executing the
discovery of the virtual hosts. [n a first approach,first phase
discoveryis implemented byinterpreting application server
responses. A key observation guiding this approachis that in
an ISP system, only web servers support virtual hosting.
Thatis, the email (POP3, SMTP), News, aud FTP applica-
tion servers typically do not support virtual hosting. When
the email, News, and FYP application servers are targeted
with active tasks during the first phase discovery process,
they return the game of the host machine from which they
are executedas part ofthe response. Since the email, News,
and FTP application servers are not aware of the existence
ofthe virtual hosts, when the servers execute on a hostthat
supports other virtual hosts, the servers retum the name of
the host machine (not the names ofthe virtual hosts) as part
of their response. To discover the virtual hosts within this
first approach, the discovery process determines all the host
names that exist ia the ISP system. The discovery process
then targets cach of the host names, attempting to connect to
the email, News, or FTP application servers.In the eventthat
a connection succeeds, the discovery process logs the name
or names returned by the application servers as part of their
respouse. The host name corresponds to a virtual host if its
host mame in the DNS database does not match the name
returned by the email, News, oc FTP application servers in
response to active tests. For a virtual host, the name returned
by ihe email, News, or FTP application servers represents
the identity of the host machine that supports the virtualhost.

In the second approach to discovering virtual hosts,
second phase discovery uses discovery agents executing on
the ISP hosts. fo this implementation, a potentially more
reliable method for discoveringvirtual hosts is accessed by
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using discovery agents installed on different hosts of the ISP
system. By checking the host application server configura-
tion files or by checking the configuration of network
interfaces on the host machine, a discovery agent can
determine whether a host supports virtual hosting or does
not. Since virtual hosts are relevant mainly in the context of
web sites, the discovery agents may be installed only on
hosts that have web servers executing on them (as discov-
ered ducing the first phase discovery process).

The virtual servers must also be discovered. All IP
addresses that have multiple bost names associated with
them in the DNS database are candidates for hosting virtual
servers. However, this is aot a sufficient condition for

identifying virtual servers, siuce many times multiple host
names are associated with the same host for naming coo-
venience or for other administrative purposes. A morereli-
able method of identifying virtual servers and hosts that
support them is to use discovery agents that can process the
web application server coofiguration files.

Extensible Discovery Architecture
Since new network services and service elements are

being deployed at a rapid pace, it is important that the
discovery methodologies be implemented in an extensible
manner, allowing new discovery capabilities to be incre-
mentally added to the management system. FIG. 12 depicts
the extensible architecture for discovery components previ-
ously described with reference to FIG. 4. The discovery
modules 50, 52 and 54 representthe logic used for discovery
of different services and service elements. The discovery
template 48 is the key to the extensibility of the auto-
discovery architecture in the sense that it drives how dis-
covery is performed. The template defines the different
services and service elements that need to be discovered, and
the specific discovery modules that can be used to discover
these elements. The template also establishes the format of
the outputs from the modules.

The discovery engine 58 drives the auto-discovery pro-
cess. The discovery engine interprets the discovery template
48 and for each of the service or service element types
specified in the template, the engine invokes the correspond-
ing discovery module 50, 52 aud 54 specified in the tem-
plate. All of the discovery modules report the results of their
execution back to the discovery engine. The discovery
template contains instructions for the discovery engine to
process the output of the discovery modules and to record
them as a discovered instance 36.

Some discovery modules may rely on the discovery
results of other discovery modules. For example, a DNS
round-robin service group discovery module for web ser-
vices relies on identifying which hosts support web services,
whichis ao output of the web service discovery module 50.
To accommodate these relationships, as part of the interface
that the discovery engine 58 exposes to the discovery
modules, the engine provides waysfor accessing and search-
ing the instances discovered by other discovery modules.

In contrast to the discovery modules 50, 52 and 54, the
discovery engine 58 is designed to be independent of the
services that need to be discovered. Consequently, to dis-
cover new services or service elements, a user merely has to
provide a discovery template specification or one or more
discovery modules for each new element. By providing aa
alternate discovery module for a service that is already
supported, a user can also enhance capabilities of an existing
discovery system.

fo practice, there are two significantly different
approaches to designing the discovery engine 58 and the
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discovery modules 50-54. A first approach is to enable the
discovery engine to control the discovery process. The
discovery engine accesses the discovery template and deter-
mines the order in which sections of the template are
processed. On the other hand, in the second approach, the
discovery modules drive the discovery process. In effect,
this is an event-driven approach, since the results obtained
from one module will trigger subsequentactivities by othermodules.

Regarding the first approach in which the discovery
process is driven by the discovery engine 58, FIG. 13
illustrates the logicat building blocks of the discovery
engine. The discovery engine executes periodically and each
time it starts, the engine processes the discovery template.

By considering the values of the dependencies variable
for each of the sections in the discovery template, the
discovery engine determices the order in which the sections
must be processed. Thus, the discovery engine includes a
template parser 142. Sections of the template which have no
dependencies are processed first. A module loader 144
directs the relevant informationto the appropriate discovery
module 146 for processing a particular section in which o0
dependencies are identified. After all such sections are
processed, the discovery engine iterates through the list of
template sections, choosing sections which have not been
processed and which have their dependencies determined by
earlier processing. This process is repeated periodically to
discover new instances as and when they are added to the
system being discovered. In one application, the discovery
engine uses the exec system call to invoke the discovery
modules at separate processes. By doing so, the discovery
engine is able to handle discovery modules witten in a
variety programmiog enviroaments.

A query processor 148 of the discovery engine 58 per-
forms two functions. First, when a module 146 is activated,
the processor 148 queries the discovery engine to obtain
configuration information that guides the discovery mod-
ules. In FIG. 4, the configuration information is generated
from the configuration interface 60 that is manipulable by a
user. Table 1 was previously included to depict a typical
configurationfile. Eachline in the file represents an instric-
tion for one of the discovery modules. The first column of
the line identifies the discovery module to which the instruc-
tion pertains. There are three types of instructions that are
specified in the configuration file. All of these instructions
specify regular expression patterns that must be applied
against the [P address or host nameof the service or service
element. ‘The instructions in the configuration file are (1)
criteria that instruct the discovery modules to include or
exclude specific services or service elements, (2) criteria that
instruct the discovery modules to associate specific services
or service elements with certain categories, and (3) criteria
for discovering terminal servers and for extracting POP
site-to-terminal server mapping from the terminal servernames.

The second function of the query processor 148 is to
provide the discovery modules 146 with access to previously
discovered instances. Based on configuration and discovered
instance information obtained from the query processor, the
discovery modules perform tests on the ISP system and
report theic discovery output to the discovery engine. A
discovery instance generator module 150 of the discovery
engine processes the results of the discovery modules and
outputs the discovery instance in an appropriate format. An
example of such a format was previously set forth in Table
3. The formats of the discovery template and the discovery
instance are thereby hidden from the discovery modules,
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As previously noted, the second approachto designing the
discovery engine 58 and the discovery modules 50-54 of
FIG. 12 is to establish an arrangement in which the discov-
ery process is driven by the modules. In this alternative
embodiment, the discovery engine processes the template
once, invoking the discovery modules simultaneously. From
this point, the discovery modules determine when different
elements in the ISP system are discovered. The discovery
modules execute periodically, looking for new instances.
Some discovery modules are independent in the sense that
they are not reliant on other modules for discovery. These
independent modules begin executing immediately.

As and when a discovery module 50-54 discovers a new
instance, the discovery module forwardsits results to the
discovery engine 58. Based on the dependencies on a
discovery module,as specified in the discovery template 48,
the engine 58 forwardsthe results to other discovery mod-
ules for which the results are relevant. The availability of
new results (c.g., the discovery of a new host) may trigger
discovery by other modules (e.g., the web server module
checks to determine if a web server is executing on the new
host), and this process continues. A key advantage to this
approach, as compared to the engine-driven discovery
approach,is that multiple discovery modules may be execut-
ing im parallel, discovering the ISP’s services. In this
approach, the discovery engine 58 mainly functions as a
facilitator of communication among the discovery modules.
A variant of this approach may not even involve the dis-
covery engine, with the discovery modules registering inter-
est in other discovery modules and information concerning
newly discovered instances being directly communicated
among the discovery modules, without involving a discov-
ery engine.

Integrating Discovery with Service Models

In the scenario in which the management system uses
service models for management of Intermet services, there
are two ways in which discovery can be integrated with
service models. In a looser integration, the output of dis-
covery (the discovered instance) is integrated with a service
model template that outlines the stricture of a service, and
the integration automatically generates a service model
instance that is customized for the ISP system being man-
aged. However, the preferred integration is one that provides
a tighter integration, and involves driving auto-discovery
and service mode! instantiation from a commontemplate. In
this preferred approach, for each node in the service model,
corresponding discovery template specifications are pro-
vided. The discovery and service model-specific compo-
nents of the template can cither be processed in a single
application or can be processed separately. This approach
towards tighter integration of discovery and service model
templatesis attractive for several reasons. Firstly, the service
model template can serve to constrain the discovery process,
since only services and service elements that are specified in
the service model template need to be discovered. Secondly,
depending uponits design, the service model template could
end up using some of the outputs of the discovery process.
Using a common template permits tighter syntax checking
across the discovery and service model components of a
template. Thirdly, the two-phase approach to discovery
described abovefits in well with the service model concept.
Theinter-service dependencies thal anced to be discovered in
the second phase (internal discovery) can be determined
based on the service model template. Finally, the discovery
process itself can be determined based on the service model
template specification. The discovery process may attempt
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to traverse the service model template tree from a root node
down. At cach level, it attempts to discover all Services or
service elements of the types specified by the node, provid-
ing all of the children of a node that have been discovered.
If this is not the case, the discovery process proceeds to first
discoverall instances of the children nodes. Continuing the
tree traversal recursively, the discovery process discovers all
instances that are necessary to build the service model for
the ISP system being managed.

Whatis claimedis:

1. Amethod of identifying elements, services and depen-
dencies among said elements and services of a network
comprising steps of:

executing a first phase of discovery such that a plurality
of services and service elements that are cooperative in
performing said services within said petwork are
detected, including discovering a first set of dependen-
cies among said services and service elements, where
said services are functionalities offered by said network
to perform specific tasks;

executing a second phase of discovery using discovery
results of said first phase such that inter-service depen-
dencies among said services detected in said first phase
are identified, each said identified inter-service depen-
dency being related to a reliance ofone of said services
upon at least one other of said services; and

forming a network model that is specific to at least one
said specified service detected in said first phase such
that said network model maps said first set of depen-
dencies and said inter-service dependencies that are
relevant to said at least one specified service.

2. The method of claim 1 wherein said step of executing
said second phase to identify said inter-service dependencies
is an automated process that is based on said detection of
said services aod service elements in said first phase of
discovery.

3. The method of claim 1 wherein said step of executing,
said second phase includes deploying discovery agents
implemented in computer software, including enabling said
discovery agents to access content of configuration files of
applications that are detected in said first phase of discovery,
such that accessing said contentis specific to determining
said inter-service dependencies.

4. The method of claim 1 wherein said step of executing
said second phase includes deploying discovery agents
implemented in computer software, including enabling said
discovery ageots to monitor connections completed via
specified service elements detected in said first phase of
discovery, such that said ioter-service dependencies areidentified.

5. The method of claim 4 wherein said step that includes
deploying said discovery agents includes enabling said
discovery agents to identify Transmission Control Protocol
(TCP) connections ofat least one hostthat is detected in said
first phase.

6. The method of claim 1 wherein said step of executing
said second phase includes deploying network probes to
access information embedded within data packets transmit-
ted between said service elements detected in said first
phase, said second phase further including utilizing said
accessed information of said data packets to detect said
inter-service dependencies.

7. The method of claim 1 wherein said step of executing
said first phase includ i i ation of a domain
name service (DN: _said_ network, including identifying
at least two of (1) internal and extergal name servers, (2)
round-robin service groups of said network, an
servers aod virtual hosts of said network.

+—_

Petitioner Apple Inc. - Exhibit LONE!B9I642

toa
ot

Virtual /

/



Petitioner Apple Inc. - Exhibit 1002, p. 2205

US 6,286,047 Bl
37

8. The method of claim 1 wherein said step of executing
said first phase includes recognizing naming conventions
within said oetwork, including recognizing and utilizing
naming conventions relating to terminal servers of said
network, said step of executing said first phase further
including identifying execution dependencies relating
directly to an application server being executed on a host
machine and including identifying component dependencies
that ensure redundancyof said services.

9. The method of claim § wherein said step of recognizing
said naming conventions includes recognizing and utilizing
pattems of bost names to identify World Wide Web (WWW)
sites that are stored on a common host machine of said
network.

10. The method of claim 1 further comprising a step of
selecting a particular core service of said network, said steps
of executing said first and second phases and forming said
network model being implemented in a mannerspecific to
modeling said core service, said step of forming said net-
work model thereby providing a representation of nodes and
node-to-node connections which link all of said services,
service elements and dependencies that are relevant to said
core service.

11. A method ofidentifying elements, services and depen-
dencies among said elements and services comprising stepsof:

accessing information of a domain nameservice (DNS)of
a petwork; and

utilizing said information of said DNS as a basis for
determining a plurality of: —
(a) a group of service elements that are generally

equivalent with respect to executing a particular
service within said network;

(b) a host supporting virtual hosting;
(c) a host supporting virtual servers; and
(d) name servers that are authontative for a domain.

12. The method of claim 11 further comprising a step of
selecting a core service of said network, said step of utilizing
said information of said DNS being executed to model said
core service, including modeling said core service such that
said network components that are used to perform said core
service are represented as nodes and network dependencies
among said network components are represented as edges
among said nodes.

13. The method of claim 12 wherein said step of selecting
said core service includes identifying a service of an Internet
Service Provider (ISP) and said step of modeling is executed
to represent the cooperation within said [SP to perform said
core service.

14. The method of claim [3 wherein said step of utilizing
said information further includes determining SMTP servers
that correspond to hosts which rug POP3 servers.

15. The method of claim 14 wherein said step ofutiliziag
said information further includes determining external mail
gateways for the ISP.
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16. A system for identifying service elements, services
and dependencies among said service elements and services
of a network comprising:

a discovery engine means for driving first and second
phases of discovering said service elements, services
and dependencies, where said services are functional-
ities offered by said network to perform specific tasks
and where said service elements are cooperative in
performing said services;

first discovery tools, responsiveto said first phase of said
discovery engine means, for accessing first information
indicative of said service elements, services and a first
set of dependencies among said service elements and
services, including first information indicative of appli-
cations and first information indicative of dependencies
among said service elements;

second discovery tools, responsive to said second phase
of said discovery engine means and based onsaid first
information, for accessing second information indica~
tive of a second set of dependencies amongsaid service
elements and services, said second discovery tools
including discovery agents executed in computer soft-
ware that is configured to detect inter-service depen-
dencies amongsaid services; and

means for generating a discovered instance ofat least a
preselected portion of said network based on said first
and second information from said first and second
discovery tools thereby generating a network model
which mapssaid first and second information as inter-
coonected nodes in said discovered instance of said
preselected portion.

17. The system of claim 16 wherein said discovery agents
are configured to access configuration files of said applica-
lions and detect said inter-service dependencies based on
said configuration files.

18. The system of claim 16 wherein said discovery agents
are configured to monitor connections completed via speci-
fied service elements detected by said first discovery tools,
said connections including TCP connections completed via
a specified host machine.

19. The system of claim 16 wherein said first discovery
tools include software configured to access a DNS ofsaid
network and to retrieve information indicative ofat least two
of (1) nameservers, (2) round-robin service groups, and @)
virtual servers and virtual hosts.

20. The system of claim 16 wherein said first discovery
tools include means for recognizing naming conventions of
said service elements of said network, thereby enabling
classification of said service elements at least partially based
ou type and geographic location.

* * * * *
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REQUEST ONE OR MORE GLOGALLY UNIQUE PORTS ON A
FIRST NETWORKDEVICE ON & FIRST NETWORK FROM A

SECOND NETWORK DEVICE ON THE FIRST NETWORKUSING A FIRST PROTOCOL
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Tsittsis, George, O’*Neill, Alan, Internet Engineering Task
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(List continued on next page.)
Primary Examiner—Ajit Patel
Assistant Examiner—Bob A. Phunkulh
(74) Attorney, Agent, or Firm—McDonnell
Hulbert & Berghoff; Steven Lesavich

(57) ABSTRACT

A method and protocol for Distributed Network Address
Translation (“DNAT”) is provided. DNAT is used to over-
come the limited address 32-bit address space used for
versions of the Internet Protocol (“IP”). DNATis used with
small office or home office networks or other legacy local
network that have multiple network devices using a common
external network address to communicate with an external
network. The protocal includes a portallocation protocol to
allocate globally unique ports to network devices on a local
computer network. The globally unique ports are used in a
combination network address with a common external net-
work address such as an 1P address, to identify multiple
network devices on a local network to an external network
such as the Internet, an intranet, or a public switched
telephone network. The method inchides requesting one or
more globally unique ports from network devices on a local
network, receiving the ports, and replacing local ports with
the globally unique ports. The network devices on the local
network use the combination network address with the
common external network address and the globally unique
portto uniquely identify themselves during communications
with an external network. DNAT overcomesthe large com-
putation burdens encountered when nctwork address trans-
lation is done by a router for multiple network devices on a
local network using a common external network address and
simplifies routers since a router in a DNAT system does not
have to support multiple individual protocols. DNAT helps
extend the life of versions of IP using 32-bit addressing,
allows a local network to efficiently switch between external
network service providers and allows a local network to
pucchase a smaller block of external network addresses.

Boebnen

42 Claims, 10 Drawing Sheets
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WITH ASSURED SYSTEM

AVAILABILITY

SECOND PRELIMINARY AMENDMENT 

Assistant Commissioner for Patents

Washington, D.C. 20231

Sir:

Applicants submit the following amendment andrequestits entry prior to examination ofthe

claims. The Office is authorized to charge any required fees for consideration of this paper to our

Deposit Account No. 19-0733.

IN THE CLAIMS:

 Please add the following’gew claims:
 

82. A data processing d prising memory storing a domain nameserver (DNS) 
 

  
mm=

(, proxy modulethat intercepts DNS reques{s kent by a client and, for each intercepted DNSrequest,
performsthe stepsofi 3 =8

ze
02/27/2002 JBALINAN 00000096 190734 odgp47aa
01 Fts102 84.00 CH & gues

B sy
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(1) determining whetherthe intercepted DNS request corresponds to a secure server; 

 

 
 

(ii) when the\ntercepted DNSrequest does not correspondto a secure server, forwarding

the DNS r&quest to a DNS function that returns an JP address of a nonsecure

computer; an

(iit) when the interkepted DNS request corresponds to a secure server, automatically

initiating an encrypted channel betweenthe client and the secure server. 
u 83. The data processing de 1of claim 82, wherein step (iii) comprises the steps of:

(a) determining wh¢therthe client is authorized to access the secure server; and

 
 
 

(b) whentheclient isfauthorized to access the secure server, sending a request to

the secure serverto\establish an encrypted channel between the secure server

and theclient.

84. The data processing deviceof claim 83, whereinstep(iii) further comprisesthe step

of:

(c) whentheclientis not authorizéd to access the secure server, returning a host

unknown error message to the client.

 
85. The data processing device of claim 84, wherdjn the client comprises a web browser

into which a user enters a URL resulting in the DNSrequest.
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86, A data proctssing device, comprising memory storing a domain nameserver (DNS)

proxy modulethat intercepts DNSrequests sent bya client and, for each intercepted DNS request,

 

 
 

 
 
 

whenthe intercepted DNS request correspondsto a secure server, determines whetherthe clientis

authorized to access the securd server and,ifso, automatically initiates an encrypted channel between

the client and the secureserver.

e medium storing a domain name server (DNS) proxy module

comprised ofcomputer readable instructions4hat, when executed,cause a data processing device to

fon by a client;
teygepted DNSrequest correspondsto a secure server;

perform the stepsof:

(i) intercepting a DNSreq

(ii) determining whether the\i

(ili)|when the intercepted DNS request does notcorrespondto a secure server, forwarding

the DNS request to a DN&§ function that returns an IP address of a nonsecure

 

 

 

computer; and

(iv)|when the intercepted DNS request correspondsto a secure server, automatically

initiating an encrypted channel between the client and the secure server.

88. The computer readable medium ofdlaim 87, wherein step (iii) comprises the Stepsof:

(a) determining whether the client is authorized to access the secure server; and

(b) whentheclientis authorized tg access the secure server, sending a requestto

the secure serverto establish an'encrypted channel betweenthe secure server

and the client.
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89. The computer\readable medium ofclaim 88, wherein step (iti) further comprises the

step of:

(c) whenthe €lient is not authorized to access the secureserver, returning a host

unknownelror messageto the client.

90. The computer readable medium of claim 89, wherein the client comprises a web
browser into which a user enters a URK restilting in the DNS request.

91. A computer readable medium comprising computer readable instructions that, when

executed, cause a domain name server (DN$) proxy moduleto intercept DNS requests sent by a

client and, for each intercepted DNSrequest, When the intercepted DNS request correspondsto a

secure server, determines whetherthe client is Authorized to access the secure server and, if so,

automatically initiates an encrypted channel betwéen theclient and the secureserver.

Remarks

Applicants have added new claims 82 - 91 to more completely claim the disclosed invention.

Support for the new claims may be foundat least on pages 59-60 and in FIG.26.eeeetenaeennmteat 
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If the Examiner has any questions or wishes to discuss this amendment, the Examineris

invited to telephone the undersigned representative at the numberset forth below.

Respectfully submitted,

BANNER & WITCOFF, LTD.
U.S.P.T.O.

Reg. No. 49,024

Date: 2 fe z / Oe By: LeowNe
Bradley C. Wright
Registration No. 38,061

 

11th Floor

1001 G Street N.W.

Washington, D.C. 20001
(202) 508-9100
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SUPPLEMENTAL INFORMATION DISCLOSURE STATEMENT

Assistant Commissioner for Patents and Trademarks
Washington, D.C. 20231

Sir:

In accordance with 37 C.F.R. § 1.97(c) and 1.98, enclosed is a PTO Form-1449listing art
for consideration by the Examiner and a copy of eachof the identified documents. It is believed
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charge our Deposit Account No, 19-0733.
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The submission of the listed document is not intended as an admission that any such

documentconstitutes prior art against the claims of the present application. Applicant does not

waive any right to take any action that would be appropriate to antedate or otherwise remove any
listed documentas a competent reference against the claims of the present application.

Respectfully submitted,

BANNER & WITCOFF,LTD. J.SP.T.O.
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for Bradley C. Wright

Registration No. 38,061
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An information broker is provided which receives infonma-
fon regarding the updating of IP addresses and distributes
the information to subscribing Domain NameService (DNS)
or Dynamic Host Configuration Protocol (DHCP)servers. A
list of subscribing servers is maintained by the broker. The
broker may broadcast information regarding the allocation
of a IP addresses to subscribiag DNS servers, which then
may be added to the DNS databases or the database may be
updated with the new information. The broker may also
broadcast information regarding the revocation of IP
addresses to subscribing DNS servers, which may then be
used to clear DNSentries in the database. Revocation of
dynamically allocated IP addresses in networks with mul-
tiple DHCP servers may also be simplified by using the
broker, where the broker broadcasts information regarding
the revocation of IP addresses to subscribing DHCP servers.
Utilization of the broker within a segment of the Internet
allows a user to determine the dynamically allocated IP
address of a user within the segment simply by making a
standard DNS query. :
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DYNAMIC NETWORK ADDRESS UPDATING

BACKGROUNDOF THE INVENTION

1. Field of the Invention

The present invention relates to managing bost addresses.
Moreparticularly, ihe present invention relates to managing
dynamically allocated host addresses to allow subscribers to
reliably locate other subscribers who have been dynamically
allocated host addresses.

2. The Background
As shown in FIG.1, the laternet, or any large computer

network, 10 may be described as a group of interconnected
computing networks (not shown) that are tied together
through a backbone 12. The computing networks, in tum,
provide access points, such as access points 14, 16 and 18,
through which users may connectlo the Internet via a station
(a computer having a connection to a network) or host, such
as hosts 20, 22, 24, and 26. An access point is essentially a
location on the Internet that permits access to the Intemet.
Ag access point may include a modem pool (not shown)
maintained by an ISP (Internet Services Provider) which
enables its subscribers to obtain Internet access through a
host having a dial-up connection. Those of ordinary skill in
the art will recognize that olber types of access methods may
be provided by an ISP such as framerelay, leased lines, ATM
(asynchronous transfer mode), ADSL,and the like.

Regardless of the access method used, each device (e.g.,
a host or router) that receives, seads and/or routes infornma-
tion between or among olher devices on Internet 10 is
configured to communicate with other devices using a
communication protoco] that may be understood by the
other devices. The current communication protocol used by
these devices on the Intemet is TCP/IP (transmission control
protocol/internet protocol). In addition, each device that can
send or receive information (e.g., a host device) must also
have a unique host address. The type of host address used for
the Intemet, or an equivalent switched network that uses
TCPAP, is commonly referred to as an IP address. A standard
TCPAP address is 4 bytes (32 bits) in length, providing a
total of 277 possible IP addresses. Those of ordinary skill in
the art will readily recognize that notall of these possible IP
addresses are available due to administrative expediencies,
such as reserving blocks of IP addresses for future use.

Sending or receiving information using the TCP/IP pro-

tocol requires encapsulating information into packets. Each
packet includes a header and a payload. The header contains
information related to the handling of the payload by a
receiving host or routing device, while the payload contains
part or all of the user information. The information in the
header includes the sender’s and the recipient’s addresses
and is used to route the packet through the Internetuntil the
packet is received by a host having an IP address that
matches the packet’s destination address (when referring to
the source address and destination address of a packet, the
source address and destination address are commonly

referred to as “SA” and “DA”, respectively). This enables
users to accurately send and receive information with each
other through their respective host computers. .

By implementing a protocol commonto all devices using
Internet 10, users may send and receive information with
other users on the Internet in a seamless manner regardless
of geographic location or the type of host and/or intercoa-nected network used. While IP addresses themselves are 15

numerical form, in order to make navigating the sea of
addresses simpler, the Domain Name Service (DNS) was
formed. DNSenables the central managing of host names to
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IP addresses. It is actually a distributed database which
allows for the dissemination of new host information as
needed. There are a great many DNSservers distributed
throughout the Internet, and most large ISPs maintain theirown DNSserver.

FIG. 2 is a diagram illustrating the DNS hierarchy, which
is similar to that of a computerfile system, At the top of the
hierarchy is the root domain 50, which consists of a group
of root servers to service the top-level domains. The top
level domains are separated into organizational and geo-
graphical domains. Manycountries have their own top-level
domains, such as .uk for the United Kingdom, .de for
Germany, and jp for Japan (not shown). The United States
has 00 country-specific top-level domain, but is the main
user of the six organizational top-level domains, which are
nel for network support organizations 52, .gov for govern-
ment agencies 54, mil for military users 56, org for not for
profit organizations 58, .com for commercial enterprises 60,
and .edu for educationalfacilities 62. There are also a near
infinite number of lower level domains. Each level of
domain names may have another level of domain names
below it. For example, a lower level domain .work 64 may
be located under the .com domain 60, and the lower level
domain .univ 66 maybe located under the .edu domain 62.
At the lowest level are the hosts. For example, the host
labeled overtime 68 may be located under the -work sub-
domain underthe .com domain while the host labeled vax 70
may be located under the .univ sub-domain under the .edu
domain. The proper wayto read these two DNS host names
would then be overtime.work.com and vax.univ.edu.

The steps of locating an IP address from a host, sub-
domain, and domain name proceeds as in the following
example. If a user in the vax.univ.edu domain wishes to
contact a user with the user name sun in the work.com
domain, the first step is to contact its own DNS server.
Therefore, if the vax.univ.edu hostis configured with a DNS
server at the IP address 133.3.1.3, the user sends a DNS
requestto that IP address. The DNSserver then searches for
the entry in its database. Generally, DNS servers only
maintain a database of host addresses (or sub-domain
names) within its own subnet. Therefore, the DNS server
would look for an IP address corresponding to the domain/
sub-domain combination .univ.edu. [t may or may not have
information that precise. It may only have information
regarding the IP address of the .com domain and not the
-work.com domain.If it has information about the IP address
of the DNSserver of the .work.com domain,it passes this
information to the user, which then contacts the -work.com
DNSserver and requests the IP address of the precise user
it wishes to contact in the .work.com domain. If however,
the DNS server associated with the vax.univ.edu host only
has information about the address of the DNS server of the
.com domain,it returns only that address, and the user must
recursively navigate down the branches of DNS servers in
the com domain until locating the address it needs (in the
present example, it only searches down one level, but in
more complicated hierarchies it may need to search through
many levels of DNS servers).

It is also possible that a higher level DNS server will
simply forward the request packet down the hierarchy and
wail to inform the userofthe host address until it hears back
from the lower level DNS server, thus avoiding having to
contact the user at each step in the hierarchy. However, this
sull presents the problem of recursing, which increases the
complexity of a search.

The dramatic increase in popularity of the Internet in
recent years has created a concern about the number of
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available IP addresses. ISPs and domains are generally
allocated a finite number of IP addresses. The ISPs and
domains, therefore, are constantly looking for waysto limit
the number of IP addresses they use while still providing
access to the greatest number of users.

One solution for mitigating the effect of the number of
users requiring host addressesis to dynamically allocate host
addresses for users who do not have dedicated connections
to the Internet, such as users who use dial-up access methods
to connect to an ISP. Dynamic allocation of IP addresses
entails having a pool of IP addresses, such as IP address
pool, from which an ISP can draw from each time a valid
subscriber (who does not use a dedicated connection or a
connection that does not have a framed IP address, i.e., a
static IP address) seeks to access the Internet. Once the
subscriber logs on to an ISP and is properly authenticated,
the ISP allocates an IP address for use by the user. This task
is normally performed by a Dynamic Host Configuration
Protocol (DHCP) server existing on the ISP (or other local
segmentof the Internet).

Upon log-off, the DHCP server releases the assigned/
allocated IP address, rendering that IP address available for
subsequent use by another user. In this way, a set of IP
addresses can be used to provide access to a numberof users
that exceed the numberof IP address comprising the IP
address pool, assuming that at any given time the numberof
users seeking to log-on and obtain dynamic IP addresses is
less than or equal to the number of IP address available in
the IP address pool.

Recently, software advances have allowed users to begin
to merge existing technologies, like telephone service, into
their Intemet service. One example of this phenomenonis a
utility known as Internet Phone. With the Internet Phone
utility installed on bis computer, a user may “dial”a friend’s
computer and speak(either through a microphone connected
to the computer or through an integrated telephone) with his
friend, who has a similar system. Communication is accom-
plished over the Internet utilizing a protocol called Voice
over IP (VoIP). VoIP utilizes IPpackets to carry digital audio
tragsmissions. Through data compression techniques (which
includes filtering out much o the silences that accompany
most conversations), it is possible to conduct real-time
conversations through tbe Internet.

Another example of the technology-merging phenomenon
is in Internet Chat. Internet Chat is similar to e-mail in that
users type messages to one another on their screens.
However, and Internet Chat session takes place in real-time.
Therefore, when a user types a sentence on his screen and
presses <enter>, the message is transmitted instantaneously
to the recipient, who then mayrespond to the message. The
recipient may then respondin a similar fashion, creating a
real-time, typed “conversation”.

A problem arises in using these technologies when a user
wishes to initiate a conversation or chat session with a

dial-up user. There is currently no way for a system to
resolve a dynamically assigned destination address.
Therefore, programslike fntermmet Chat or Toternet Phoneare
virtually useless when used in conjunction with dial-upusers. The one solution is to determine the users actual

dynamic IP address. This, however, requires efforts on both
parties to the conversation.

Additionally, it has become more and more common io
have multiple DHCP servers, rather than a single DHCP
server, for a single ISP or local segment of the Internet.
These multiple DHCP servers are distributed throughout the
ISP or local segment of the Internet and may contain
different information.
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Multiple DHCPservers maytend to create a problem with
regards to revocation of dynamically allocated IP addresses.
When an ISP determines it should revoke a dynamically
allocated IP addresses (such as when a dial-up user discon-
nects from the ISP), it must then search each of the DHCP
servers to make sure the address is removed from all DHCP
Servers which have stored the dynamically allocatedaddress.

Whatis needed is a solution which overcomes the draw-
backs of the priorart.

SUMMARYOF THE INVENTION

An information broker is provided which receives infor-
mation regarding the updating of IP addresses and distrib-
ules the information to subscribing Domain Name Service
(DNS) or Dynamic Host Configuration Protocol (DHCP)
servers. A list of subscribing servers is maintained by the
broker. The broker may broadcast information regarding the
allocation of a IP addresses to subscribing DNS servers,
which then may be added to the DNS databases or the
database may be updated with the new information. The
broker may also broadcast information regarding the revo-
cation of IP addresses to subscribing DNS servers, which
may then be used to clear DNSentries in the database,
Revocation of dynamically allocated IP addresses in net-
works with multiple DHCP servers may also be simplified
by using the broker, where the broker broadcasts informa-
tion regarding the revocation of IP addresses to subscribing
DHCPservers. Utilization of the broker within a segment of
the Internet allows a user to determine the dynamically
allocated IP address of a user within the segment simply by
making a standard DNS query.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a prior art block diagram of the Internet.
FIG.2 is a prior art block diagram illustrating the hier-

archy of some top level domain names.

FIG. 3 is a flow diagram illustrating a method for man-
aging IP addresses in a network including one or more
Domain Name Service (DNS)servers in accordance with a
presently preferred embodimentof the invention.

PIG. 4 is a flow diagram illustrating a method for man~
aging IP addresses in a network including one or more
Dynamic Host Configuration Protocol (DHCP)servers in
accordance with a presently preferred embodiment of theinvention.

DETAILED DESCRIPTION OF A PREFERRED
EMBODIMENT

Those of ordinary skill in the art will realize that the
following description of the present inventionisillustrative
only and pol in any way limiting. Other embodiments of the
invention will readily suggest themselves to such skilledpersons.

The present invention utilizes a broker to publish infor-
mation regarding dynamically allocated addresses to DNS
and DHCPservers. The broker mayalso be used to update
DNSservers regarding newly assigned static IP addresses.

FIG.3 is a flow diagram illustrating a method for updating
one or more DNSservers in accordance with a preferred
embodimentofthe presentinvention.At step 100, the broker
maintains a list of all subscribing DNS servers. A subscrib-
ing DNSserver is any DNSserverthat wishes to be updated
by the broker. Therefore, generally every DNS server main-
tained by an ISP will be a subscribing DNS server witb
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regards to a broker maintained by the ISP. It is also possible
for DNSservers outside the ISP to subscribe as well. When

a new DNSserver wishes to subscribe or an existing DNS
server wishes ta unsubscribe, it need simply send a message
So indicating to the broker. At step 102, the broker receives
information regarding a newly assigned IP address. This
information will most likely have been sent from a DHCP
server in the case of dynamically allocated IP addresses and
from a DNSserver or ISP coordinator in the case of newly
assigned static IP addresses.

Atstep 104, the broker broadcasts the information regard-
ing the newly assigned IP address to each subscribing DNS
server. Each DNSserver may then add the newly assigned
IP address to its database. In the case of dynamically
allocated IP address,it is commonfor the newly assigned JP
address to be replacing an existing IP address (which may
have been assignedto a different user before), in which case
the DNS servers may update their servers to indicate this
change. The broadcasting may take the form of sending an
allocation event message throughoutthe network containing
the appropriate: information.

A user may then find out the dynamically allocated or
newly allocated address of another user by simply making a
standard DNS query, allowing for utilities such as Internet
Chat or Internet Phone to operate at full capability.

FIG. 4 is a flow diagram illustrating a method for updating
one or more DNSservers ig accordance with a another
embodimentofthe present invention. At step 150, the broker
maintains a list of all subscnbing DHCP and DNSservers.
A subscribing DHCP or DNSserver is any DHCP or DNS
server that wishes to be maintained by the broker. Therefore,
generally every DHCP or DNSserver maintained by an ISP
will be a subscribing DHCP or DNSserver with regards to
a broker maintained by the ISP. It is also possible for DHCP
or DNSservers outside the ISP to subscribe as well. When
a new DHCP or DNSserver wishes to subscnbe or an
existing DHCPor DNSserver wishes to unsubscribe,it need
simply send a message so indicating to the broker. At step
152, the broker receives information regarding a dynami-
cally allocated IP address that needs to be revoked. This
information will most likely have been sent from a DHCP
server which had been alerted as to a user disconnecting
from the service, or directly from software tracking when
users disconnect from the service.

At step 154, the broker broadcasts the information regard-
ing the revocation of the dynamically allocated IP address to
each subscribing DHCP or DNS server. Each subscribing
DHCPor DNSserver may then update their databases to
reflect this change. Subscribing DNS servers will simply
clear the corresponding record from their databases, while
subscribing DHCP servers mayclear the record and return
the dynamic IP address to a pool. This allows for the
effective management of revoking dynamically allocated IP
addresses. The broadcasting may take the form of sending a
revocation event message through the network containing
the appropriate information. In most systems currently being
used, there is only a single DHCP server, or there are
multiple DHCP servers but they do not share common
information (i.e. not distributed). In these systems, there is
no need to maintain a list of subscribing DHCP servers as
there is no need for the broker to update the DHCP servers.

The brokeritself may be executed in either a software or
a hardware application. The broker may be designed to
utilize the Common Object Request Broker Architecture
(CORBA), which handles the communication of messages
to and from objects in a distributed, multi-platform envi-
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ronment. CORBA provides a standard way of executing
program modules in a distributed environment. The broker,
therefore, may be incorporated into an Object Request
Broker (ORB) withia a CORBA compliant network.

To make a request of an ORB,a client may use a dynamic
invocation interface (which is a standard interface which is
independent of the target object’s interface) or an Object
Management Group Interface Definition Language (OMG
IDL) stub(the specific stub depending on theinterface ofthe
target object). For some functions, the client may also
directly interact with the ORB. The object is then invoked.
When an invocation occurs, the ORB core arranges so a call
is made to the appropriate method ofthe implementation. A
parameter to that method specifies the object being invoked,
which the method can use to locate the data for the object.
When the method is complete, it returns, causing output
Parameters or exception results to be transmitted back to the
client.

The broker may also be applied to any type of network
address, rather than simply IP addresses. The use of the
Internet as an example in this application is not intended to
lingit the scope ofthe invention to use on the Internet, as it
may be used in a wide variety of networks. Likewise, the use
ofthe terms DNS server and DHCPserveris illustrative only
and should be read to include any type of servers that may
perform tasks that handle network addressing.

While embodiments and applications of this invention
have been shown and described, it would be apparent to
those skilled in the art that many more modifications than
mentioned above are possible without departing from the
inventive concepts herein. The invention, therefore,is not to
be restricted except in the spirit of the appended claims.Whatis claimed is:

1. Amethod for assigning network addresses in a network
including one or more Domain Name Service (DNS)
servers, said method including:

allocating a network address;
sending information regarding said allocated network

address to a broker; and

broadcasting said information regarding said allocated
network address to the one or more DNSservers usingsaid broker.

2. The method of claim 1, wherein said allocating includes
dynamically allocating a network address.

3. The methodofclaim 1, wherein said allocating includes
allocating a static network address.

4. The method of claim 1, further including:
receiving said broadcast information regarding said allo-

cated network address in each of said one or more DNS
servers; and

updating each of said one or more DNSservers with said
broadcast information regarding said allocated networkaddress.

5. The method of claim 1, wherein the one or more DNS
servers are only those DNS servers which have subscribed
to said broker, and the method further includes maintaining
a list of those DNSservers which have subscribed to saidbroker.

6. The method of claim 5, wherein said broadcasting
includes sending information regarding said dynamically
allocated network address to only those DNSservers whichhave subscribed to said broker.

7. Amethod for revoking network addresses in a network
including one or more DNSservers, said method including:

revoking a dynamically allocated network address;
sending information regarding said revoked dynamically

allocated network address to a broker: and
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broadcasting said information regarding said revoked
dynamically allocated network address to the one or
more DNSservers using said broker.

8. The method of claim 7, further including:
receiving said broadcast information regarding said

revoked dynamically allocated network address in each
of said one or more DNSservers; and

updating each of said one or more DNSservers with said
broadcast information regarding said revoked dynami-
cally allocated network address.

9. The method of claim 7, wherein the one or more DNS
servers are only those DNS servers which have subscribed
to said broker, and the method further includes maintaining
a list of those DNS servers which have subscribed to said
broker.

10. The method of claim 9, wherein said broadcasting
includes sending information regarding said revoked
dynamically allocated network address to only those DNS
servers which have subscribed to said broker.

i. The method of claim 7, wherein the network further
includes one or more Dynamic Host Configuration Protocol
(DHCP)servers, and said broadcasting includes broadcast-
ing said information regarding revoked dynamically allo-
cated networked address to the one or more DHCPservers
using said broker.

12. The method of claim 11, further including:
receiving said broadcast information regarding said allo-

cated network address in each of said one or more DNS
servers;

updating each of said one or more DNSservers with said
broadcast information regarding said allocated network
address;

receiving said broadcast information regarding said
revoked dynamically allocated network address in each
of said one or more DHCP and one or more DNS
servers; and

updating each of said one or more DHCPservers and one
or more DNSservers with said broadcast information
regarding said revoked dynamically allocated network
address.

13. The method of claim 12, whérein the one or more
DNSservers are only those DNS servers which have sub-
scribed to said broker, the one or more DHCP servers are
only those DHCP servers which have subscribed to said
broker, and the method further includes maintaininga list of
those DNS servers and DHCP servers which have sub-
scribed to said broker.

14. The method of claim 13, wherein said broadcasting
information regarding said allocated network address
includes sending information regarding said allocated net-
work address to only those DNS servers which have sub-
scribed to said broker, and said broadcasting infomation

regarding said revoked dynamically allocated network
address includes sending information regarding said
revoked dynamically allocated network address to only
those DNS servers and DHCP servers which have sub-

scribed to said broker. .
15. A method for managing network addresses in a

network including one or more Domain Name Service
(DNS)servers, said method including:

allocating a network address;
sending information regarding said allocated network

address to a broker;

broadcasting said information regarding said allocated
network address to the one or miore DNSservers using
said broker,
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revoking a dynamically allocated network address;
sending information regarding said dynamically allocated

network address to said broker; and

broadcasting said information regarding said dynamically
allocated network address to the one or more DNS
servers using said broker.

16. The method of claim 15, wherein said allocating,
includes dynamically allocating a network address.

17, The method of claim 15, wherein said allocating
includesallocating a static network address.

18. The methodof claim 15, further including:
Teceiving said broadcast information regarding said allo-

cated network address in each of said one or more DNS
servers;

updating each of said one or more DNSservers with said
broadcastinformation regarding said allocated network
address;

receiving said broadcast information regarding said
revoked dynamically allocated network address in each
of said one or more DNSservers; and

updating each of said one or more DNSservers with said
broadcast information regarding said revoked dynami-
cally allocated network address.

19. The method of claim 15, wherein the one or more
DNSservers are only those DNS servers which have sub-
scribed to said broker, and the method further includes
maintaining a list of those DNS servers which have sub-
scribed to said broker.

20. The method of claim 19, wherein said broadcasting
information regarding said allocated network address
includes sending information regarding said allocated net-
work address to only those DNS servers which have sub-
scribed to said broker, aod said broadcasting information
regarding said revoked dynamically allocated network
address includes sending information regarding said
revoked dynamically allocated network address to only
those DNS servers which have subscribed to said broker.

21. The method of claim 15, wherein the network further
includes one or more Dynamic Host Configuration Protocol
(DHCP) servers, and said broadcasting includes broadcast-
ing said information regarding revoked dynamically allo-
cated networked address to the one or more DHCPservers
using said broker.

22. The method of claim 21, further including:
receiving said broadcast information regarding said allo-

cated network address in each of said one or more DNSServers;

updating each of said one or more DNSservers with said
broadcastinformation regardingsaid allocated network
address;

receiving said broadcast information regarding said
revoked dynamically allocated network address in each
of said one or. more DHCP and one or more DNSservers; and

updating each of said one or more DHCPservers and one
or more DNSservers with said broadcast information
regarding said revoked dynamically allocated networkaddress.

23. The method of claim 21, wherein the one or more
DNSservers are only those DNS servers which have sub-
scribed to said broker, the one or more DHCP servers are
only those DHCP servers which have subscribed to said
broker, and the method further inchides maintaining a list of
those DNSservers and DHCP servers which have sub-scribed to said broker.
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24. The method of claim 23, wherein said broadcasting
information regarding said allocated network address
includes sending information regarding said allocated net-
work address to only those DNS servers which have sub-
scribed to said broker, and said broadcasting information
regarding said revoked dynamically allocated network
address includes sending information regarding said
revoked dynamically allocated network address to only
those DNS servers and DHCP servers which have sub-
scribed to said broker.

25. A method for managing IP addresses in a network
segmentof the Internet, the network segment including one
or more DNSservers, the method including:

receiving information regarding an assigned IP address;
broadcasting said information regarding an assigned IP

address to the one or more DNSservers using a broker,
for eventual update of the one or more DNSservers.

26. The method of claim 25, wherein said receiving
information regarding an assigned IP address includes
receiving information regarding an assigned IP address from
a DHCP server.

27. The method of claim 25, wherein said information
regarding an assigned IP address is information regarding a
dynamically allocated IP address.

28. The method of claim 25, wherein said information
Tegarding an assigned IP address is information regarding a
Static IP address.

29. The method of claim 25, further including maintaining
a list of subscribing DNSservers.

30. The method of claim 29, wherein said broadcasting
said information regarding an assigned IP address includes
broadcasting said information regarding an assigned IP
address only to subscribing DNSservers.

31. A method for managing IP addresses in a network
segment of the Intemel, the network segment including one
or more DNSservers, the method including:

receiving information regarding a revoked dynamically
allocated IP address; and

broadcasting said information regarding a revoked
dynamically allocated IP address to the one or more
DNSservers using a broker, for eventual update of the
one or more DNSservers.

32. The method of claim 31, wherein said receiving
information regarding a revoked dynamically allocated IP
address includes receiving infomnation regarding a revoked
dynamically allocated IP address from a DHCP server.

33. The method of claim 25, further including maintaining
a list of subscribing DNSservers.

34. The method of claim 33, wherein said broadcasting
said information regarding a revoked dynamically allocated
IP address includes broadcasting said information regarding
a revoked dynamically allocated IP address only to subscrib-
ing DNSservers.

35. The method of claim 31, wherein the network segment
of the Internet further includes one or more DHCPservers

and said broadcasting said information regarding a revoked
dynamically allocated IP address includes broadcasting said
information regarding a revoked dynamically allocated 1P
address to the one or more DHCPservers and the one or
more DNSservers.

36. The method of claim 35, further including maintaining
a list of subscribing DNS servers and DHCPservers.

37. The method of claim 36, wherein said broadcasting
said information regarding a revoked dynamically allocated
IP address includes broadcasting said information regarding
a revoked dynamically allocated IP address only to subscrib-
ing DNS servers and DHCPservers.

10

38. A method for managing IP addresses in a network
segment of the Internet, the network segment including one
or more DNSservers, the method including:

receiving information regarding an assigned IP address;
5 broadcasting said information regarding an assigned 1P

address to the one or more DNSservers using a broker,
for eventual update of the one or more DNSservers;

receiving information regarding a revoked dynamically
allocated IP address; and

broadcasting said information regarding a revoked
dynamically allocated IP address to the one or more
DNSservers using said broker, for eventual update ofthe one or more DNSservers.

39. The method of claim 38, wherein said receiving
information regarding an assigned IP address includes
receiving information regarding an assigned IP address froma DHCPserver.

40. The method of claim 38, wherein said receiving
information regarding a revoked dynamically allocated IP
address includes receiving information regarding a revoked
dynamically allocated IP address from a DHCP server.

41. The method of claim 38, wherein said information
regarding an assigned IP address is information regarding a
dynamically allocated IP address.

42. The method of claim 38, wherein said isformation
regarding an assigned IP address is information regarding astatic IP address.

43. The method ofclaim 38,further including maintaining
a list of subscribing DNS servers.

44. The method of claim 43, wherein said broadcasting
said information regarding an assigned IP address includes
broadcasting said information regarding an assigned IP
address only to subscribing DNSservers, and said broad-
casting said information regarding a revoked dynamically
allocated IP address includes broadcasting said information

35 regarding a revoked dynamically allocated IP address only
to subscribing DNSservers.

45. The method of claim 38, wherein the network segment
of the Internet further includes one or more DHCPservers
and said broadcasting said information regarding a revoked
dynamically allocated IP address includes broadcasting said
information regarding a revoked dynamically allocated IP
address to the one or more DHCPservers and the one or
more DNSservers.

46. The method ofclaim 45, further including maintaining
a list of subscribing DNSservers and DHCPservers.

47. The method of claim 46, wherein said broadcasting
said information regarding an assigned IP address includes
broadcasting said information regarding an assigned IP
address only to subscribing DNSservers, and said broad-

so casting said information regarding a revoked dynamically
allocated IP address includes broadcasting said information
regarding a revoked dynamically allocated IP address only
to subscribing DNS servers and DHCPservers.

48. A method for dynamically allocating a network
address to a subscriber in a communications network, the
communications network having one or more DNS servers,
the method compnising:

assigning a host address to the subscriber by selecting an
address from a pool of available network addresses,
said assigning step performed in response to the sub-
scriber attempting to log-on to the communications -
network;

sending information regarding said subscriber as well as
said host address to a broker;

utilizing said broker to broadcast said information regard-
ing said subscriber as well as said host address to the
one or more DNS servers; and
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updating the one or more DNS servers with said infor-
mation regarding said subscriber as well as said host
address.

49. The method of claim 48, wherein the one or more
DNSservers are only those DNS servers which have sub-
scribed to said broker, and the method further includes
maintaining a list of those DNS servers which have sub-
scribed to said broker.

50. A method for revoking a dynamically allocated net-
work address assigned by a DHCP server in a communica-
tions network, the communications network having one or
more DNSservers, the method comprising:

removing the dynamically allocated network address
from the DHCP server which assigned the address;

retuming the dynamically allocated network address to a
pool of available addresses associated with said DHCP
server which assigned the address;

sending information regarding the dynamically allocated
network address to a broker;

utilizing said broker to broadcast said information regard-
ing the dynamically allocated network address to the
one or more DNSservers; and

updating the one or more DNS servers with said infor-
mation regarding said dynamically allocated network
address.

51. The method of claim 50, wherein the one or more
DNSservers are only those DNS servers which have sub-
scribed to said broker, and the method further includes
maintaining a list of those DNS servers which have sub-
scribed to said broker.

52. The method of claim 50, wherein the communications
network further has a plurality of DHCP servers, and said
utilizing further inchides utilizing said broker to broadcast
information regarding the dynamically allocated network
address to the plurality of DHCP servers.

533. The method of claim 52, wherein the plurality of
DHCPservers are only those DHCP servers which have
subscribed to said broker, and the method further includes
maintaining a list of those DNS servers which have sub-
scribed to said broker.

54. A communications network including:
one or more DNS servers, which maintain a list of

assigned host addresses within the communications
network;

an address allocator, which allocates a network address to
a host on the communications network;

a transmitter, which sends information regarding said
allocated network address to a broker; and

said broker having a broadcaster, which broadcasts said
information regarding said allocated network address
to said one or more DNSservers.

55. Tbe communications network of claim 54, wherein
said address allocator ts a DHCPserver.

56. The communications network of claim 54, wherein
said network address is a status network address.

57. The communications network of claim 54, wherein
said broker further includes a list of subscribing DNS
servers and broadcasts said information regarding said allo-
cated network address only to the subscribing DNSservers.

58. The communications network of claim 54, wherein
said one or more DNS servers receive said broadcast infor-
mation regarding said allocated network address and update
themselves with said information.
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59. A communications network including:
one or more DNSservers;

an address revoker, which revokes a dynamically allo-
cated network address from a host on the communica-
tions network;

transmitter, which sends information regarding said
revoked dynamically allocated network address to a
broker; and

said broker having a broadcaster, which broadcasts said
information regarding said revoked dynamically allo-
cated network address to said one or more DNSservers.

60. The communications network of claim 59, wherein
said broker further includes a list of subscribing DNS
servers and broadcasts said information regarding said
revoked dynamically allocated network address only to the
subscribing DNSservers.

61. The communications network of claim 59, wherein
said one or more DNS servers receives said broadcast
information regarding said revoked dynamically allocated
network address and update themselves with said informa-~tion.

62. A communications network including:
one or more DNS servers, which maintain a list of

assigned host addresses within the communications
network;

an address allocator, which allocates a network address to
a first host on the communications network;

a transmitter, which sends information regarding said
allocated network address to a broker;

said broker having a broadcaster, which broadcasts said
information regarding said allocated network address
to said one or more DNSservers; and

an address revoker, which revokes a dynamically allo-
cated network address from a second host on the
communications network,

wherein said transmitter further sends information regard-
ing said revoked dynamically allocated network
address to said broker, and

wherein said broadcaster further broadcasts said informa-
tion regarding said revoked dynamically allocated net-
work address to said one or more DNSservers.

63. The communications network of claim 62, whercin
said broker further includes a list of subscribing DNS
servers, and wherein said broadcaster broadcasts said infor-
mation regarding said allocated network address only to the
subscribing DNS servers and broadcasts said information
regarding said revoked dynamically allocated network
address only to the subscribing DNSservers.

64. The communications network of claim 62, wherein
said one or more DNSserversreceive said broadcast infor-
mation regarding said allocated network address and update
themselves with said information, and said one or more DNS
servers receive said broadcast information regarding said
revoked dynamically allocated network address and updatethemselves with said information.

65. The communications network of claim 62, further
including one or more DHCP servers, wherein said broad-
caster further broadcasts said information regarding said
revoked dynamically allocated network address to said oneor more DHCPservers.

66. The communications network of claim 65, wherein
said broker further includes a list of subscribing DNS
servers and DHCPservers, and said broadcaster broadcasts
said information regarding said allocated network address
only to the subscribing DNSservers and broadcasts said

pe
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information regarding said revoked dynamically allocated
network address only to the subscribing DNS servers and
DHCP servers.

67. The communications network of claim 65, wherein
said one or more DNSservers receive said broadcast infor-

Imation regarding said allocated network address and update
themselves with said information, and wherein said one or
more DHCP servers receive said broadcast information
regarding said revoked dynamically allocated network
address, update themselves with said information, and retura
said revoked dynamically allocated network address to a
pool of available addresses.

68. A broker for managing host addresses assigned to
subscribers in a communications network, including:

a receiver, which receives information regarding a sub-
scnber and an assigned host address, said assigned host
address assigned to the subscriber by selecting an
address from a pool of available network addresses in
response to the subscriber attempting to log on to the
communications network; and

a broadcaster which broadcasts said information regard-
ing said subscriber as wellas said assigned host address
to one or more DNSservers for eventual update.

69. The broker of claim 68, further including a database
manager, which maintains a list ofsubscribing DNSservers,
wherein said broadcaster broadcasts said information and
said assigned host address only to the subscribing DNSservers, :

70. A broker for managing host addresses assigned to
subscribers in a communications network, said broker
inchiding:

a receiver, which receives information regarding a
revoked dynamically assigned host address, which was
revoked in response to a subscriber attempting to tog
off the communications network; and

a broadcaster which broadcasts said information regard-
ing said subscriberas well as said revoked dynamically
assigned host address to one or more DNSservers for
eventual update and release of said dynamically
assigned host address into one or more pools ofavail-able addresses. ,

71. The broker of claim 70, further including a database
manager, Which maintains a list ofsubscribing DNS servers,
wherein said broadcaster broadcasts said infomation and
said assigned host address only to the subscnibing DNSservers.

72. The broker of claim 70, wherein said broadcaster
further broadcasts said information regarding said sub-
scriber as wel] as said revoked dynamically assigned host
address to one of more DHCPservers for eventualupdate
and release of said dynamically assigned host address into
one or more pools of available addresses.

73. Vhe broker of claim 72, further including a database
manager, whick maintains a list of subscribing DHS and
DHCPservers, wherein said broadcaster broadcasts said
information and said assigned host address only to the
subscribing DNS servers and DHCPservers.

74. A broker for managing host addresses assigned to
subscribers in a communications network, said broker
including:

a receiver, which receives information regarding a sub-
scriber and an assigned host address,said assigned host
address assigned to said subscriber by selecting an
address from a pool of available network addresses 1n
response to said subscriber attempting to log on to a
communications network, and which receives informa-
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Uon regarding a revoked dynamically assigned host
address, which was revoked in response to a subscriber
attempting to log off the communications network; and

a broadcaster which broadcasts said information regard-
ing said subscriber as well as said assigned host address
to one or more DNSservers for eventual update, and
which broadcasts said information regarding said sub-
scriber as well as said revoked dynamically assigned
host address to said one or more DNS servers for
eventual update. ,

75. The broker of claim 74, further including a database
manager, which maintainsa list of subscribing DNSservers,
wherein said broadcaster broadcasts said information and
said assigned host address only to the subscribing DNS
servers, and broadcasts said information regarding said
revoked dynamically allocated host address only to the
subscribing DNS servers.

76. A broker for managing host addresses assigned to
subscribers in a communications network, said broker
inchnding:

a receiver, which receives information regarding a sub-
scriber and an assigned host address,said assigned host
address assigned to said subscriber by selecting an
address from a pool of available network addresses in
response to said subscriber attempting to log on to a
communications network, and which receives informa-
tion regarding a revoked dynamically assigned host
address, which was revoked in response to a subscriber
attempting to log off the communications network; and

a broadcaster which broadcasts said information regard-
ing said subscriber as well] as said assigned host address
to one or more DNSservers for eventual update, and
which broadcasts said information regarding said sub-
scriber as well as said revoked dynamically assigned
host address to one or more DNS or DHCPservers for
eventual update and release of said dynamically
assigned host address into one or more pools of avail-able addresses.

77. The broker of claim 76, further including a database
manager, which maintainsalist of subscribing DNS servers
and DHCPservers, wherein said broadcaster broadcasts said
information and said assigned host address only to the .
subscribing DNS servers and broadcasts said information
regarding said revoked dynamically allocated host address
only to the subscribing DNS servers and DHCPservers.

78. A program storage device readable by a machine,
tangibly embodying a program ofinstructions executable by
the machine to perform a method for managing network
addresses in a network including one or more Domain Name
Service (DNS) servers, said method including:

receiving information regarding an allocated network
address; and

broadcasting said information regarding said allocated
network address to the one or more DNS servers using
a broker, for the eventual update of the one or moreDNSservers.

79. The program storage device of claim 78, wherein said
allocated network address is a dynamically allocated net-work address.

80. The program storage device of claim 78, wherein said
allocated network address is a static network address.

81. The program storage device of claim 78, wherein the
one or more DNSservers are only those DNSservers which
bave subscribed to said broker, and the method further
includes maintaining a list of those DNS servers which havesubscribed to said broker.
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82. The program storage device of claim 81, wherein said
broadcasting further includes sending information regarding
said allocated network address to only those DNS servers
which have subscribed to said broker.

83. A program storage device readable by a machine,
tangibly embodying a program of instructions executable by
the machine to perform a method for managing network
addresses in a network including one or more DNSservers,
said method including:

receiving information regarding a revoked dynamically
allocated. network address; and

broadcasting said information regarding said revoked
dynamically allocated network address to the one or
more DNS servers using a broker, for eventual update
of the one or more DNSservers.

84. The program storage device of claim 83, wherein the
one or more DNSservers are only those DNS servers which
have subscribed to said broker and the method further
includes the step of maintaining a list of those DNS servers
which have subscribed to said broker.

85. The program storage device of claim 84, wherein said
broadcaster sends information regarding said revoked
dynamically allocated network address to only those DNS
servers which have subscribed to said broker.

86. The program storage device of claim 83, wherein the
network further includes one or more DHCP servers, and
said broadcasting further includes broadcasting said infor-
mation regarding said revoked dynamically allocated net-
work address to the one or more DHCP servers using said
broker, for eventua] updaie of the one or more DHCPservers. .

87. The program storage device of claim 86, wherein the
one or more DHCPservers are only those DHCP servers
which have subscribed to said broker, and the method further
includes of maintaining a list of those DNS servers and
DHCPservers which have subscribed to said broker.

88. The program storage device of claim 87, wherein said
broadcasting further includes broadcasting said information
regarding said revoked dynamically allocated network
address to only those DNS servers and DHCP server which
have subscribed to said broker.

89. A program Slorage device readable by a machine,
tangibly embodying a program of instructions executable by
the machine to perform a method for managing network
addresses in a network including one or more DNSservers,
the method including:

receiving information regarding an assigned network
address;

broadcasting said information regarding an assigned net-
work address to the one or more DNSservers using a
broker, for eventual update of the one or more DNS
servers;

receiving information regarding a revoked dynamically
allocated network address; and

broadcasting said information regarding a revoked
dynamically allocated network address to the one or
more DNS servers using said broker, for eventual
update of the one or more DNSservers.
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90. The program storage device of claim 89, wherein said
receiving information regarding an assigned network
address includes receiving information regarding an
assigned network address fom a DHCPserver.

91. The program storage device of claim 89 wherein said
receiving information regarding a revoked dynamically allo-
cated network address includes receiving information
regarding a revoked dynamically allocated network address
from a DHCPserver.

92. The program storage device of claim 89, wherein said
information regarding. an assigned network address is infor-
mation regarding a dynamically allocated network address.

93, The program storage device of claim 89, wherein said
information regarding an assigned network address is infor-
mation regarding a static network address.

94, The program storage device of claim 89, wherein the
tucthod further includes maintaining a list of subscribingDNSservers.

95. The program storage device of claim 94, wherein. said
broadcasting said information regarding an assigned net-
work address includes broadcasting said information regard-
ing an assigned network address only to subscribing DNS
Servers, and said broadcasting said information regarding a
revoked dynamically allocated network address includes
broadcasting said information regarding a revoked dynami-
cally allocated network address only to subscribing DNSServes.

96. The program storage device of claim 89, wherein the
network further includes one or more DHCP servers,
wherein said broadcasting said information regarding an
assigned network address further includes broadcasting said
information regarding said assigned network address to the
one or more DHCPservers using said broker, for eventual
update of ihe one or more DHCP servers, and wherein said
broadcasting said information regarding a revoked dynami-
cally allocated network address further includes broadcast-
ing said information regarding said revoked dynamically
assigned network address to the one or more DHCP servers
using said broker, for eventual update of the one or moreDHCP servers.

97. The program storage device of claim 96, wherein the
one or more DHCPservers are only those DHCP servers
which have subscribed to said broker, and the method further
includes maintaining a List of those DNS servers and DHCP
servers which have subscribed to said broker.

98. The program storage device of claim 97, wherein said
broadcasting said information regarding said assigned net~
work address further includes broadcasting only to those
DNSservers and DHCPservers which have subscribed to
said broker, and said broadcasting said information repard-
ing a revoked dynamically allocated network address further
tocludes broadcasting said information regarding said
revoked dynamically assigned network address to only those
DNSservers and DHCP servers which have subscribed tosaid broker.
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DOMAIN NAME ROUTING

BACKGROUNDOF THE INVENTION

1. Field of the Invention

The present invention is directed to a system for using
Internet domain aamesto route data sent to a destination on
a network. .

2. Description of the Related Art

Most machines on the Internet use TCP/IP (Transmission
Control Protacol/Internet Protocol) to send data to other
machines on the Internet. To transmit data from a source to

a destination, the Internet Protocol (IP) uses an IP address.
An IP address is four bytes long, which consists of a network
number and a bost number.

There are at least three different classes of networks
currently in use: Class A, Class B and Class C. Each class
has a different format for the combination of the network
number and the host numberin the IP addresses. A Class A
address includes one byte to specify the network and three
bytes to specify the host. The first bit of a Class A address
is a O to indicate Class A. A Class B address uses two bytes
for the network address and twobytes for the host address.
The first two bits of the Class B address are 10 to indicate
Class B. The Class C address includes three bytes to specify
the network and onebyte for the host address. Thefirst three
bits of the Class C network address are 110 to indicate Class
C. The formats described above allow for 126 Class A
networks with 16 millioa hosts each; 16,382 Class B net-
works with up to 64K hosts each; and 4 million Class C
networks with up to 256 hosts each.

When written out, IP addresses are specified as four
numbers separated by dots (e.g. 198.68.70.1). Users and
softwareapplications rarely refer to hosts, mailboxes or
other resources by their numerical 1P address. Instead of
using numbers, they use ASCII strings called domain names.
A domain name is usually in the form of prefix.name__of__
organization.top__level__domain. There are two types of top
level domains: generic and countries. The generic domains
are com (commercial), edu (educational institutions), gov
(the U.S. Federal Government), int (international
organizations), mil (the U.S. Armed Forces), net (network
providers), and org (non-profit organizations). The country
domains include one entry for each country. An example of
a domain name is satum.ttc.com. The term “saturn”is the
prefix and mayrefer to a particular host in the network. The
phrase “ttc” is the name of the organization and can be used
to identify one or more networks to the outside world. The
phrase “com”signifies that this address is in the commercial
domain. The Intemet uses 2 Domain Name System to
convert the domain nameto an 1P address.

The Internet Protocol has been in use for over two
decades. It has worked extremely well, as demonstrated by
the exponential growth of the Intemmet. Unfortunately, the
Internet is rapidly becominga victim of its own popularity:
it is running out of addresses. Over 4 billion addresses exist,
but the practice of organizing the address space into classes
wastes millions of addresses. In particular, the problem is the
Class B network. For most organizations, a ClassA network,
witb 16 million addresses is too big, and a Class C network
with 256 addresses is too small. A Class B network appears
to be the right solution for most companies. In reality,
however, a Class B address is far too large for most
organizations. Many Class B networks have fewer than 50
hosts. A Class C network would have done the job, but many
organizations that ask for Class B networks thought that one
day they would outgrow tbe 8 bit host field.
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One proposed solution to the depleting address problem is
Classless Inter Domain Routing (CIDR). The basic idea
behind CIDRis to allocate the remaining Class C networks
in varied sized blocks. If a site needs 2,000 addresses,it is
given a block of contiguous Class C networks, and not a full
Class B network address. In addition to using blocks of
contiguous Class C networks as units, the allocation rules for
Class C addressesare also changed by partitioning the world
into four zones. Each zone includes a predefined number of
Class C networks. Although CIDR may buy a few more
years time, [P addresses will still ran outin the foreseeable
future.

Another proposed solution is Network Address Transla-
tion (NAT). This concept includes predefining a number of
Class C network addresses to be or local addresses (also
called private addresses). The remainder of the addresses are
considered global addresses. Global addresses are unique
addresses. That is, no two entities on the Internet will have
the same global address. Local addresses are not unique and
can be used by more than one organization or network.
However, a local address cannot be used on the Internet.
Local addresses can only be used within a private network.
NAT assumesthat less all of the machines on a private
network will not need to access the Internet at all times.

Therefore, there is no need for each machine to have a global
address. A company can function with a small number of
global addresses assigned to one or more gateway comput-
ers. The remainder of the machines on the private network
will be assigned local addresses. When a particular machine
on the private network using a local address attempts to
initiate a communication to a machine outsideofthe private
network (e.g. via the loternet), the gateway machine will
intercept the communication, change the source machine’s
local address to a global address and set up a table for
translation between global addresses and local addresses.
Thetable can contain the destination address, port numbers,
sequencing information, byte counts and internal flags for
each connection associated with a host address. Inbound

packets are compared against entries in the table and per-
mitted through the gateway only if an appropriate connec-
tion exists to validate their passage. One problem with the
NAF approach is that it only works for communication
initiated by a host within the network to a host on the
Internet which has a global IP address. The NAT approach
specifically will not work if the communication is initiated
by a hostoutside of the private network and is directed to a
host with a local address on the private network.

Anothersolution that has been proposed is a new version
of the Internet Protocol called IPV6 (Intermet Protocol ver-
sion 6, also known as IPng). IPv6 is not compatible with the
existing Intemet Protocol (IPv4). For example, IPv6 has a
longer address than IPv4. Additionally, the IPv6 headeris
different than the 1Pv4 header. Because IPv6 is not compat-
ible with 1Pv4, almost all routing equipment on the Internet
must be replaced with updated equipmentthatis compatible
with IPv6. Such widespread replacement of legacy equip-
ment is enormously expensive.

As can be seen, the current proposals to solve the dimin-
ishing IP addresses problem are inadequate and/or unduly
expensive. Therefore, a system is needed that can effectively
alleviate the diminishing IP addresses problem withoutunreasonable costs.

SUMMARYOF THE INVENTION

The present invention, roughly described, provides for a
system for using domain names to route data sent to a
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destination on a network. One example includes routing data
fo a destination on a stub network. A stub network is a

network owned by an organization thatil is connected to the
Internet through one or more gateways. Nodes in the stub
network may be made visible to other nodes on the Internet
or to other nodes in other smb networks interconnected

through the Internet. Rather than use an entire set of global
addresses for a Class A, B or C network, each corporate
entity or stub network can be assigned one or a small number
of global addresses. Each of the bosts can be assigned a local
address. The same local addresses can be used by many
different organizations. When a source entity sends data to
a destination entity in a stub network with a local address,
the data is sent to a global address for the destination’s
network. The global address is assigned to a Domain Name
Router in communication with the destination’s network.

The Domain NameRouterserves as a gateway between the
Internet and the stub network. The Domain Name Router
routes IP traffic between nodes on the Internet(identified by
their globally unique IP addresses) and nodes in its stub
network. The source entity embeds the destination’s domain
name and its own domain name somewhere inside the data.
The Domain Name Router receives the data, extracts the
destination’s domain name from the data, translates that
domain nameto a local address in its stub network and sends
the data to the destination. Note that the source entity could
have either a local address or a global address and still be
able to utilize the present invention.

One method for practicing the present invention includes
packagingat feast a subset of data to be communicated to an
entity on a networkinto a data unit. That data unil is sent to
a Domain NameRouterorother similar entity. Information
representing the domain nameofthe destination is extracted
from the data unit and used to determine a local address for
the destination. Once a local address is determined, the data
unil is sent to that local address.

The data unit can be formed by receiving a first set of data
and a domain name. A field (or other subset) is created,
which includes a first set of information representing the
domain name. Thefield is appended to the first set of data
to create the data unit. The data unit is sent to the Domain
Name Router. The data unit could be an IP packet, a TCP
segment, or any other data unit suitable for use with the
present invention as long as the domain namecan be reliably
extracted from the data. In one embodiment, the information
used to represent the domain name could include an
encrypted version of the domain name, an encoded version
of the domain name, a compressed version of the domain
name, etc.

In one embodiment, the data unit sent to the Domain
Name Router includes a global IP address for the Domain
Name Router. After translating the domain nameto a local
address, the Domain Name Router will replace the global
address for the Domain Name Router with the local address

of the destination. The step of replacing the global address
with the local address can include adjusting any appropnate
checksums or any other necessary fields in the data unit.

The Domain Name Router can be implemented using
software stored on a processor readable storage medium and
run on a computer or a router. Altematively, the Domain
NameRouter can be specific hardware designed to carry out
the methods described herein.

These and other objects and advantages of the invention
will appear more clearly from the following detailed
description in which the preferred embodimentof the inven-
tion has been set forth in conjunction with the drawings.
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BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a symbolic diagram showing the layers of the
TCP/IP Reference Model.

FIG. 2 shows the Internet Protocol (IP) header.
FIG. 3 shows the Transmission Control Protocol (TCP)beader.

FIG.4 shows the nesting of segments, packets and frames.
FIG.5 is a block diagram of two stub networks connected

to the Intermet.

FIG.6 is a simplified block diagram of one exemplar
hardware platform for implementing a Domain NameRouter.

FIG. 7 is a flow chart describing the steps used by an
application process to send data according to the presentinvention.

FIG. 8 is a flow chart describing the steps used by a
transportlayer process to send data accordingto the presentinvention.

FIG. 9 is a flow chart describing the steps used by a
network layer process to send data according to the presentinvention.

FIG. 10 is a flow chart describing the steps performed bya Domain Name Router.

FIG, 11 is a flow chart describing the translation step ofFIG. 10.

DETAILED DESCRIPTION

FIG. 1 shows the TCP/IP reference model for designing
and building a network. The model includes four layers:
Physical and Data Link Layer 12, Network Layer 14,
Transport Layer 16, and Application Layer 18. The physical
layer portion of Physical and Data Link Layer 12 is con-
cerned with transmitting raw bits over a communication
channel. The design issues include ensuring thal when one
side sends a 1 bit it is received by the other side as a 1 bil,
not as a 0 bit. Typical questions addressed are how many
volts should be used to represent a 1 bit, how manyvolts to
represent a 0 bit, how many microseconds a bit lasts,
whethertransmissions may proceed siroultaneously in both
directions, bow the initial connection is established, how it
is torn down when both sides are finished, and how many
pins the network connector has. The data link portion of
Physical and Data Link Layer 12 takes the raw transmission
facility and transforms it into a line that appears to be
relatively free of transmission errors. It accomplishes this
task by having the sender break the input data up into
frames, transmit the frames and process the acknowledg-
ment frames sent back by the receiver.

Network Layer 14 penmits a hostto inject packets into a
network and have them travel independently to the destina-
tion. The protocol used for Network Layer 14 on the Intemet
is called the Internet Protocol(IP).

Transport Layer 16 is designed to allow peer entities on
the source and destination to carry on a “conversation.” On
the Internet, two end-to-end protocols are used. The first
one, the Transmission Control Protocol (TCP),is a reliable
connection-oriented protocol that allows a byte stream origi-
nating on one machine to be delivered without error to
another machine on the Intemet. It fragments the incoming
byte stream into discrete packets and Passes each one to
Network Layer 14. At the destisation, the receiving TCP
process reassembles the received packets into the output
stream. TCP also handles flow control to make sure a fast
sender cannot swampaslow receiver with more packets
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than it can handle. The second protocol used in Transport
Layer 16 on the Internet, User Datagram Protocol (UDP),is
an unreliable connectionless protocol] for applications that
do not want TCP sequencing or flow control. UDP is used
for one-shot, client server type requests-reply queries for
applications in which prompt delivery is more important
than accurate delivery. Transport Layer 16 is shownas being
above Network Layer 14 to indicate that Network Layer 14
provides a service to Transport Layer 16. Similarly, Trans-
port Layer 16 is shown below Application Layer 18 to
indicate that Traosport Layer 16 provides a service to
Application Layer 18.

Application Layer 18 contains the high level protocols,
for example, Telnet, File Transfer Protocol (FTP), Electronic
Mail—Simple Mail Transfer Protocol (SMTP), and Hyper-
Text Transfer Protocol (HTTP).

The following discussion describes the network and trans-
port layers in more detail. The main function of Network
Layer 14 is routing packets from a source entity to a
destination entity. In most subnets, packets will require
multiple hops to make the journey. The Network Layer
software uses one or more routing methods for deciding
which output line an incoming packet should be transmitted
on. There are many routing methodsthat are well known in
the art that can be used in a network layer. For purposes of
this patent, no specific routing method is required. Any
suitable routing method known in the art will suffice. Some
examples of known routing methods include shortest path
routing, flooding, flow based routing, distance vector
routing, link state routing, hierarchical routing, routing for
mobile hosts, broadcast routing and multicast routing.
Within a network on the Internet, a suitable routing method
may also be based on the Distance Vector Protocolorits
successor the Open Shortest Path First (OSPF) protocol.
Between networks on the Intemet, the Border Gateway
Protocol (BGP) can be used.

Communication in the Internet works as follows. Trans-
port Layer 16 breaks up a stream of data from Application
Layer 18 into a number of segments. Network Layer 14,
using the Internet Protocol, transports the segments in one or
more IP packets from source to destination, without regard
to whether these machines or entities are on the same
network. Each segment can be fragmented into small units
as it is transported. When all of the fragments finally get to
the destination machine, they are reassembled by Network
Layer 14 into the original segment. This segment is then
handed to the Transport Layer 16, which inserts it into the
receiving process’ (Application Layer 18) input stream.

Ao IP packet consists of a header and a data portion. Theformat of an IP header is shownin FIG. 2. FIG. 2 shows six

rows making up the header. Each row is 32 bits wide. The
first five rows of the header comprise a 20 byte fixed portion
of the header. The last row of the header provides a variable
sized Options section 22. Version field 24 keeps wack of
which version of the protocol the packet belongs to. The
current version used on the Internet is version 4. IHL field
26 describes the length of the header in 32 bit words. Type
field 28 indicates the type of service requested. Various
combinations ofreliability and speed are possible. Length
field 30 includes the size of the packet, including both the
headerand thedata. Identification field 32 is needed to allow
the destination host to determine which segment the
received fragment belongs to. All fragments of a segment
contain the same identification value. Next comes three
flags, which include an unused bit 33 and then two 1 bit
fields 34 and 36. In one embodiment of the present
invention, the unused bit 33 is used to indicate that the
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source of the packet uses a domain namefor unique iden-
lification on the Internet instead of using a globally unique
IP address. DF field 34 stands for don’t fragment. It is an
order to the routers not to fragment the segment because the
destination is incapable of putting the pieces back together
again. MFfield 36 stands for more fragments. All fragments
exceplfor the last one have this bit set. Fragmentoffset field
38 indicates where in the current segment this fragment
belongs. Time to Live field 40 is used to limit packet
lifetime. It is supposed to counttime in seconds, allowing a
maximum life time of 255 seconds. In practice, it may count
hops. The time is decremented on each hop by a router.
When the time to live hits 0, the packet is discarded and a
waming is sent back to the source using an Internet Control
Messaging Protocol (ICMP) packet. This feature prevents
packets from wandering around forever. Protocol Field 42
indicates which transport layer type is to receive the seg-
ment. TCP is one possibility, UDP is another. The present
invention is not limited to any particular protocol. Check-
sum field 44 verifies the header. One method for implement-
ing a checksum is to add up all 16 bit half words as they
arrive and take the ones complimentofthe result. Note that
the checksum must be recomputed at each hop because the
Time to Live field 40 changes. Source field 46 indicates the
IP address for the source of the packet and destination field
48 indicates the IP address for the destination of the packet.

Options field 22 is a variable length field designed to hold
other information. Currently, options used on the Intemet
indicate security, suggested routing path, previous routing
path and time stamps, among other things. In one embodi-
ment of the present invention, is contemplated that the
source and destination’s domain namesare added to Options
field 22. In one alternative, the actual full ACSII strings can
be added directly into the options field, first listing the
source’s domain name and followed by the destination’s
domain name(or vice versa). In other alternatives, the two
domain oames can be encoded, compressed, encrypted or
otherwise altered to provide more efficient use of storage
space, security or compatibility. la embodiments where the
domain name is encoded, encrypted, compressed,etc., the
information stored is said to represent the domain name.
That is, an entity can read that information and extract (or
ideotify) the domain uame from that information. That
extraction or identification can be by unencoding, decoding,
decompressing, unencrypting,etc.

In another embodiment, the domain names of the source,
destination or both are added to the end ofthe data portion
(e.g. data field 108 of FIG. 4) of a packet asatrailer. In this
case, Length field 30 needs to account for the extra bytes
added at the end of the data field. Legacy routers can treat
this trailer as an integral part of the data field and ignore it.

Network Layer 14 is comprised of a number of processes.
running onthe source, destination and, possibly, one or more
routers. The process(es) implementing the Network Layer
on the source or destination machines canbe in the operating
system kemel, in a separate user process, in a library
package, in a network application, on a network interface
card or in other suitable configurations.

The networkentity, the process implementing the network
layer, receives a segment from the transport layer process.
The network entity appends a headerto the segmentto form
a packet. The packet is sent to a router on a network or the
Internet. Each router has a table listing IP addresses for a
gunnberofdistant networks and IP addresses for hosts in the
network closest to the router. When an IP packetarrives, its
destination address is looked up in the routing table. IEthe
packet is for a distant network,it is forwarded to the next

VNET00221253
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routerlisted in the table. If the distant network is not present
in the router’s tables, the packet is forwarded to a default
router with more extensive tables. If the packetis for a local
host (e.g. on the router’s Local Area Network (LAN)),it is
sent directly to the destination.

Although every machine in the Internet has an IP address,
these addresses alone cannot be used for sending packets
because the data link layer does not understand Internet
addresses. Most hosts are attached to a LAN byaninterface
board that only understands LAN addresses. For example,
every Ethernet board comes equipped with a 48 bit Ethernet
address, Manufacturers of Ethernet boards requesta block of
addresses from a central authority to ensure that no two
boards have the same address. The boards send and receive
frames based on a 48 bit Ethernet address. For one entity to
transmit data to agoiher entity on the same LAN using an
Ethemet address, the entity can use the Address Resolution
Protoco! (ARP). This protocol includes the sender broad-
casting a packet onto the Ethemet asking who owns the
particular IP address in question. That packet will arrive at
every machine on the Ethemet and each machine will check
its IP address. The machine that owns the particular IP
address wil] respond with its Ethernet address. The sending
machine pow has the Ethernet address for sending data
directly to ihe destination on the LAN.At this point, the Data
Link Layer 12 on the sender builds an Ethernet frame
addressed to the destination, puts the packet into the payload
field of the frame and dumps the frame onto the Ethemet.
The Ethernet board on the destination receives the frame,
recognizesit is a frame for itself, and extracts the IP packetfrom the frame.

The goal of Transport Layer 16 is to provide efficient and
reliable service to its users (processes in Application Layer
18). To achieve this goal, Transport Layer 16 makes use of
the services provided in Network Layer 14. The one or more
processes thal implement the transport layer are called the
transport entity. The transport entity can be in the operating
system kemel, in a separate user process, in a library
package, in network applications or on the network interface
card. Typically, executable software implementing a trans-
port entity or a network entity would be stored on a
processor readable storage medium (e.g. a hard disk,
CD-ROM, floppy disk, tape, memory, etc.).

Thetransport layer improves the quality of service of the
network layer. For example, if a transport entity is informed
halfway through a long transmission that its network con-
nection has been abruptly terminated, it can set up a new
network connectionto the remote trarisport entity. Using this
new network connection, the transport entity can send a
query to the destination asking which data arrived and which
did not, and then pick up from where it left off. In essence,
the existence of Transport Layer 16 makesit possible for a
transport service to be more reliable than the underlying
network service. Lost data can be detected and compensated
for by the Transport Layer 16. Furthermore, transport ser-
vice primitives can be designed to be independent of the
network service primitives, which may vary considerably
from network to network.

TCP wasspecifically designed to provide a reliable end-
to-end byte stream over an unreliable internetwork. An
internetwork differs from a single network because different
parts may have different topologies, bandwidths, delays,
packet sizes and other parameters. Each machine supporting
TCP has a TCP entity. A TCP entity accepts user data
streams from local processes (application layer), breaks
them up into pieces and sends each piece as a separate
segment to the network entity. When segments arrive at a
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machinethey are given to the TCPentity, which reconstructs
the original byte stream. The IP layer gives no guarantee that
segments will be delivered properly, so it is up to the TCP
entity to time out and retransmit them as need be. Segments
that do arrive may do so in the wrongorder.It is also up to
the TCP entity to reassemble them into messages in the
proper sequence. In short, TCP must furnish the reliability
that most users want and that the Internet Protocol does not
provide.

TCP service is obtained by having both the sender and
receiver create endpoints called sockets. Each socket has a
socket number (or address) consisting of the IP address of
the host and a 16 bit numberlocalto that host called a port.
To obtain TCP service, a connection must be explicitly
established between a socket on the sending machine and a
socket on the receiving machine. Port numbers below 256
are called well known ports and are reserved for standard
services. For example, any process wishing to establish a
connectionto a hostto transfer a file using FTP can connect
to the destination host port 21. Similarly, to establish a
remote log-in session using Telnet, port 23 is used.

When an application wishes to set up a connection to a
remote application process, the application process issues a
connect primitive requesting that the transport layer set up a
connection between two sockets. If the connect succeeds,
the process returns a TCP reference number used to identify
the connection on subsequentcalls. After the connection is
established, the application process can issue a send com-
mand and pass the TCP reference number with the data (or
pointer to data) for sending to the destination. The present
mvention also requires that when the application issues its
connect command, in addition to sending the two socket
addresses the application also provides the transport entity
with the domain namefor the destination. In addition, the
operating system or the application should make the domain
oame of the source available to the connect command. One
alternative to accomplishthis is to have the operating system
retrieve the domain name from the DNR or from a local
DNSserver through a reverse DNS IP lookup. The source’s
domain namecan be retrieved at start-up time of a node and
be madeavailable to the network layer. Another alternative
is to have the application provide the domain name of the
source either directly or through a reverse DNS IP lookup.
These domain names will be associated with the TCP
reference number. Alternatively, the domain names can be
passed to the transport layer each time a requestto send datais made.

Whenreceiving a request to send data, the TCP entity
builds a data unit called a segment. The TCPentity interfaces
with the network entity by requesting the network entity to
either send a packet or receive a packet. A request to send a
packet can include up to seven parameters. Thefirst param-
eter will be a connectionidentifier. The second parameteris
a flag indicating more data is coming. The third parameter
indicates the packet type. The fourth parameter is a pointer
to the actual data to be transmitted (i.e. the segment). The
fifth parameter indicates the number of bytes in the segment.
The sixth parameter is the source’s domain name. The
seventh parameter is the destination’s domain name.

The segmentthatis created by the TCP entity and passed
to the IP entity includes a header section and a data section.
FIG. 3 shows a layout of the TCP header. The header
consists of a fixed format 20 byte header followed by a
variable length Options field 80. The entire header is
appendedto the data to comprise a segment. In FIG. 3, each
of the first five rows represent 32 bits. The option field 80
can be one or more 32 bit words. Source field 62 indicates
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the source’s port. Destination field 64 identifies the desti-
nation’s port. Sequence number field 66 and acknowledge
number field 68 are used for tracking the sequence of
segments exchanged between the sender and the receiver.
Headerlength field 70 indicates the numberof 32 bit words
contained in the TCP header. Header length field 70 is
followed by six one bit flags 72. The first flag indicates the
presence of urgent data. The second flag indicates that the
acknowledgment number68is valid, The third flag indicates
that the data is PUSHed data (data that should be sent
immediately). The fourth flag is used to reset a connection.
The fifth flag is used to establish connections and the sixth
flag is used to release a connection. Window size field 74
indicates the maximum number of bytes that can be sent
without waiting for an acknowledgment. Checksum field 76
provides a checksum for the header, the data and a concep-
tual pseudo header. The pseudo header includes a 32 bit IP
address of the source, a 32 bit IP address of the destination,
the protocol numberfor TCP and the byte count for the TCP
segment (including the header).

Option field 80 was designed to provide a way toa add
extra Facilities not covered by the regular header. In some
instances, the option field is used to allow a host to specify
the maximum TCP payload it is willing to accept. In one
embodiment of the present invention, the source’s domain
name and/or destination’s domain name are stored in
Options Field 80. In another embodiment, the source’s
and/or destination’s domain name are stored in the data
portion (see data portion 102 of FIG. 4) of the TCP segment.

The TCP/IP reference model also supports the connec-
tionless transport protocol, UDP. UDP provides a way for
applications to send encapsulated raw IP packets and send
them without having to establish a connection. A UDP
segment consists of an 8 byte header followed bythe data.
The head includes the source port, destination port, the
length of the header and data, and a checksum.

FIG. 4 shows the relationship between segments, packets
and frames. When an application issues a request to send
data, TCP breaks up the data into segments. The segment
includes a header 104 and a payload (data portion) 102. The
segment Is passed to the IP entity (network layer entitv). The
IP entity incorporates the segment into the data portion 108
(IP payload} and appends a header 116 to that data portion
to form a packet. Thus, the payload for an IP packet includes
the TCP segment. The IP packetis then givento the data link
layer 12 which takes the packet and appends a header 114 to
the packet to create a frame. Thus, the IP packet is the
payload 112 for the frame.

The present invention provides for a Domain Name
Router (DNR)that uses domain namesto route data sent to
a destination on a network. The IP address space is divided
into global addresses and loca} address. Global addressesare
unique addresses that should only be used by one entity
having access to the Internet. Local addresses are used for
entities not having direct access to the Intemet. Since local
addresses are not generally used on the Internet, many
private networks can have entities using the same local
address. To avoid collisions, no entity should use a local
address on the Intemet.

Rather than use the entire set of global addresses for a
Class A, B or C network, each corporate entity or network
can be assigned one or a small number ofglobal address to
be used by the DNR. Eachof the hosts on the network can
be assigned a local address. The samelocal addresses can be
used by many different networks. When a source entily
sends data to a destination entity with a local address, tbe
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data is sent to the global address for the destination’s
network. The source entity embeds the destination’s domain
name and its own domain name somewhere inside the data.
Since the DNR for the destination’s network is assigned the
global address for the destination’s network, the DNR
receives the data. The DNR extracts the destination’s
domain name from the data, translates that domain name to
a local address and sends the data to the destination. Note
that the source entity could have either a local address or a
global address and still be able to utilize the present inven-hon.

FIG. 5 shows two LANs 120 and 122 connected to
Internet 140. LAN 120includes three hosts 132, 134 and 136
connected to each other and to DNR 138. DNR 138is also
connected to Internet 140. Network 122 includes three hosts
150, 152 and 154 connected to each other and to router 156.
Router 156 is also connected to Internet 140. DNR 138is
able to route IP packets received from the Internet to a local
host (132, 134, 136) by using the domain namein accor-
dance with the present invention. In one embodiment, router
156 is also a DNR; however, router 156 need not be a DNR.

FIG. 6 shows one example of a hardware architecture for
a DNR. The DNR includes a processor 202, a memory 204,
a mass storage device 206, a portable storage device 208, a
first network interface 210, a second network interface 212
and WO devices 214. Processor 202 can be a Pentium
Processor or any other suitable processor. The choice of
processor is not critical as long as a suitable processor with
sufficient speed and poweris chosen. Memory 204 could be
any conventional computer memory. Mass storage device
206 could include a bard drive, CD-ROM or any other mass
storage device. Portable storage 208 could include a floppy
disk drive or other portable storage device. The DNR
includes two network interfaces. In other embodiments, the
DNR could include more than two network interfaces. The
networkinterfaces can include network cards for connecting
to an Ethernet or other type of LAN.In addition, one or more
of the network interfaces can include or be connected to a
firewall. Typically, one of the network interfaces will be
connected to the Internet and the other network interface
will be connected to a LAN.I/O devices 214 can include one
or more of the following: keyboard, mouse, monitor, front
panel, LED display, etc. Any software used to perform the
routing methods and/or the methods of FIGS. 10 and 11 are
likely to be stored in mass storage 206 (or any form of
non-volatile memory), a portable storage media (e.g. floppy
disk or tape) and, at somepoint, in memory 204. The above
described hardwarearchitecture is just one suitable example
depicted in a generalized and simplified form. The DNR
could include software ranning on a computer, dedicated
hardware, a dedicated router with software to implementthe
domain name routing or other software and/or hardware
architectures that are suitable,

In one embodiment, the domain name routing is done at
the network layer. Thus, the domain namesare inserted into
Options field 22 of an IP header. Other embodiments can
place the domain namesin other portions of an IP packet,
including the data portion (such as a trailer to the data). In
other alternatives, the domain name can be stored in the
options field 80 of a TCP segment, the data portion of a TCP
segment, otherfields of the TCP segment, data sent from the
application layer, or in another data unit. If the domain
names are inserted in Options field 22,it is not necessary to
place them in Options field 80. Similarly, if the domain
names are inserted in Optionsfield 80,it is not necessary that
they appear in Options field 22. However, in one
ermbodiment,it may be simpler to place the domain names
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in spultiple data units (e.g. both options fields). The point is
that the domain names must be somewhere inside an IP
packet, whether it is in the payload (or a trailer) or theheader.

FIGS. 7-10 are flow charts which describe the process for
sending data according to the present invention. It is
assumed thal a message is being sent from host 150 to bost
132. In this example, it is assumed that host 132 has a local
address and host 150 has a global address. For example
purposes,it is assumed that host 150 and 132 are computers.
Alternatively, host 150 and 152 can be other electronic
devices that can communicate on the Internet.

FIG. 7 describes an application layer process predomi-
nantly run on bost 150. In step 362, host 130 resolves the
domain name. The user wants to send data to another
process. The user provides the domain name of the desti-
nation. A resolver process converts the domaig name to an
IP address.

Every domain, whetherit is a single bost or a top level
domain, has a set of resource records associated with it. For
a single host, the most common resource record is its IP
address. When a resolver process gives a domain nameto the
domain name system, it gets back the resource records
associated with that domain name.

A resource record has five fields: domain name, time to
live, class, type and value. The timeto live field gives an
indication. of how stable the record is. Information that is
highly stable is assigned a large value such as the numberof
seconds in a day. The third field is the class. For the Internet
the class is IN. The fourth field tells the type of resource
record. One domain may have manyresource records. There
are at least eight types of resource records that are important
fo this discussion: SOA, A, MX, NS, CNAME, PTR,
HINFO, and TXT. The value field for an SOA record
provides the name of the primary source of information
about the name server zone, e-mail address of its
administrator, a unique seria] number and various flags and
lime outs in the value field. The value field for an A record
holds a 32 bit IP address for the host. The value field for the

MX record holds the domain nameofthe entity willing to
accept e-mail for that particular domain name. The NS
record specifies name servers. The CNAMErecord allows
aliases to be created in the value field. A PTR record just
points to another namein the value field, which allows look
up of an IP address for a particular domain name. The value
field of the HINFOrecordindicates the type of machine and
operating system that the domain name correspondsto. An
example of resource records for a host is found below in
Table 1.

TABLE 1

Domain Name Time to Live Class=Type Value=eeeeeeromememenenpoanenenntenentieertnnrrtnmertraryeeneatsennremanmatnitaviniantan

 

saturn.tte.com 86400 IN HINFO Sun unix
saturn.tic.com 86400 IN A 388.68.70.1
satura.ttc.com 86400 IN Mx mat}s.ttc.com 

Table 1 includes three resource records for an entity with
a domain nameof saturn.ttc.com. The first resource record
indicates a time to live of 86,400 seconds (one day). The
type of record is HINFO aod the value indicates that the
entity is a Sun workstation running the UNIX operating
system. The secondline is a resource record of type A, which
indicates that the IP address for saturn.ttc.com is
198.68.70.1. The third line indicates that e-mail for saturn-
.ltc.com should be sent to mars.tic.com. It is likely tbat there
will be a DNS record, which indicates the ]P address for
mars.ttc.com.
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The DNS name space is divided into non-overlapping
zones. Each zone is some part of the Internet space and
contains name servers holding the authoritative information
about that zone. Normally, a zone will bave one primary
name server and one or more secondary name servers which
get.their information from the primary name server. When a
resolver process has a query about a domain name, it passes
the query to oneof the local name servers. If lhe host being
sought falis under the jurisdiction of that name server, then
that domain name server returns the authoritative resource
record. An authoritative record is one that comes from the
authority that manages the record. 1f, however, the host is
remote and no information about the requested host is
available locally, the name server sends a query message to
ibe top leve] name server for the host requested. The top
level name serverwil] then provide the resource records to
the local name server which may cache the information and
forwarded it to the original resolver process. Since the
cached information in the loca] name server is not the
authoritative record, the time to five field is used to deter-
mine bow long to use that information.

In one embodiment, DNR 430 serves as the authority
DNS server for the hosts on LAN 120. Thus, DNR 130
would store resource records for host 132..One of the
resource records. for host 132 would be a type A record
correlating the global address of DNR 130 with the domain
name for bost 132. ‘

Looking back at FIG. 7, after the domain name has been
resolved the application process is in possession of the IP
address for its desired destination. In step 304, the applica-
lion process requests the transport layer (e.g. TCP) to
establish a connection. A socket must have been set up in
both the source and destination. The application process
submits the source’s socket, the destination’s socket, the
source’s domain nameand the destination’s domain name to
the transport layer. In step 306, the application requests that
the transport layer send data. In step 308, the application
pracess may request tbat the transport layer receive data
(optional). In step 310, the connection between the source
and destination is closed.

FIG. 8 explains bow the transport layer of host 150 sends
the data in conjunction with the request by the application
layer in the steps of FIG. 7. In step 330, the transport layer
(e.g. TCP) receives the connection request from the appli-
cation layer. In step 352, the transport layer establishes a
connection between the source socket and destination
socket. In one embodiment, the connection request includes
the domain names of the destination and the source.

Alternatively, the domain names can be passed during step
354. In step 354, the transport layer receives from the
applicationlayerthe data to be sentto the destination socket.
Step 354 can include actually receiving data or a pointer to
data. The data received can be broken up into one or more
segments and each of the segments will be sent separately.
In step 356, one or more segments are created. Creating the
segments includes the step of creating a header (step 358),
adding the source’s domain name and the destination’s
domain name to the headeror data portion (step 360), and
appending the header to the data (step 362). If the domain
names are to be added to the IP packet and not to the TCP
segment, then step 360 is skipped. After the segmentis
created, the transport layer sends the segments in step 370.
Sending a segment includes passing the segment to the
networklayer.

FIG. 9 describes the steps taken by the network layer on
host 150 to send data in response to the steps of FIG. 8. In
step 400, the network layer receives a segment and a request
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to send a packet on the Internet (or other network). As
discussed above, the request to send a packet passes the
source and destination domain names. Alternatively, the
domain names can be embedded in the data. In step 402, a
packet is created. The step of creating the packet includes
creating the header (step 404), adding the domain names of
the source and destination to the header or data portion (step
406) and appending the headerto the data (step 408). If the
domain nameis to be added as part of the TCP segment and
notpart of the IP packet, step 406 can be skipped. After the
packet is created in step 402, the network layer routes the
packet in step 410. The packet is routed from host 150,
through router 156, through Internet 140 and to DNR 138.
The IP packets routed include the destination IP address of
DNR 138 and the source !P address of host 150, both of
which are global addresses. The IP packet also includes the
domain name of hosts 132 and 150. In one embodiment, the
IP packet would not include the source’s domain name. Note
that the steps of FIG. 9 can be repeated for each segment.

In one embodiment, host 150 has a local address and
router 156 is a DNR. When an IP packet sent from host 150
is received at router 156, the local address of host 150 is
replaced by the global address of router 156.

FIG. 10 describes the steps performed. by DNR 138 when
it receives the 1P packet from host 150. In step 502, DNR
138 receives the IP packet. In step 504, DNR: 138 identifies
the destination’s domain name from the packet. Identifying
the domain name could include looking for the domains name
in the header, dala portion or other location in an IP packet,
TCP segment, application data, etc. Identifying the domain
name may include reading an ASCIIstring. Alternatively, if
the domain names are compressed, encrypted, encoded,etc.,
then DNR 148 would need to decode, decompress,
unencrypt, etc. In step 506, DNR 138 translates the desti-
nation domain nameto a local address and in step 508 the
packetis routed to the destination with the local address.

FIG.11 describes one exemplar embodiment for perform-
ing the step of translating the destination domain nameto a
local address (step 506 of FIG. 10). Other suitable methods
of translating a domain name can also be used. Translating
a domain namecan includeless than all ofthe steps of FIG.
11. In step 512, DNR 138 looks up the domain name in a
DNRtable stored in its memory or other storage device. The
DNR table includes domain names and corresponding local
addresses. In one embodiment, the DNR table could also
include Ethernet addresses. It is also possible that the local
network includes noultiple DNRs, forming a tree. Thus, the
entry in the DNR table for a particular domain came could
be just an address for another DNR. The packet would then
be sent to another DNR,and the second DNR that would
then use the domain nameto find the final (or next) local
address to the destination or another DNR, etc. The DNR
table can be set up manually by the administrator for the
network or may be set up automatically through embedded
software, firmware oc hardware.

In step 514, the DNR determines whethera record for the
domain name was found. If no record was found, then ap
error messageis sent back to host 150 in step 516. If arecord
is found, the global address for DNR 138in the IP packetis
replaced with the local address in the table. In step 520, the
checksum for the IP header is adjusted if necessary. Since
the destination IP address has changed in the header, the
checksum may need to be adjusted accordingly. If the
application incorporates information used by the IP packet
into its data payload, such application packets may need to
be adjusted as a result of the change in destination IPaddress.
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When a packetis received by a host, the Network Layer
passes the source and destination domain names to the
Transport Layer (at least once for each connection). The
Transport Layer may pass the source and destination domain
names to the Application Layer. Any ofthe layers can use the
source’s domain name to send a reply.

Although FIG. 5 shows DNR 138 connected to and
located between the LAN and the Internet, DNR 138 could
also be located inside the LAN. The present invention can be
used with network paradigms other than the TCP/IP refer-
ence model] and/or the Internet.

The foregoing detailed descriplion of the invention has
been presented for purposes ofillustration and description.
It is not intended to be exhaustive or to limit the invention
to the precise form disclosed, and obviously many modifi-
cations and variations are possible in light of the above
teaching. The described embodiments were chosen in order
to best explain the principles of the invention and its
practical application to thereby enable others skilled in the
art to best utilize the invention in various embodiments and
with various modifications as are suited to the particular use
contemplated.It is intended that the scope of the invention
be defined by the claims appended hereto.1 claim:

1. Amethod for communicating dala, comprising the stepsof:

receiving a data unit, said data unit includes a destination
address and a first set of information representinga first
domain name, said destination address corresponds to
eachentity in a set of two or moreentities, said domain
name corresponds to4first entity in said set of entities;

translating said first domain nameto a first address, said
first address correspondsto said first entity and does not
correspond to any otherentity in said set of entities; and

sending said data unit to said first entity using said firstaddress.

2. A method according to claim 1, wherein:
said first set of information includes said first domain

name.

3. A method according to claim 1, wherein:
said first set of information includes said first domain

name and a second domain name, said second domain
nameis associated with a source of said data unit.

4. A method according to claim 1, wherein:
said first set of information includes a compressed form ofsaid first domain name.

5. A method according to claim 1, wherein:
said first set of information includes an encoded form of

said first domain name.

6. A method according to claim 1, wherein:
said first set of information includes an encrypted form ofsaid first domain name.

7. A method according to claim 1, wherein:
said data unit includes a TCP segment.
8. A method according to claim 1, wherein:
said data unit includes an IP packet,
9. A method according to claim 8, wherein:
said IP packet includes a header; and
said first set of information is stored in said header.
10. A method according to claim 9, wherein:
said header includes an options field; and
said first set of informationis stored in said optionsfield.
11. A method according to claim 8, wherein:
said IP packet includes a header; and
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said headerincludes a flag indicating use of domain name
routing.

12. A method according to claim 8, wherein:

said IP packet includes a header portion and data portion;and

said first set of information is stored in said ‘data portion.
13. A method according to claim 1, wherein:
said step of translating includes finding a recordin a table

associated with said first domain name, said record in
said table includes said first address; and

said steps of receiving, translating and sending are per-~
formed by a router.

14. A method according to claim 1, wherein:
said step of sending includes sending said data unit to arouter.

15. A method according to claim 1, wherein:
said step of sending includes routing said data unit to said

first entity.
16. A method according to claim 1, wherein:
said destination address is a global address; and
said first address is a Iocal address.

17. A method according to claim 16, further comprising
the step of:

replacing said global address in said data unit with said
loca} address, said step of replacing being performed
after said step of translating.

18. A method according to claim 17, wherein:
said data unit includes a checksum; and

said method for routing data further comprises the step of
adjusting said checksum in said data unit, said step of
adjusting said checksum being performed after said
step of replacing said global address.

19. A method according to claim 1, further including the
step of:

acting as an autbority domain name server for a
destination, said destination being associated with said
first address.

20. A method according to claim 1, wherein:
said step of receiving is performed by a second entity said

secoud entity, corresponds to said destination address.
21. A processor readable storage medium having proces-

sor readable code embodied on said processor readable
storage medium, said processor readable code for program-
ming a processor to perform a method comprising the steps
of:

receiving a data unil, said data unit includes a destination
address anda first set of information representinga first
domain name, said destination address corresponds to
each entity in a set of two or moreentities, said domain
name corresponds toa first entily in said set of entities;

translating said first domain name toafirst address, said
first address correspondsto said first entity and does not
correspond to any otherentily in said set of entities; and

routing said dala unit toward said first entity using said
first address.

22. A processor readable storage medium according to
claim 21, wherein:

said data unil is a TCP segment;
said TCP segment includes a header; and
said first set of information is stored in said header.

23. A processor readable storage medium according to
claim 21, wherein:

said data unit is an IP packet;
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said IP packet includes a data portion and a header
portion; and

said first set of informationis stored in said data portion.
24. A processor readable storage medium according to

claim 21, wherein:

said data unil is an IP packet;
said IP packet includes a header;
said header includes an options field; and
said first set of information is stored in said options field.
25. A processor readable storage medium according to

claim 21, wherein:

said first set of information includes information repre-
senting a second domain name, said second domain
name associated with a source of said dala unil.

26. A processor readable storage medium according to
claim 21, wherein:

said step of translating includes finding a record in a table
associated with said first domain name, said record in
said table includes said first address.

27. A processor readable storage medium according to
claim 21, wherein:

said destination address isa global address; and
said first address is a local address.

28. A processor readable storage medium according to
claim 27, said method further comprises the step of:

replacing said global address in said data unit with said
local address, said step of replacing being performed
after said step of translating.

29. A processor readable storage mediums according to
claim 28, wherein: .

said data unit includes a checksum; and
said method further comprises the step of adjusting said

checksum in said data unit, said step of adjusting said
checksum being performed after said step of replacing
said global address.

30. A method for communicating data, comprising the
steps of:

receiving a first set of data;
receiving a domain name associated with a destination;and

cfeating a data unit for use with a protocol below an
application layer, said step of creating a data unit
includesthe steps of creating a header, appending said
headerto said first set of data and addinga first set of
information representing said domain nameto said data
unit, said header includes a destination address, said
domain name being different than said destination
address, said destination address corresponds to an
intermediate entity associated with a set of two or more
destination entities, said domain name corresponds to a
first entity in said set of destination entities.

31. A method according to claim 30, wherein:
said data unit is an IP packet.
32. A method according to claim 30, wherein:
said header is an IP header;
said 1P header includes an option field; and
said first set of informationis stored in said optionsfield.
33. A method according to claim 30, further comprising

the step of:

sending said data unit to another entity.
34. A method according to claim 30, wherein:
said step of adding a first set of information adds said first

set of information as a trailer to said first set of data.
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35. A method according to claim 30, wherein:
said step of addinga first set of information is performed

prior to said step of appending said header to said firstset of data.

36. A method accordingto claim 30, further socluding the
steps of:

sending said data unit to said intermediate entity using
said destination address for delivery to said first entity,
said destination address is a global address;

receiving said data unit at said intermediate entity;
translating said domain name to a local address, said local

address corresponds to said first entity and does not
correspond to any other entity in said set of entities; and

sending said data unit to said first entity using said local
address.

37. A processor readable storage medium having proces-
sor teadable code embodied on said: processor readable
storage medium, said processor readable code for program-
ming a processor to perform a method comprising the steps
of:

receiving a first set of data;
receiving a domain name associated with a destination;and .

creating a data unit for use with a protocol below an
application layer, said step of creating a data unit
includes the steps of creating a header, appending said
headerto said first set of data and addinga first set of
information representing said domain nameto said data
unit, said beader includes a destination address, said
domain name being different than said destination
address, said destination address corresponds to an
jntermediate entity associated with a set of two or more
destination entities, said domain name corresponds to a
first entity in said set of destination entities.

38. A processor readable storage medium according to
claim 37, wherein:

said data unit is an IP packet.
39. A processor readable storage medium according to

claim 37, wherein:
said beader is an IP header;
said IP header includes an options field; and
said first set of information is stored in said options field.
40. A processor readable storage medium according to

claim 37, wherein:
said data upit is an IP packet; and
said step of addinga first set of information addssaid first

set of information as a trailer to said first set of data.

41. A processor readable storage medium according to
claim 37, further including the step of:

sending said data unit to a router using said destination
address for delivery to a destination host, said destina-
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tion address is a global address, said domain name
corresponds to said destination host, said destination
host addressed by a local address.

42. An apparatus for communicating data, comprising:
a processor;
a first network interface in communication with said

processor;
a second network interface in communication with said

processor, and

a processor readable storage element in communication
with said processor, said processor readable siorage
element storing, processor readable code for programl~
ming said processor, said processor readable code
coniprising:
first code for receiving a dala unit at said firs network

interface, said data unil includes a global addresS and
a first set of information representing a first domain
name, said global address corresponds to said
apparatus, said domain name corresponds to a first
entity in a set of entities not including said apparatus,

second code for translating said first domain name to4
local address, said local address corresponds tO said
first entity and does not correspond to any other ently
in said set of entities, and .
third code for sending said data unit to said first entity

using said second network interface and said localaddress.

43. An apparatus according to claim 42, wherein:
said second network interface is an Ethernet interface.
44. An apparatus according to claim 42, wherein:
said processor readable storage element stores a table,

said table includes a set of records, each record of said
set of records includes a domain name and a local
address.

45. An apparatus according to claim 42, wherein:
said processor readable storage element stores a table,

said table includes a set of records, each record of said
set of records inchides a domain name and a global
address,

46. An apparatus according to claim 42, wherein:
said data unit is an IP packet;
said IP packet includes a header portion and a data

portion; and
said first set of information is stored in said data portion.
47. An apparatus according to claim 42, wherein:
said second code replaces said global address in said data

unit with said loca] address.
48. An apparatus according to claim 47, wherein:
Said data unit includes a checksum; and
said second code adjusts said checksum in said data unit.

* * * * *
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[57} ABSTRACT

The present invention, generally speaking, provides a fire-
wall that achieves maximum network security and maxi-
mum user convenience. The firewall employs “envoys” that
exhibit the security robustness of prior-art proxies and the
transparency and ease-of-use of prior-art packet filters, com-
bining the best of both worlds. Notraffic can pass through
the Grewall unless the firewall bas established an envoy for
that trafic. Both connection-oriented (e.g., TCP) and con-
nectionless (e.g., UDP-based} services may be handled
using envoys, Establishment of an envoy may be subjected
to a myriad of tests to “qualify” the user, the requested
communication, or both. Therefore, a high level of security
may be achieved. The usual added burdenofprior-art proxy
systems is avoided in such a way as to achieve full
transparency——the user can use standard applications and
need not even know of the existence of the firewall. To
achieve full transparency, the firewall is configured.as two or
more sets of virtual hosts. The firewall is, therefore, “multi-
homed,” each home being independently configurable. One
set of hosts responds to addresses onafirst network interface
of the firewall]. Another set of hosts responds to addresses on
a second network interface of the firewall. In one aspect,
programmable transparency is achieved by establishing
DNS mappings between remote hosts to be accessed through
one ofthe network interfaces and respective virtual hosts on
that interface. In another aspect, automatic transparency may
be achieved using code for dynamically mapping remote
hosts to virtual bosts in accordance with a technique referred
to herein as dynamic DNS, or DDNS.

6 Claims, 9 Drawing Sheets
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PORT = 80

RULE1 = {
TIME = “1 AM-12PM”

}
WWwW.SRMC.COM =

CGI = “PROCESSCGI”
ROOT = “/HOME/SRMC/HTML”

}
WWW.HONOLULU.NET =

CGI =n

ROOT = “/HOME/HONOLULU/HTML”
)
WWW.SANJOSE.NET =

.CGI = “PROCESSCGI”
ALLOW =

*.SRMC.COM
205.138.192.*
205.138.192.0/23

}
DENY ={

MISTERPAIN.COM

) }
WWPROXY.SRMC.COM = {

MODE = RT_SERVERPROXY
}
NS.SRMC.COM ={

ALLOW =
192.168.0.*

192.168.1.% =RULEI
192.168.2.% = {

TIME = “1AM-12PM”

192.168.3.* = 192.168.2.*

, }
MJU.SRMC.COM ={

ALLOW ={
192.168.0.0/23 = RULEI

}
DENY ={

92.168.0.%* ={

, TIME =“12PM-LAM”
}

}
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FIREWALL PROVIDING ENHANCED
NETWORK SECURITY AND USER

TRANSPARENCY

This is a continuation of patent application Ser. No. 5
08/733,361, filed Oct. 17, 1996, now U.S. Pat. No. 5,898,

. 830, issued on Apr. 27, 1999, entitled, “Firewall Providing
Enhanced Network Security And User Transparency”,
invented by Wesinger, Jr. et al.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to computer network secu-
rity and moreparticularly to firewalls, i.e., a combination of
computer hardware and software that selectively allows 15
“acceptable” computer transmissions to pass through it and
disallows other non-acceptable computer transmissions.

2. State of the Art

In the space of just a few years, the Internet-because it
provides access to information, and the ability to publish
information, in revolutionary ways-has emerged from rela-
tive obscurity to intermmational prominence. Whereas in gen-
eral an internet is a network of networks, the Intemet is a
global collection of interconnected local, mid-level, and
wide-area networks that use the Internet Protocol (IP) as the
network layer protocol. Whereas the Internet embraces
many local- and wide-area networks, a given local- or
wide-area network may or may not form part of the Intemet.
For purposes of the present specification, a “wide-area 55
network” (WAN) is a network that links at least two LANs
over a wide geographical area via one or more dedicated
connections. The public switched telephone network is an
example of a wide-area network. A “local-area network”
(LAN) is a network that takes advantageof the proximity of ,,
computers to typically offer relatively efficient, higher speed
communications than wide-area networks.

{n addition, a network may use the same underlying
technologies as the Internet. Such a network is referred to
herein as an “Intranet,” an internal network based on Internet 4
standards. Because the Internet has become the most per-
vasive and successful open networking standard, basing
internal networks on the same standard is very attractive
economically. Corporate Intranets have become a strong
driving force in the marketplace of network products and 45Services.

The present invention is directed primarily toward the
connection of an Intranet to the Internet and the connection
of intranets to other intranets, and any network connection
where security is an issue. 50

As the Iptemet and its underlying technologies have
becomeincreasingly familiar, attention has become focused
on Internet security and computer network security in gen-
eral, With unprecedented access to information has also
come unprecedented opportunities to gain unauthorized 55
access to data, change data, destroy data, make unauthorized
use of computer resources, interfere with the intended use of
computer resources, etc. As experience has shown, the
frontier of cyberspace has its share of scofflaws, resulting in
increased efforts to protect the data, resources, and reputa- 60
tions of those enabracing intranets and the Intemet. Firewalls
are intended to shield data and resources from the potential
ravages of computer networkinteuders.In essence, a firewall
functions as a mechanism which monitors and controls the
flow of data between two networks. All communications, 65
e.g., data packets, which flow between the networks in either
direction must pass through the firewall; otherwise, security

10
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is circumvented. The firewall selectively permits the com-
munications to pass from one network to the other, to
provide bidirectional security.

Ideally, a firewall would be able to prevent any andall
securily breaches and attacks. Although absolute security is
indeed a goalto be soughtafter, due to manyvariables(e.g.,
physical intrusion into the physical plant) it may be difficult
to achieve. However, in many instances, it is of equal if not
preater importance to be alerted to an attack so that measures
may be taken to thwart the attack or render it harmless, and
to avoid future attacks of the same kind. Henceafirewall, in
addition to security, should provide timely information that
enables attacks to be detected.

Firewalls have typically relied on some combination of
two techniques affording network protection: packet filter-
ing and proxy services.

Packetfiltering is the action a firewall takes to selectively
control the flow of data to and from a network. Packetfilters
allow or block packets, usually while routing them from one
network to another (often from the Internet to an internal
network, and vice versa). To accomplishpacketfiltering, a
network administrator establishes a set of mules that specify
what types of packets (e.g., those to or from a particular IP
address or port) are to be allowed to pass and what types are
to be blocked. Packetfiltering may occur in a router, in a
bridge, or on an individual host computer.

Packetfilters are typically configured in a “default permit
stance”; i.c., that which is not expressly prohibited is per-
mitted. In order for a packet filter to prohibit potentially
harmfultraffic, it must know what the constituent packets of
that traffic look like. However, it is virtually impossible to
catalogueall the various types of potentially harmful packets
and to distinguish them from benign packet traffic. The
filtering function required to do so is too complex. Hence,
while most packetfilters may be effective in dealing with the

* most common types of network security threats, this meth-
odology presents many chinks that an experienced hacker
may exploit. The level of security afforded by packet
filtering, therefore, leaves much to be desired.

Recently, a further network security technique termed
“stateful inspection” bas emerged. Stateful inspection per-
forms packetfiltering aot on the basis of a single packet, but
on the basis of some historical window of packets on the
same port. Although stateful inspection may enhance the
level of security achievable using packetfiltering,it is as yet
relatively unproven. Furthermore, although an historical
window ofpackets may enable the filter to more accurately
identify harmfulpackets,thefilter must still know whatit is
looking for. Building a filter witb sufficient intelligence to
deal with the almostinfinite variety of possible packets and

packet sequencesis liable to prove an exceedingly difficulttas!

The other principal methodology used in present-day
firewalls is proxies. In order to describe prior-art proxy-
based firewalls, some further definitions are required. A
“node” is an entity that participates in network comrouni-
cations. A subnetwork is a portion of a network, or a
physically independent network, that may share network
addresses with other portions of the network. An interme-
diate system is a node that is connected to more than one
subnetwork and that has the role of forwarding data from
one subnetwork to the other Gie,a “router”).

A proxyis a program, running on anintermediate system,
that deals with servers (e.g., Web servers, FTP servers, ete,)
on behalf of clients. Clients, e.g. computer applications
which are attempting to communicate with a network that is.
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protected by a firewall, send requests for connections to
proxy-based intermediate systems. Proxy-based intermedi-
ate systems relay approvedclient requests to target servers
and relay answers back to clients.

Proxies require either custom software (i.e., proxy-aware
applications) or custom user procedures in order to establish
a connection. Using custom software for proxying presents
several problems. Appropriate custom chent software is
often available only for certain platforms, and the software
available for a particular platform may not be the software
that users prefer. Furthermore, using custom client software,
users must perform extra manual configuration to direct the
software to contact the proxy on the intermediate system.
With the custom procedure approach,the usertells the client
to connectto the proxy and then tells the proxy which host
to connect to. Typically, the user will first enter the name of
a firewall that. the user wishes to connect through. The
firewall will then promptthe user for the nameof the remote
host the user wishes to connect to. Although this procedure
is relatively simple in the case of a connection thattraverses
only a single firewall, as network systems grow in
complexity, a connection may traverse several firewalls.
Establishing a proxied connection in such a situation starts
to becomea confusing maze, and a significant burdento the
user, since the user must know the route the connectionis to
take.

Furthermore,since proxies must typically prompt the user
or the client software for a destination using a specific
protocol, they are protocol-specific. Separate proxies are
therefore required for each protocol that is to be used.

Another problematic aspect of conventional firewall
arrangements, from a securily perspective, is the common
practice of combininga firewall with other packages on the
same computing system. The firewall package itself may be
a combination of applications. For example, one well-known
firewall is a combination Web server and firewall. In other
cases, vorelated services may be hosted on the same com-
puting platform used for the firewall. Such services may
include e-mail, Web servers, databases, etc. The provision of
applications in addition to the firewall on a computing
system provides a path through which a hacker can poten-
tially get around the security provided by the firewall.
Combining other applications on the same machine as a
firewall also has the result of allowing a greater number of
users access to the machine. The likelihood then increases
that a user will, deliberately or inadvertently, cause a secu~
rity breach.

There remains a need for a firewall that achieves both
maximum security and maximum user convenience, such
that the steps required to establish a connection are trans-
parentto the user. The present invention addresses this need.

SUMMARY OF THE INVENTION

The present invention, generally speaking, provides a
firewall that achieves maximum network security and maxi-
muuser Convenience. The firewall employs “envoys”that
exhibit the security robustness of prior-art proxies and the
transparency and ease-of-use of prior-art packetfilters, com-
bining the best of both worlds. No traffic can pass through
the firewall unless the firewall has established an envoy for
that trafic. Both connection-orented (e.g., TCP) and con-
nectionless (e.g., UDP-based) services may be handled

. using envoys, Establishment of an envoy may be subjected
to a myriad of tests to “qualify” the user, the requested
communication, or both. Therefore, a high Jevel of security
maybe achieved.

10

4

Security may be further enhanced using out-of-band
authentication. In this approach, a communication channel,
or medium, other than the one over which the network
communicationis to take place, is used to transmit or convey
an access key. The key may be transmitted from a remote
location (e.g, using a pager or other transmission device) or
may be conveyed locally using a hardware token, for
example. To gain access, a hacker mus{ have access to a
device (e.g., a pager, a token etc.) used to receive the
out-of-band information. Pager beep-backor similar authen-
tication techniques may be especially advantageous in that,
if a hacker attempts unauthorized access to a machine while
the authorized user is in possession of the device, the user
will be alerted by the device unexpectedly receiving the

. access key. The keyis unique to cach transmission, such that
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even if a hackeris able to obtain it, it cannot be used at other
times or places or with respect to any other comection.

Using envoys, the added burden associated with prior-art
proxy systems is avoided so as to achieve full
transparency—-the user can use standard applications and
need not even know ofthe existence of the firewall. To
achieve full transparency, the firewall is configured as two
sets of virtual hosts. The firewall is, therefore, “multi-
homed,” each home being independently configurable. One
set of hosts responds to addresses on a first network interface
of the firewall. Anotherset of hosts responds to addresses on
a second network interface of the firewall. In accordance
with one aspect of the invention, programmable transpar-
ency is achieved by establishing DNS mappings between
remote hosts to be accessed through one of the network
interfaces and respective virtual hosts on that interface. In
accordance with another aspect of the invention, automatic
transparency may be achieved using code for dynamically
mapping remote hosts to virtual hosts in accordance with a
technique referred to herein as dynamic DNS, or DDNS.

Thefirewall may have more than two network interfaces,
each withits own set of virtual hosts. Multiple firewalls may
be used to isolate multiple network layers. The full trans-
Parency attribute “of a single firewall system remains
unchanged in a multi-layered system: a user may, if
authorized, access a remote host multiple nerwork layers
removed, without knowing of the existence of any of the
multiple firewalls in the system.

Furthermore, the firewalls may be configured to also
transparently perform any of various kinds of channel
processing, including various types of encryption and
decryption, compression and decompression, etc. In this
way, virtual private networks may be established whereby
two remote machines communicate securely, regardless of
the degree of proximity or separation, in the same manner as
if the machines were on the same local area network.

The problem of Internet address scarcity may also be
addressed using multi-layer network systems of the type
described. Whereas addresses on both sides of a single
firewall must be unique in order to avoid routing errors,
network segments separated by multiple firewalls may reusethe same addresses.

BRIEF DESCRIPTION OF THE DRAWING

Thepresentinvention may be further understood from the
following description in conjunction with the appended
drawing. In the drawing:

FIG.1 is a block diagram of a multi-layered computer
enterprise network in which the present invention may beused;

FIG. 2 is a block diagram of a network similar to the
network of FIG. 1 but in which a two-sided firewall has been
replaced by a three-sided firewall:
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FIG. 3 is a block diagram showing in grealer detail a
special-purpose virtual host used for configuration of a

firewall; /
FIG. 4 is a block diagram of a load-sharing firewall;
FIG. 5 is a block diagram of one embodiment of the

firewall of the present invention;

FIG. 6 is a block diagram illustrating the manner in which
the present firewall handles connection requests;

FIG.7 is an example of a portion of the master configu-
ration file of FIG. 5;

FIG. 8 is a block diagram illustrating in greater detail the
structure of the present firewall; and

FIG. 9 is a block diagram of a combiuation firewall that
allows the bulk of the entire Internet address space to beused on both sides of the firewall.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

The following terms are used in the present specification
in accordance with the following definitions:

 

Coneept/Feature Definition 

Multi-homing Multipic vistual hosts running on a
single, physical machine, using muttipie
network addresses on a single network
interface. A virtual host assumes the
identity of one of muttiple,
independently-configurable “homes” to
handle a particular connection at a
particular time.
Theability to establish 3 connection
through a firewall without requiringthai the user be aware of the firewall.
Au intervening program that functions
a8 a transparent applications galeway.
The use of programmable transparencyto achieve end-to-end connection
across an arbilrary number of networks
that are connecied by multiple muiti-
homing firewalls.
Code that provides a Web-like
interface, accessible remotely through
a secure port, for configuring afirewall.
A firewall having N network interfaces
and configured to provide multiplevirtual hosts for each interface.
In deciding whether to allow or
disaliow a connection by a user, theuse of information communicated to
the user through means other than thedesired connection.
Processing performed on data flowing
through a commounicatious chanel to
enhance some altribute of the data,
suck as security, reproduction quality,
content, etc.
An intemet in which envoys
(intervening programs) are used to
perform encrypted communicationsfrom one secure network to anotber
through a nou-secure network.

Programmable transparency

Envoy

Multi-layering

Configurator

N-dimensional firewall

Outl-of-band authentication

Channel processing

‘Virtual private network

DDNS The dynamic assignment of networkaddresses to virtual hosts on a time-
limited basis.

Load sharing The use of DDNS to assign a network
address for a particular consection to a
vistual hast on one of multiplemachines based on the load of the
machines.

10
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-continuedneeeanstnntanenumintttmtminenetateenfntmnmnntntimiete

Concept/Feature Definition——eneeronasenetentnrtiereeeeisemnenerenttntintiataatimneetettitnsneseemmnsetisnnetnitemetemmeiei
Address reuse The use of the same network address

within different networks separated byfirewalls.
Programmable The use of envoys for connectionless
transparency- (e.g, UDP) communications in which a
connectiontess time-out value is used to achieve the
protocols equivalent of a connection.isaaeeeneaaetanataiaanetieeaenememmmemenmeennmneeneenrn™enemarenereeemneanesaeTRE

The present firewall provides a choke point used to
contro! the flow of data between two networks. One of the
two networks may be the Internet, or both of the two

_ Retworks may be intranets—ihe nature and identity of the
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two networks is immaterial. The important pointis that ail
traffic between the two networks must pass through a single,
Darrow point of controlled access. A firewall therefore brings
a great deal of leverage to bear oo the problem of network
security, allowing security measures to be concentrated on
this controlled access point. To avoid possible security
compromises, the firewall should ideally run on a dedicated
computer, i.e. one which does not have any other user-
accessible programs running onit that could provide a path
via which communications could circumvent the firewall.

One environment in which firewalls are particularly desir-
able is in enterprise network systems, in which a number of
individual networks that may be respectively associated wiih
different departments or divisions of a company, for
example, are connected with one another. In such an
envirooment, firewalls can be employed to restrict access to
the individual networks. While not limited to this particular
situation, the present invention will be described hereinafter
in such a context, to facilitate an understanding of its
underlying principles.

Referring now to FIG. 1, assume that the accounting
departments of two remote corporate sites are networked,
and that these two different accounting networks are to be
connected via the Intermetor a similar non-secure, wide-area
network. For purposes ofillustration, a first site 101 having
a first accounting network 163 might be located in
California, and a second site 151 having a second accounting
network 153 might be located in Japan. Within each site,
each accounting network may be part of a larger corporate
network (109, 159). Precautions are required to safeguard
Sensitive accounting data such that it cannot be accessed
over the general corporate network. A first firewall (105,
155) is used for this purpose. The first firewall is interposed
between the accounting network and the general corporatenetwork,

A convenient way to place the two accounting networks
in communication with each other is through the Intemet
120, which comprises another layer of a multi-layer net-
work. As compared to other forms of connection,the loter-
net may be more economical, more easily accessible, and
more robust. Connecting to the Internet, however, requires
that access between the Internet and the respective sites be
strictly controlled. A second firewall (107, 157) is used at
eachsite for this purpose.

In the following description, the presentfirewall is illus-
trated most often as a rectangle having along each of two
edges thereof a network connection and a row of boxes
representing multiple “homes,” corresponding to respective
virtual hosts. A virmal host along one edge may be used to
initiate a connection only in response to a request from the
network connection that enters the firewall at that edge. The
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connection, once established,is fully bi-directional, with the
same virtual host passing data between the originating
network connection and the network connection at the
opposite edge of the firewall.

More generally, the firewall may be N-sided, having N
network connections and being illustrated as an N-sided
polygon. Any virtual host may establish a connection
between any pair of network connections so long as the
connection originated from the network connection adjoin-
ing that virtual host. Again, the connection, once established,
is fully bi-directional.

The firewalls 105, 107, 155 and 157 are each of a
construction to be more particularly described hereinafter.
Each firewall is multi-homing. This meansthat each firewall
is configured as multiple virtual hosts running on a physical
computer. In the example of FIG.1, a firewall is depicted as
a single computer having multiple virtual hosts on each ofits
twointerfaces. In practice, the multiple virtual hosts can be
configured in this manneror, alternatively, implemented is
any numberof computers, as explained in detail hereinafter.
Each virtual host corresponds to a “home”, i.e. a site via
which a connection is made between the two networks on
either side ofthe firewall. At different times, the same virtual
host might correspond to different homes associated with
different connections. Af any given time, however, a virtual
host represents one home.In the following description of the
particular example illustrated in FIG. 1, therefore, homes
and virtual hosts are described as being synonymous with
one another. Each virtual host is fully independently con-
figurable and unique from each of the other virtual hosts.
Considering the firewall 105 as being exemplary of each of
the firewalls 105, 107, 155 and 157, one set of hosts 105a@
responds to addresses on a first network interface of the
firewall. Another set of hosts 1055 responds to addresses on
a second network interface of the firewall.

Normally, in accordance with the prior art, connecting
from one computer to another remote computer along a
route traversing one or more firewalls would require the user
to configure a prior-art proxy for each firewall to be tra-
versed. In accordance with one aspect of the invention,
however, programmable transparency is achieved by estab-
lishing DNS mappings between remote hosts to be accessed
through one of the network interfaces and respective virtual
hosts on that interface.

DNSis a distributed database system that translates host
hams to IP addresses and IP addresses to host names(e.g,
it might translate host name homer.odyssey.com to
129.186.424.43). The information required to perform such
translations is stored in DNS tables. Any program that uses
host names cap be a DNS client. DNS is designed to
translate and forward queries and responses betweenclientsand servers.

When a client needs a particular piece of information
(e.g., the IP address of homer.cdyssey.com), it asks its local
DNSserverfor that information. The local DNSserverfirst
examines its own local memory, such as a cache,to see if it
already knows the answerto the client’s query. If not, the
local DNS server asks other DNS servers, in turn, to
discover the answer to the client’s query. When the local
DNSservergets the answer(or decides that for some reason
it cannot), it stores any information it received and answers
the client. For example, to find the IP address for
homer.odyssey.com, the loca]-DNSserverfirst asks a public
root name server which machines are pame servers for the
corn domain.It then asks one of those “com” name servers
which machines are name servers for the odyssey.com
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8
domain, and then it asks one of those nameservers for the
IP address of homer.odyssey.com. ‘

This asking and answeringis alltransparentto the client.
As far as the client is concemed, it bas communicated only
with the local server. It does pot know or care that the local
server may have contacted several other servers in the
process of answering the original question.

Referring still to FIG. 1, the firewall 105 is associated
witb a respective domain nameserver 115. Eachof the other
firewalls 107, 155, 157 is also associated with a respective
domain name server 117, 165, 167. The domain name server
may be a dedicated virtual host on the same physical
machine as the firewall. Alternatively, the domain name
server may be a separate machine. A domain nameserveris
provided for each layer in the multi-layer network.

In operation, assume nowthata client C on the accounting
network 103 is to connect to a host D on the accounting
network 153 on a repeated basis. The DNStables of each of
the firewalls may then be programmedso as to enable such
a connectionto be established transparently, without the user
so much as being aware ofany of the firewalls 105, 107, 155,
157—-hence the term programmable transparency. Both for-
ward and reverse table entries are made in the domain name

servers. Within a domain name server 115, for example, D
(the name of the remote host, ¢.g., mach1.XYZcorp.com)
might be mapped to a virtual host having a network address
that conchides with the digits 1.1, and vice versa. Within the
domain name server 117, D might be mapped to 5.4, within
the domain name server 167, D might be mapped to 3.22,
and within the domain nameserver 165, D might be mapped
to 4.5, where each of the foregoing addresses has been
randomly chosen simply for purposes ofillustration. Finally,
within a conventional DNSserver (not shown), D is mapped
to the “real” network address (e.g, the IP address) of D, say,55.2.

Whenclient C tries to initiate a connection to host D using
the name of D, DNS operates in the usual manner to
propagate a name request to successive levels of the network
until D is found. The DNS server for D returns the network
address of D to a virtual host on the firewall 155. The virtual
host retums its network address to the virtual host on the
firewall 157 from which it received the lookup request, and
so on, until a virtual host on the firewall 105 returns its

network address (instead of the network address of D) to the
client C. This activity is all transparentto the user.

Note that at each network level, the virtual bost handling
a connection is indistinguishable to the preceding virtual (or
real) host from D itself. Thus, to the clientC, the virtual host
1.1 is D, to the virtual-host 1.1, thevirtual host 5.4 is D, etc.
There is no limit to the number of network layers that may
be traversedin this fashion, or any difference in operation as
the number of network Jayers increases. This coulti-layenog
capability allows two remote machines to communicate with
the same ease as if the machines were on the same local area
network,regardless of the degree of proximity or separation.

Programmable transparency is based upon what may be
termed “envoys.” Important differences exist between
envoys as described herein and conventional proxies.
Nonmally, a prior-art proxy would have to prompt the user
to enter a destination. To enable such prompting to occur,
different proxy code has conventionally been required for
each protocol to be proxied. Using programmable
transparency, the destination is provided to an envoy using
DNS and/or DDNS as described more fully hereinafter.
There is therefore no need to always prompt the user for a
destination and no need for the user to always enter a
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destination (although a mode of operation may be provided
in which the user is prompted for and does enter a
destination). Instead of a collection of conventional
protocol-specific proxies, a single generic envoy program
may be used.

The foregoing discussion has focused on the propram-
mable transparency aspects of the present firewall. Of
course, a primary function of a firewall is to selectively
allow and disallow communications. Hence, in the course of
establishing a connection, each virtual host examines a
configuration table to determine, based onthe particulars of
the requested connection—source, destination, protocol,
time-of-day, port number, etc.—-whether such a connection
will be allowed or disallowed. The process by which con-
nection requests may be scrutinized is described in greater
detail in U.S. patent application Ser. No. 08/595,957 entitled
FIREWALL SYSTEM FOR PROTECTING NETWORK.
ELEMENTS CONNECTED TO A PUBLIC NETWORK,
filed Feb. 6, 1996 and incorporated herein by reference.

The firewall may have more than two network interfaces,
each with its own set of virtual hosts. Referring to FIG. 2,
for example, the two-sided firewall discussed previously in
relation to FIG. 1 has been replaced by a three-sided firewall
205. An accounting department network 203 and a general
corporate network 209 are connected to the firewall 205 as
previously described. Also connected to the firewall 205 is
ap engineering department network 202. In general, a fire-
wall may be N-sided, having N different network connec-
tions. For each network connection there may be owultiple
virtual hosts which operate in the manner described above.

Referring again to FIG. 1, configuration of the firewalls
may be easily accomplished by providing on each firewall a
special-purpose virtual host that runs “Configurator”
software—software that provides a Web-based front-end for
editing configuration files for the other virtual hosts on the
firewall. The special-purpose virtual host (116, 118, 166 and
168 in FIG, 1) is preferably configured so as to aliow only
a connection from a specified secure client. The Configu-
rator software running on the special-purpose virtual hostis
HTML-based in order to provide an authorized system
administrator a familiar “point-and-click” interface for con-
figuring the virtual firewalls in as convenient a manner as
possible using a staudard Web browser. Since Web browsers
are available for virtually every platform, there results a
generic GUI interface that takes advantage of existing,
technology.

Referring more particularly to FIG. 3, there is shown a
firewall 305 having a first set of viral hosts 3054, a second
set of virtual hosts 3056, and a DNS/DDNS module 315.
The virtual hosts do vot require and preferably do not have
access to the disk files of the underlying machine. Instead,
virtual host processes are spawned from a daemon process
that reads a master configuration file from disk once at
start-up. The DNS/DDNS module and the special-purpose
virtual bost 317 do have access to disk files 316 of the

underlying physical machine. The special-purpose virtual
host 317, shown in exploded view, runs an HTML-based
Configurator module 319. Access to the special-purpose
virtual host is scrutinized in accordance with rules stored on
disk within configuration files 321. Typically, these rules
will restrict access to a known secure host, will require at
least username/password authentication and optionally more
rigorous authentication. Once access is granted, the Con-
figurator module will send to the authorized accessing host
a first HTMLpage. From this page, the user may navigate
through different HTML pages using a conventional Web
browser and may submit information to the special-purpose
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virtual host. The special-purpose virtual host will then use
this information to update the configuration files 321.

As will be appreciated more fully from the description of
FIG. 7 hereinafter, configuration is based on host names, not
IP addresses. As a result, two mappings are required in order
to handle a connection request. The requestor needs an IP
address. To this end, a first mapping maps from the host
name received in the connection request to the IP address of
a virtual host. The virtual host, however, needs the host
name of the host to be connected to. To this end, the second
mapping maps back to the host name in order to read an
appropriate configuration file or sub-file based on the host
name. Thus, when a connection request is received for
homer. odyssey.com, DNS/DDNS in effect says to the
tequestor “Use virtual host X.X.X.X,” where X.X_X-X rep-
resents an IP address. Then, when the virtual host receives
the request, it performs a reverse lookup using DNS/DDNS,
whereupon DNS/DDNSin effect says “Virtual host
X.X.X.X, use the configuration information for homer.od-
yssey.com.”

Security may be further enhanced, both with Tespect to
connectionsto the special-purpose virtual host for configu-
ration purposes and also with respect to connections
generally, by using out-of-band user authentication. Out-of-
band authentication uses a channel, a device or any other
communications method or medium whichis different from
that over which the inter-network communication is to take
place to transmit or convey an access key. Hence, in the
example of FIG. 1, the firewall 155, upon receiving a
connection request from a particular source, might send a
message, including a key, to a pager 119 of the authorized
user of the source client. The user might be requested to
simply enter the key. In more sophisticated arrangements,
the user may be required to enter the key into a special
hardware token to generate a further key. To gain access, a
hacker must therefore steal one or more devices (e.g, a pager
used to receive the out-of-band transmissions, a hardware
token,etc.). Furthermore, if a hacker attempis unauthorized
access to a machine while the authorized useris in posses-
sion of the pager or other communications device, the user
will be alerted by the device unexpectedly receiving a
mnessage and access key.

Other methods may be used to communicate out-of-band
so as to deliver the required access key. For example, the
firewall 155 might send a fax to the fax oumberofthe user
of the source machine. Alternatively, identifying informa-
tion may be sent to the user across the network, after which
the user may be required to dial an unpublished number and
enterthe identifying information in order to receive a voice
message containing the required key.

In each of the foregoing methodologies, the key is
connection-specific. Thatis, once the connectionis closed or
the attemptto establish a connection is abandoned,if a user
again attempts to establish a comection, the key that pre-
viously applied or would have applied is no longer appli-cable.

The different virtual hosts may also be configured to
perform channel processing of various sorts as traffic
traverses different network segments. Channel processing
may include encryption, decryption, compression,
decompression, image or sound enhancement, content
filtering, etc. Channel processing is the Processing per-
formed ondata flowing through a communications channel
to enhance some attribute of the data, such as security,
reproduction quality, etc. In some instances, channel pro-
cessing may actually affect the content of the data, for
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example “bleeping” obscenities by replacing them with a
distinctive character string. Alternatively, channel process-
ing may intervene to cause a connection to be closed if the
content to be sent on that connection is found to be objec-
tionable.

Channel processing may be performed using existing
standard software modules. In the case of encryption and
decryption, for example, modules for DES, RSA, Cylink,
SET, SSL, and other types of encryption/decryption and
authentication may be provided on the firewall. In the case
of compression and decompression, standard modules may
include MPEG, JPEG, LZ-based algorithms, etc. Based on
information contained in the configuration files, information
passing throughthe firewall may be processed using one or
more such modules depending on the direction of data flow.

Channel processing may be used to perform protocol
translation, for example between IP and someotherprotocol
or protocols. One problem that has recently received atten-
tion is that of using IP for satellite uplink and downlink
transmissions. The relatively long transit times involved in
satellite transmissions can cause problems using IP. One
possible solution is fo perform protocol translation between
IP and an existing protocol used for satellite transmissions.
Such protocol] translation could be performed transparently
to the user using a firewall of the type described.

Channel processing may also be used to perform virus
detection. Blanket virus detection across all platforms is a
daunting task and may not be practical in most cases. A
system administrator may, however, configure the system to
perform specified virus checking for specified hosts.

Encryption and decryption are particularly important to
realizing the potential of the Internet and network commu-
nications. In the example just described, on the network
segment between firewall 105 and 107, DES encryption
might be used, in accordance with the configuration file on
firewalls 105 and 107. Across the Internet, between firewall
107 and firewall 155, triple DES may be applied. On the
network segment between firewall 155 and 157 RSAencryp-
tion may be used. Alternatively, encryption could be per-
formed between firewalls 105 and 155 and also between 107

and 155 and also between 157 and 155. Thusthefirewall 157
may then decrypt the cumulative results of the foregoing
multiple encryptions to produce clear text to be passed on to
host D. Combining encryption capabilities with program-
mable transparency as described above allows for the cre-
ation of virtual private networks—networks in which two
remote machines communicate securely through cyberspace
in the same manneras if the machines were on the same
local area network.

Using DDNS, mappings between a host machine and a
virtual host are performed dynamically, on-the-fly, as
required. Any of various algorithms may be used to select a
virtual host to handle a connection request, including, for
example, a least-recently-used strategy. A time-out period is
established suchthat, if a connection bas been closed andis
noi reopened within the time-out period,the virtual host that
was servicing (hat connection may be re-mapped so as to
service another connection—i.e., it becomes associated with
a different node. In this manner, the number of clients that
maybe serviced is vastly increased. In particular, instead of
the number of clients that may use a particular network
interface being limited to the numberofvirtual hosts on that
interface as would be the case using static DNS entries,
using DDNS, any oumber of hosts may use a particular
network interface subject to availability of a virtual host.
Moreover, instead of making static DNSentries at each level
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of a multi-level network, using DDNS, such entries are
rendered unnecessary.

DDNSallows for dynamic load sharing amongdifferent
physical machines. Hence, instead of a single physical
machine, one or more of the firewalls in FIG. 1 might be
realized by two or more physical machines. When perform-
ing mapping, DDNScan take account of the load on the
physical machine using conventional techniques. If one
physical machinefails, the functions of that machine may
still be performed by virtual hosts running on another
physical machine. DDNS likewise allows a firewall to be
scaled-up very easily, by adding one or more additional
physical machines and configuring those machines as addi-
tional virtual hosts having identical configurations as on the
existing physical machine or machines, but different net-
work addresses.

Referring more particularly to FIG. 4, a load-sharing,
firewall is realized using a first firewall 407 and a second
firewall 408 connected in parallel to a network 420 such as
the Internet. Redundancy is provided by conventional DNS
procedures. That is, in DNS, redundant name servers are
required by the DNSspecification. If a query addressed to
one of the redundant. name servers does not receive a
response, the same query may then be addressed to another
name server. The same result holds true in FIG. 4. If one of
the physical firewall machines 407 or 408 is down,the other
machine enables normal operation to continue.

The configuration of FIG. 4, however, further allows the
physical firewall machines 407 and 408 to share the agpre-
gate processing load of current connections. Load sharing
may be achieved in the following manner. Bach of the DNS
modules of all of the machines receive all DNS queries,
because the machines are connected in parallel. Presumably,
the DNS module ofthe machine thatis least busy will be the
first to respond to a query. An ensuing connection requestis
then mapped to a virtual host on the responding least-busymachine.

As the popularity and use of the Internet continues to
grow, there is a concem that all available addresses will be
used, thereby limiting further expansion. An important result
of DDNS is that network addresses may be reused on
network segments between which at least one firewall
intervenes. More particularly, the addresses which are
employed on opposite sides of a firewall are mutually
exclusive of one another to avoid routing errors. Referring
again to the example of FIG.1, users of the Intemmet 120 are
unaware of the addresses employed on a network segment
110. Certain addresses can be reserved for use behind a
firewall. As shown in FIG. 1, for example, the subset of
addresses represented as 192.168.X.X can be used on the
network segment 110. So long as an address is not used on
both sides of the same firewall, no routing errors will be
introduced. Therefore, the same set of addresses can be used
on the network segment 160, which is separated from the
Internet via the firewall 157. On network segment 102 and
network segment 152, the entire address Space may beused,
less those addresses used on the segments 110, 120 of the
respective firewalls 105 and 155. Thus byisolating Intemet
Service Providers (ISPs) from the Internet at large using
firewalls of the type described, each ISP could enjoy use of
almost the full address space of the Internet (232 addresses).
Exhaustion of network addresses, presently a grave concem
within the Internet community, is therefore made highlyunlikely. :
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Address reuse may be further facilitated by providing
multiple muilti-homing firewall programs running on a
single physical machine and defining a virtual network
connection between the two firewall programs using an IP
address within the range 192.168.X.X as described previ-
ously. To the user and to the outside world, this “compound
firewall” appears as a single multi-homing firewall of the
type previously described. However, since internally the
firewall is really two firewalls, the entire Internet address
space may. be used on both sides of the firewall, except for
the addresses 192.168.X.X. This configuration is iJustrated
in FIG. 9.

In essence, the use of firewalls as presently described
allows the prevailing address model of network communi-
cationsto be transformed from one in which IP addresses are
used for end-to-end transport to one in which host namesare
used for end-to-end transport, with {P addresses being of
only local significance. The current use of IP addresses for
end-to-end transport may be referred to as address-based
Touting. Using address-based routing, address exhaustion
becomesareal and pressing concern. The use of host names
for end-to-end transport as presently described may be
referred to as name-~based routing. Using name-based
routing, the problem of address exhaustion is eliminated.

The firewall as described also allows for envoys to handle
connectionless (c.g, UDP-—User Datagram Protocol)traffic,
which has been problematic in the prior art. UDP is an
example of a connectionless protocol] in which packets are
launched without any end-to-end handshaking.In the case of
Many prior-artfirewalls, UDPtraffic goes right through the
firewall unimpeded. The present firewall] handles connec-
tionless traffic using envoys. Rules checking is performed on
a first data packet to be sent from the first computerto the
second computer. If the result of this rules checking is to
allow the first packet to be sent, a time-out limit associated
with communications between the first computer and the
second computer via UDPis established, and the first packet
is sent from one of the virtual hosts to the second computer
on behalf of the first computer. Thereafter, for so long as the
time-out limit has not expired, subsequent packets between
the first computer and the second computer are checked and
sent. A long-lived session is therefore created for UDP
traffic, After the time-out limit has expired, the virtual bost
may be remapped to a different network address to handle a
different convection.

The construction of a typical firewall in accordance with
the present invention will now be describedin greater detail.
Referring to FIG. 5, the firewall is a software package that
tuns on a physical machine 500. One example of a suitable
Machine is a super-minicomputer such as a SparcServer
machine available from Sua Microsystems of Menlo Park,
Calif. The firewall may, however, run on any of a wide
variety of suitable platforms and operating systems. The
Present invention is not dependent upon a particular choice
of platform and operating system.

Conventionally, the logical view of the firewall on the
Internet, an intranet, or some other computer networkis the
same as the physical view of the underlying hardware. A
single network address has been associated with a single
network interface. As a result, no mechanism has existed for
distinguishing betweea communications received on a
Single network interface and hence directing those commu-
nications to different logical machines.
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As described previously, this limitation may be overcome
by recognizing multiple addresses on a single network
interface, mapping betweenrespective addresses and respec-
tive virtual hosts, and directing communications to different
addresses to different virtual hosts. Therefore, the present
firewall, although it runs on a limited mimber of physical
machines, such as a single computer 500, appears on the
network as a larger number of virtual hosts VH1 through
Ha. Each virtual host has a separate configuration sub-file
(sub-database) C1, C2, etc., that may be derived from a
master configuration file, or database, 510. The configura-
Gon sub-files are text files that may be used to enable or
disable different functions for each virtual host, specify
which connections and typesoftraffic will be allowed and
which will be denied, etc. Because the configuration files are
textfiles, they may be easily modified at any time followinginitial installation.

Preferably, each virtual hostalso has its own separate log
file L1, L2, etc. This feature allows for more precise and
more effective security monitoring.

The firewall is capable of servicing many simultaneous
connections. The number of allowable simultaneous con-
nections is configurable and may be limited to a predeter-
mioed number, or may be limited not by number butonly by
the load currently experienced by the physical machine. The
number of maximum allowable connections or the maxi-
mum allowable machine load may be specified in the
configuration file.

As described in greater detail in connection with FIG. 7,
each configurationfile C1, C2, etc., may have an access mles
database 513, including an Allow portion 515, a Deny
portion 517, or both. Using the access rules database 513,
the firewall selectively allows and denies connections to
implement a network security policy.

The Grewall is self-daemoning, meaning that it is not
subject to the linsitations ordinarily imposed by the usual
Internet meta~-dacmon, INETD,or other operating- system
limitations. Referring to FIG. 6, when the firewall is brought
up, it first reads in the master configuration file and then
becomes a daemon and waits for connection requests. When
a connection request is received, the firewall spawos a
process, or execution thread, to create a virtual host VHao to
handle that connection request. Each process mins off the
same base code. However, each process will typically use its
own sub-database from within the master configuration
database to determine the configuration of that particular
virtual host. Processes are created “on demand” as connec-
tion requests are received and terminate as service of those
connection requests is completed.

An example of a portion of a master configuration file is
shown in FIG. 7. Within the master configuration file
database, different portions ofthe file form sub-databases for
different virtual hosts. Each sub-database may specify a root
directory for that particular virtual host. Also as part of the
configuration file of each virtual host, an access mules
database is provided governing access to and through the
virtual host, i.e., which connections will be allowed and
which connections will be denied. The syntax of the access
miles database is such as to allow greater flexibility in
specifying not only what machines are or are not to be
allowed access, but also when such access is allowed to
occur and which users are authorized. The access mules
database may have an Allow portion, a Deny portion or both.
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Processing with respect to the Allow database is performed
prior to processing with respect to the Deny database.

' Therefore,if there is an entry for a the requested connection
in the Allow database and noentry for that connection in the
Deny database, then the connection will be allowed. If there
is 00 Allow database and no entry in the Deny database, then
the connection will also be allowed. If there is an entry for
the requested connection in the Deny database, then the
connection will be denied regardless. Machines may be
specified by name or by IP address, and may include
“wildcards,” address masks, etc., for example:
MisterPain.com, *.stmc.com, 192.168.0.*, 192.168.0.0/24,and so on.

Time restrictions may be included in either the Allow
rules or the Deny rules. For example, access may be allowed
from 1 am to 12 pm;alternatively, access may be denicd
from 12 pm to 1 am. Also, rules may be defmed by
identifiers, such as RULE1L, RULEZ, etc., and used else-
where within the configuration sub-file of the virtual hast to
simplify and alleviate tbe need for replication.

All access rules must be satisfied in order to gain access
to a virtual host. Depending on the virtual host, however, and
as specified within the configuration sub-file, separate access
scrutiny may be applied based on DNSentries. The access-
ing machine may be required to have a DNS (Domain Name
Services) entry. Having a DNSentry lends at least some
level of legitimacy to the accessing machine. Furthermore,
the accessing machine may in addition be required to have
a reverse DNS entry. Finally, it may be required that the
forward DNS entry and the reverse DNS entry match each
other,i.e., that an address mappedto from a given host name
map back to the same host name.

If access is granted and a connection is opened, when the
connection is later closed, a log entry is made recording
information about that access. Log entries may also be made
when a connection is opened, as data transport proceeds, etc.

Referring now to FIG. 8, the logical structure of the
present firewall is shown in greater detail. The main execu-
tion ofthe firewall is controlled by a daemon.In FIG.8, the
daemon includes elements 801, 803 and 805. Although the
daemon mode of operation is the default mode, the same
code can also be run interactively under the conventional
INETD daemon. Hence, when the firewall is first brought
up, command-line processing is performed in block 801 to
determine the mode of operation (daemon orinteractive),
which configuration file to read, etc. For purposes of the
present discussion, the daemon mode of operation, which is
the default, will be assumed.

In the daemon mode ofoperation, a process first reads the
configuration file before becoming a daemon. By daemon-
izing after the configuration file (e.g., the master configu-
ration file) has been read, the configuration file in effect
becomes “hard coded” into the program such thal the
program no longer has to read it in. The daemon then waits
to receive a connection request.

When a connection request is received, the daemon
spawns a process to handle the connection request. This
process then uses a piece of code referred to herein as an
INET Wrapper 810 to check on the local side of the
connection and the remote side of the connection to

determine, in accordance with the appropriate Allow and
Deny databases, whether the connection 1s to be allowed.

First the address and came (if possible) are obtained of the
virtual host for which a connection is requested. Once the
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virtual host bas been identified by name or at least by IP
address, the master configuration database is scanned to sce
if a corresponding sub-database exists for that virtual host.
If so, the sub-database is set as the configuration database of
the virtual host so that the master configuration database
need no longer be referred to. If no corresponding sub-
database is found, then by default the master configuration
database is used as the configuration database. There may be
any numberof virtual hosts, all independently configurable
and all running on the same physical machine. The deter-
mination of which virtal host the process is ta becomeis
made in block 803, under the heading of “multi-homing.”

Once the process has determined which hostit is, imme-
diately thereafter, the process changes to a user profile in
block 805 as defmed in the configuration, so as to become
an unprivileged user. This step of becoming an unprivileged
user is a security measure that avoids various known secu-
rity hazards. The INET Wrapperis then used to check on the
remote host, i.e., the host requesting the connection. First,
the configuration database is consulted to determine the
Jevel of access scrutiny that will be applied. (The default
Jevel of access scrutiny is that no DNSentry is required.)
Then, the address and name(if possible) are obtained of the
machine requesting the connection, and the appropriate level
of access scrutiny is applied as determined from the con-
figuration database. :

If the remote host satisfies the required level of access
scrutiny insofar as DNS entries are concemed, the INET
Wrapper gels the Allow and Deny databases for the virtual
host. First the Allow database is checked, and if there is an
Allow database but the remote bost is not found in it, the
connection is denied. Then the Deny database is checked. If
the remote host is found in the Deny database, then the
connection is denied regardless of the allow database. All
other rules must also be satisfied, regarding time of access,
etc. If all the rules are satisfied, then the connection isallowed.

Once the connection has been allowed, the virtual host
process invokes code 818 that performs protocal-based
connection processing, and, optionally, code 823 that per-
forms channel processing (encryption, decryption,
compression, decompression, etc.). When processing is
completed, the connection is closed, if it has not already
been closed implicitly.

It will be appreciated by those of ordinary skill in the art
that the invention can be embodied in other specific forms
without departing from the spirit or essential character
thereof. The presently disclosed embodiments are therefore
considered in all respects to be illustrative and net restric-
tive. The scope ofthe inventionis indicated by the appended
claims rather than the foregoing description, and all changes
which come within the meaning and range of equivalents
thereof are intended to be embraced therein.

Whatis claimed is:

1. In a computer networking environment having a plu-
rality of firewall nodes on a path betweena first terminal and
a host terminal, where the firewall nodes delineate one
network segment from another network segment, a method
of establishing a communication link comprising the stepsof:

providing a plurality of virtual hosts on each of the
plurality of firewall nodes;

forming forward and reverse DNStables for each of said
plurality of firewall nodes wherein the DNS entries
correspond to addresses of the virtual hosts on a given
network segment and the virtual hosts correspond toactual hosts;
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in responseto the first terminal’s DNS query to determine
the address of the host, providing the address of the
virtual host assigned to handle requests for the host
terminal;

transmitting a connection request using the address of the
virtual host;

at the virtual host assignedto handle requests for the host,
and subsequently, at each successive virtual host
located on firewall nodes on the patb:
receiving a connection request;
oblaining a bost name using reverse DNS, the host

name corresponding to the requested address;
obtaining an address for use on the next network

segment using DNS corresponding to the bost name;
requesting a connection using the address for the next

network segment;

receiving a connection request at the bost and responding
to the request; and,

5

18
transmitting the response in the reverse direction travers-

ing the same path from virtual hostto virtual host until
the respouse reaches the first terminal.

2. The method of claim 1 wherein the virtual hosts of a
given firewall node resides on more than one physicalmachine.

3. The method of claim 2 wherein the DNSservice is
dynamically updated depending upon the load associated
with the physical machines,

4. The method of claim 1 wherein the virtual hosts
perform channel processing.

5. The miethod of claim 1 wherein each virtual host has a
set of configuration parameters.

6. The method of claim 1 wherein one ofthe virtual hosts
on eachfirewall node is a configuration host allowing for the
configuration of the firewall node.

* * * * it
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16 Claims, 12 Drawing Sheets
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METHOD AND APPARATUS FOR AN
INTERNET PROTOCOL (IP) NETWORK.

CLUSTERING SYSTEM

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is related to application Ser. No. 09/197,
018 entitled “Method and Apparatus for TCP/IP load bal-
ancing in an IP Network Clustering System,” concurrently
filed Nov. 20, 1998, and still pending.

TECHNICAL FIELD

This invention relates to the field of Computer Systems in
the general Network Communications sector. More
specifically, the invention is a method and apparatus for an
Internet Protocol (IP) Network clustering system.

BACKGROUND ART

As more and more businesses develop electronic com-
merce applications using the Internet in order to market and
to manage the ordering and delivery oftheir products, these
businesses are searching for cost-effective Intemet links that
provide both security and high availability. Such mission-
critical applicatious need to run all day, every day with the
network components being highly reliable and easily scal-
able as the message traffic grows. National carriers and local
Internet Service Providers (JSPs) are now offering Virtual
Private Networks (VPN)—enhanced Intermet-based back-
bones tying together corporate workgroups on far-flung
Local Area Networks (LANs)—~as the solution to these
requiremects.

A number of companies have recently announced current
or proposed VPN products and/or systems which variously
support [PSec, IKE (ISAKMP/Oakley) encryption-key
management, as well as draft protocols for Point-to-Point
Tunneling protocol (PPTP), and Layer 2 Tunneling protocol
(L2TP) in order to provide securetraffic to users. Some of
these products include 1BM’s Nways Multiprotocol Routing
Services™2.2, Bay Networks Optivity™ and Centillion™
products, Ascend Communication’s MultiVPN™ package,
Digital Equipment’s ADI VPN product family, and Indus
River’s RiverWorks™ VPN planned products. However,
none of these products are knownto offer capabilities which
minimizes delay and session loss by a controlled fail-over
process.

These VPNs place enormous demands on the enterprise
network infrastructure. Single points of failure components
such as gateways,firewalls, tonel servers and other choke
points that need to be made highly reliable and scaleable are
being addressed with redundant equipment such as “hot
staodbys” and various types of clustering systems.

For example, CISCO™ Inc. now offers a new product
called LocalDirector™ which functions as a front-end to a
group of servers, dynamically load balances TCP traffic
between servers to ensure timely access and response to
requests. The LocalDirector provides the appearance, to end
users, of a “virtual” server. For purposes of providing
continuous access if the LocalDirector fails, users are
required to purchase a redundant LocalDirector system
whichis directly attached to the primary unit, the redundant
unit acting as a “hot” standby. The standby unit does no
processing work itself until the master unit fails. The
standby unit uses the failover IP address and the secondary
Media Access Coptro] (MAC) address (which are the same
as the primary unit), thus no Address Resolution Protocol

20

55

2

(ARP)is required to switch to the standby unit. However,
because the standbyunit does not keep state information on
each connection, all active connections are dropped and
must be re-established by the clients. Moreover, because the
“bot standby” does no concurrent processing it offers no
processing load relief nor scaling ability.

Similarly, Valence™ Research Inc. (recently purchased
by Microsoft® Corporation) offers a software product called
Convoy Cluster™ (Convoy). Convoy installs as a standard
Windows NT networking driver and runs on an existing
LAN,It operates in a transparent manner to both server
applications and TCP/IP clients. These clients can access the
clusterasif it is a single computer by using one IP address.
Convoy automatically balances the networking traflic
betweenthe clustered computers and can rebalance the load
whenever a cluster member comes on-line or goes off-line.
Howeverthis system appears to use a computeintensive and
memory wasteful method for determining which message
type is to be processed by which cluster memberin that the
message source port address and destination port address
combination is used-as an index key which must be stored
and compared against the similar combination of each
incoming message to determine which memberis to process
the message. Moreover, this system does not do failover.

There is a need in theart for an IP network cluster system
which can easily scale to handle the exploding bandwidth
requirements of users. There is a further need to maximize
network availability, reliability and performance in terms of
throughput, delay and packet loss by making the cluster
overhead as efficient as possible, because more and more
peopleare getting on the Internet and staying on it longer. A
still further need exists to providea reliable failover system
for TCP based systems by efficiently saving the state infor-
mation on all connections so as to minimize packet loss andthe need for reconnections.

Computer cluster systems including “single-system-
image” clusters are known in the art. See for example,
“Scalable Parallel Computing” by Kai Hwang & Zhiwei Xu,
McGraw-Hill, 1998, ISBN 0-07-031798-4, Chapters 9 & 10,
Pages 453-564, which are hereby incorporated fully herein
by reference. Various Commercial Cluster System products
are described therein, including DEC’s TruChusters™
system, IBM’s SP™ system, Microsoft’s Wolfpack™ sys-
tem and The Berkeley NOW Project. Noneof these systems
are knownto provide efficient IP Network cluster capability
along with combined scalability, load-balancing and con-
trolled TCP fail-over.

SUMMARY OF THE INVENTION

The present invention overcomes the disadvantages of the
above-described systems by providing an economical, bigh-
performance, adaptable system and method for an IP Net-work cluster.

Thepresent invention is an IP Network clustering system
whichcanprovide a highly scalable system which optimizes
message throughput by adaptively load balancing its
components, and which minimizes delay and packet loss
especially in the TCP modeby a controlled fail-over process.
No other known tunnel-server systems can provide this
combined scalability, load-balancing and controlled fail-over.

The present invention includes a cluster apparatus com-
prising a plurality of cluster members, with all cluster
members having the same intemet machine name and IP
address, and cach member having a general purpose
processor, a Memory unil, a program in the memory unit, a

Petitioner Apple Inc. - Exhibit WH699923383
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display and an input/output unit; and the apparatus having a
filter mechanism in each cluster member which uses a highly
efficient bashing mechanism to generate an index number
for each message session where the index numberis used to
determine whether a cluster member is to process a particu-
lar message or not. The index numberis further used to
designate which cluster member is responsible for process-
ing the message andis further used to balance the processing
load over all present cluster members.

The present invention further includes a method for
operating a plurality of computers in an IP Network cluster
which provides a single-system-image to network users, the
method comprising steps to intercomnect the cluster
members, and assigning all cluster members the same inter-
net machine name and IP address whereby all cluster mem-
bers can receive all messages arriving at the cluster and all
messages passed on by the members ofthe cluster appear to
come from a single unit, aad to allow them to communicate
with each other; to adaptively designate which cluster mem-
ber will act as a master unit in the cluster; and the method
providing a filter mechanism in each cluster member which
uses a highly efficient hashing mechanism to generate an
index number for each message session where the index
numberis used to determine whether a cluster memberis to
process a particular message or not. The index numberis
further used to designate which cluster memberis respon-
sible for processing which message type and is further used
to balance the processing load over all present clustermembers.

Other embodiments of the present invention will become
readily apparent to those skilled in these arts from the
following detailed description, wherein is shown and
described only the embodiments of the invention by way of
illustration of the best mode known atthis time for carrying
out the invention. The invention is capable of other and
different embodiments some of which may be described for
illustrative purposes, and severalof the details are capable of
modification in various obvious respects, all without depart-
ing from the spirit and scope of the present invention.

BRIEF DESCRIPTION OF THE DRAWINGS

The features and advantages of the system and method of
the present invention will be apparent from the following
description in which:

FIG.1 illustrates a typical Internet network configuration.
FIG. 2 illustrates a representative general purpose

computer/cluster-member configuration.
FIG.3 illustrates a representative memory map of data

contained on a related Flash Memory card.
FIG.4 illustrates a typical IP Network cluster
FIG.5 illustrates a general memory map of the preferred

embodiment of a cluster member acting as a tunnel-server.
FIG. 6 illustrates a flow-chart of the general operation of

the cluster indicating the cluster establishment process.
FIG.7 illustrates an exemplary TCPstate data structure.
FIGS. 8A-8I illustrate flow-charts depicting the events

which the master processes and the events which the non-
master cluster members (clients) must process.

FIGS. 9 illustrates a flow-chart depicting the oonmal
packet handling process after establishing the cluster.

BEST MODE FOR CARRYING OUT THE
INVENTION

Amethod andapparatus for operating an Internet Protocol
(IP) Network cluster is disclosed. In the following descrip-
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tion for purposes of explanation, specific data and configu-
rations are set forth in order to provide a thorough under-
standing of the present invention. In the presently preferred
embodiment the IP Network cluster is described in terms of
a WPN tunuel-server cluster. However,it will be apparentto
one skilled in these arts that the present invention may be
practiced withoutthe specific details, in various applications
suchas a firewall cluster, a gateway or router cluster, etc. In
other instances, well-known systems and protocols are
shown and described in diagrammatical or block diagram
form in order not to obscure the present invention unnec-
essarily.

Operating Environment
The environment in which the present invention is used

encompasses the general distributed computing scene which
includes generally local area networks with bubs, ‘routers,
gateways, tunnel-servers, applications servers, etc. con-
nected to other clients and other networks via tbe Internet,
wherein programs and data are made available by various
members of the system for execution and access by other
members of the system. Some of the elements of a typical
internet network configuration are shown in FIG. 1, wherein
a number of client machines 105 possibly in a branch office
of an enterprise, are shown connected to a Gateway/hub/
tunnel-server/etc. 106 which is itself connected to the inter-
net 107 via some internet service provider (ISP) connection
108. Also shownareother possible clients 101, 103 similarly
connected to the intemet 107 via an ISP connection 104,
with these units communicating to possibly a homeoffice via
an ISP connection 109 to a gateway/tunnel-server 110 which
is connected 111 to various enterprise application servers
112, 113, 114 which could be connected through another
hub/router 115 to various local clients 116, 117, 118.

The present IP Network cluster is made up of a numberof
general purpose computer units each of which includes
generally the elements shownin FIG. 2, wherein the general
purpose system 201 includes a motherboard 203 having
thereon an input/output (“I/O”) section 205, one or more
central processing unils (“CPU”) 207, and a memory section
209 which may havea flash memory card 211 relatedto it.
The W/O section 205 is connected to a keyboard 226, other
similar general purpose computer units 225, 215, a disk
storage unit 223 and a CD-ROM drive unit 217. The
CD-ROM drive unit 217 cao read a CD-ROM medium 219
which typically contains programs 221 and otherdata. Logic
circuils or other components of these programmed comput-
ers will perform series of specifically identified operations
dictated by computer programs as described more fullybelow. :

Flash memory units typically contain additional data used
for various purposes in such computer systems. In the
preferred embodiment of the present invention, the flash
memory card is used to contain certain unit “personality”
information which is shown in FIG. 3. Generally the flash
card used in the current embodimentcontainsthe following,
type of information:

Cryptographically signed kernel—(301)
Configuration files (such as cluster name, specific unit IP

address, cluster address, routing information configuration,
etc.}—-303)

Pointer to error message logs—(305)
Authentication certificate—(307).
Security policies (for example, encryption needed or not,

etc.(309) .
The Invention

The present tnvention is an Internet Protocol (IP) clus-
tering system which can provide a highly scalable system
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which optimizes throughput by adaptively load balancingits
components, and which minimizes delay and session loss by
a controlled fail-over process. A typical IP cluster system of
the preferred embodiment is shown in FIG. 4 wherein the
internet 107 is shown connected to a typical 1P cluster 401
which coniains programmed general purpose computer units
403, 405, 407, 409 which act as protocol stack processors for
message packets received. The IP cluster 401 is typically
connected to application servers or other similar type units
411 in the network. In this figure it is shown that there
purposes offurtherillustration the cluster will be depicted as
having three units, understanding that the cluster of the
present invention is not limited to-only three units. Also for
purposes ofillustration the preferred embodiment will be
described as a cluster whose applications may be VPN
tunnel protocols however it should be understood that this
cluster invention may be used as a-cluster whose application
is to act as a Firewall, or to act as a gateway, orto act as 4
secunly device, etc.

In the preferred cmbodiment of the present invention,
eachofthe cluster members is a computer system having an
Intel motherboard, two Intel Pentium™ processors, a 64
megabyte memory and two Iritel Ethernet controllers, and
two HiFn cryptographic processors. The functions per-
formed by each processor are generally shown by reference
to the general memorymapof each processor as depicted in
FIG. 5. Each cluster member has an Operating System
kernel 501, TCP/IP stack routines 503 and various cluster
management routines (described in more detail below) 505,
program code for processing application #1 507, which in
the preferred embodimentis code for processing the IPSec
protocol, program code for processing application #2 509,
which io the preferred embodiment is code for processing
the PPTP protocol, program code for processing application
#3 Sil, which in the preferred embodiment is code for
processing the L2TP protocol, and program code for pro-
cessing application #4 513, which in the preferred embodi-
ment is code space for processing an additional protocol
such as perhaps a “Mobile IP” protocol. Detailed informa-
tion onthese protocols can be found through the home page
ofthe TETF at “http://www.ietf.org”. The following specific
protocol descriptions are hereby incorporated fully herein by
reference: /

“Point-to-Point Tunneling Protocol—-PPTP”, Glen Zor,
G. Pall, K. Hamzeh, W. Verthein, J. Taarud, W. Litlle, Jul.
28, 1998;

“Layer Two Tunneling Protocol’, Allan Rubens, Wiliam
Palter, T. Kolar, G. Pall, M. Liulewood, A. Valencia, K.
Hamzeh, W. Verthein, J. Taarud, W. Mark Townsley, May
22, 1998;

Kent, S., Atkinson, R., “IP Authentication Header,” draft-
ietf-ipsec-auth-header-O7.txt.

Keat, S., Atkinson, R., “Security Architecture for the
Internet Protocol,” draft-ietf-ipsec-arch-sec-O7.txt.

Kent, S., Atkinson, R., “IP Encapsulating Security Pay-
load (ESP),” draft-ietf-ipsec-esp-v2-06.1xL

Pereira, R., Adams, R., “The ESP CBC-Mode Cipher
Algorithms,” draft-ietf-ipsec-ciph-cbc-04.1xt.

Glenn, R., Kent, S., “The NULL Encryption Algorithm
and Its Use With IPsec,” draft-ietf-ipsec-ciph-null-0.1 txt.

Madson, C., Doraswamy,N., “The ESP DES-CBCCipher
Algorithm With Explicit IV,” draft-ietf-ipsec-ciph-des-
expiv-02.txt.

Madson, C., Glenn, R., “The Use of HMAC-MD5within
ESP and Ali,” draft-ietf-ipsec-auth-hmac-md5-96-03.txt.
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Madson, C., Glenn, R., “The Use of HMAC-SHA-1-96
within ESP and AH,” draft-ietf-ipsec-auth-hmac-sha 196-03.txt.

Harkins, D., Carrel, D., “The Internet Key Exchange
(IKE),” draft-iet£-ipsec-isakmp-oakley-08.txt.

Maughan, D., Schertler, M., Schmeider, M., and Tumer,
J., “Internet Security Association aud Key Management
Protocol (ISAKMP),” draft-ietf-ipsec-isakmp-10.{ps,txt}.

H. K. Orman, “The OAKLEY Key Determination
Protocol,” draft-ietf-ipsec-oakley-O2.txt.

Piper, D. “The Internet IP Security Domain of Interpre-
tation for ISAKMP,” draft-ietf-ipsec-ipsec-doi-10.1xt.

Tunneling protocols such as the Point-to-Point Tunneling
Protocol (PPTP) and Layer 2 Tunneling Protocol (L2TP)
although currently only “draft” standards, are expected to be
confined as official standards by the Internet Engineering
Task Force (IETF) in the very near future; and these proto-
cols together with the Internet Security Protocol (IPSec),
provide the basis for the required security of these VPNs.

Referring again to FIG. 5, the preferred embodimentin a
cluster memberalso contains a work assignmenttable 515
which contains the message/session work-unit hash numbers
and the cluster memberid assigned to that work-unit; a table
containing the applicationstate table for this cluster member
517; a similar application state table for the other members
of the cluster 519; an area for containing incoming messages
521; and data handler routines for handling data messages
from other members ofthe cluster 523. Those skilled in the
art will recognize that various other routines and message
Stores can be implemented in such a cluster member’s
memory to perform a variety of functions and applications.

The genera] operation of the preferred embodimentof the
IP cluster is now described in terms of (1) cluster establish-
ment (FIG. 6) including processes for members joining the
cluster and leaving the cluster; (2) master units events
processing (FIGS. 8A—8F) and client units events processing
(FIGS. 8G-8I); and (3) finally, normal message processing
activity (FIG.9).

Referring now to FIG.6 the cluster establishment activity
is depicted. At system start-up 601 cluster members try to
join the cluster by sending (broadcasting) a “join request”
message 603. This “join” message contains an authentica-
tion certificate obtained from a valid certificate authority.
When the masterunit receivesthis ‘join” messageit checks
the certificate against a list of valid certificates whichit holds
andifit finds no match it simply tells bim the join has failed.
Notethat normally when a system administrator plans to add
a hardware unit to an existing cluster, he requests that bis
security departmentor an existing security certificate author-
ity issue a certificate to the new unit and seud a copy of the
certificate to the master unit in the cluster. This process
guarantees that someonecould not illegally attach a unit to
a cluster to obtain secured messages. If the master unit does
match the certificate from the join message with a certificate
it holds in its memory it sends an “OK to join” message.If
a “OK to join” message is received 605 then this unit is
designated a cluster member (client or non-master) 607.
Note that each cluster member has a master-watchdog timer
(ie. a routine to keep track of whether the membergot a
keepalive message from the master during a certain interval,
say within the last 200 milliseconds) and if the timer expires
(ie. no keepalive message from the master during the
interval) it will meanthat the master unit is dead 607 and the
cluster member/client will try to join the cluster again (611).
Another eventthat will cause the cluster member/client 607
to Uy to join up again is if it gets an “exit request” message
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(ie. telling it to “leave the cluster”) 609 If the member
sending out the join request message (603) does not get a
“OK to join” message 613 the member sends out
(broadcasts) packets offering to becomethe masterunit 615.
If the membergets a “other master exists” message 617 the
membertries to join again 603.If after the member sends out
the packets offering to become the master, he gets no
response for 100 milliseconds 619 he sends broadcast
Address Resolution Protocol (ARP) responses to tell anyone
on the network what Ethermet address to use for the cluster
IP address 621 and now acts as the cluster master unit 623.
If in this process the cluster member got no indication that
another master exists (at 617) and now thinking il is the only
master 623 but yet gets a message to “exit the cluster” 641
the member mustreturn to try to join up again 642. This
could happen for example,if this new master’s configuration
version was not correct. He would return, have an updated
configuration and attempt to rejoin. Similarly,if this member
who thinks he is the new master 623 gets a “master kee-
palive” message 625 (indicating that another cluster member
thinks he is the master unit) then he checks to see if
somehow the master keepalive message was from him 627
(normally the master doesn’t get his own keepalive mes-
sages but it could happen) and if so he just ignores the
message 639. If however the master keepalive message was
not from himself 629 it means there is another cluster
member whothinks he is the master unit and somehow this
“tie” must be resolved. (This tie breaker process is described
in more detail below with respect to “Master event”
processing). If the tie is resolved in favor of the new cluster
member whothinks he is the master 635 he sends an “Other

master exists” message to the other master and once again
sends broadcast Address Resolution Protocol (ARP)
responses to tell anyone on the network what Ethernet
address to use for the cluster IP address 637 (because that
other master could have done the same). If this new cluster
member whothinks heis the master loses the tie-breaker 633
then he must go and join up again to try to get the cluster
Stabilized. This process produces a single cluster member
acting as the master unit and the other cluster members
understanding they are merely members.
Master Unit Events Processing,

After a cluster has formed, there are various events that
occur which the master unit must address. How these are
handled in the preferred embodimentare now described with
reference to FIGS. 8A-S8F. Referring to FIG. 8A the first
master unit event describes the “tie-breaker” process when
two cluster members claim to be the “master”unit. Recalling
from above that the master normally does not receive his
own “keepalive” message so lhat if a master gets a “master
keepalive” message 801 it likely indicates that another
cluster member thinks he is the master. In the preferred
embodiment, the “master keepalive” message contains the
cluster memberlist, the adaptive keepalive interval (which
is described in more detail below) and the current set of
work assignments for each member which is used only for
diagnostic purposes. So when a master gets a master kee-
palive message 801he first asks “is it from me?” 803 and if
so he just ignores this message 807 and exits $08. If the
master keepalive message is not from this master unit 804
then the “tie-breaker” process begins by asking “Do I have
more cluster members than this other master?” 809 If this
master does then he sends a “other master exists” message
825 telling the other master to relinquish the master role and
rejoin the cluster. The remaining master then once again
sends broadcast Address Resolution Protocol (ARP)
responses to tell anyone on the network what Ethernet
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8
address to use for the cluster IP address 827 and exits 808.
If the current master does not have more cluster members
than this other master 811 he asks “do J have less cluster
members than the other master?” 813 and if so 816 he must
give up the masterrole to the other one by exiting the cluster
821 and rejoining the cluster as a member/non-master 823)
exiting to 601 in FIG.6. If the current master does not have
less members than the other master 815 (which indicates
they both have the same number) then the final tie-breaker
occurs by asking “is my JP address less than his?” 817 and
if so then again the current master wiusthe tie-breaker 818
and sends the “other master exists” message as before 825
If however heloses this final tie-breaker 819 then he exits
the cluster to rejoin as a non-master member 821.

Referring now to FIG. 8B another master event occurs
when the master gets a “client keepalive message” (that is
one from a non-master cluster member) 830. The master
asks “is this client in my cluster?” 831 and if not the master
sends the client an “exit cluster” message 833 telling the
client to exit from this cluster. If the client is from this
master’s cluster the master calculates and stores a packet
loss average value using the sequence numberofthe client
keepalive message and the calculated adaptive keepalive
interval. 835 The master then resets the watchdog timer for
this client 837. The watchdog timer routine is an operating
system routine that checks a timer value periodically to see
if the failover detection interval has elapsed since the value
waslast reset and if so the watchdog timeris said to have
expired and the system then reacts as if the client in question
hasleft the cluster and reassigns that clients work-load to the
remaining cluster members.

As indicated above, the master periodically sends out a
master keepalive message containing the cluster member
list, the adaptive keepalive interval (which is described in
more detail below) and the current set of work assignments
for each member whichis used only for diagnostic purposes.
(See FIG. 8C). In addition, the master periodically (in the
preferred embodiment every 2 seconds) checks the load-
balance of the cluster members. In FIG. 8D when the timer
expires 855 the master calculates the load difference
between most loaded (say “K”) and least loaded (say “F”)
cluster member 857 and then asks “would moving 1 work
unit from most loaded (K) to least loaded (J) have any
effect?” that is, if K>J is K-12J-1? 859. If so then the
master sends a “work de-assign’”request to the most loaded
member with the least loaded memberas the target recipient
863 and then the master checks the load numbers again 865.
If the result of moving 1 work unit would not leave the least
loaded less than or equal to the most loaded 860 then the
master makes no reassignments and exits 861.

Another master event occurs when a watchdog timer for
a client/cluster member expires wherein the master deletes
that client from the cluster data list and the deleted unit’s
work goes into a pool of unassigned work to gel reassigned
normally as the next message arrives. (See FIG. 8E).

Referring now to FIG. 8F another master event in the
preferred embodiment occurs when the master gets a client
join request message 875. The master initially tells the client
to wait by sending a NAK with an “operation in progress”
reason. 877 The master thennotifies the applications that are
present that a client is trying to join the cluster as some
applications want to know about it. 879. For example if
IPSec is one of the applications then IPSec may want to
validate this client before agreeing to let it join the cluster.
If any application rejects the join request the master sends a
NAK with the reason 855 and exits. If all applications
approve the join request the master sends an ACK and the
join proceeds as normal. 887.
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Client Cluster Member Events

The non-master cluster members (clients) must also send
keepalive messages aud monitor the watchdog timer for the
master. Referring now to FIG. 8G when a client gets a
master keepalive message 890 it updates its adaptive kee-
palive interval 891, and checks the list of cluster members
to see if any members have been lost 893. If so this client
notifies its applications that a cluster member has departed
893 (for example, IPSec wants to know). The client also
checks to see if any members have been addedto the cluster
$97 andif so notifies the applications 898 and finally resets
the watchdog timer for monitoring the master 899 and exits.
Eachclientalso has a periodic timer whichis adaptive to the
network packet loss value sent by the master which requires
the client to send a client keepalive message (containing a
monotonically increasing numeric value) to the master peri-
odically (See FIG. 8H). Also each client has a master
watchdog timer it must monitor and if it expires the client
must exit the cluster and send a new join messageto re-enter
the cluster. (See FIG. 8J).

Normal] IP Packet Processing,

In order for a cluster memberto correctly process only its
share of the workload, one of three methods is used:

1. The MACaddress of the master is boundto the cluster
IP address (using the ARP protocol). The master applies the
filtering function (described in more detail below) to classify
the work and forward each packet (if necessary) to the
appropriate cluster member.

2. A cluster-wide Unicast MAC address is bound to the
cluster IP address (using the ARP protocol). Each cluster
member programsits network interface to accept packets
from this MACdestination address. Now each cluster mem-
ber can see all packets with the cluster IP address destina-
tion. Each memberapplies the filtering function and discards
packets that are notpart of its workload.

3. metbod 2 is used but with a Multicast MAC address
instead of a Unicast MAC address. This methodis required
whenintelligent packet switching devices are part of the
network. These devices learn which network ports are
associated with each Unicast MAC address when they see
packets with a Unicast MAC destination address, and they
only send the packets to the port the switching device has
determinedis associated with that MAC address (only 1 port
is associated with each Unicast MAC address). A Multicast
MAC address will cause the packet switching device to
deliver packets with the cluster ]P destination address to all
cluster members.

In the preferred embodiment, there is a mechanism for
designating which cluster memberis to process a message
and allow the other members to disregard the message
without inadvertently sending a “reset” message to the
originating client. The preferred embodiment makes use of
a “filter” process in each cluster member which calculates a
bash function usiog certain fields of the incoming message
header. This hash calculation serves as a means of both
assigning a work unit number to a message and assigning a
work unit to a particular cluster memberfor processing. This
technique allows a cluster member to tell whether the
incoming message must be processed by it, therefore the
possibility of an inadvertent “reset” message is precluded.It
is noted that other solutions to this problem of “how to get
tbe work to the ight memberof the cluster witb minimum
overhead” could include a hardware filter device sitting
between the network and the cluster wherein the hardware

filter would do the memberassignment and load balancing
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function. Note that since all cluster members have the same
MACaddress, all cluster members get all messages and the
way they tell whether they must process the message further
is to calculate the work unit number using the hashing
méthod shown above and then to check the resulting work
unit number against their work load table to see if it is
assigned to them. If not they dump the message from their
memory. This is a fast and efficient scheme for dumping
messages that the units need not process further and yet it
provides an efficient basis for load-balancing and efficient
fail-over handling when a cluster memberfails.

The normal processing of IP packets is described with
reference to FIG. 9. Upon the receipt of a packet 901 a
determination is made as to whether the packet is addressed
to a cluster IP address 903 or not. If not 905 then it is
determinedif the IP address is for this cluster member and

if so it is processed bythe IP stack locally 909.If the packet
is to be forwarded (here the system is acting like a router)
908 a forward filter is applied in order to classify the work913.

This designates whether the packet is for normal work for
the cluster clients or is forwarding work. If at step 903 where
the address was checkedto see if it was a cluster IP address,
the answer was yes then a similar work setfilter is applied
911 wherein the IP source and destination addresses are
bashed modulo 1024 to produce an index value which is
used for various purposes. This index valve calculation (the
processing filter) is required in the current embodiment and
is described more fully as follows;

Basically the fields containing the IP addresses, 1P
protocol, and TCP/UDPport numbers,andif the application
is L2TP, the session and tunnel 1D fields are all added
together (logical XOR) and then shifted to produce a unique
“work unit” number between O and 1023.

For example,in tbe preferred embodimentthe index could
be calculated as follows:

 
rr

* Sample Cluster Filtering function“t

: int Cluster_Filtering_Function(voil"Packet, int Forwarding)
struct ip *ip = (stmt ip “)Packet;
int i, length;”

* Select filtering scheme based on whether or not we are
forwarding this packet.

f
if (Forwarding) {f

* Filter Forwarded packets on source & destinationIP address

i= ip->ip_dst.s_addr,
i <ip->ip_sre.s_addr;

} olse {r
* Not forwarding: Put in the IP source address“/
i= ip-sip_sre.s_addr,*

7o the packet header Jength and dispatch on protocol
length = ip->ip_ht << 2;
if (ip->ip_p==IPPROTO_UDP) {rs

* UDP: Hash on UDP Source Port and Source IPAddress
“f

i (struct udphdr ")((char *)ip + length))—>uh_sport;
} else if @p->ip_p=-«IPPROTO_TCP) { *j*
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~continued 
* Hash on the TCP Sonree Port and Source IP Address
“I

i <((struct tephdr *)((char *)ip + length)}->th_sport;
} else {r

* Ay other protocol: Hash on the Destination and
Source IP Addresses

7
i “=ip->ip_dst.s_addr;

}
}

* Collapse it into a work-set number*

retam(P_CLUSTER_HASH(i));
 

Referring again to FIG. 9, and having the work set index
value calculated each member making this calculation uses
the index value as an indirect pointer to determine for this
work set if it is his assigned work set 915, 917. If the index
value does notindicate that this work set has been assigned
to this cluster member, if this cluster member is not the
cluster master, then the packei is simply dropped by this
cluster member 921, 923, 925. If on the other hand this
cluster memberis the master unit 926 then the master must
check to see if this work set has been assigned to one of the
other cluster members for processing 927. If it has been
assignedto another clustermember 929 the master checks to
see if that cluster member has acknowledged receiving the
assignment 931 and if so the master checks to see if he was
in the multicast mode or unicas/forwarding mode 933, 935.
If he is in the unicast or multicast mode the master drops the
packet because the assigned cluster member would have
seen it 936. If however, the master was in the forwarding
mode the master will forward the packet to the assigned
memberfor processing 943. If the assigned cluster member
has not acknowledged receiving the assignment yet 940 then
save the packet unti] he does acknowledge the assignment
941 and then forward the packet to him to process 943. If
when the master checked to see if this work set had been

assigned at 927 the answeris no 928 then the master will
assign this work setto the least loaded member 937 and then
resume its previous task 939 until the assigned member
acknowledges receipt of the assignment as described above.
If work is for this member, the packet is passed on fo the
local TCP/IP stack.
State Maintenance

RFC 1180 A TCP/IP Tutorial, T. Socolofsky and C. Kale,
January 1991 generally describes the TCPAP protocol} suite
and is incorporated fully herein by reference. In the present
invention, a key element is the ability to separate the TCP
state into an essential portion of the state and a calculable
portion of the state. For example, the state of a TCP message
changes constantly and accordingly it would not be practical
for a cluster memberto transfer all of this TCP state to all
of the other members of the cluster each time the slate

changed. This would require an excessive amountofstorage
and processing time and would essentially double the trafiic
to the members of the cluster. The ability of the member
units to maintain the state of these incoming messages is
critical to their ability to bandle the failure of a memberunit
without requiring a reset of the message session. FIG. 7
depicts the preferred embodiment’s definition of which
elements of the TCP state are considered essential and
therefore must be transferred to each memberofthe cluster
701 when it changes, and which elements of the TCP state
are considered to be calculable from the essential state 703

10

1s

20

25

30

35

4s

40

55

60

12

and therefore need notbe transferred to all members of the
cluster when it changes. The TCP Failover State 700 in the
present embodiment actually comprises three portions, an
Initial State portion 702 which only needs to be sent once to
all cluster members; the Essential State Portion 701 which
must be sentto all cluster members for them to store when
any item listed in the Essential portion changes; and the
Calculable State portion 703 which is not sent to all mem-
bers. The data to the right of the equals sign (“=”) for each
element indicates how to calculate that elements value
wheneverit is needed to do so.
Failover Handling

As indicated above, the preferred embodiment of the IP
cluster apparatus and method also includes the ability to
monitor each cluster member's operation in order to manage
the cluster operation for optimal performance. This means
insuring that the cluster system recognize quickly when a
cluster member becomes inoperative for any reason as well
as have a reasonable process for refusing to declare a cluster
member inoperative because of packet losses which are
inherent in any TCP/IP network. This monitoring process is
done in the preferred embodiment by a method whereby
each non-membercluster member keeps a “master watchdog
timer”and the master keeps a “client watchdog timer” forall
cluster members. These watchdog timers are merely routines
whereby the cluster member’s GS periodically checks a
“watchdog time-value” to see if it is more than “t” time
earlier than the currenttime (thatis, to see if the watchdog
time value has been reset within the Jast “t” time). If the
routine findsthat the difference between the current time and
the watchdog time value is greater than “t” time then it
declares the cluster memberrelated to the watchdog timer to
be inoperative. These watchdog time values are reset when-
ever a cluster member sends a “keepalive” packet
(sometimes called a “heartbeat” message) to the other mem-bers.

Generally a “keepalive” messageis a message sent by one
network device to inform another network device that the
virtual circuit betweenthe twois still active. In the preferred
embodiment the master unit sends a “master keepalive”
packet that contains a list of the cluster members, an
“adaptive keepalive interval” and a current set of work
assignments for all members. The non-master cluster mem-
bers monitor a Master watchdog timer to make sure the
masteris still alive and use the “adaptive keepalive interval”
value supplied by the master to determine how frequently
they (the non-master cluster members) must send_their
“chent keepalive” packets so that the master can monitor
their presence in the cluster. The “client keepalive” packets
contain a monotonically increasing sequence number which
is used to measure packetloss in the system and to adjust the
probability of packet loss value which is used to adjust the
adaptive keepalive interval. Generally these calculations are
done as follows in the preferred embodiment, however it
will be understood by those skilled in these arts that various
progratuming and logical circuit processes may be used to
accomplish equivalent measures of packet loss and related
watchdog timer values.

Each client includes a Sequence numberin its “client
keepalive” packet. When the master gets this keepalive
packet for client “x” he makes the following calculations:

Sg=[this sequence sumber}{last sequence number]~1
This value S, is typically=O or 1 and fepresents the

number of dropped packets between the last two keepalive
messages, or the current packet loss for client “x”.

This value is then used in an exponential smoothing
formula to calculate current average packet loss “P” asfollows;
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