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1 

PATENT APPLICATION 

Copy from Prior Application 

STORAGE ROUTER AND METHOD FOR 

PROVIDING VIRTUAL LOCAL STORAGE 

TECHNICAL FIELD OF THE INVENTION 

This invention relates in general to network storage 

devices, and more particularly to a storage router and 

method for providing virtual local storage on remot~ SCSI 

5 storage devices to Fibre Channel devices. 

AUS01:110067 
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BACKGROUND OF THE INVENTION 

PATENT APPLICATION 

2 

Typical storage transport mediums provide for a 

relatively small number of devices to be attached over 

relatively short distances. One such transport medium is 

5 a Small Computer System Interface (SCSI) protocol, the 

structure and operation of which is generally well known 

as is described, for example, in the SCSI-1, SCSI-2 and 

SCSI-3 specifications. High speed serial interconnects 

provide enhanced capability to attach a large number of 

10 high speed devices to a common storage transport medium 

over large distances. One such.serial interconnect is 

Fibre Channel, the structure and operation of which is 

described, for example, in Fibre Channel Physical a~d 

Signaling Interface (FC-PH), ANSI X3.230 Fibre Channel 

15 Arbitrated Loop (FC-AL), and ANSI X3. 272 Fibre Channel 

Private Loop Direct Attach (FC-PLDA). 

Conventional computing devices, such as computer 

workstations, generally access storage local~y or through 

network interconnects. Local storage typically consists 

20 of a disk drive, tape drive, CD-ROM drive or other 

storage device contained within, or locally connec~ed to 

the workstation. The workstation provides a file system 

structure, that includes security controls, with access 

to the local storage device through native low level, 

25 block protocols. These protocols map directly to the 

mechanisms used by the storage device and consist of data 

requests without security controls. Network interconnects 

typically proyide access for a large number of computing 

AUS01:110067 
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devices to data storage on a remote network server. The 

remote network server provides· file system structure, 

access control, and other miscellaneous capabilities that 

include the network interface. Access.to data through 

5 the network server is through network protocols that the 

server must translate into low level requests to the 

storage device. A workstation with access to the server 

storage must translate its file system protocols into 

network protocols that are used to communicate with the 

10 server. Consequently, from the perspective of a 

workstation, or other computing device, seeking to access 

such server data, the access is much slower than access 

to data on a local storage device. 

A~Ol:ll0067 
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SUMMARY OF THE INVENTION 

PATENT APPLICATION 

4 

In accordance with the present invention, a storage 

router and method for providing virtual local storage on 

remote SCSI storage devices to Fibre Channel devices are 

5 disclosed that provide advantages over conventional 

network storage devices and methods. 

According to one aspect of the present invention, a 

storage router and storage network provide virtual local 

storage on remote SCSI storage devices to Fibre Channel 

10 devices. A plurality of Fibre Channel devices, such as 

workstations, are connected to a Fibre Channel transport 

medium, and a plurality of SCSI storage devices are 

connected to a SCSI bus transport medium. The stor~ge 

router· interfaces between the Fibre Channel transport 

15 medium and the SCSI bus transport medium. The storage 

router maps between the workstations and the SCSI storage 

devices and implements access controls for storage space 

on the SCSI storage devices. The storage router then 

allows access from the workstations to the SCSI storage 

20 devices using native low level, block protocol in 

accordance with the mapping and the access controls. 

25 

According to another aspect of the pre~ent 

invention, virtual local storage on remote SCSI storage 

devices is provided to Fibre Channel devices. A Fibre 

Channel transport medium and a SCSI bus transport medium 

are interfaced with. A configuration is maintained for 

SCSI storage devices connected to the SCSI bus transport 

medium. The ·configuration maps between Fibre Channel 

AUS01:110067 
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devices and the SCSI storage devices and implements 

access controls for storage space on the SCSI storage 

devices. Access is then allowed from Fibre Channel 

initiator devices to SCSI storage devices using native 

5 low level, block protocol in accordance with the 

configuration. 

A technical advantage of the present invention is 

the ability to centralize local storage for networked 

workstations without any cost of speed or overhead. Each 

10 workstation access its virtual local storage as if it 

15 

work locally connected. Further, the centralized storage 

devices can be located in a significantly remote position 

even in excess of ten kilometers as defined by Fibr~ 

Channel standards. 

Another technical advantage of the present invention 

is the ability to centrally control and administer 

storage space for connected users without limiting the 

speed with which the users can access local data. In 

addition, global access to data, backups, virus scanning 

20 and redundancy can be more easily accomplished by 

25 

centrally located storage devices. 

A further technical advantage of the p~esent 

invention is providing support for SCSI storage devices 

as local storage for Fibre Channel hosts. In addition, 

the present invention helps to provide extended 

capabilities for Fibre Channel and for management of 

storage subsystems. 

AUS01:110067 
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BRIEF DESCRIPTION OF THE DRAWINGS 

PATENT APPLICATION 

A more complete understanding of the present 

invention and the advantages thereof may be acquired by 

referring to the following description taken in 

5 conjunction with the accompanying drawings, in which like 

reference numbers indicate like features, and wherein: 

FIGURE 1 is a block diagram of a conventional 

network that provides storage through a network server; 

FIGURE_ 2 is a block diagram of one embodiment of a 

10 storage network with a storage router that provides 

global access and routing; 

15 

FIGURE 3 is a block diagram of one embodiment of a 

storage network with a storage router that provides,. 

virtual local storage; 

FIGURE 4 is a block diagram of one embodiment of the 

storage router of FIGURE 3; and 

FIGURE 5 is a block diagram of one embodiment of 

data flow within the storage router of FIGURE 4. 

AUS0l.:l.l0067 
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DETAILED DESCRIPTION OF THE INVENTION 

PATENT APPLICATION 

FIGURE 1 is a block diagram of a conventional 

network, indicated generally at 10, that provides access 

to storage through a network server. As shown, network 

5 10 includes a plurality of workstations 12 interconnected 

with a network server 14 via a network transport medium 

16. Each workstation 12 can generally comprise a 

processor, memory, input/output devices, storage devices 

and a network adapter as well as other common computer 

10 components. Network server 14 uses a SCSI bus 18 as a 

storage transport medium to interconnect with a plurality 

of storage devices 20 (tape drives, disk drives, etc.). 

In the embodiment of FIGURE 1, network transport me~ium 

16 is an network connection and storage devices 20 

15 comprise hard disk drives, although there are numerous 

alternate transport mediums and storage devices. 

In network 10, each workstation 12 has access to its 

local storage device as well as network access to data on 

storage devices 20. The access to a local storage device 

20 is typically through native low level, block protocols. 

25 

On the other hand, access by a workstation 12 to storage 

devices 20 requires the participation of network server 

14 which implements a file system and transfers data to 

workstations 12 only thro~gh high level file system 

protocols. Only network server 14 communicates with 

storage devic~s 20 via native low level, block protocols. 

Consequently, the network access by workstations. 12 

through network server 14 is slow with respect to their 

AUS01:110067 
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8 

In network 10, it can Also be a 

logistical problem to centrally manage and administer 

local data distributed across an organization, including 

accomplishing tasks such as backups, virus scanning and 

5 redundancy. 

10 

FIGURE 2 is a block diagram of one embodiment of a 

storage network, indicated generally at 30, with a 

storage router that provides global access and routing. 

This environment is significantly different from that of 

FIGURE 1 in that there is no network server .involved. In 

FIGURE 2, a Fibre Channel high speed serial transport 32 

interconnects a plurality of workstations 36 and storage 

devices 38. A SCSI bus storage transport medium 

interconnects workstations 40 and storage devices 42. A 

15 storage router 44 then serves to interconnect these 

mediums and provide devices on either medium global, 

transparent access to devices on the other medium. 

Storage router 44 routes requests from initiator devices 

on one medium to target devices on the other medium and 

20 routes data between the target and the initiator. 

25 

Storage router 44 can allow initiators and targets to be 

on either side. In this manner, storage ro~ter 44 

enhan~es the functionality of Fibre Channel 3~ by 

providing access, for example, to legacy SCSI storage 

devices on SCSI bus 34. In the embodiment of FIGURE 2, 

the operation of storage router 44 can be managed by a 

management station· 46 connected to the storage router via 

a direct serial connection. 

AUS01:110067 
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In storage network 30, any workstation 36 or 

workstation 40 can access any storage device 38 or 

storage device 42 through native low level, block 

.protocols, and vice versa. This functionality is enabled 

5 by storage router 44 which routes requests and data as a 

generic transport between Fibre Channel 32 and SCSI bus 

34. Storage router 44 uses tables to map devices from 

one medium to the other and distributes requests and data 

across Fibre Channel 32 and SCSI bus 34 without any 

10 security access controls. Although this extension of the 

high speed serial interconnect provided by Fibre Channel 

32 is beneficial, it is desirable to provide security 

controls in addition to extended access to storage 

devices through a native low level, block protocol. 

15 FIGURE 3 is a block diagram of one embodiment of a 

storage network, indicated generally at 50, with a 

storage router that provides virtual local storage. 

Similar to that of FIGURE 2, storage network 50 includes 

a Fibre Channel high speed serial interconnect 52 and a 

20 SCSI bus 54 bridged by a storage router 56. Storage 

router 56 of FIGURE 3 provides for a large number of 

workstations 58 to be interconnected on a c~mmon storage 

transport and to access common storage devices 60, 62 and 

64 through native low level, block protocols. 

25 According to the present invention, storage router 

56 has enhanced functionality to implement security 

controls and routing such that each workstation .58 can 

have access to a specific subset of the overall data 

AOS01:110067 
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stored in storage devices 60, 62 and 64. This specific 

subset of data has the appearance and characteristics of 

local storage and is referred to herein as virtual local 

storage. Storage router 56 allows the configuration and 

5 modification of the storage allocated to each attached 

workstation 58 through the use of mapping tables or other 

mapping techniques. 

As shown in FIGURE 3, for example, storage device 60 

can be configured to provide global dat? 65 which can be 

10 accessed by all workstations 58. Storage device 62 can 

be configured to provide partitioned subsets 66, 68, 70 

and 72, where each partition is allocated to one of the 

workstations 58 (workstations A, B, c and D) . Thes~ 

subsets 66, 68, 70 and 72 can only be accessed by the 

15 associated workstation 58 and appear to the associated 

workstation 58 as local storage accessed using native low 

level, block protocols. Similarly, storage device 64 can 

be allocated as storage for the remaining workstation 58 

(workstation E) . 

20 

25 

Storage router 56 combines access control with 

routing such that each workstation 58 has controlled 

access to only the specified partition of storage device 

62 which forms virtual local storage for the workstation 

58. This access control allows security control for the 

specified data partitions. Storage router 56 a1lows this 

allocation of storage devices 60, 62 and 64 to be managed 

by a management station 76. Management station 76 can 

connect directly to storage router 56 via a direct 

AUS01:110067 
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connection or, alternately, can interface with storage 

router 56 through either Fibre Channel 52 or SCSI bus 54. 

In the latter case, management station 76 can be a 

workstation or other computing device with special rights 

5 such that storage router 56 allows access to mapping 

tables and shows storage devices 60, 62 and 64 as they 

exist physically rather than as they have been allocated. 

The environment of FIGURE 3 extends the concept of a 

single workstation having locally connected storage 

10 devices to a storage network 50 in which workstations 58 

are provided virtual local storage in a manner 

transparent to workstations 58. Storage router 56 

provides centralized control of what each workstati9n 58 

sees as its local drive, as well as what data it sees as 

15 global data accessible by other workstations 58. 

Cons~quently, the storage space _considered by the 

workstation 58 to be its local storage is actually a 

partition {i.e., logical storage definition) of a 

physically remote storage device 60, 62 or 64 connected 

20 through storage router 56. This means that similar 

requests from workstations 58 for access to their local 

storage devices produce different accesses to the storage 

25 

space on storage devices 60, 62 and 64. Further, no 

access from a workstation 58 is allowed to the virtual 

local storage of another workstation 58. 

The collective storage provided by storage devices 

60, 62 and 64 can have blocks allocated by programming 

means within ·storage router 56. To accomplish this 

AUS01:110067 
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function, storage router 56 can include routing tables 

and security cqntrols that· define. storage allocation for 

each workstation 58. The advantages provided by 

implementing virtual local storage in centralized storage 

5 devices include the ability to do collective backups and 

other collective administrative functions more easily. 

This is accomplished without limiting the performance of 

workstations 58 because storage access involves native 

low level, block protocols and does not involve the 

10 overhead of high level protocols and file systems 

required by network servers. 

FIGURE 4 is a block diagram of one embodiment of 

storage router 56 of FIGURE 3. Storage router 56 Cqn 

comprise a Fibre Channel controller 80 that interfaces 

15 with Fibre Channel 52 and a SCSI controller 82 that 

interfaces with SCSI bus 54. A buffer 84 provides memory 

work space and is connected to both Fibre Channel 

controller 80 and to SCSI controller 82. A supervisor 

unit 86 is connected to Fibre Channel controller 80, SCSI 

20 controller 82 and buffer 84. Supervisor unit 86 

comprises a microprocessor for controlling operation of 

storage router 56 and to handle mapping and.security 

access for requests between Fibre Channel 52 and SCSI bus 

54. 

25 FIGURE 5 is a block diagram of one embodiment of 

data flow within storage router 56 of FIGURE 4. As 

shown, data from Fibre Channel 52 is processed by a· Fibre 

Channel {FC) ·protocol unit 88 and placed in a FIFO queue 

AUS01:110067 
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90. A direct memory access (DMA) interface 92 then takes 

data out of FIFO queue 90 and places it in buffer 84. 

Supervisor unit 86 processes the data in buffer 84 as 

represented by supervisor processing 93. This processing 

5 involves mapping between Fibre Channel 52 and SCSI bus 54 

and applying access controls and routing functions. A 

DMA interface 94 then pulls data from buffer 84 and 

places it into a buffer 96. A SCSI protocol unit 98 

pulls data from buffer 96 and communicates·the data on 

10 SCSI bus 54. Data flow in the reverse direction, from 

SCSI bus 54 to Fibre Channel 52, is accomplished in a 

reverse manner. 

The storage router of the present invention is a 

bridge device that connects a Fibre Channel link directly 

15 to a SCSI bus and enables the exchange of SCSI command 

set information between application clients on SCSI bus 

devices and the Fibre Channel ~inks. Further, the 

storage router applies access controls such that virtual 

local storage can be established in remote SCSI storage 

20 

25 

devices for workstations on the Fibre Channel link. In 

one embodiment, the storage router provides a connection 

for Fibre Channel links running the SCSI FiQre Channel 

Protocol (FCP) to·legacy SCSI devices attached to a SCSI 

bus. The Fibre Channel topology is typically an 

Arbitrated Loop (FC_AL) . 

In part, the storage router enables a migration path 

to Fibre Channel based, serial SCSI networks by providing 

connectivity· ·for legacy SCSI bus devices. The storage 

AUS01:110067 
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router.can be attached to a Fibre Channel Arbitrated Loop 

and a SCSI bus to support a number of SCSI devices. 

Using configuration settings, the storage router can make 

the SCSI bus devices available on the Fibre Channel 

network as FCP logical units. Once the configuration is 

defined, operation of the storage router is transparent 

to application clients. In this manner, the storage 

router can form an integral part of the migration to new 

Fibre Channel based networks while providing a means to 

10 continue using legacy SCSI devices. 

In one implementation {not shown), the storage 

router can be a rack mount or free standing device with 

an internal power supply. The storage router can h~ve a 

Fibre Channel and SCSI port, and a standard, detachable 

15 power cord can be used, the FC connector can be a copper 

DB9 connector, and the SCSI connector can be a 68-pin 

type. Additional modular jacks can be ·provided for a 

serial port and a 802.3 10BaseT port, i.e. twisted pair 

Ethernet, for management access. The SCSI port of the 

20 storage router an support SCSI direct and sequential 

access target devices and can support SCSI initiators, as 

25 

well. The Fibre Channel port can interface_to SCSI-3 FCP 

enabled devices and initiators. 

To accomplish its functionality, one imp~ementation 

of the storage router uses: a Fibre Channel interface 

based on the HEWLETT-PACKARD TACHYON HPFC-5000 controller 

and a GLM media interface; an I-ntel 80960RP processor, 

incorporating independent data and program memory spaces, 
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and associated logic required to implement a stand alone 

processing system; and a serial port for debug and system 

configuration. Further, this implementation includes a 

SCSI interface supporting Fast-20 based on the SYMBIOS 

5 53C8xx series SCSI controllers, and an operating system 

based upon the WIND RIVERS SYSTEMS VXWORKS or IXWORKS 

kernel, as determined by design. In addition, the 

storage router includes software as required to control 

basic functions of the various elements, and to provide 

10 appropriate translations between the FC and SCSI 

protocols. 

The storage router has various modes of operation 

that are possible between FC and SCSI target and 

initiator combinations. These modes are: FC Initiator to 

15 SCSI Target; SCSI Initiator to FC Target; SCSI Initiator 

to SCSI Target; and FC Initiator to FC Target. The first 

two modes can be supported concurrently in a 

single storage router device are discussed briefly below. 

The third mode can involve two storage router devices 

20 back to back and can_serve primarily as a device to 

extend the physical distance beyond that possible via a 

direct SCSI connection. The last mode can pe used to 

carry FC protocols encapsulated on other transmission 

technologies (e.g. ATM, SONET), or to act as a bridge 

25 between two FC loops (e.g. as a two port fabric). 

The FC Initiator to SCSI Target mode provides for 

the basic configuration of a server using Fibre Channel 

to communicate with SCSI targets. This mode requires 
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that a host system have an FC attached device and 

associated device drivers and software to generate SCSI-3 

PCP requests. This system acts as an initiator using the 

storage router to communicate with SCSI target devices. 

5 The SCSI devices supported can include SCSI-2 compliant 

direct or sequential access (disk or tape) devices. The 

storage router serves to translate command and status 

information and transfer data between SCSI-3 PCP and 

SCSI-2, allowing the use of standard SCSI-2 devices in a 

10 Fibre Channel environment. 

The SCSI Initiator to FC Target mode provides for 

the configuration of a server using SCSI-2 to communicate 

with Fibre Channel targets. This mode requires tha~ a 

host system has a SCSI-2 interface and driver software to 

15 control SCSI-2 target devices. The storage router will 

connect to the SCSI-2· bus and respond as a target to 

multiple target IDs. Configuration information is 

required to identify the target IDs to which the bridge 

will respond on the SCSI-2 bus. The storage router then 

20 translates the SCSI-2 requests to SCSI-3 PCP requests, 

allowing the use of FC devices with a SCSI host system. 

This will also allow features such as a tape device 

acting as an initiator on the SCSI bus to provide full 

support for this type of SCSI device. 

25 In general, user configuration of the storage router 

will be needed to support various functional modes of 

operation. Configuration can be modified, for example, 

through a serial port or through an Ethernet port via 
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SNMP (simple network management protocol) or a Telnet 

session. Specifically, SNMP manageability can be 

provided via-an 802.3 Ethernet interface. This can 

provide for configuration changes as well as providing 

5 statistics and error infqrmation. Configuration can also 

be performed via TELNET or RS-232 interfaces with menu 

driven command interfaces. Configuration information can 

be stored in a segment of flash memory and can be 

retained across resets and power off cycles. Password 

10 protection can also be provided. 

In the first two modes of operation, addressing 

information is needed to map from FC addressing to SCSI 

addressing and vice versa. This can be 'hard' 

configuration data, due to the need for address 

15 information to be maintained across initialization and 

partial reconfigurations of the Fibre Channel address 

space. In an arbitrated loop configuration, user 

configured addresses will be needed for AL PAs in order 

to insure that known addresses are provided between loop 

20 reconfigurations. 

25 

With respect to addressing, FCP and SCSI 2 systems 

employ different methods of addressing targ~t devices. 

Additionally, the inclusion of a storage router means 

that a method of translating device IDs needs to be 

implemented. In addition, the storage router can respond 

to commands without passing the commands through to· the 

opposite. interface. This can be implemented to allow all 

·generic FCP and SCSI commands to pass through the storage 
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router to address attached devices, but allow for 

configuration and diagnostics to be performed directly on 

the storage router through the FC and SCSI interfaces. 

Management commands are those intended to be 

5 processed by the storage router controller directly. 

This may include diagnostic, mode, and log commands as 

well as other vendor-specific commands. These commands 

can be received and processed by both the FCP and SCSI 

interfaces, but are not typically bridged to the opposite 

10 interface. These commands may also have side effects on 

the operation of the storage router, and cause other 

storage router operations to change or terminate. 

15 

A primary method of addressing management comm~nds 

though the FCP and SCSI interfaces can be through 

peripheral device type addressing. For example, the 

storage router can respond to all operations addressed to 

logical unit {LUN) zero as a controller device. Commands 

that ~he storage router will support can include INQUIRY 

as well as vendor-specific management commands. These 

20 are to be generally consistent with sec standard 

commands. 

25 

The SCSI bus is capable of establishing bus 

connections between·targets. These targets may 

internally address logical units. Thus, the prioritized 

addressing scheme used by SCSI subsystems· can be 

represented as follows: BUS:TARGET:LOGICAL UNIT. The BUS 

identification is intrinsic in the configuration, as a 

SCSI initiator is attached to only one·bus. Target 
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addressing is handled by bus arbitration from information 

provided to the arbitrating device. Target addresses are 

assigned to SCSI devices directly, though some means of 

configuration, such as a hardware jumper, switch setting, 

5 or device specific software configuration. As such, the 

SCSI protocol provides only logical unit addressing 

within the Identify message. Bus and target information 

is implied by the established connection. 

Fibre Channel devices within a fabric are addressed 

10 by a unique port identifier. This identifier is assigned 

to a port during certain well-defined states of the FC 

protocol. Individual ports are allowed to arbitrate for 

a known, user defined address. If such an address is not 
~ 

provided, or if arbitration for a particuiar user address 

15 fails, the port is assigned a unique address by the FC 

protocol. This address is generally not guaranteed to be 

20 

25 

unique between instances. Various scenarios exist where 

the AL-PA of a device will change, either after power 

cycle or loop reconfigliration. 

The FC protocol also provides a logical unit address 

field within command structures to provide addressing to 

devices internal to a port. The FCP_CMD payload 

specifies an eight byte LUN field. Subsequent 

identification of· the exchange between devices is 

provided by the FQXID (Fully Qualified Exchange ID) . 1 

FC ports can be required to have specific addresses 

assigned. Although basic functionality is not dependent 

on this, changes in the loop configuration could result 
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in disk targets changing identifiers with the potential 

risk of data corruption or loss. This configuration can 

be straightforward, and can consist of providing the 

device a loop-unique ID (AL_PA) in the range of "01h" to 

5 "EFh." Storage routers could be shipped with a default 

value with the assumption that most configurations will 

be using single storage routers and no other devices 

requesting the present ID.· This would provide a minimum 

amount of initial configuration to the system 

10 administrator. Alternately, storage routers could be 

defaulted to assume any address so that configurations 

requiring multiple storage routers on a loop would not 

require that the administrator assign a unique ID to the 

additional storage routers. 

15 Address translation is needed where commands are 

issued in the cases FC Initiator to SCSI Target and SCSI 

Initiator to FC Target. Target responses are qualified 

by the FQXID and will retain the translation acquired at 

the beginning of the exchange. This prevents 

20 configuration changes occurring during the course of 

execution of a command from causing data or state 

information to be inadvertently misdirected~ 

·Configuration·can· be required in cases of SCSI Initiator· 

to FC Target, as discovery may not effectively allow for 

25 FCP targets to consistently be found. This is due to an 

FC arbitrated loop supporting addressing of a larger 

number of devices than a SCSI bus and the possibility of 

FC devices changing their AL-PA due to device insertion 
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In the direct method, the .translation to 

BUS:TARGET:LUN of the SCSI address information will be 

direct. That is, the values represented in the FCP LUN 

5 field will directly map to the values in effect on the 

SCSI bus. This provides a clean translation and does not 

require SCSI bus discovery. It also allows devices to be 

dynamically added to the SCSI bus without modifying the 

address map. It may not allow for complete discovery by 

10 FCP initiator devices, as gaps between device addresses 

may halt the discovery process. Legacy SCSI device 

drivers typically halt discovery on a target device at 

the first unoccupied LUN, and proceed to the next t~rget. 

This would lead to some devices not being discovered. 

15 However, this allows for hot plugged devices and other 

changes to the loop addressing. 

In the ordered method, ordered translation requires 

that the storage router perform discovery on r~set, and 

collapses the addresses on the SCSI-bus to sequential FCP 

20 LUN values. Thus, the FCP LUN values O-N can represent 

25 

N+1 SCSI devices, regardless of SCSI address values, in 

the order in which they are isolated during_the SCSI 

_discovery process. This would allow the FCP initiator 

discovery process to identify all mapped SCSI devices 

without further configuration. This has the limitation 

that hot-plugged devices will not be identified until the 

next reset cycle. 

altered as well. 
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In addition to addressing, according to the present 

invention, the storage router provides configuration and 

access controls that cause certain requests from FC 

Initiators to be directed to assigned virtual local 

storage partitioned on SCSI storage devices. For 

example, the same request for LUN 0 (local storage) by 

two different FC Initiators can be directed to two 

separate subsets of storage. The storage router can use 

tables to map, for each initiator, what storage access is 

10 available and what partition is being addressed by a 

particular request. In this manner, the storage space 

provided by SCSI storage devices can be allocated to FC 

initiators to provide virtual local storage as well,.as to 

create any other desired configuration for secured 

15 access. 

Although the present invention has been described in 

detail, it should be understood that various changes, 

substitutions, and alterations can be made hereto without 

departing from the spirit and scope of the invention as 

20 defined by the appended claims. 
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1. A storage router for providing virtual iocal 

storage on remote SCSI storage devices to Fibre Channel 

devices, comprising: 

a buffer providing memory work space for the storage 

router; 

a Fibre Channel controller operable to connect to 

and interface with a Fibre Channel transport medium; 

a SCSI controller operable to connect to and 

10 interface with a SCSI bus transport medium; and 

a supervis.or unit coupled to the Fibre Channel 

controller, the SCSI controller and the buffer, the 

supervisor unit operable: 
·~ 

to maintain a configuration for SCSI storage 

15 devices connected to the SCSI bus transport medium that 

maps between Fibre Channel devices and SCSI storage 

devices and that implements access controls for storage 

space on the SCSI ·Storage devices; and 

to process data in the buffer to interface 

20 between the Fibre Channel controller and the SCSI 

controller to allow access from Fibre Channel initiator 

devices to SCSI storage devices using native low level, 

block protocol in accordance with the configuration~ 
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2. The storage router of Claim l, whereip the 

configuration maintained by the supervisor unit includes 

an allocation of subsets of storage space to associated 

Fibre Channel devices, wherein each.subset is only 

5 accessible by the associated Fibre Channel device. 

10 

15 

3. The storage router of Claim 2, wherein the 

Fibre Channel devices comprise workstations. 

4. The storage router of Claim 2, wherein the SCSI 

storage devices comprise hard disk drives. 

5. The storage router of Claim l, wherein th~ 

Fibre Channel controller comprises: 

a Fibre Channel (FC) protocol unit operable to 

connect to the Fibre Channel transport medium; 

a first-in-first-out queue coupled to the Fibre 

Channel protocol.unit; and 

a direct. memory access {DMA} interface coupled to 

20 the first-in-first-out queue and tothe buffer. 

25 

6. The storage router of Claim l, wh~rein the SCSI 

controller comprises: 

a SCSI protocol unit operable to connect to the SCSI 

bus transport medium; 

an internal buffer coupled to the SCSI protocol 

unit; and 

a direct memory access (DMA) interface coupled to· 
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the internal buffer and to the buffer of the storage 

router. 

7. A storage network, comprising: 

a Fibre Channel transport medium; 

a SCSI bus transport medium; 

a plurality of workstations connected to the Fibre 

Channel transport medium; 

a plurality of SCSI storage devices connected to the 

10 SCSI bus transport medium; and 

a storage router interfacing between the Fibre 

Channel transport medium and the SCSI bus transport 

medium, the storage router providing virtual local ,. 

storage on the SCSI storage devices to the workstations 

15 and operable: 

20 

25 

to map between the workstations and the SCSI 

storage devices; 

to implement access controls for storage_space 

on the SCSI storage devices; and 

to allow access from the workstations. to the 

SCSI storage devices using native low level, block 

protocol in accordance with the mapping and.access 

controls. 

8. The storage network of Claim 7, wherein the· 

access controls include an allocation of subsets of 

storage space to associated workstations, wherein each 

subset is only accessible by the associated workstation. 
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9. The storage network of Claim 7, wherein the 

SCSI storage devices comprise hard disk drives. 

10. The storage network of Claim 7, wherein the 

storage router comprises: 

a buffer providing memory work space for the storage 

router; 

a Fibre Channel controller operable to connect to 

10 and interface with a Fibre Channel transport medium, the 

Fibre Channel controller further operable to pull 

outgoing data from the buffer and to place incoming data 

into the buffer; 

a SCSI controller operable to connect to and 

15 interface with a SCSI bus transport medium, the SCSI 

controller further operable to pull outgoing data from 

the ·buffer and to place incoming data into the buffer; 

and 

a supervisor unit coupled to the Fibre Channel 

20 controller, the SCSI controller and the buffer, the 

supervisor unit operable: 

25 

to maintain a configuration·for the SCSI 

storage devices that maps between Fibre Channel devices 

and SCSI storage devices and that imple~ents the access 

controls for storage space on the SCSI storage devices; 

and 

to process data in the buffer to interface 

between the Fibre Channel controller and the SCSI 

AUS01:110067 

Oracle Ex. 1002, pg. 29



ATTORNEYS DOCKET 
064113.0103 

27 

PATENT APPLICATION. 

controller to allow access from workstations to SCSI 

storage devices in accordance with the configuration. 

11. A method for providing virtual local storage on 

5 remote SCSI storage devices to Fibre Channel devices, 

comprising: 

interfacing with a Fibre Channel transport medium; 

interfacing with a SCSI bus transport medium; 

maintaining a configuration for SCSI storage devices 

10 connected to the SCSI bus transport medium that maps 

between Fibre Channel devices and the SCSI storage 

devices and that implements access controls for storage 

space on the SCSI storage devices; and 

allowing access from Fibre Channel initiator devices 

15 to SCSI storage devices using native low level, block 

protocol in accordance with the configuration. 

12. The method of Claim 11, wherein maintaining the 

configuration includes ·allocating subsets of storage 

20 space to associated Fibre Channel devices, wherein each 

subset is-only accessible by the associated Fibre Channel 

device. 

25 

13. The method of Claim 12, wherein the Fibre 

Channel devices comprise workstations. 

14. The method of Claim 12, wherein the SCSI 

storage devices comprise hard disk drives. 
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STORAGE ROUTER AND METHOD FOR 

PROVIDING VIRTUAL LOCAL STORAGE 

5 ABSTRACT OF THE DISCLOSURE 

A storage router (56) and storage network (50) 

provide virtual local storage on remote SCSI storage 

devices (60, 62, 64) to Fibre Channel devices. A 

plurality of Fibre Channel devices, such as workstations 

10 (58), are connected to a Fibre Channel transport medium 

(52), and a plurality of SCSI storage devices (60, 62, 

64) are connected to a SCSI bus transport medium (54).· 

The storage router (56) interfaces between the Fibre 

Channel transport medium (52} and the SCSI bus transport 

15 medium (54). The storage router (56) maps between the 

workstations (58) and the SCSI storage devices (60, 62, 

64) and implements access controls for storage space on 

the SCSI storage devices (60, 62, 64). The storage 

router (56) then allows access from the workstations (58) 

20 to the SCSI storage devices (60, 62, 64) using native low 

level, block protoco~ in accordance with the mapping and 

·the access controls. 
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ASSIGNMENT 

WHEREAS, we, the undersigned inventors of residence as 
listed, have invented certain new and useful improvements as 
below entitled, for which applic~tion for United States 
Letters Patent is made, said application having been executed 
on the date set forth below; and 

WHEREAS, Crossroads Systems, Inc. (hereinafter referred 
to as "Assignee"), a Texas corporation, with its principal 
address at 9390 Research Blvd., Suite II-300, Austin, Texas 
78759, desires to acquire our entire right, title and interest 
in and to the invention, and in and to the said applicat_ion 
and any Letters Patent that may issue thereon; 

NOW, THEREFORE, for good and valuable consideration, the 
receipt and sufficiency of which is hereby.acknowledged, we 
assign to Assignee, all right, title and interest in and to 
the said invention and in and to the said application and all 
patents which may be granted therefor, and all divisions, 
reissues, continuations, continuations-in-part and extensions 
thereof; and we authorize and request the Commissioner of 
Patents and Trademarks to issue all patents for said 
invention, or patents resulting therefrom, insofar as oui 
interests are concerned, to Assignee. 

We also assign to Assignee •. all right, title and interest 
in and to the invention disclosed in said application 
throughout the world, including the right to file applications 
and obtairi patents, utility models, industrial models and 
designs for said invention in its own name throughout the 
world, including all rights to publish cautionary notices 
reserving ownership of said invention and all rights to 
register said invention in appropriate registries; ·and we 
further agree to execute any and all powers of attorney, 
applications, assignments, declarations, affidavits, and any 
other papers in connection therewith necessary to perfect such 
right, title and interest in Assignee. 

We will communicate to Assignee any facts known to us 
respecting any improvements; and, at the expense of Assignee, 
we will testify in any legal proceedings, sign all lawful 
papers, execu-te all divisional, continuation, continuation-in
part, reissue and substitute applications, make lawful oaths 
and declarations, and generally do everything possible to vest 
title in Assignee and to aid Assignee to obtain and enforce 
proper protection for said invention in all countries. 

AUS01:123886.l. 
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This Assignment shall be binding on the parties' 
successors, assigns and legal representatives. 

Title of Invention: STORAGE ROUTER AND METHOD FOR PROVIDING 
VIRTUAL LOCAL STORAGE 

Signature of first Inventor: 
Inventor's Name: 

Residence (City, County, State) 

Date: 

Date Application Executed: 

Sighature of second Inventor: 
Inventor's Name: 

Residence (City, County, State) 

Date: 

Date Application Executed: 

GeJffrey B. Haese 

Austin, Travis County, 
Texas 

I z J-z:c.Jc; I 

Cibolo, Guadalupe County, 
Texas 
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all of the firm of Gray Cary Ware & Freidenrich, LLP, to prosecute the above-identified 

patent application and to transact all business in the Patent and Trademark Office connected 

therewith. 
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STEPHEN E. REITER 
GREGORYP. RAYMER 
DAVID F. KLEINSMITH 
BARRY N. YOUNG 
TIMOTHY W. LOHSE 
STANLEY H. KIM 

Registration No. 33,402 
Registration No. 31,192 
Registration No. 36,647 
Registration No. 40,050 
Registration No. 27,774 
Registration No. 35,255 
Registration No. 40,047 

Oracle Ex. 1002, pg. 42



·.:.-:.":·· 

Applicant(s): Geoffrey B. Hoese, et al 
Serial No.: 09/001799 

PATENT 
Attorney Docket No.: 103671.991120 
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examination of this application in accordance with Title 37, Code ofFederal Regulations, 
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ASSIGNMENT 

PATENT 

WHEREAS, we, the undersigned inventors of residence as 
listed, have invented certain new and useful improvements as 
below entitled, for which applic~tion for United States 
Letters Patent is made, said application having been executed 
on the date set forth below; and 

WHEREAS, Crossroads Systems, Inc. (hereinafter referred 
to as "Assignee"), a Texas corporation, with its principal 
address at 9390 Research Blvd., Suite II-300, Austin, Texas 
78759, desires to acquire our entire right, title and interest 
in and to the invention, and in and to the said applicat_ion 
and any Letters Patent that may issue thereon; 

NOW, THEREFORE, for good and valuable consideration, the 
receipt and sufficiency of which is hereby acknowledged, we 
assign to Assignee, all right, title and interest in and to 
the said invention and in and to the said application and all 
patents which may be granted therefor, and all divisions, 
reissues, continuations, continuations-in-part and extensions 
thereof; and we authorize and request the Commissioner of 
Patents and Trademarks to issue all patents for said .. 
invention, or patents resulting therefrom, insofar_as our 
interests are concerned, to Assignee. 

We also assign to Assignee,_ all right, title and interest 
in and to the invention disclosed in .said application 
throughout the world, including the right to file applications 
and obtain patents, utility models, industrial models and 
designs for said invention in its own name throughout the 
world, including all rights to publish cautionary notices 
reserving ownership of said invention and all rights to 
regis_ter said invention in appropriate registries; and we 
further agree to execute any and all powers of attorney, 
applications, assignments, declarations, affidavits, and any 
other papers in connection therewith necessary to perfect such 
right, title and interest in Assignee. 

We will communicate to Assignee any facts known to us 
respecting any improvements; and, at the expense of Assignee, 
we will testify in any legal proceedings, sign all lawful 
papers, execute all divisional, continuation, continuation-in
part, r.eissue and substi.tute applications, make lawful oaths 
and declarations, and generally do everything possible to vest 
title in Assignee and to aid Assignee to obtain and enforce 
proper protection for s~d invention in all countries. 
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f.: ·· NT APPLICATION 

This Assignment shall be binding on the parties' 
successors, assigns and legal representatives. 

Title of Invention: STORAGE ROUTER AND METHOD FOR PROVIDING 
VIRTUAL LOCAL STORAGE 

Signature of first Inventor: 
Inventor's Name: 

Residence (City, County, State) 

Date: 

Date Application Executed: 

Signature of second Inventor: 
Inventor's Name: 

Residence (City, County, State) 

Date: 

Date Application Executed: 

Ge<ftfreYB.H<)el;e 

Austin, Travis County, 
Texas 

Cibolo, Guadalupe County, 
Texas 
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 

PRELIMINARY AMENDMENT Atty. Docket No. 
CROSS1120-13 

Mail Stop: Patent Application 

Commissioner for Patents 

Alexandria, VA 22313 

Dear Sir: 

Please amend the application as follows: 

IN THE SPECIFICATION 

Applicants: Goeffrey B. Hoese, et al. 

Application Number Filed 
Unknown September 9, 2003 

For: 
Storage Router and Method for Providing Virtual 
Local Storage 

Group Art Unit Confirmation Number: 
Unknown Unknown 

Certification Under 37 C.F .R. §1.1 0 

I hereby certify that this document is being deposited with 
the United States Postal Service as Express Mail to 
Addressee in an envelope addressed to: Mail Stop: Patent 
Application, Commissi~r for Patents, Alexandria, VA 
22313 on September~· 2003. 

-J QV\H~ 0 fPmoe// 
J~iceam~l 1 

Following the title, please insert the following paragraph: 

RELATED APPLICATIONS 

This application is a continuation of and claims the benefit of the filing dates of U.S. Patent 

Application Serial No. 10/081,110 by inventors Geoffrey B. Heese and Jeffry T. Russell, entitled 

"Storage Router and Method for Providing Virtual Local Storage" filed on February 22, 2002 

which in turn is a continuation of U.S. Application No. 09/354,682 by inventors Geoffrey B. 

Heese and Jeffry T. Russell, entitled "Storage Router and Method for Providing Virtual Local 

Storage" filed on July 15, 1999, now U.S. Patent No. 6,421,753, which in turn is a continuation 

of U.S. Patent Application Serial No. 09/001,799, filed on December 31, 1997, now U.S. Patent 

No. 5,941 ,972, and hereby incorporates these applications by reference in their entireties as if 

they had been fully set forth herein. 

Gray Cary\AU\4113229.1 
I 03671-990000 
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IN THE CLAIMS 

1-14 Cancelled 

2 

Continuation Application 
Customer ID: 25094 

15. (New) A storage router for providing virtual local storage on remote storage 

devices to a device, comprising: 

a buffer providing memory work space for the storage router; 

a first Fibre Channel controller operable to connect to and interface with a first Fibre 

Channel transport medium; 

a second Fibre Channel controller operable to connect to and interface with a second 

Fibre Channel transport medium; and 

a supervisor unit coupled to the first and second Fibre Channel controllers and the 

buffer, the supervisor unit operable: 

to maintain a configuration for remote storage devices connected to the second 

Fibre Channel transport medium that maps between the device and the remote storage devices 

and that implements access controls for storage space on the remote storage devices; and 

to process data in the buffer to interface between the first Fibre Channel 

controller and the second Fibre Channel controller to allow access from Fibre Channel initiator 

devices to the remote storage devices using native low level, block protocol in accordance with 

the configuration. 

16. (New) The storage router of claim 15, wherein the configuration maintained by 

the supervisor unit includes an allocation of subsets of storage space to associated Fibre 

Channel devices, wherein each subset is only accessibie by the associated Fibre Channel 

device. 

17. (New) The storage router of claim 16, wherein the Fibre Channel devices 

comprise workstations. 

18. (New) The storage router of claim 16, wherein the remote storage devices 

comprise hard disk drives. 

19. (New) The storage router of claim 15, wherein each of the first Fibre Channel 
GrayCary\AU\4113229.1 
I 03671-990000 
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controller comprises: 

3 

Continuation Application 
Customer ID: 25094 

a Fibre Channel (FC) protocol unit operable to connect to the Fibre Channel transport 

medium; 

a first-in-first-out queue coupled to the Fibre Channel protocol unit; and 

a direct memory access (DMA) interface coupled to the first-in-first-out queue and to the 

buffer. 

GrayCary\AU\4113229.1 
I 03671-990000 
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Continuation Application 
Customer ID: 25094 

4 

20. (New) A storage network, comprising: 

a first Fibre Channel transport medium; 

a second Fibre Channel transport medium; 

a plurality of workstations connected to the first Fibre Channel transport medium; 

a plurality of storage devices connected to the second Fibre Channel transport medium; 

and 

a storage router interfacing between the first Fibre Channel transport medium and the 

second Fibre Channel transport medium, the storage router providing virtual local storage on 

the storage devices to the workstations and operable: 

to map between the workstations and the storage devices; 

to implement access controls for storage space on the storage devices; and 

to allow access from the workstations to the storage devices using native low 

level, block protocol in accordance with the mapping and access controls. 

21. (New) The storage network of claim 20, wherein the access controls include an 

allocation of subsets of storage space to associated workstations, wherein each subset is only 

accessible by the associated workstation. 

22. (New) The storage network of claim 20, wherein the storage devices comprise 

hard disk drives. 

23. (New) The storage network of claim 20, wherein the storage router comprises: 

a buffer providing memory work space for the storage router; 

a first Fibre Channel controller operable to connect to and interface with the first Fibre 

Channel transport medium, the first Fibre Channel controller further operable to pull outgoing 

data from the buffer and to place incoming data into the buffer; 

a second Fibre Channel controller operable to connect to and interface with the second 

Fibre Channel transport medium, the second Fibre Channel controller further operable to pull 

outgoing data from the buffer and to place incoming data into the buffer; and 

a supervisor unit coupled to the first and second Fibre Channel controllers and the 

buffer, the supervisor unit operable: 

to maintain a configuration for the storage devices that maps between 

workstations and storage devices and that implements the access controls for storage space on 
Gray Cary\AU\4113229.1 
I 03671-990000 
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the storage devices; and 

5 

Continuation Application 
Customer 10: 25094 

to process data in the buffer to interface between the first Fibre Channel 

controller and the second Fibre Channel controller to allow access from workstations to storage 

devices in accordance with the configuration. 

Gray Cary\AU\4113229.1 
I 03671-990000 
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Continuation Application 
Customer ID: 25094 

24. (New) A method for providing virtual local storage on remote storage devices to 

Fibre Channel devices, comprising: 

interfacing with a first Fibre Channel transport medium; 

interfacing with a second Fibre Channel transport medium; 

maintaining a configuration for remote storage devices connected to the second Fibre 

Channel transport medium that maps between Fibre Channel devices and the remote storage 

devices and that implements access controls for storage space on the remote storage devices; 

and 

allowing access from Fibre Channel initiator devices to the remote storage devices using 

native low level, block protocol in accordance with the configuration. 

25. (New) The method of claim 24, wherein maintaining the configuration includes 

allocating subsets of storage space to associated Fibre Channel devices, wherein each subset 

is only accessible by the associated Fibre Channel device. 

26. (New) The method of claim 25, wherein the Fibre Channel devices comprise 

workstations. 

27. (New) The method of claim 25, wherein the remote storage devices comprise 

hard disk drives. 

Gray Cary\AU\4113229.1 
103671-990000 
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Continuation Application 
Customer 10: 25094 

28. (New) An apparatus for providing virtual local storage on a remote storage 

device to a device operating according to a Fibre Channel protocol, comprising: 

a first controller operable to connect to and interface with a first transport medium, 

wherein the first transport medium is operable according to the Fibre Channel protocol; 

a second controller operable to connect to and interface with a second transport 

medium, wherein the second transport medium is operable according to the Fibre Channel 

protocol; and 

a supervisor unit coupled to the first controller and the second controller, the supervisor 

unit operable to control access from the device connected to the first transport medium to the 

remote storage device connected to the second transport medium using native low level, block 

protocols according to a map between the device and the remote storage device. 

29. (New) The apparatus of Claim 28, wherein the supervisor unit is further operable 

to maintain a configuration wherein the configuration includes the map between the device and 

the remote storage device, and further wherein the map includes virtual LUNs that provide a 

representation of the storage device. 

30. (New) The apparatus of Claim 29, wherein the map only exposes the device to 

LUNs that the device may access. 

31.· (New) The apparatus of Claim 28, wherein the supervisor unit is further operable 

to maintain a configuration including the map, wherein the map provides a mapping from a host 

device 10 to a virtual LUN representation of the remote storage device to a physical LUN of the 

remote storage device. 

32. (New) The apparatus of Claim 28, wherein the remote storage device further 

comprises storage space partitioned into virtual local storage for the device connected to the 

first transport medium. 

33. (New) The apparatus of Claim 32, wherein the supervisor unit is further operable 

to prevent the device from accessing any storage on the remote storage device that is not part 

of a virtual local storage partition assigned to the device 

Gray Cary\AU\4113229.1 
I 03671-990000 

Oracle Ex. 1002, pg. 54



Attorney Docket No. 
CROSS1120-13 

8 

Continuation Application 
Customer 10: 25094 

34. (New) The apparatus of Claim 28, wherein the first controller and the second 

controller further comprise a single controller. 

Gray Cary\AU\4113229.1 
I 03671-990000 
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Continuation Application 
Customer ID: 25094 

35. (New) A system for providing virtual local storage on remote storage devices, 

comprising: 

a first controller operable to connect to and interface with a first transport medium 

operable according to a Fibre Channel protocol; 

a second controller operable to connect to and interface with a second transport medium 

operable according to the Fibre Channel protocol; 

at least one device connected to the first transport medium; 

at least one storage device connected to the second transport medium; and 

an access control device coupled to the first controller and the second controller, the 

access control device operable to: 

map between the at least one device and a storage space on the at least one 

storage device; and 

control access from the at least one device to the at least one storage device 

using native low level, block protocol in accordance with the map. 

36. (New) The system of Claim 35, wherein the access control device is further operable 

to maintain a configuration wherein the configuration includes the map between the at least one 

device and the at least one storage device, and further wherein the map includes virtual LUNs 

that provide a representation of the at least one storage device. 

37. (New) The system of Claim 36, wherein the map only exposes the at least one 

device to LUNs that the at least one device may access. 

38. (New) The system of Claim 35, wherein the access control device is further 

operable to maintain a configuration including the map, wherein the map provides a mapping 

from a host device ID to a virtual LUN representation of the at least one storage device to a 

physical LUN of the at least one storage device. 

39. (New) The system of Claim 35, wherein the at least one storage device further 

comprises storage space partitioned into virtual local storage for the at least one device. 

Gray Cary\AU\4113229.1 
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Continuation Application 
Customer 10: 25094 

40. (New) The system of Claim 39, wherein the access control unit is further operable to 

prevent at least one device from accessing any storage on the at least one storage device that 

is not part of a virtual local storage partition assigned to the at least one device. 

41. (New) The system of Claim 35, wherein the first controller and the second controller 

further comprise a single controller. 

Gray Cary\AU\4113229.1 
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Oracle Ex. 1002, pg. 57



Attorney Docket No. 
CROSS1120-13 

11 

Continuation Application 
Customer ID: 25094 

42. (New) A method for providing virtual local storage on remote storage devices, 

comprising: 

mapping between a device connected to a first transport medium and a storage device 

connected to a second transport medium, wherein the first transport medium and the second 

transport medium operate according to a Fibre Channel protocol; 

implementing access controls for storage space on the storage device; and 

allowing access from the device connected to the first transport medium to the storage 

device using native low level, block protocols. 

43. (New) The method of Claim 42, further comprising maintaining a configuration 

wherein the configuration includes a map between the device and the one storage device, and 

further wherein the map includes virtual LUNs that provide a representation of the storage 

device. 

44. {New) The method of Claim 43, wherein the map only exposes the device to LUNs 

that the device may access. 

45. (New) The method of Claim 42, further comprising maintaining a configuration 

including a map from a host device 10 to a virtual LUN representation of the storage device to a 

physical LUN of the storage device. 

46. (New) The method of Claim 42, further comprising partitioning storage space on the 

storage device into virtual local storage for the device. 

47. (New) The method of Claim 46, further comprising preventing the device from 

accessing any storage on the storage device that is not part of a virtual local storage partition 

assigned to the device. 

space; 

48. {New) A system for providing virtual local storage, comprising: 

a host device; 

a storage device remote from the host device, wherein the storage device has a storage 

a first controller; 
Gray Cary\AU\4113229.1 
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a second controller 

12 

Continuation Application 
Customer ID: 25094 

a first transport medium operable according to a Fibre Channel protocol, wherein the first 

transport medium connects the host device to the first controller; 

a second transport medium operable according to the Fibre Channel protocol, wherein 

the second transport medium connects the second controller to the storage device; 

a supervisor unit coupled to the first controller and the second controller, the supervisor 

unit operable to: 

maintain a configuration that maps between the host device and at least a portion 

of the storage space on the storage device; and 

implement access controls according to the configuration for the storage space 

on the storage device using native low level, block protocol. 

49. (New) The system of Claim 48, wherein the supervisor unit is further operable 

to: 

maintain a configuration that maps from the host device to a virtual representation of at 

least a portion of the storage space on the storage device to the storage device; and 

allow the host device to access only that portion of the storage space that is contained in 

the map. 

50. (New) The system of Claim 49, wherein the configuration comprises a map from 

a host device ID to a virtual LUN representation of the storage device to a physical LUN of the 

storage device. 

51. (New) The system of Claim 48, wherein the storage device further comprises 

storage space partitioned into virtual local storage for the host device. 

52. (New) The system of Claim 51, wherein the supervisor unit is further operable to 

prevent the host device from accessing any storage on the storage device that is not part of a 

virtual local storage partition assigned to the host device. 

53. (New) The apparatus of Claim 48, wherein the first controller and the second 

controller further comprise a single controller. 

Gray Cary\AU\4113229.1 
I 03671-990000 
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Description 

BACKGROUND OF THE INVENTION 

Field of the Invention 5 

The present invention relates to a disk apparatus, 
and in particular to a disk apparatus which can be 
accessed by a plurality of host devices. 

Description of the Related Art 
10 

a plurality of hosts devices, access authorization can 
not be restricted to specific host devices. 

Furthermore, with the move to large volume disk 
apparatus, it is possible to consider partitioning a single 
disk and then having each host use a different partition. 
but with conventional disk apparatus it has not been 
possible, while using a single interface, to identify a host 
device and then have each host device use a different 
partition. 

SUMMARY OF THE INVENTION 

It is an object of the present invention to improve 
the deficiencies inherent in the conventional devices 

With conventional disk apparatus, each host con· 
trois the disk or disk array directly, and disk security is 
controlled by the host device to which the disk is con· 
nected. File sharing with this type of file server client 
system is disclosed for example in Japanese Patent 
Application, First Publication No. Hei-4·58349. 

A block diagram showing the configuration of a con
ventional disk apparatus is shown in Figure 6. A con
ventional disk apparatus 201 comprises a command 
interpretation and execution unit 202 which interprets 
commands from a host device as well as executing 
those commands, and a data storage unit 203 in which 
data is stored. The command interpretation and execu
tion unit 202, in the case of a read command for exam· 
pie, interprets the command, and recognizing the 
command as a read command directs the data storage 

15 discussed above, and in particular to provide a disk 
apparatus in which each host device can be treated dif· 
ferently, so that for example access authorization can be 
assigned solely to specific host devices, or furthermore, 
each host device can gain access to a different partition 

20 while using the same interface. 
A first apparatus according to the present invention 

comprises: a host device interface for sending and 
receiving data to and from a plurality of host devices. a 
data storage device for storing data to be sent to a host 

25 device, and a control device for controlling the writing of 
data to, and the reading of data from, the data storage 
device. 

unit 203 to read. The data storage unit 203 reads the 
stored data based on the read directions from the com- 30 

mand interpretation and execution unit 202, and then 
transfers the data to the host device. 

Common ways of connecting the host device and 
the disk apparatus include a SCSI (Small Computer 
System Interface) and Fibre Channel. Consequently, 35 

the command interpretation and execution unit 202 
interprets commands from the SCSI or Fibre Channel 
and then outputs commands such as read and/or write. 
to the disk data storage unit 203. 

With this type of conventional disk apparatus, usu- 40 

ally a single host device is connected to the disk appa
ratus. Furthermore, even in those cases where a 
plurality of host devices are connected to a common 
disk interface, with current technology it is possible for 
any of the host devices to access the disk. 45 

With advances in technology relating to the inter
face between the host device and the disk apparatus 
however, it has become feasible to connect a plurality of 
host devices. Using Fibre Channel, it is possible for 
example to use loops (FC·AL) to connect together more so 
than 100 devices including both host devices and disk 
apparatus. Moreover, if switching fabric is employed the 
number of devices which can be connected together 
increases even further. Utilizing the high speed of inter· 
faces, it is also possible to connect a plurality of host 55 

devices and disk apparatus to a single interface. With 
conventional disk apparatus, a problem arises that in 
the case where a single disk is able to be accessed by 

2 

The control device comprises an address registra
tion unit, in which the host address of each host device 
has been registered in advance, for the purpose of 
authorizing access, a command interpretation and exe· 
cution unit which on receipt of a command from a host 
device via the host device interface outputs the host 
address of the host device based on the command, and 
an address verification unit for verifying the host 
address output from the command interpretation and 
execution unit against the host address registered in the 
address registration unit, and for determining whether 
or not the particular host device has access authorize· 
lion. The command interpretation and execution unit is 
configured to include an authorization pending function. 
so that on receipt of a command from a host device, the 
command is interpreted and executed only after access 
is authorized by the address verification unit. 

With this first apparatus, the host address .is 
extracted from the command sent from a host device 
and verified against those host addresses registered in 
the address registration unit for the purpose of deter· 
mining access authorization. As a result, if access is 
authorized, the disk apparatus accepts the command 
which has been sent and disk read/write functions are 
performed. In this way, only authorized host devices 
gain access to the data storage unit. 

As a second apparatus according to the present 
invention a construction is adopted where, in addition to 
the items which characterize the first apparatus, a host 
information storage unit in which information about the 
hosts such as host names and passwords is stored, is 
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incorporated into the address registration unit, and a 
host check unit which, on receipt of host information 
from a host, determines whether or not that particular 
host has access authorization based on the host infor· 
mation received from the host and the host information 5 

stored in the host information storage unit, is incorpo· 
rated into the command interpretation and execution 
unit, and this host check unit incorporates an address 
registration function which registers the access authori· 
zation based on the host information, and the host 10 

address determined for the host device, in the address 
registration unit. 

With this second apparatus, when a host device 
logs in to the disk apparatus seeking authorization to 
use the disk, the address is registered in the address 15 

registration unit, and subsequently, the host address is 
extracted from any commands sent from the host device 
and verified against the host address registered in the 
address registration unit, and in those cases where 
access is authorized the command interpretation and 20 

execution unit transmits the command from the host 
device to the data storage unit and executes the com· 
mand. In this way, any alterations in host address can 
be easily accommodated. 

With a third apparatus, a construction is adopted 25 

where in addition to the items which characterize the 
second apparatus, the host check unit incorporates a 
startup setting function which requests host information 
from a plurality of host devices when the control device 
is activated. 

With this third apparatus, host information relating 
to access authorization is not stored internally before· 
hand, but rather is sent from the host devices which 

30 

and offset information which has been stored in 
advance, and generates offset information which corre· 
sponds to the particular host device and sends this 
information to the actual partition address generation 
unit. The actual partition address generation unit com· 
bines the theoretical disk address included in the com· 
mand from the host device and the offset information, 
and generates an actual disk partition address. In this 
way, the disk partition corresponding to the host device 
from which the command was sent is accessed. 

BRIEF DESCRIPTION OF THE DRAWINGS 

Figure 1 is a block diagram showing the configura· 
tion of a first embodiment of the present invention; 
Figure 2 is an explanatory diagram displaying a 
phase transition state of a SCSI bus; 
Figure 3 is a block diagram showing an example 
configuration of hardware resources of a disk appa· 
ratus according to the first embodiment shown in 
Figure 1; 
Figure 4 is a block diagram showing the configura
tion of a second embodiment of the present inven· 
tion; 
Figure 5 is a block diagram showing the configura· 
tion of a third embodiment of the present invention; 
and 
Figure 6 is a block diagram showing a configuration 
based on current technology. 

DESCRIPTION OF THE PREFERRED EMBODI· 
MENTS 

control the disk at the point of disk startup. Conse· Next is a description of the preferred embodiments 
quently, the amount of non volatile memory set aside for 35 of the present invention, with reference to the drawings. 
data storage can be reduced. 

As a fourth apparatus according to the present 
invention a construction is adopted where, in addition to 
the items which characterize the first apparatus, the 
control device comprises: an offset information genera· 40 

tion unit. which on the basis of a host address output 
from the command interpretation and execution unit 
generates offset information for the disk partition for that 
particular host device, and an actual partition address 
generation unit which on the basis of the address for 45 

reading and writing to the disk apparatus, and the offset 
information, generates an actual disk partition address 
and then outputs that actual partition address to the 
command interpretation and execution unit. 

With this fourth apparatus, the disk capacity is par· 50 

titioned amongst the various host devices, and the vari· 
ous host addresses and the offset information for each 
partition are coordinated beforehand. When a com· 
mand is received from a host device, the command 
interpretation and execution unit extracts the host 55 

address from the command and sends it to the offset 
information generation unit. The offset information gen· 
eration unit then uses a correlation chart of host devices 

3 

First embodiment 

A blOck diagram showing the configuration of a disk 
apparatus according to a first embodiment of the 
present invention is shown in Figure 1. As is shown in 
Figure 1 , a disk apparatus 1 01 comprises a host device 
interface 112 for sending and receiving data to and from 
a plurality of host devices, a data storage device (data 
storage unit) 1 05 for storing data to be sent to a host 
device, and a control device 106 for controlling the writ· 
ing of data to, and the reading of data from, the data 
storage device 105. 

The control device 1 06 comprises: an address reg· 
istration unit 1 04, in which the host address of each host 
device has been registered for authorizing access, a 
command interpretation and execution unit 1 02 which 
on receipt of a command from a host device via the host 
device interface outputs the host address of the host 
device based on the command, and an address verifies· 
tion unit 1 03 for verifying the host address output from 
the command interpretation and execution unit 102 
against the host address registered in the address reg· 
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istration unit 1 04, and for determining whether or not the 
particular host device has access authorization. 

The command interpretation and execution unit 1 02 
incorporates an authorization pending function, so that 

In this way, the disk apparatus is able to ascertain 
the SCSI 10, namely the host address, of the other 
device. Further details are given in "Open design No. 1" 
(Published by CO, 1994), pages 4 to 19. 

on receipt of a command from a host device, the com- s 
mand is interpreted and executed only after access is 
authorized by the address verification unit 103. 

In the case of a Fibre Channel, because communi-
cation is serial, the host address is recorded within the 
frame and so once again the disk apparatus is able to 
ascertain the host address of the other device. The command interpretation and execution unit 1 02 

first receives a command from a host device, extracts Furthermore nowadays, in addition to those men· 
the host address from the command and outputs it to to 
the address verification unit 1 03. The address verifica· 

tioned above, there are other protocols (such as IP 
(Internet ProtocoQ) which although not widely used as 
disk interfaces, do include a host address which 
becomes the transmission source. 

tion unit 1 03 reads the host addresses stored in the 
address registration unit 1 04 tor the purpose of deter· 
mining access authorization and verifies the host 
address sent from the command interpretation and exe· 15 

cution unit 102. The access authorization information 
generated as a result of this verification process is then 
relayed back to the command interpretation and execu· 

An example configuration of the above embodiment 
which uses a general purpose CPU (central processing 
unit) is shown in Figure 3. A disk apparatus 101 com· 
prises a CPU 1 06 which performs the centralized func-
tion of controlling reading and writing. The CPU 106 is 
connected to various circuit devices via a bus 107. Of tion unit 1 02 by the address verification unit 1 03. 

In those cases where access is authorized, the 20 

command interpretation and execution unit 1 02 sends 
these devices, a ROM (read only memory) 108 is mem· 
ory solely tor reading, and stores various programs and 
fixed data. the command received from the host device to the data 

storage unit 105, and the disk apparatus command, 
such as a data read/write command, is carried out in the 
same manner as for conventional disks. 

The technique for determining access authorization 
could for example involve the registration of the host 
addresses of those host devices for which access is 
authorized in the address registration unit 104 and com· 
parison of these address with the host address 
extracted from each command, with authorization being 
given in the case of a matching address. Alternatively, 
the host addresses of those host devices for which 
access is not authorized could be registered in the 
address registration unit 104, and authorization given if 
the host address extracted from the command did not 
match any of the registered addresses. 

With the above example it was assumed that the 
host address was imbedded in the command, but in 
practice, the host address can sometimes be identified 
in exchanges prior to, or after the command. An exam· 
pie is presented in way of an explanation below. 

For example in the case of a SCSI, the bus phase 

A RAM (random access memory) 1 09 is memory 
which is used, as required, for temporarily storing data 

25 during execution of a program. 
A non volatile memory 110 is memory which can be 

written to by the CPU, and the content of which is saved 
when the power is turned off. A disk interface 111 is an 
interface for exchanging data and commands between 

30 the CPU and a data storage unit 1 05 which will be either 
a disk or some other storage medium. 

A host device interface 112 is an interface tor 
exchanging commands and data from a host device 
with the disk apparatus 101. In the case of a disk array, 

35 a SCSI is used tor both the host device interface 112 
and tor the disk interface 111, but generally it is accept
able for the host device interface 112 and the disk inter
face 111 to be of different types. 

For example, a Fibre Channel could be used for the 
40 host device interface 112 and a SCSI used for the disk 

interface 111. In small apparatus the disk storage 
medium itself is used as the data storage unit 1 05, but 
in large apparatus such as disk arrays the disk drive 

can be roughly divided up as shown in Figure 2. With a 
SCSI generally the host device interface is the initiator 45 

and the disk apparatus interface the target. When send· 

itself can be used as the data storage unit 1 05. 
Next is a description of the use of the hardware 

resources shown in Figure 3 to bring to realization the 
function blocks of Figure 1. The command interpretation 
and execution unit 1 02 of Figure 1 is configured using 
the CPU 106, the bus 107, the ROM 108, the RAM 109, 

ing a command to the disk apparatus, the host device 
interface, the initiator, secures the bus in the arbitration 
phase, selects the disk apparatus in the selection 
phase, and then enters the information transfer phase 
for sending the command or data. 

Within this series of phases, the initiator outputs its 
own ID and the ID of the target it is aiming to select in 
the selection phase. The specified disk apparatus, 
namely the target, on confirming it has been selected 
corresponds by switching the bus BSY signal to "true·. 
At this point, the target samples the data bus and iden· 
tifies the 10 of the initiator. 

so the disk interface 111 and the host device interface 112 
of Figure 3. Similarly, the address verification unit 103 is 
configured using the CPU 106, the bus 107, the ROM 
108, and the RAM 109. 

The address registration unit 1 04 can be configured 
55 using the non volatile memory 110. Moreover, a 

read/write capable disk drive can be used as the data 
storage unit 105. In those instances where a disk drive 
with a SCSI interface is used as the data storage unit, 

4 
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the commands which can be sent from the command 
interpretation and execution unit 102 to the data storage 
unit 1 05 are not limited to just read and write commands 
for data, but can also indicate commands in general 
retained by the SCSI interface. Furthermore, the disk s 
drive can comprise any form which allows data storage, 
and can therefore be configured from memory with a 
power backup function or from non volatile memory. 

Next is a description of the operation of a disk appa
ratus configured as shown in Figure 3. First, host to 
addresses are stored in advance in the non volatile 
memory 110. The stored host addresses can be rewrit· 
ten by the CPU 1 06, but will not be erased when the 
power is switched off. Consequently, when power is 
supplied to the disk apparatus 101, the host addresses 15 

which have been previously stored are able to be read 
out. 

The command interpretation and execution unit 1 02 
of Figure 1 receives commands from the host devices at 
the host device interface 112 and stores them temporar· 20 

ily in the RAM 109. The CPU 106 uses the programs 
stored in the ROM 1 08 for interpreting a command from 
a host device and extracting the host address. The thus 
extracted host address is then verified against the host 
addresses stored in the non volatile memory 11 0 by the 25 

CPU 106. In the method where the host addresses for 
those devices which are authorized for access are 
stored in the non volatile memory 110, access is author· 
ized when the host address extracted from the com
mand from the host device matches one of the host 30 

addresses stored in advance in the non volatile mem· 
ory. 

ratus, it is possible to imagine a technique where on 
startup of the disk apparatus the access authorization 
determining host addresses are transferred from the 
host device which controls the disk, and then stored in 
the RAM 109. With this technique, the amount of non 
volatile memory 110 can be greatly reduced. 

Second embodiment 

A block diagram showing the configuration of a disk 
apparatus according to a second embodiment of the 
present invention is shown in Figure 4. This is an 
embodiment which allows the setting of the host 
address afterwards. This embodiment will be explained 
in terms of the login operation from a host device to 
obtain authorization for using the disk apparatus, and 
the normal access operation. 

First, in the login operation, the host information 
sent from a host device is used to determine whether 
that particular host device should be authorized. A disk 
apparatus 113 of this embodiment comprises a com
mand interpretation and execution unit 114 for interpret
ing and executing commands from host devices. The 
command interpretation and execution unit 114 
receives a command from a host device and extracts 
the necessary host information required to authorize 
usage of the disk apparatus as well as the host address 
accompanying that host information, and sends it all to 
a host check unit 115. 

In the host check unit 115, this information is veri-
fied against access authorization determining host infor
mation which has been stored in advance in a host 
information storage unit 116. Examples of host informa
tion include the host device name, and a password. In 

In those cases where access is authorized, the 
CPU 106 sends a command to the disk interface 111 in 
order to execute the command from the host device, 
which had been temporarily stored in the RAM 1 09. The 
disk interface 111 executes the command by sending it 
to the data storage unit 1 05. In those cases where infor
mation needs to be relayed to the host device as a result 

35 those cases where the comparison results in a match, 
the host address sent from the command interpretation 
and execution unit 114 is registAred in an address reg
istration unit 118 as an access authorization determin-

of the command being executed, the disk interface 40 

informs the CPU 106 that it has received a result. 
On receiving this notification the CPU 1 06 receives 

the result from the disk interface 111, stores it temporar· 

ing address. 
Once the host address has been registered in the 

address registration unit 118 in this way, the remaining 
operation is the same as for the first embodiment. Upon 
receiving a command from a host device the command 
interpretation and execution unit 114 extracts the host ily in the RAM 109, and then transfers the result to the 

host device interface. In this way, commands from a 
host device are first judged as to whether access is pos
sible, and then following execution, any result of the exe· 
cution is returned to the host device. 

45 address from the command. It then sends this address 

With the above example, the host address stored 
temporarily in the RAM 109 and the access authorize- so 
tion determining host addresses stored in the non vola-
tile memory 11 0 were compared, but in some cases the 
reading of non volatile memory is time consuming, and 
so it is possible to imagine a technique where on startup 
of the disk apparatus the access authorization deter· 55 

mining host addresses stored in the non volatile mem-
ory 110 are transferred to the RAM 109. 

Furthermore as with the invention of the first appa· 

5 

to an address verification unit 117 and the address ver
ification unit 117 verifies the address against the access 
authorization determining host addresses stored in the 
address registration unit 118 and then relays an access 
authorized or access denied message back to the com
mand interpretation and execution unit 114. In the case 
where access is authorized, the command interprets· 
lion and execution unit 114 sends a command to the 
data storage unit 105 in order to execute the command. 

Wrth the second embodiment, the actual circuit 
configuration could take the form shown in Figure 3, as 
was the case with the first embodiment. The command 
interpretation and execution unit 114 of Figure 4 could 
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then be configured comprising the CPU 106, the bus 
107, the ROM 108, the RAM 109, the disk interface 111, 
and the host device interface 112 of Figure 3. Similarly, 

host devices. 
With the invention of the second apparatus, the 

the host check unit 115 and the address verification unit 
117 can be configured comprising the CPU 106, the bus 5 

107, the ROM 108, and the RAM 109. Furthermore, the 
host information unit 116 and the address registration 
unit 1 04 can be configured using the non volatile mem· 
ory 110. 

information registered in advance in the disk apparatus 
by the user is not host addresses, but rather host infor· 
mation. Each host address is registered prior to that 
host device using the disk apparatus, so that once reg-
istered, subsequent recognition of the host device can 
be based on the host address imbedded in normal com
mands. Therefore procedures can be vastly simplified in 

Third embodiment 

A block diagram showing the configuration of a disk 
apparatus according to a third embodiment of the 
present invention is shown in Figure 5. A disk apparatus 
119 of this embodiment comprises a command interpre
tation and execution unit 120 for interpreting and exe· 
cuting commands from a host device. The command 
interpretation and execution unit 120 extracts a host 
address from any disk read/write command sent from a 
host device and outputs it to an address offset informa
tion conversion unit 121, and also outputs a disk parti-
tion address extracted from the read/write command to 
an actual partition address conversion unit 122. 

The technique used by the command interpretation 
and execution unit 120 for extracting a host address is 
as was outlined for the first embodiment. The host 
address output from the command interpretation and 
execution unit 120 is input into the address offset infor
mation conversion unit 121. Offset information which 
indicates a disk partition corresponding to each host 
device, has been stored in advance in the address off· 
set information conversion unit 121 , and the host 
address input from the command interpretation and 
execution unit 120 is converted to this offset informa· 
tion. 

10 comparison with the technique where host information 
is exchanged each time the disk apparatus is accessed. 
Furthermore, because the information registered in 
advance in the disk apparatus does not include host 
addresses, even if the interface configuration or address 

15 is changed there is little effect, allowing high security to 
be maintained. 

With the invention of the third apparatus, following 
disk startup the host addresses relating to access 
authorization are received from the host device which 

20 controls the disk apparatus, and stored internally. This 
offers the advantage that complicated programming 
relating to host address registration does not need to be 
provided on the disk. 

With the invention of the fourth apparatus, the disk 
25 apparatus is able to identify a host device from the host 

address imbedded within the command sent from the 
host device. Moreover because a partition offset infor
mation value is stored for each host device, the disk 
apparatus is able to allocate a different disk partition to 

so each host device. Consequently, a single disk appara· 
tus can essentially appear as a different disk to each 
host device, enabling the efficient usage of modern 
large volume disk apparatus. 

35 Claims 

The actual partition address conversion unit 122 
combines the disk partition address output from the 
command interpretation and execution unit 120 with the 
offset information output from the address offset infor· 40 

mation conversion unit 121, and generates an actual 
disk partition address which it then outputs to the com
mand interpretation and execution unit 120. The com
mand interpretation and execution unit 120 outputs a 
read/write command to the data storage unit 1 05 based 45 

on the actual disk partition address. The data storage 

1. A disk apparatus comprising, a host device inter
face (112) for sending and receiving data to and 
from a plurality of host devices, data storage means 
(105) for storing data to be sent to said host 
devices, and control means (1 06) for controlling the 
writing of data to, and the reading of data from, said 
data storage means (105), characterized in that 
said control device (106) comprises: an address 
registration unit (104; 118), in which the host 
address of each host device has been registered in 
advance, for the purpose of authorizing access, a 
command interpretation and execution unit (102; 
114; 120) which on receipt of a command from a 
host device via said host device interface ( 112) out
puts the host address of said host device based on 
said command, and an address verification unit 
(1 03) for verifying the host address output from said 
command interpretation and execution unit (102; 
114) against the host address registered in said 
address registration unit (104; 118), and for deter
mining whether or not the particular host device has 
access authorization, and said command interpre-

unit 1 05 executes the command output from the actual 
partition address conversion unit 122 by, for example, 
reading out data to the host device, or receiving and 
storing data from the host device. 50 

The present invention is configured and functions in 
the manner outlined above, with the invention of the first 
apparatus enabling the provision of a highly secure and 
advanced disk apparatus of a type not currently availa· 
ble, wherein determination of access authorization for a 55 

host device is based on the host address imbedded in 
the command sent from that particular host device, thus 
enabling commands to be accepted only from specified 

6 
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tation and execution unit (102; 114; 120) incorpo-
rates an authorization pending function, so that on 
receipt of a command from a host device, the com-
mand is interpreted and executed only after access 
is authorized by said address verification unit (1 03). 5 

2. A disk apparatus according to claim 1, wherein a 
host information storage unit (116) in which infor-
mation about the hosts such as host names and 
passwords is stored, is incorporated into said 10 

address registration unit (104; 118), and a host 
check unit (115) which, on receipt of host informa-
lion from a host, determines whether or not that 
particular host has access authorization based on 
the host information received from the host and the 15 

host information stored in said host information 
storage unit (116), is incorporated into said com-
mand interpretation and execution unit (102; 114; 
120), and said host check unit (115) incorporates 
an address registration function which registers the 20 

access authorization based on the host informa-
tion, and the host address determined for the host 
device, in said address registration unit (104; 118). 

3. A disk apparatus according to claim 2, wherein said 25 

host check unit (115) incorporates a star1up setting 
function which requests host information from a plu-
rality of host devices when said control means 
(106) is activated. 

30 

4. A disk apparatus according to claim 2, wherein said 
control means (106) comprises: an offset informa-
tion generation unit (121), which on the basis of a 
host address output from said command interprets-
tion and execution unit (102; 114; 120) generates 35 

offset information for the disk partition for that par-
ticular host device, and an actual partition address 
generation unit (122) which on the basis of the 
address for reading and writing to the disk appara-
tus, and the offset information, generates an actual 40 

disk partition address and then outputs that actual 
partition address to said command interpretation 
and execution unit (102; 114; 120). 

5. A disk apparatus according to claim 1 , wherein said 45 

command interpretation and execution unit (102; 
114; 120) extracts said host address from said 
command received from said host device. 

so 

55 
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STORAGE ROUTER AND METHOD FOR PROVIDING VIRTUAL LOCAL 

STORAGE 

TECHNICAL FIELD OF THE INVENTION 

This invention relates in general to network 

storage devices, and more particularly to a storage 

router and method for providing virtual local storage on 

remote SCSI storage devices to Fibre Channel devices 
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BACKGROUND OF THE INVENTIQN 

Typical storage transport mediums provide for a 

relatively small number of devices to be attached over 

relatively short distances. One such transport medium is 

s a Small Computer System Interface (SCSI) protocol, the 

structure and operation of which is generally well known 

as is described, for example, in the SCSI-1, SCSI-2 and 

SCSI-3 specifications. High speed serial interconnects 

provide enhanced capability to attach a large number of 

10 high speed devices to a common storage transport medium 

over large distances. One such serial interconnect is 

Fibre Channel, the structure and operation of which is 

described, for example, in Fibre Channel Physical and .. 
Signaling Interface (FC-PH), ANSI X3.230 Fibre Channel 

15 Arbitrated Loop (FC-AL), and ANSI X3.272 Fibre Channel 

Private Loop Direct Attach (FC-~LDA). 

Conventional computing devices, such as computer 

workstations, generally access storage locally or through 

network interconnects. Local storage typically consists 

20 of a disk drive, tape drive, CD-ROM drive or other 

storage device contained within, or locally connected to 

the workstation. The workstation provides a file system 

structure, that includes security controls, with access 

to the local storage device through native low level, 

25 block protocols. These protocols map directly to the 

mechanisms used by the storage device and consist of data 

requests without security controls. Network interconnects 

typically provide access for a large number of computing 
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devices to data storage on a remote network server. The 

remote network server provides file system structure, 

access control, and other miscellaneous capabilities that 

include the network interface. Access to data through 

s the network server is through network protocols that the 

server must translate into low level requests to the 

storage device. A workstation with access to the server 

storage must translate its file system protocols into 

network protocols that are used to communicate with the 

10 server. Consequently, from the perspective of a 

workstation, or other computing device, seeking to access 

such server data, the access is much slower than access 

to data on a local storage device. 
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SUMMARY OF THE INVENTION 

In accordance with the present invention, a storage 

router and method for providing virtual local storage on 

remote SCSI storage devices to Fibre Channel devices are 

5 disclosed that provide advantages over conventional 

network storage devices and methods. 

According to one aspect of the present invention, a 

storage router and storage network provide virtual local 

storage on remote SCSI storage devices to Fibre Channel 

10 devices. A plurality of Fibre Channel devices, such as 

workstations, are connected to a Fibre Channel transport 

medium, and a plurality of SCSI storage devices are 

connected to a SCSI bus transport medium. The stor~ge 

router interfaces between the Fibre Channel transport 

15 medium and the SCSI bus transport medium. The storage 

router maps between the workstations and the SCSI storage 

devices and implements access controls for storage space 

on the SCSI storage devices. The storage router then 

allows access from the workstations to the SCSI storage 

20 devices using native low level, block protocol in 

accordance with the mapping and the access controls. 

According to another aspect of the pre~ent 

invention, virtual local storage on remote SCSI storage 

devices is provided to Fibre Channel devices. A Fibre 

25 Channel transport medium and a SCSI bus transport medium 

are interfaced with. A configuration is maintained for 

SCSI storage devices connected to the SCSI bus transport 

medium. The configuration maps between Fibre Channel 
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devices and the SCSI storage devices and implements 

access controls for storage space on the SCSI storage 

devices. Access is then allowed from Fibre Channel 

initiator devices to SCSI storage devices using native 

5 low level, block protocol in accordance with the 

configuration. 

A technical advantage of the present invention is 

the ability to centralize local storage for networked 

workstations without any cost of speed or overhead. Each 

10 workstation access its virtual local storage as if it 

work locally connected. .Further, the centralized storage 

devices can be located in a significantly remote position 

even in excess of ten kilometers as defined by Fibr~ 

Channel standards. 

15 Another technical advantage of the present invention 

is the ability to centrally control and administer 

storage space for connected users without limiting the 

speed with which the users can access local data. In 

addition, global access to data, backups, virus scanning 

20 and redundancy can be more easily accomplished by 

centrally located storage devices. 

A further technical advantage of the p~esent 

invention is providing support for SCSI storage devices 

as local storage for Fibre Channel hosts. In addition, 

25 the present invention helps to provide extended 

capabilities for Fibre Channel and for management of 

storage subsystems. 
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BRIEF DESCRIPTION OF THE DRAWINGS 

A more complete understanding of the present 

invention and the advantages thereof may·be acquired by 

referring to the following description taken in 

5 conjunction with the accompanying drawings, in which like 

reference numbers indicate like features, and wherein: 

FIGURE 1 is a block diagram of a conventional 

network that provides storage through a network server; 

FIGURE. 2 is a block diagram of one embodiment of a 

10 storage network with a storage router that provides 

global access and routing; 

FIGURE 3 is a block diagram of one embodiment of a 

storage network with a storage router that provides ,. 

virtual local storage; 

15 FIGURE 4 is a block diagram of one embodiment of the 

storage router of FIGURE 3; and 

FIGURE 5 is a block diagram of one embodiment of 

data flow within the storage router of FIGURE 4. 
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DETAILED DESCRIPTION OF THE INYENTION 

FIGURE 1 is a block diagram of a conventional 

network, indicated generally at 10, that provides access 

to storage through a network server. As shown, network 

5 10 includes a plurality of workstations 12 interconnected 

with a network server 14 via a network transport medium 

16. Each workstation 12 can generally comprise a 

processor, memory, input/output devices, storage devices 

and a network adapter as well as other common computer 

10 components. Network server 14 uses a SCSI bus 18 as a 

storage transport medium to interconnect with a plurality 

of storage devices 20 (tape drives, disk drives, etc.). 

In the embodiment of FIGURE 1, network transport me~ium 

16 is an network connection and storage devices 20 

15 comprise hard disk drives, although there are numerous 

alternate transport mediums and storage devices. 

In network 10, each workstation 12 has access to its 

local storage device as well as network access to data on 

storage devices 20. The access to a local storage device 

20 is typically through native low level, block protocols. 

On the other hand, access by a workstation 12 to storage 

devices 20 requires the participation of network server 

14 which implements a file system and transfers data to 

workstations 12 only thro~gh high level file system 

25 protocols. Only network server 14 communicates with 

storage devices 20 via native low level, block protocols. 

Consequently, the network access by wo~kstations 12 

through network server 14 is slow with respect to their 
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access to local storage. In network 10, it can Also be a 

logistical problem to centrally manage and administer 

local data distributed across an organization, including 

accomplishing tasks such as backups, virus scanning and 

5 redundancy. 

FIGURE 2 is a block diagram of one embodiment of a 

storage network, indicated generally at 30, with a 

storage router that provides global access and routing. 

This environment is significantly different from that of 

10 FIGURE 1 in that there is no network server involved. In 

FIGURE 2, a Fibre Channel high speed serial transport 32 

interconnects a plurality of workstations 36 and storage 

devices 38. A SCSI bus storage transport medium 

interconnects workstations 40 and storage devices 42. A 

15 storage router 44 then serves to interconnect these 

mediums and provide devices on either medium global, 

transparent access to devices on the other medium. 

Storage router 44 routes requests from initiator devices 

o~ one medium to target devices on the other.medium and 

20 routes data between the target and the initiator. 

Storage router 44 can allow initiators and targets to be 

on either side. In this manner, storage ro~ter 44 

enhan~es the functionality of Fibre Channel 3~ by 

providing access, for example, to legacy SCSI storage 

25 devices on SCSI bus 34. In the embodiment of FIGURE 2, 

the operation of storage router 44 can be managed by a 

management station 46 connected to the storage router via 

a direct serial connection. 
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In storage network 30, any workstation 36 or 

workstation 40 can access any storage device 38 or 

storage device 42 through native low level, block 

.protocols, and vice versa. This functionality is enabled 

5 by storage router 44 which routes requests and data as a 

generic transport between Fibre Channel 32 and SCSI bus 

34. Storage router 44 uses tables to map devices from 

one medium to the other and distributes requests and data 

across Fibre Channel 32 and SCSI bus 34 without any 

10 security access controls. Although this extension of the 

high speed serial interconnect provided by Fibre Channel 

32 is beneficial, it is desirable to provide security 

controls in addition to extended access to storage ,. 

devices through a native low level, block protocol. 

15 FIGURE 3 is a block diagram of one embodiment of a 

storage network, indicated generally at SO, with a 

storage router that provides virtual local storage. 

Similar to that of FIGURE 2, storage network 50 includes 

a Fibre Channel high speed serial interconnect 52 and a 

20 SCSI bus 54 bridged by a storage router 56. Storage 

router 56 of FIGURE 3 provides for a large number of 

workstations 58 to be interconnected on a c~mmon storage 

transport and to access common storage devices 60, 62 and 

64 through native low level, block protocols. 

25 According to the present invention, storage router 

56 has enhanced functionality to implement security 

controls and routing such that each workstation 58 can 

have access to a specific subset of the overall data 
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stored in storage devices 60, 62 and 64. This specific 

subset of data has the appearance and characteristics of 

local storage and is referred to herein as virtual local 

storage. Storage router 56 allows the configuration and 

5 modification of the storage allocated to each attached 

workstation 58 through the use of mapping tables or other 

mapping techniques. 

As shown in FIGURE 3, for example, storage device 60 

can be configured to provide global dat~ 65 which can be 

10 accessed by all workstations 58. Storage device 62 can 

be configured to provide partitioned subsets 66, 68, 70 

and 72, where each partition is allocated to one of the 

workstations 58 (workstations A, B, c and D) . Thes~ 

subsets 66, 68, 70 and 72 can only be accessed by the 

15 associated workstation 58 and appear to the associated 

workstation 58 as local storage accessed using native low 

level, block protocols. Similarly, storage device 64 can 

be allocated as storage for the remaining workstation 58 

(workstation E) . 

20 Storage router 56 combines access control with 

routing such that each workstation 58 has controlled 

access to only the specified partition of storage device 

62 which forms virtual local storage for the workstation 

58. This access control allows security control for the 

25 specified data partitions. Storage router 56 allows this 

allocation of storage devices 60, 62 and 64 to be managed 

by a management station 76. Management station 76 can 

connect directly to storage router 56 via a direct 
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connection or, alternately, can interface with storage 

router 56 through either Fibre Channel 52 or SCSI bus 54. 

In the latter case, management station 76 can be a 

workstation or other computing device with special rights 

5 such that storage router 56 allows access to mapping 

tables and shows storage devices 60, 62 and 64 as they 

exist physically rather than as they have been allocated. 

The environment of FIGURE 3 extends the concept of a 

single workstation having locally connected storage 

10 devices to a storage network 50 in which workstations 58 

are provided virtual local storage in a manner 

transparent to workstations 58. Storage router 56 

provides centralized control of what each workstatiqn 58 

sees as its local drive, as well as what data it sees as 

15 global data accessible by other workstations 58. 

Consequently, the storage space considered by the 

workstation 58 to be its local storage is actually a 

partition (i.e., logical storage definition) of a 

physically remote storage device 60, 62 or 64 connected 

20 through storage router 56. This means that similar 

requests from workstations 58 for access to their local 

storage devices produce different accesses to the storage 

space on storage devices 60, 62 and 64. Further, no 

access from a workstation 58 is allowed to the virtual 

25 local storage of another workstation 58. 

The collective storage provided by storage devices 

60, 62 and 64 can have blocks allocated by programming 

means within storage router 56. To accomplish this 
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function, storage router 56 can include routing tables 

and security cqntrols that define storage allocation for 

each workstation 58. The advantages provided by 

implementing virtual local storage in centralized storage 

5 devices include the ability to do collective backups and 

other collective administrative functions more easily. 

This is accomplished without limiting the performance of 

workstations 58 because storage access involves native 

low level, block protocols and does not involve the 

10 overhead of high level protocols and file systems 

required by network servers. 

FIGURE 4 is a block diagram of one embodiment of 

storage router 56 of FIGURE 3. Storage router 56 c~n 

comprise a Fibre Channel controller 80 that interfaces 

15 with Fibre Channel 52 and a SCSI controller 82 that 

interfaces with SCSI bus 54. A buffer 84 provides memory 

work space and is connected to both Fibre Channel 

controller 80 and to SCSI controll~r 82. A ·supervisor 

unit 86 is connected to Fibre Channel controller 80, SCSI 

20 controller 82 and buffer 84. Supervisor unit 86 

comprises a microprocessor for controlling operation of 

storage router 56 and to handle mapping and.security 

access for requests between Fibre Channel 52 and SCSI bus 

54. 

25 FIGURE 5 is a block diagram of one embodiment of 

data flow within storage router 56 of FIGURE 4. As 

shown, data from Fibre Channel 52 is processed by a· Fibre 

Channel (FC) protocol unit 88 and placed in a FIFO queue 
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90. A direct memory access (DMA) interface 92 then takes 

data out of FIFO queue 90 and places it in buffer 84. 

Supervisor unit 86 processes the data in buffer 84 as 

represented by supervisor processing 93. This processing 

5 involves mapping between Fibre Channel 52 and SCSI bus 54 

and applying access controls and routing functions. A 

DMA interface 94 then pulls data from buffer 84 and 

places it into a buffer 96. A SCSI protocol unit 98 

pulls data from buffer 96 and communicates the data on 

10 SCSI bus 54. Data flow in the reverse direction, from 

SCSI bus 54 to Fibre Channel 52, is accomplished in a 

reverse manner. 

The storage router of the present invention is ,.a 

bridge device that connects a Fibre Channel link directly 

15 to a SCSI bus and enables the exchange of SCSI command 

set information between application clients on SCSI bus 

devices and the Fibre Channel ~inks. Further, the 

storage router applies access controls such that virtual 

local storage can be established in remote SCSI storage 

20 devices for workstations on the Fibre Channel link. In 

one embodiment, the storage router provides a connection 

for Fibre Channel links running the SCSI Fibre Channel 

Protocol (FCP) to legacy SCSI devices attached to a SCSI 

bus. The Fibre Channel topology is typically an 

25 Arbitrated Loop (FC_AL) . 

In part, the storage router enables a migration path 

to Fibre Channel based, serial SCSI networks by providing 

connectivity for legacy SCSI bus devices. The storage 
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router can be attached to a Fibre Channel Arbitrated Loop 

and a SCSI bus to support a number of SCSI devices. 

Using configuration settings, the storage router can make 

the SCSI bus devices available on the Fibre Channel 

5 network as FCP logical units. Once the configuration is 

defined, operation of the storage router is transparent 

to application clients. In this manner, the storage 

router can form an integral part of the migration to new 

Fibre Channel based networks while providing a means to 

10 continue using legacy SCSI devices. 

In one implementation (not shown}, the storage 

router can be a rack mount or free standing device with 

an internal power supply. The storage router can h~ve a 

Fibre Channel and SCSI port, and a standard, detachable 

15 power cord can be used, the FC connector can be a copper 

DB9 connector, and the SCSI connector can be a 68-pin 

type. Additional modular jacks can be ·provided for a 

serial port and a 802.3 10BaseT port, i.e. twisted pair 

Ethernet, for management access. The SCSI port of the 

20 storage router an support SCSI direct and sequential 

access target devices and can support SCSI initiators, as 

well. The Fibre Channel port can interface.to SCSI-3 FCP 

enabled devices and initiators. 

To accomplish its functionality, one implementation 

25 of the storage router uses: a Fibre Channel interface 

based on the HEWLETT-PACKARD TACHYON HPFC-5000 controller 

and a GLM media interface; an Intel 80960RP processor, 

incorporating independent data and program memory spaces, 
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and associated logic required to.implement a stand alone 

processing system; and a serial port for debug and system 

configuration. Further, this implementation includes a 

SCSI interface supporting Fast-20 based on the SYMBIOS 

5 53C8xx series SCSI controllers, and an operating system 

based upon the WIND RIVERS SYSTEMS VXWORKS or IXWORKS 

kernel, as determined by design. In addition, the 

storage router includes software as required to control 

basic functions of the various elements, and to provide 

10 appropriate translations between the FC and SCSI 

protocols. 

The storage router has various modes of operation 

that are possible.between FC and SCSI target and 

initiator combinations. These modes are: FC Initiator to 

15 SCSI Target; SCSI Initiator to FC Target; SCSI Initiator 

to SCSI Target; and FC Initiator to FC Target. The first 

two modes can be supported concurrently in a 

single storage router device are discussed briefly below. 

The third mode can involve two storage router devices 

20 back to back and can serve primarily as a device to 

extend the physical distance beyond that possible via a 

direct SCSI connection. The last mode can Qe used to 

carry FC protocols encapsulated on other transmission 

technologies (e.g. ATM, SONET), or to act as a bridge 

25 between two FC loops (e.g. as a two port fabric). 

The FC Initiator to SCSI Target mode provides for 

the basic configuration of a server using Fibre Channel 

to communicate with SCSI targets. This mode requires 
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that a host system have an FC attached device and 

associated device drivers and software to generate SCSI-3 

FCP requests. This system acts as an initiator using the 

storage router to communicate with SCSI target devices. 

5 The SCSI devices supported can include SCSI-2 compliant 

direct or sequential access (disk or tape) devices. The 

storage router serves to translate command and status 

information and transfer data between SCSI-3 FCP and 

SCSI-2, allowing the use of standard SCSI-2 devices in a 

10 Fibre Channel environment. 

The SCSI Initiator to FC Target mode provides for 

the configuration of a server using SCSI-2 to communicate 

with Fibre Channel targets. This mode requires tha4 a 

host system has a SCSI-2 interface and driver-software to 

15 control SCSI-2 target devices. The storage router will 

connect to the SCSI-2 bus and respond as a target to 

multiple target IDs. Configuration information is 

required to identify the target IDs to which the bridge 

will respond on the SCSI-2 bus. The storage router then 

20 translates the SCSI-2 requests to SCSI-3 FCP requests, 

allowing the use of FC devices with a SCSI host system. 

This will also allow features such as a tape device 

acting as an initiator on the SCSI bus to provide full 

support for this type of SCSI device. 

25 In general, user configuration of the storage router 

will be needed to support various functional modes of 

operation. Configuration can be modified, for example, 

through a serial port or through an Ethernet port via 
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SNMP (simple network management protocol) or a Telnet 

session. Specifically, SNMP manageability can be 

provided via an 802.3 Ethernet interface. This can 

provide for configuration changes as well as providing 

5 statistics and error information. Configuration can also 

be performed via TELNET or RS-232 interfaces with menu 

driven command interfaces. Configuration information can 

be stored in a segment of flash memory and can be 

retained across resets and power off cycles. Password 

10 protection can also be provided. 

In the first two modes of operation, addressing 

information is needed to map from FC addressing to SCSI 

addressing and vice versa. This can be 'hard' 

configuration data, due to the need for address 

15 information to be maintained across initialization and 

partial reconfigurations of the Fibre Channel address 

space. In an arbitrated loop configuration, user 

configured addresses will be needed for AL PAs in order 

to insure that known addresses are provided between loop 

20 reconfigurations. 

With respect to addressing, FCP and SCSI 2 systems 

employ different methods of addressing targ~t devices. 

Additionally, the inclusion of a storage router means 

that a method of translating device IDs needs to be 

25 implemented. In addition, the sto~age router can respond 

to commands without passing the commands through to the 

opposite. interface. This can be implemented to allow all 

generic FCP and SCSI commands to pass through the storage 
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router to address attached devices, but allow for 

configuration and diagnostics to be performed directly on 

the storage router through the FC and SCSI interfaces. 

Management commands are those intended to be 

5 processed by the storage router controller directly. 

This may include diagnostic, mode, and log commands as 

well as other vendor-specific commands. These commands 

can be received and processed by both the FCP and SCSI 

interfaces, but are not typically bridged to the opposite 

10 interface. These commands may also have side effects on 

the operation of the storage router, and cause other 

storage router operations to change or terminate. 

A primary method of addressing management comm~nds 

though the FCP and SCSI interfaces can be through 

15 peripheral device type addressing. For example, the 

storage router can respond to all operations addressed to 

logical unit (LUN} zero as a controller device. Commands 

that ~he storage router will support can include INQUIRY 

as well as vendor-specific management commands. These 

20 are to be generally consistent with sec standard 

commands. 

The SCSI bus is capable of establishing bus 

connections between targets. These targets may 

internally address logical units. Thus, the prioritized 

25 addressing scheme used by SCSI subsystems can be 

represented as follows: BUS:TARGET:LOGICAL UNIT. The BUS 

identification is intrinsic in the configuration, as a 

SCSI initiator is attached to only one·bus. Target 
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addressing is handled by bus arbitration from information 

provided to the arbitrating device. Target addresses are 

assigned to SCSI devices directly, though some means of 

configuration, such as a hardware jumper, switch setting, 

5 or device specific software configuration. As such, the 

SCSI protocol provides only logical unit addressing 

within the Identify message. Bus and target information 

is implied by the established connection. 

Fibre Channel devices within a fabric are addressed 

10 by a unique port identifier. This identifier is assigned 

to a port during certain well-defined states of the FC 

protocol. Individual ports are allowed to arbitrate for 

a known, user defined address. If such an address is not .. 
provided, or if arbitration for a particuiar user address 

15 fails, the port is assigned a unique address by the FC 

protocol. This address is generally not guaranteed to be 

unique between instances. Various scenarios exist where 

the AL-PA of a device will change, either after power 

cycle or loop reconfigUration. 

20 The_FC protocol also provides a logical unit address 

field within command structures to provide addressing to 

devices internal to a port. The FCP_CMD payload 

specifies an eight byte LUN field. Subsequent 

identification of the exchange between devices is 

25 provided by the FQXID (Fully Qualified Exchange ID). l 

FC ports can be required to have specific addresses 

assigned. Although basic functionality is not dependent 

on this, changes in the loop configuration could result 
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in disk targets changing identifiers with the potential 

risk of data corruption or loss. This configuration can 

be straightforward, and can consist of providing the 

device a loop-unique ID (AL_PA) in the range of "Olh" to 

5 11 EFh." Storage routers could be shipped with a default 

value with the assumption that most configurations will 

be using single storage routers and no other devices 

requesting the present ID.· This would provide a minimum 

amount of initial configuration to the system 

10 administrator. Alternately, storage routers could be 

defaulted to assume any address so that configurations 

requiring multiple storage routers on a loop would not 

require that the administrator assign a unique ID t?. the 

additional storage routers. 

15 Address translation is needed where commands are 

issued in the cases FC Initiator to SCSI Target and SCSI 

Initiator to FC Target. Target responses are qualified 

by the FQXID and will retain the translation acquired at 

the beginning of the exchange. This prevents 

20 configuration changes occurring during the course of 

execution of a command from causing data or state 

information to be inadvertently misdirected~ 

Configuration can be required in cases of SCSI Initiator 

to FC Target, as discovery may not effectively allow for 

25 FCP targets to consistently be found. This is due to an 

FC arbitrated loop supporting addressing of a larger 

number of devices than a SCSI bus and the possibility of 

FC devices changing their AL-PA due to device insertion 
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or other loop initialization. 

In the direct method, the .translation to 

BUS:TARGET:LUN of the SCSI address information will be 

direct. That is, the values represented in the FCP LUN 

5 field will directly map to the values in effect on the 

SCSI bus. This provides a clean translation and does not 

require SCSI bus discovery. It also allows devices to be 

dynamically added to the SCSI bus without modifying the 

address map. It may not allow for complete discovery by 

10 FCP initiator devices, as gaps between device addresses 

may halt the discovery process. Legacy SCSI device 

drivers typically halt discovery on a target device at 

the first unoccupied LUN, and proceed to the next t~rget. 

This would lead to some devices not being discovered. 

15 However, this allows for hot plugged devices and other 

changes to the loop addressing. 

In the ordered method, ordered translation requires 

that the storage router perform discovery on r~set, and 

collapses the addresses on the SCSI·bus to sequential FCP 

20 LUN values. Thus, the FCP LUN values 0-N can represent 

N+1 SCSI devices, regardless of SCSI address values, in 

the order in which they are isolated during.the SCSI 

discovery process. This would allow the FCP initiator 

discovery process to identify all mapped SCSI devices 

25 without further configuration. This has the limitation 

that hot-plugged devices will not be identified until the 

next reset cycle. In this case, the address may also be 

altered as well. 
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In addition to addressing, according to the present 

invention, the storage router provides configuration and 

access controls that cause certain requests from FC 

Initiators to be directed to assigned virtual local 

5 storage partitioned on SCSI storage devices. For 

example, the same request for LUN 0 (local storage) by 

two different FC Initiators can be directed to two 

separate subsets of storage. The storage router can use 

tables to map, for each initiator, what storage access is 

10 available and what partition is being addressed by a 

particular request. In this manner, the storage space 

provided by SCSI storage devices can be allocated to FC 

initiators to provide virtual local storage as well,.as to 

create any other desired configuration for secured 

15 access. 

Although the present invention has been described in 

detail, it should be understood that various changes, 

substitutions, and alterations can be made hereto without 

departing from the spirit and scope of the invention as 

20 defined by the appended claims. 
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WHAT IS CLAIMED IS: 

1. A storage router for providing virtual local 

storage on remote SCSI storage devices to Fibre Channel 

devices, comprising: 

5 a buffer providing memory work space for the storage 

router; 

a Fibre Channel controller operable to connect to 

and interface with a Fibre Channel transport medium; 

a SCSI controller operable to connect to and 

10 interface with a SCSI bus transport medium; and 

a supervisor unit coupled to the Fibre Channel 

controller, the SCSI controller and the buffer, the 

supervisor unit operable: 

to maintain a configuration for SCSI storage 

15 devices connected to the SCSI bus transport medium that 

maps between Fibre Channel devices and SCSI storage 

devices and that implements access controls for storage 

space on the SCSI storage devices; and 

to process data in the buffer to interface 

20 between the Fibre Channel controller and the SCSI 

controller to allow access from Fibre Channel initiator 

devices to SCSI storage devices using native low level, 

block protocol in accordance with the configuration. 
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2. The storage router of Claim 1, whereip the 

configuration maintained by the supervisor unit includes 

an allocation of subsets of storage space to associated 

Fibre Channel devices, wherein each subset is only 

5 accessible by the associated Fibre Channel device. 

10 

3. The storage router of Claim 2, wherein the 

Fibre Channel devices comprise workstations. 

4. The storage router of Claim 2, wherein the SCSI 

storage devices comprise hard disk drives. 

5. The storage router of Claim 1, wherein th~ 

Fibre Channel controller comprises: 

15 a Fibre Channel (FC) protocol unit operable to 

connect to the Fibre Channel transport medium; 

a first-in-first-out queue coupled to the Fibre 

Channel protocol.unit; and 

a direct memory access (DMA) interface coupled to 

20 the first-in-first-out queue and to the buffer. 

6. The storage router of Claim 1, wh~rein the SCSI 

controller comprises: 

a SCSI protocol unit operable to connect to the SCSI 

25 bus transport medium; 

an internal buffer coupled to the SCSI protocol 

unit; and 

a direct memory access (DMA) interface coupled to· 
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the internal buffer and to the buffer of the storage 

router. 

7. A storage network, comprising: 

a Fibre Channel transport medium; 

a SCSI bus transport medium; 

a plurality of workstations connected to the Fibre 

Channel transport medium; 

a plurality of SCSI storage devices connected to the 

10 SCSI bus transport medium; and 

a storage router interfacing between the Fibre 

Channel transport medium and the SCSI bus transport 

medium, the storage router providing virtual local ,, 

storage on the SCSI storage devices to the workstations 

15 and operable: 

20 

25 

to map between the workstations ·and the SCSI 

storage devices; 

to implement access controls for storage space 

on the SCSI storage devices; and 

to allow access from the workstations. to the 

SCSI storage devices using native low level, block 

protocol in accordance with the mapping and access 

controls. 

8. The storage network of Claim 7, wherein the 

access controls include an allocation of subsets of 

storage space to associated workstations, wherein each 

subset is only accessible by the associated workstation. 
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9. The storage network of Claim 7, wherein the 

SCSI storage devices comprise hard disk drives .. 

10. The storage network of Claim 7, wherein the 

storage router comprises: 

a buffer providing memory work space for the storage 

router; 

a Fibre Channel controller operable to connect to 

10 and interface with a Fibre Channel transport medium, the 

Fibre Channel controller further operable to pull 

outgoing data from the buffer and to place incoming data 

into the buffer; 

a SCSI controller operable to connect to and 

15 interface with a SCSI bus transport medium, the SCSI 

controller further operable to pull outgoing data from 

the buffer and to place incoming data into the buffer; 

and 

a supervisor unit coupled to the Fibre Channel 

20 controller, the SCSI controller and the buffer, the 

supervisor unit operable: 

to maintain a configuration for the SCSI 

storage devices that maps between Fibre Channel devices 

and SCSI storage devices and that imple~ents the access 

25 controls for storage space on the SCSI storage devices; 

and 

to process data in the buffer to interface 

between the Fibre Channel controller and the SCSI 
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controller to allow access from workstations to SCSI 

storage devices in accordance with the configuration. 

11. A method for providing virtual local storage on 

5 remote SCSI storage devices to Fibre Channel devices, 

comprising: 

interfacing with a Fibre Channel transport medium; 

interfacing with a SCSI bus transport medium; 

maintaining a configuration for SCSI storage devices 

10 connected to the SCSI bus transport medium that maps 

between Fibre Channel devices and the SCSI storage 

devices and that implements access controls for storage 

space on the SCSI storage devices; and 

allowing access from Fibre Channel initiator devices 

15 to SCSI storage devices using native low level, block 

protocol in accordance with the configuration. 

12. The method of Claim 11, wherein maintaining the 

configuration includes allocating subsets of storage 

20 space to associated Fibre Channel devices, wherein each 

subset is only accessible by the associated Fibre Channel 

device. 

13. The method of Claim 12, wherein the Fibre 

25 Channel devices comprise workstations. 

14. The method of Claim 12, wherein the SCSI 

storage devices comprise hard disk drives. 
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determined whether the bus is available. If the bus is 
available, the bus is accessed and a signal is generated 
to indicate that the bus is being accessed. A timer is 
also started and access to the bus is yielded when the 
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shared resource is also described. The processor com
prises a resource accessing unit. The resource access
ing unit allows the processor to access a resource upon 
receiving a first signal from a component coupled to the 
resource. The resource accessing unit yields access of 
the resource to the component upon receiving a seconct 
signal from the component 
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Description 

FIELD OF THE INVENTION 

The present invention pertains to the field of bus 5 

regulation. More specifically, the present invention 
relates to an apparatus and method for passing bus 
mastership between multiple devices. 

without using an external arbiter. 

SUMMARY OF THE INVENTION 

A method for passing mastership of a resource is 
described. According to the method, it is determined 
whether to use the bus. If the bus is to be used, it is 
determined whether the bus is available. If the bus is 
available, the bus is accessed and a signal is generated 

BACKGROUND OF THE INVENTION 

When multiple devices reside on a bus, coordina
tion of access to the bus is necessary. Coordination of 
access to the bus insures that multiple devices desiring 
to communicate will not assert control and data lines for 
different transfers at the same time and cause bus con
tention. 

10 to indicate that the bus is being accessed. A timer is 
also started and access to the bus is yielded when the 
timer expires. 

A processor that passes mastership of a shared 
resource is described. The processor comprises a 

One approach to coordinating bus access is the 
use of one or more bus masters in the system. A bus 
master controls access to the bus. It initiates and con
trols all bus requests. A processor must be able to initi- · 
ate a bus request for access to a memory device and 
thus is always a bus master. A memory device is usually 

15 resource accessing unit. The resource accessing unit 
anows the processor to access a resource upon receiv
ing a first signal from a. component coupled to the 
resource. The resource accessing unit yields access of 
the resource to the component upon receiving a second 

a slave since it will respond to read and write requests 
but never generate its own requests. 

20 signal from the component. The processor further com
prises a signal generation unit. The signal generation . 
unit is coupled to the resource accessing unit. The sig
nal generation unit generates a third signal when the 
processor has gained access to the resource and gen-

25 erates a fourth signal when the processor has yielded 
access to the resource. A bus has multiple masters when there are multiple 

central processing units (CPUs) or when input/output 
(VO) devices can initiate a bus transaction. If there are 
multiple masters, an arbitration scheme is required 
among the masters to decide who gets the bus next. A so 
bus arbiter is typically used to implement the arbitration 
scheme. In a bus arbitration scheme, a device wanting 
to use the bus signals a bus request and is later granted 
the bus. After a grant, the device can use the bus, later 
signaling to the bus arbiter that the bus is no longer ss 
required. The bus arbiter can then grant the bus to 
another device. Most multiple-master buses have a set 
of bus signals for pertorming requests and grants. A bus 
release line is also needed if each device does not use 
its own request line to release the bus. Sometimes the 40 

signals used for bus arbitration have physically separate 
lines, while in other systems the data lines of the bus 
are used for this function. Arbitration is often a fixed pri
ority, as is the case with daisy-chained devices or an 
approximately fair scheme that randomly chooses 45 

which master gets the bus. 
Th use of a bus arbiter has several drawbacks. 

Th addition of a bus arbiter requires additional power 
to operate. This is a problem for computer systems 
operating under tight power constraints. Implementing a so 
bus arbiter also requires additional space in the compu-
ter system. Thus, depending upon the environment of 
the computer system, the availability of physical space 

BRIEF DESCRIPTION OF THE DRAWINGS 

The present invention is illustrated by way of exam
ple and not by way of limitation in the figures of the 
accompanying drawings, in which like references indi
cate similar elements and in which: 

Figure 1 iDustrates a multi-processor computer sys
tem implementing an embodiment of the invention; 
Figures 2 illustrates processors from two different 
computer systems implementing an embodiment of · 
the invention; 
Figures 3 illustrates the present invention as imple
mented in a mass storage system;. 
Figure 4 is a table illustrating the mastership states 
in one embodiment of the present invention; 
Figure 5 is a state diagram iRustrating the transition 
order of the states illustrated in Figure 4; 
Figure 6 illustrates a block diagram of one embodi- · 
ment of a processor implementing the present 
invention; and. 
Figure 7 is a flow chart illustrating a method of 
passing mastership of a shared resource. 

PETAlLED QESCR!PT!ON 

A method and apparatus for accessing data in a may not permit the implementation of a bus arbiter. Per- . 
haps most importantly. the use of an additional compo
nent for the purpose of arbitration adds an undesirable 
cost to the overall computer system. 

Thus, what is needed is an apparatus that passes 
ownership of a resource between a plurality of devic~ 

55 memory is described. In the following description. for 
the purposes of explanation, numerous specific details 
are set forth in order to provide a thorough understand
ing of th present invention. It will be apparent, however, 
to one skilled in the art that the present invention may 

2 
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be practiced without these specific details. In other 
instances. well-known structures and devices are 
shown in block diagram form in order to avoid unneces
sarily obscuring the present invention. 

Referring to Figure 1. the computer system upon 5 

which the preferred embodiment of the present inven-
tion can be implemented is shown as 100. Cortlputer 
system 100 comprises a bus or other communication 
means 101 for communicating information. and proces
sors 102 and 103 coupled with bus 101 for processing 10 

information. System 100 further comprises a random 
access memory (RAM) or other dynamic storage device 
104 (referred to as main memory), coupled to bus 101 
for storing information and instructions to be executed 
by processors 102 and 103. Main memory 104 also may t5 

be used for storing temporary variables or other inter-
m diate information during execution of instructions by 
processors 102 and 103. Computer system 100 also 
comprises a read only memory (ROM) ancffor other 
static storage device 106 coupled to bus 101 for storing 20 

static information and instructions for processors 102 
and 103. Data storage device 107 is coupled to bus 101 
for storing information and instructions. Instructions 
from a computer readable media which are executable 
by processors 102 or 103 may be stored onto data stor- 25 

age device 107. A data storage device 107 such as a 
magnetic disk or optical disk and its corresponding disk 
drive can be coupled to computer system 100. 

Computer system 100 can also be coupled via bus 
101 to a display device 121. such as a cathode ray tube 30 

(CAl), for displaying information to a computer user. An 
alphanumeric input device 122, including alphanumeric 
and other keys, is typically coupled to bus 101 for com
municating information and command selections to 
processors 102 and 103. Another type of user input 35 

device is cursor control123, such as a mouse, a track-
ball, or cursor direction keys for communicating direc-
tion infOrmation and command selections to processor 
102 and for controlling cursor movement on display 121. 
This· input device typically has two degrees of freedom 40 

in two axes. a first axis (e.g., x) and a second axis (e.g., 
y), which allows the device to specify positions in a 
plane; 

Alternatively, other input devices such as a stylus or 
pen can be used to interact with the display. A displayed 45 

object on a computer screen can be selected by using a 
stylus or pen to touch the displayed object The compu-
t r detects the selection by implementing a touch sensi-
tiv screen Similarly, a light pen and a light sensitive 
scr en can be used for selecting a displayed object. so 
Such devices may thus detect selection position and the 
selection as a single operation instead of 1he "point and 
click." as in a system incorporating a mouse or trackball. 
Stylus and pen based input devices as well as touch 
and light sensitive screens are well known in the art 55 

Such a system may also lack a keyboard such as 122 
wherein all interface is provided via 1he stylus as a writ-
ing instrument (like a pen) and the written text is inter
preted using optical character recognition (OCR) 
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techniques. 
Figure 1 illustrates one embodiment of the present 

invention where bus 101 is shared t?.etween two proces
sors 102 and 103 in the same computer system 100. In 
order to prevent bus contention. only one of processors 
102 or 103 may access bus 101 at one time. Processor 
102 is only allowed to access ~s 101 during its desig
nated bus mastership state. Similarly, processor 103 is 
only allowed to access bus 101 during its designated 
bus mastership state. The bus mastership state of the 
system is determined by tokens or signals that proces
sors 102 and 103 generate. In one embodiment of the 
present invention, processors 102 and 103 generate a 
signal on line 130 each time they gain access to bus 
101, relinquish access to bus 101 orwishtogain access 
to bus 1 01. In another el'11b9diment of the present inven
tion, the signal generated by one of the processors on 
line 130 may be a single signal or a plurality of signals. 
The signals generated by processor 102 are sent to 
processor 103 via fine 130 and the signals generated by 
processor 103 are sent to processor 102 via line 130. 
Each processor has a copy of the signals generated by 
itself and the signals generated by the other proc;essor. 
Each processor is aware of 1he current bus mastership 
state of the system 100. · 

Figure·2 illustrates an embodiment of the present 
invention where a processor 102 from a first computer 
system 250 and a second processor 202 from a second 
computer system 251 share access to a shared 
resource 210. Shared resource 210 is a resource which 
may be accessed by only one of either processor 102 or 
processor 202 at one time. Shared resource 210 may 
be, for example, a bus or a memory. Shared resource 
210 may be directly coupled to processor 102 and 202 
or coupled to processors 102 and 202 via other buses 
or components. Processor 102 is only allowed to 
access shared resource 210 during its designated 
resource mastership state. Processor 202 is only 
allowed to access shared resource 210 during its desig
nated resource mastership state. The resource master
ship state of the systems is determined by tokens or 
signals that the processors 102 and 202 generate. In 
one embodiment of the present invention, processors 
102 and 202 generate a signal each time they gain 
access to shared resource 210, relinquish access to 
shared resource 210 or wish to gain access to shared 
resource 210. In one embodiment of 1he present inven
tion, 1he signal generated by the processor 102 or 210 
may be a single signal or a plurality of signals. The sig
nals generated by processor 102 are sent to processor 
202 on fine 230 and the signals generated by processor 
202 are sent to processor 102 on line 230. Each proces
sor has a copy of the signals generated by itself and the 
other processor. Each processor is aware of the current 
bus mastership state of the computer systems. 

Figure 3 illustrates an embodiment of the present 
invention as implemented in a mass storage system 
300. Mass storage system 300 comprises a first array of 
storage elements 335 coupled to a hard disk assembly 
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331 and a second array of storage elements 345 cou
pled to a hard disk assembly 341. The first and second 
array of storage elements 335 and 345 are accessed by 
a host (not shown) via one of the host interface units 
304 or 314 and one of buses 301 or 311. Buses 301 and 
311 maybe implemented. for example. by a conven
tional fiber channel interface, a serial storage architec
ture interface. a small computer system interface 
(SCSI), a P1394 interface, or other well known inter
faces. Hard disk assembly 331 comprises to interface 
the first array of storage elements 335 with bus 301. 
Hard disk assembly 331 includes a register 332 which is 
used for storing data to be read by processors 302 and 
312. Hard disk assembly 341 operates to interface the 
second array of storage elements 345 with bus 311. 
Hard disk assembly 341 includes a register 342 which is 
used for storing data to be read by processors 302 and 
312. 

An environmental service center 325 provides envi
ronmental services such as temperature control and 
power to mass storage system 300. Environmental 
service center 325 also provides data regarding the 
environmental services of mass storage system 300. 
Environmental service center 325 may be implemented 
by any known circuitry. Processor 302 is coupled to bus 
301 and shared bus 320. Processor 302 polls the envi
ronmental service center 325 by reading environmental 
service data from environmental service center 325 via 
shared bus 320. Processor 302 stores the environmen
tal service data in memory unit 303. Processor 302 
operates to monitor the environment of mass storage 
system 300 and maintains the system's integrity when 
the environment is out of tolerance range. Similarly, 
processor 312 is coupled to bus 311 and shared bus 
320. Processor 312 polls the environmental service 
center 325 by reading environmental service data from 
environmental service center 325 via shared bus 320. 
Processor 312 stores the environmental service data in 
memory unit 313. Processor 312 operates to monitor 
the environment of mass storage system 300 and main
tains the system's integrity when the environment is out 
of tolerance range. 

Environmental service data from environmental 
service center 325 may only be accessed by one· of 
processors 302 and 312 via shared bus 320 at a time. 
Processor 302 is only allowed to access shared bus 320 
during its designated bus mastership state. Processor 

5 

present invention. a timer 355 in processor 302 and a 
timer 356 in processor 312 is set each time mastership 
of shared bus 320 is taken by a new master. The mas
tership of shared bus 320 is passed each.time the tim-
ers 355 and 356 time out. The signals generated by 
processor 302 are sent to processor 312 via line 350 
and the signals generated by processor 312 are sent to 
processor 302 via line 350. Each processor has a copy 
of the signals generated by itseH and the other proces-

10 sor. Each processor 302 or 312 is aware of the current 
bus mastership state of the system 300. 

In one embodiment of the present invention. there 
are four bus mastership states recognized by proces
sors 302 and 312 of system 300. Figure 4 is a table illus-

15. trating the four states. At state 1, processor 302 (Device 
1) has mastership of shared bus 320. State 1 occurs 
when processor 302 generates a 0 signal and proces

. sor 312 (Device 2) generates a 0 signal on line 350. At 
state 2, bus mastership is to be transferred from proces-

20 sor 302 to processor 312. State 2 occurs when proces
sor 302 generates a 1 signal and processor 312 
generates a 0 signal on line 350. At state 3, processor 
312 has mastership of shared bus 320. State 3 occurs 
when processor 302 generates a 1 signal and proces-

25 sor 312 generates a 1 signal on line 350. At state 4, bus 
mastership is to be transferred from processor 312 to 
processor 302. State 4 occurs when processor 302 gen
erates a 0 signal and processor 312 generates a 1 sig
nal on line 350. Figure 5 is a state diagram illustrating 

so the order in which states 1-4 shown in Figure 4 are exe~ 
cuted. It should be appreciated that the number of 
states, the order in which. the states are executed, and 
the number of signals used to represent the states may 
change depending on the implementation of the present 

35 invention. 
Figure 6 illustrates one embodiment of processor 

302. Processor 302 includes computation and control 
unit 610. In one embodiment of the present invention, 
computation and control unit 610 includes two fiber 

40 channel arbitrated loop ports. a block of embedded 
RAM, a host bus interface, and a processing unit. Com
putation and control unit 61 0 operate to poll environ
mental service data from the environmental service 
center and to control the environment of computer sys-

45 tern 300. 

312 is only allowed to access shared bus 320 during its 
designated· bus mastership state. The bus mastership 
state of the system 300 is determined by tokens or sig- 50 

nals that processors 302 and 312 generate. In one 
embodiment of the present invention, the bus master
ship state is changed by signals generated by proces
sors 302 or 312 when one of the processors gains 
access to bus 320, relinquishes access to bus 320, or 55 

wishes to gain ace ss to bus 320. In another embodi
ment of the present invention, the signal generated by 
each processor 302 or 312 may be a single signal or a 
plurality of signals. In still another embodiment of the 

Processor 302 further includes resource accessing 
unit 620, timer 355, and signal generation unit 631. 
Resource accessing unit 620 keeps tra~ of the bus 
mastership states of memory storage system 300 and 
signals computation and control units 610 to poll the 
environmental service center 325 when processor 302 
receives mastership of shared bus 320. Resource 
accessing unit 620 receives signals from processor 312 
via line 350 which indicate when processor 320 is ready 
to transition into a next state. Resource accessing unit 
620 is coupled to timer 355. Resource accessing unit 
620 reSets timer 355 when mastership of bus 320 is 
taken by a new master. After a predetermined amount 
of time, timer 355 times out. This informs resource 
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accessing unit 620 that shared bus 320 is to be passed 
to another master. Resource accessing unit 620 
instructs signal generation unit 630 to generate a signal 

ing data exchange and stores the data into memory unit 
313. Processor 302 continues to write new data into 
registers 332 and 342 until all the environmental service 

on line 631 to indicate that processor 302 is ready to 
transition into the next state. The bus mastership state 5 

of system 300 is determined by the signals generated 

data in memory unit 303 has been -Written into registers 
332 and 342 and transferred into main memory 313. 
Processor 312 operates similarly to processor 302 in 

by processors 302 and 312. Resource accessing unit 
620, timer 355 and signal generation unit 630 may be 
implemented in hardware, softWare or a combination of 
hardware and software. In the embodiment of the inven- 10 

updating the environmental serv!ce data in memory unit 
303 when system 300 is in a state where processor 312 
has mastership of shared bus 320. In an arternate 
embodiment of the present invention. a single line and a 
single set of signals are used by processors 302 and tion shown in Figure 6, resource accessing unit 620, 

timer 355, and signal generation unit 630 are imple
mented in hardware external to computation and control 
unit 610. In an alternate embodiment of the present 
invention, resource accessing unit 620 and signal gen
eration unit 630 are software modules implemented by 
a set of instructions executed by processor 302. Proces-
sor 312 operates similarly to processor 302 and may be 
implemented by the same components which may be 
used to implement processor 302. 

The present invention allows arbitration of master
ship to a shared resource between two devices where 
neither is master of the other without the use of an 
external arbiter. In a preferred embodiment of the 
present invention where the resource accessing unit 
and signal generation unit is implemented in software. 
arbitration is achieved without requiring additional 
power or space from the system. 

Although Figure 6 illustrates an embodiment of the 
present invention where resource accessing unit 620, 
signal generation unit 630 and timer 355 reside inside 
processor 302, it should be appreciated that these com
ponents may reside in any agent sharing access to a 
shared resource to arbitrate access to the shared 
resource. 

15 

312 to pass mastership of shared bus 320 during polling 
and exchange of environmental service data. 

In a situation where processor 302 becomes inop-
erable and falls to generate a signal to proceSsor 312 
indicating that it is ready to transition into the next bus 
mastership state within a predetermined period of time, 
a timer in processor 312 will time out. This will indicate 
to processor 312 that processor 302 is inoperable. In 

20 response, processor 312 will take exclusive bus master
ship of shared bus 320. Similarly, in a situation where 
processor 312 inoperable and fails to generate a signal 
to processor 312 indicating that it is ready to transition 
into the next bus generation state within a predeter-

25 mined period of time. a timer in processor 302 will time 
out. This will indicate to processor 302 that processor 
312 is inoperable. In response. processor 302 will take 
exclusive bus mastership of shared bus 320. 

Figure 7 is a flow chart illustrating a method for 
30 passing mastership of a shared resource between two 

devices. At step 701, it is determined whether to use the 
shared resource. This determination may be made by 
checking a timer which records the time a first device 
has had access to the resource. After a first predeter-

ss mined amount of time, the timer times out incicating that 
it is time for the second device to access the shared 
resource. If it is not time to use the shared resource, 
control returns to step 701. If it is time to use the shared 

In one embodiment of the present invention, proc
essor 302 updates the environmental service data in 
main memory 313 after processor 302 has polled envi
ronmental service data from environmental service 
center 325 and while system· 300 is in a state where 40 

processor 302 has bus mastership of shared bus 320. 

resource, control proceeds to step 702. 
At step 702, it is determined whether the shared 

resource is available. This determination may be made 
by checking a resource accessing unit for the current 
resource mastership state. If the resource mastership 
state is one where the first device has mastership, the 

In this embodiment of the present invention, processor 
312 also updates the environmental service data in 
main memory 303 after processor 312 has polled envi
ronmental service data from environmental service 
center 325 and while system 300 is in a state where 
processor 312 has bus mastership of shared bus 320. 

Processor 302 updates the environmental service 
data in main memory 313 through a data exchange. A 
second line (not shown) is used to communicate mas
tership of shared bus 320 between processors 302 and 
312 during the data exchange in a manner similar to 
which line 350 communicates mastership of shared bus 

45 · shared resource is unavailable and control proceeds to 
step 703. If the shared resource is available, control pro
ceeds to step 705. 

At step 703, it is determined whether the first device 
has had mastership of the shared resource for over a 

50 second predetermined amount of time. This determina
tion may be made by checking the timer which records 
the time when the first device had access to the shared 
resource. If the first device did not have mastership of 

320 during data polling. Processor 302 writes environ
mental service data into registers 332 and 342 of hard ss 
disk assembly 332 and 342 when it has mastership of 
shared bus 320 during data exchange. Processor 312 
reads the environmental system data from registers 332 

the shared reSource for over the second predetermined 
period of time, control returns to step 702. If the first 
device did have mastership of the shared resource for 
over the second predetermined amount of time, control 
proceeds to step 704. . 

and 342 when it has mastership of shared bus 320 dur- At step 704, exclusive mastership of the shared 

5 
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resource is given to the second device and the first 
device is excluded from being considered a possible 
master of the shared resource in the future. 

At step 705, mastership of the shared resource is 
given to the second device. A signal is generated indi- 5 

eating that the shared resource has been accessed by 
the second device and the timer is reset. 

At step 706, determine whether mastership of the 
shared resource should be passed to a different device. 
This determination can be made by checking to see if 10 

the timer has timed out past the first predetermined 
period of time. If the timer has timed out past the first 
predetermined period of time, it is time to pass master-
ship of the shared resource to a different resource and 
control proceeds to step 707. If the timer has not timed 15 

out past the first predetermined period of time, control 
returns to step 706. 

At step 707, a signal is generated by the second 
device indicating that the second device is ready to tran
sition t the next state of. resource mastership where it 20 

is not the master of the shared resource. Control pro
ceeds to step 701. 

In the foregoing specification, the invention has 
been described with reference to specific embodiments 
thereof. It will, however. be evident that various modifi- 25 

cations and changes may be made thereto without 
departing from the broader spirit and scope of the 
invention. The specification and drawings are, accord
ingly, to be regarded in an illustrative rather than a 
restrictive sense. so 

Claims 

1. A method for passing bus mastership, comprising: 

determining whether a bus is available; 
accessing the bus and generating a signal indi
cating that the bus is being accessed if the bus 
is available; 

35 

starting a timer in response to accessing the 40 

bus; and 
yielding access to the bus when the timer 
expires. 

2. The method of claim 1 further comprising the step 45 

of r -starting the timer after yielding access to the 
bus. 

3. The method of claim 1 further comprising the step 
of generating a signal indicating that access to the 50 

bus has been yielded. 

4. The method of claim 1 f~her Comprising the step 
of determining whether the bus has been accessed 
longer than a predetermined amount of time if the 55 

bus is unavailable and gaining access to the bus if 
the bus has been accessed longer than the prede
termined amount of time. 

5. The method of claim 1, wherein determining 
whether the bus is available comprises the step of 
checking to see whether a bus agent has generated 
a signal indicating that it is accessing-the bus. 

6. A computer-readable medium having stored ther
eon sequences· of instructions, the sequences of 
instructions including instructions which, when exe
cuted by a processor, cause the processor to per
form the steps of: 

determining whether a bus is available; 
accessing the bus and generating a signal indi
cating that the bus is being accessed if the bus 
is available; 
starting a timer in response to accessing the 
bus; and 
yielding access to the bus when the timer 
expires. 

7. The computer-readable medium of claim 6 further 
comprising instructions which, when executed by 
the processor, would cause the processor to per- · 
form the step of restarting the timer after yielding 
access to the bus. 

8. The computer-readable medium of claim 6 further 
comprising instructions which. when executed by 
the processor, would cause the processor to per
form the step of generating a signal indicating that 
access to the bus has been yielded. · 

9. The computer-readable medium of claim 6 further 
comprising instructions which. when executed by 
the processor, would cause the processor to per
form the step of determining whether the bus has 
been accessed longer than a predetermined 
amount of time if the bus is unavailable and gaining 
access to the bus if the bus has been accessed 
longer than the predetermined amount of time. 

10. The computer-readable medium of claim 6, wherein _ 
the step of determining whether the bus is available 
comprises the step of checking to see whether a 
bus agent has generated a signal indicating that it is 

· accessing the bus. 

11. A processor, comprising: 

a resource accessing unit allowing the proces-
501' to access a resource upon receiving a first 
signal from a component coupled to the 
resource and yielding access of the resource to 
the component upon receiving a second signal 
from the component. 

12. The processor of claim 11 further oonipriSing: 

a signal generation unit, coupled to the 
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resource accessing unit, generating a third sig
nal when the processor has gained access to 
the resource and generating a fourth signal 
when the processor has yielded access to the 
resource. 5 

13. The apparatus of daim 11 further comprising a 
timer. coupled to the signal generation unit, allocat
ing a time period when the third and fourth signals 
are generated. 10 

14. The apparatus of claim 1 1, wherein the component 
is a second processor. 

bus. 

21. A bus arbitrating apparatus residing in a bus agent 
configured to communicate with a processor based 
system including a memory, bus, and display, com
prising: 

a resource accessing unit allowing the bus 
agent to access the bus upon receiving a first 
signal from a component coupled to the bus 
and yielding access of the bus to the compo
nent upon receiving a second signal from the 
component. 

15. The apparatus of claim 11, wherein the component t5 22. The bus arbitrating apparatus of claim 21, further 
is a plurality of processors. comprising: 

16. The apparatus of claim 11, wherein the resource is 
a bus. 

17. The apparatus of claim 11, wherein the resource is 
a memory. 

18. A computer system. comprising 

20 

a signal generation unit, coupled to the 
resource accessing unit, generating a third sig
nal when the bus agent has gained access to 
the resource and generating a fourth signal 
when the bus agent has yielded access to the 
resource. 

(A) a bus; 
25 23. A system for arbitrating a bus between a first bus 

agent and a second bus agent comprising: 
(B) a first processor. coupled to the bus. having 

(1) a first signal generation unit generating 
a first signal when the first processor has 30 

gained access to the bus and generating a 
secoild signal when the first processor has 
yielded access to the bus; and 
{2) a first bus accessing unit allowing the 
first processor to access the bus upon 35 

receiving a third signal and yielding access 
to the bus upon receiving a fourth signal; 

(C) a second processor. coupled to the bus and 
the first processor, having 40 

(1) a second signal generation unit gener
ating the fourth signal when the second 
processor has gained access to the bus 
and generating the third signal when the 45 

second processor has yielded access to 
thebus;and 
(2) a second bus accessing unit allowing 
the second processor to access the bus 
upon receiving the second signal and so 
yielding access to the bus upon receiving 
the first signal. 

19. The computer system of daim 18 further compris-
ing an array of storage devices coupled to the first 55 

and second processors. 

20. The computer system of daim 18 further corl,pris
ing an environmental service center coupled to the 

Xli::JO: <EP_0810530A2_1_> 

7 

a first signal generation unit generating a first 
signal when the first bus agent has gained· 
access to the bus and generating a second sig
nal when the first bus agent has yielded access 
to the bus; 
a first bus accessing unit allowing the first bus 
agent to access the bus upon receiving a third 
signal and yielding access to the bus upon 
receiving a fourth signal. wherein the first sig
nal generation unit and the first bus accessing 
unit reside inside the first bus agent; 
a second signal generation unit generating the 
fourth signal when the second bus agent has 
gained access to the bus and generating the 
third signal when the second bus agent has 
yielded access to the bus; and 
a second bus accessing unit allowing the sec
ond bus agent to access the bus upon receiv
ing the second signal and yielding access to 
the bus upon receiving the first signal, wherein 
the second signal generation unit and second 
bus accessing unit reside inside the second 
bus agent. 

24. The system of claim 23 further comprising an array 
of storage devices coupled to the first and second 
bus agents. 

25. The system of claim 23 further comprising an envi
ronmental service center coupled to the bus. 
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2296798 

STORING DATA 

The present invention relates to storing data. In particular, the present 

invention relates to an environment in which a plurality of user terminals 

5 have shared access to a large storage volume. 

Systems are known in which data storing devices, often referred to as 

volumes, are shared amongst a plurality of user termmals or workstations. · 

Typically, the volume is associated with a local workstation, referred to as a 

server, and the totality of the workstations are interconnected by a network, 

10 such as an ethemet. Such an arrangement provides efficient shared access to 

files provided that the amount of data contained within each file is small 

compared to the transmission bandwidth provided by the network. In 

operation, given that many users may be sharing the network bandwidth, the 

bandwidth allocated to any one particular user will be significantly less than 

15 the theoretical maximum provided by the network. Thus, as files get larger, 

it is preferable for the workstations to be given direct access to a storage 

volume such that operational time is not lost while waiting for data to be 

transferred. For example, an A4 full colour image may consist of a total of 

30 Mbytes of data. When transmitted over typical networks, a transfer 

20 duration of several minutes may take place before the totality of the data has 

been received. 

A problem with providing direct access to discs is that only one 

workstation may be given access to the data and in order for the data to be 

loaded into another machine, it may be necessary to physically move 

25 transferrable discs, such as SCSI optical discs. Systems also exist under 

which a plurality of users may share direct access to a data storage device 
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and, consequently, measures must be implemented to remove the risk of 

contention problems. Thus, a particular workstation must release access to 

a particular file or disc partition before any of the other workstations may be 

allowed to write to that file. 

In known systems, system specific software must be loaded into each 

workstation, so that each workstation is provided with instructions relating to 

the contention protocols. In addition, a plurality of workstations are given 

access to the shared volume by effectively dividing the. volume into a 

plurality of partitions. Thus, in this way, a first workstation may write and 

10 read data to a first partition of the disc, with a second workstation writing and 

reading to a second partition of the disc. At a later date, the first workstation 

may release the first partition, thereby allowing another workstation to be 

given access to this partition. In this way, a plurality of workstations may 

each access partitions within the volume without the data needing to be 

15 transferred, thereby significantly improving operational performance. 

A problem with the above arrangement is that the partitioning of the 

disc may result in substantial storage regions being taken up that are only 

available for one workstation at any one time but do not actually contain valid 

data. Thus, for example, ten partitions of a very large disc volume may each 

20 contain a relatively small amount of data. However, although a substantial 

amount of empty space remains on the disc, as far as the system is concerned, 

it w\ould not be possible for this space to be allocated to another workstation, 

given that, as far as .the system is concerned, the storage volume is fully 

allocated. 

25 According to a first aspect of the present invention, there is provided 

a method of storing data wherein a plurality of user terminals access a large 
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storage volume, comprising steps of emulating the presence of a logical disc 

drive having a predetermined capacity; dividing said storage volume into a 

plurality of storage regions, wherein each of said regions is smaller than the 

size of an emulated logical disc drive; and mapping physical regions of data 

5 to an emulated drive dynamically as additional storage is required, up to said 

predetermined capacity. 

Thus, in accordance with said first aspect, a workstation may be given 

access to a logical disc drive which it perceives as having a predetermined 

capacity. For example, the predetermined capacity may be similar to that 

I 0 provided by an optical disc providing 600 Mbytes of storage. However, 

physical storage locations on the large storage volume are only allocated, 

region by region, as the workstation demands additional storage through the 

writing of larger files to the disc. 

In a preferred embodiment, a look-up table is associated with each 

15 accessible logical drive and a particular look-up table is loaded when its 

associated logical drive is selected. 

According to a second aspect of the present invention, there is provided 

apparatus for storing data, having a plurality of user terminals and means for 

each of said terminals to be given access to said stored data, comprising 

20 means for emulating the presence of a logical disc drive having a 

predetermined capacity; means for dividing a storage volume into a plurality 

of storage regions, wherein each of said regions is smaller than the size of an 

emulated logical disc drive; and mapping means for mapping said physical 

regions of data to an emulated drive dynamically as additional storage is 

25 required, up· to said predetermined capacity. 
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The system will now be described by way of example only, with 

reference to the accompanying Figures, in which: 

Figure I shows an environment in which a plurality of workstations 

have access to a shared storage volume including a shared file server; 

Figure 2 details the shared file server identified in Figure I; 

Figure 3 illustrates an application of the system shown in Figure I; and 

Figure 4 shows a schematic representation of the system, including the 

dynamic allocation of storage regions. 

An environment in which a plurality of users have access to a shared 

1 0 storage volume is illustrated in Figure 1. In the environment shown in Figure 

I, each workstation is provided with a processor 15, a visual display unit 16, 

an interface device in the fonn of a keyboard and/or a mouse or trackerball 

etc. 17 and a local disc drive storage device 18. 

Each processor 15 is connected to a sei"Ver interface 19 which allows 

15 said processors 15 to communicate with a shared file server 20. The file 

server 20 is connected to typically five physical hard disc drives 21, 22, 23, 

24 and 25. This disc drive combination provides typically thirty-six Gbytes 

of storage with an access speed of typically 10 Mbytes per second. 

Disc drives 21 to 25 may be configured as a redundant array, 

20 commonly referred to as a redundant array of inexpensive discs (RAID). In 

the preferred implementation, five discs are provided and the coding used to 

write data to ihe disc is commonly referred to as RAID 5. Thus, under this 
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protocol, redundant data is written to the discs such that if one of the drives 

becomes inoperable or suffers irretrievable damage, all of the data can be 

reconstituted from the remaining four drives. 

Data is written to the drives in the form of identifiable blocks or 

5 regions of a predetermined length. The size of these blocks is determined 

from a trade-off between disc space optimisation and disc fragmentation. 

However, the system is primarily designed for storing large graphics files, 

therefore blocks may be quite large and it is proposed that said blocks should 

have a size between two Mbytes and thirty-two Mbytes. Similarly, it is 

I 0 possible that the block size could be configurable for a particular application. 

In operation, a user issues commands under softWare control which 

effectively result in a logical drive being made available by the server 20. 

Communication between the user and the server 20 is effected via the 

interface 19 and as far as the user is concerned, interface 19 presents a 

15 standard small computer serial interface (SCSI) to the processor 15. Once a 

logical disc has been established, the user may access this drive. 

The user's workstation receives data to the effect that it has been given 

access to a disc of a predetermined size, say 600 Mbytes for example, but in 

actuality, physical space is only allocated dynamically in regions as storage 

20 space for the storage of actual data is required. 

Thus, in the system shown in Figure I the server does not immediately 

allocate 600 Mbytes of storage to a user when access to a 600 Mbyte logical 

drive is requested. Space on drives 21 through 25 is not divided into 600 

Mbytes (or similar) partitions. Drives 21 through 25 are divided into blocks 
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of between two and thirty· two Mbytes and blocks are only written to as data 

becomes available. 

For the benefit of this illustration, it wilJ be assumed that storage space 

on drives 21 through 25 has been divided into blocks of two Mbytes, thereby 

5 making two Mbyte blocks available for data storage purposes. As data is 

written to the drives, via an interface 19, said data will occupy one of said 

two Mbyte blocks. As the volume of data increases beyond two Mbytes, the 

server 20 will identify a new block of two Mbytes and data originating from 

a user will then continue to be written to this new two Mbyte block. Thus, 

10 for example, if a user has written a total of five Mbytes, the server is required 

to maintain a list of where these five Mbytes actually reside on the drives, in 

terms of three two.Mbyte blocks. However, as far as the user is concerned, 

five Mbytes of data have been written to on a logical drive having 600 

Mbytes of available capacity. 

15 Data is conventionally written to disc drives in terms of identifiable 

blocks. As far as the user is concerned, data is written to as blocks on a 600 

Mbyte logical drive, which are in turn mapped onto real blocks on the RAID. 

However, the logical blocks may be written to in a substantially similar way 

to that in which real drives would be re-written to. Thus, it is not necessary 

20 for data to be written to the logical drives in what appears to be a contiguous 

region of disc space. Although the actual storage allocated for a logical drive 

is distributed over the RAID, the logical drives may appear, from the user's 

point of view, to be fragmented themselves. Thus, logical blocks of data may 

appear displaced over a logical drive, effectively emulating the presence of 

25 fragmentation on the logical disc. The system emulates such a situation by 

providing mapping firstly of blocks to logical drive locations and then 

mapping from logical drive locations to block locations on the RAID. 
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Many users may be given access to many virtual drives, allowing data 

to be accessed via many workstations without actuaJiy being transferred over 

a network. However, when capacity is allocated it is not wasted, in that 

blocks of two Mbytes are only allocated as actual storage is required. 

In a preferred embodiment, it is envisaged that a server 20 would allow 

up to sixteen users to be connected thereto, although provision is made for 

server boxes to be connected in tandem, thereby providing access to a further 

16 users for each box so connected. 

The server 20 is detailed in Figure 2. Internally, a 32 bit parallel bus 

10 25 provides communication between user interface circuits 26, disc drive 

interfaces 27, an internal processing unit 28 and internal program and data 

memory 29. 

The server 20 is connected to each user interface 19 via a respective 

interface circuit 26 via two coaxial cables 30, providing a bi-directional link 

15 capable of conveying 100 Mbytes per second. Similarly, disc interface 

circuits 27 provide a parallel access to disc drives 21 through 25 and using 

connections of this type, it is necessary for disc drives 21 through 25 to be 

in close proximity to server box 20. In practice, the combination of server 

20 along with disc drives 21 through 25 could be housed in a common 

20 housing with a shared power supply. However, coaxial cables 30 allow the 

users to be positioned at a significant distance from the server 20 and the 

interfaces are such that they will allow runs in excess of I 00 metres. Thus, 

these serial connections are similar or may take advantage of high speed 

ethemet links. 
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In an alternative embodiment, user processors 15 are connected to the 

server 20 via conventional SCSI interfaces which, although reducing the 

overall complexity of the system, also reduce the maximum distance between 

the server 20 and the processors 15. 

An application of the system is illustrated in Figure 3. At step 41 a 

user identifies a logical disc, either by running server related software or, 

alternatively, in response to manual operations of a device connected to 

interface 19. Thus, if it is not possible to embed server software within a 

user's terminal, it is possible to provide interfaces 19 with additional control 

10 devices such that, in response to manual operation of switches etc., commands 

are sent to server 20 so as to establish a logical disc connection. 

Communication of this type, allowing a user to send commands to the 

server 20, is achieved using vendor unique command blocks, which are data 

areas provided for specific proprietary applications within the SCSI standard. 

15 Thus, in response to user originating commands, the server is instructed at 

step 42 to the effect that a user requires access to a logical drive. 

For each logical drive which may be made available to the users, it 

being noted that once a logical drive has been established by any particular 

user, other users may be given access to it, it is necessary for the server 20 

20 to create a sector mapping table for that particular logical drive. Thus, in 

response to commands generated by a user's processor, establishing logical 

sectors of a SCSI disc, it is necessary for the server 20 to map these logical 

·sectors onto physical blocks or groups of physical blocks ·stored within the 

physical drives 21 through 25. At the CPU 28, reference is made to a look-

25 up table stored within memory 29 which, as previously stated, identifies 

physical data blocks held by the redundant disc array. Thus, the CPU is 
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required to generate the sector instructions relevant for the physical drives 21 

through 25, which are issued to respective ones of said drives via respective 

interface circuits 27. 

Once a user has requested use of a logical drive, the server identifies 

5 the space available to the user at step 44, in response to which the user may 

identify particular files to be written to or read from the logical drive. 

At step 46 it is determined whether the user wishes to write data to or 

read data from a logical drive. If data is being written to the drive, an 

enquiry)s made at step 47 as to whether space is available on the last block 

1 0 to be written to. If space is available, data is written to the next identified 

block at step 48. Alternatively, if sufficient space is not available on the last 

block, a new block is selected at step 49 and data is written to this block at 

step 50. 

If a read operation is identified at step 46, the physical blocks to be 

15 read are identified at step 51, the data is read at step 52 and supplied to the 

requesting user in a suitable form. Thereafter, the process may be repeated 

and further identifications may be made at step 41. 

A schematic representation of the system is illustrated in Figure 4. At 

a workstation, a user is presented with a user interface, capable of providing 

20 an environment for allowing existing logical drives to be selected and 

providing the capacity for new drives to be defined. 

The user interface 61 is in tum supported by a local operating system 

62. Thus, an operator makes a file selection via user interface 61 and it is 
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then necessary for the local operating system 62 to generate commands which 

may be interpreted by the physical storage system. 

As far as the local operating system 62 is concerned, the system is 

making access to conventional SCSI disc drives. Thus, the local operating 

5 system 62 communicates with a network interface, illustrated as 63 and 

physically consisting of interface 19 shown in Figure 1. The network 

interface 63 receives standard SCSI commands from the local operating 

system 62 and in tum generates modulated data for transmission over the 

serial link, shoWn as 64, connecting the network interface 63 to a server 

10 interface 64. A physical representation of server interface 64 is identified in 

Figure 2 as 26. 

The transmission of data between the local operating system 62 and the 

network interface 63 conforms to establish SCSI protocols. However, the 

communication between network interface 63 and server interface 64 is 

15 internally defmed by the system and is designed, in a preferred embodiment, 

to provide maximum data transfer rates over substantial lengths of cable, such 

as coaxial cable. Furthennore, the connection between the network interface 

63 and the server interface 65 is bi-directional. 

The network interface 63 is primarily concerned with driving signals 

20 generated by the local operating system 62 so that they may be transmitted 

over the serial communication link 64. However, the sector indications 

generated by the local operating system 62 are conveyed to the server 

interface 65 and it is the server operating system 66 which is required to 

convert SCSI sector selections into addresses for physical blocks located on 

25 the array ofphysical drives. 
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Thus, the server operating system 66 supplies addressing signals to the 

physical discs, identified as 67 whereafter data transfer is effected. 

·The server operating system 66 converts SCSI sector definitions into 

addressable physical data blocks by means of a look-up table, identified as 68. 

, 5 A look-up table is defined for each logical drive and when a logical drive is 

selected by an operator its associated look-up table is loaded to an operating 

area of memory 29 within the server 20. Thus, within the operating system 

66, a logical drive is identified, resulting in a table 68 being loaded. 

Thereafter, SCSI sector selections are supplied as inputs to said table, which 

10 then results in addresses for physical data blocks being generated as outputs. 

Thus, as illustrated in Figure 4, the table 68 effectively points to addressable 

data blocks 69 in the array of physical data storing discs 21 through 25. 
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CLAIMS 

1. A method of storing data wherein a plurality of user terminals 

access a large storage volume, comprising steps of 

emulating the presence of a logical disc drive having a predetermined 

5 capacity; . 

dividing said storage volume into a plurality of storage regions, 

wherein each of said regions is smaller than the size of an emulated logical 

disc drive; and 

mapping said physical regions of data to an emulated drive 

10 dynamically as additional storage is required, up to said predetermined 

capacity. 

2. A method according to claim I, wherein a plurality of logical 

drives are accessible to a user. 

3. A method according to claim 2, wherein a look-up table is 

15 associated with each accessible logical drive and a particular look-up table is 

loaded when its associated logical drive is selected. 

4. A method according to any of claims 1 to 3, wherein the logical 

drives appear to a user system in a form compatible with a local physical disc 

drive. 

20 5. A method according to claim 4, wherein said logical drive is 

connected via a small computer serial interface (SCSI). 

6. A method according to any of claims 1 to 5, wherein the size 

of said regions is variable and pre-set for a particular application. 
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7. Apparatus for storing data, having a plurality of user terminals 

and means for each of said terminals to be given access to said stored data, 

comprising 

means for emulating the presence of a logical disc drive having a 

5 predetermined capacity; 

means for dividing a storage volume into a plurality of storage regions, 

wherein each of said regions is smaller than the size of an emulated logical 

disc drive; and 

mapping means for mapping said physical regions of data to an 

10 emulated drive dynamically as additional storage is required, up to said 

predetermined capacity. 

8. Apparatus according to claim 7, including means for defining 

a plurality of logical drives, each accessible to a user. 

9. Apparatus according to claim 8, including means for defining 

15 a look-up table associated with each of said logical drives and means for 

loading a particular look-up table when its associated logical drive is selected. 

20 

10. Apparatus according to any of claims 7 to 9, including means 

for presenting a logical drive to a system user in a form compatible with a 

local physical disc drive. 

11. Apparatus according to claim 10, wherein said logical disc drive 

is connectable via a small computer serial interface (SCSI). 

12. Apparatus according to any of claims 7 to 11, including means 

for pre-setting the size of said regions for a particular application. 
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13. Apparatus according to any of claims 7 to 11, wherein the size 

of said regions is variable in response to operator requests and said means for 

emulating the presence of the logical drive is arranged to supply data to a 

user terminal identifying the size of a logical drive being emulated. 

14. A method of storing data substantially as herein described with 

reference to the accompanying Figures. 

15. Apparatus for storing data substantially as herein described with 

reference to the accompanying Figures. 
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STORING DATA 

The present invention relates to storing data. In particular, the present 

invention relates to large storage volumes controlled so as to emulate the 

5 presence of a plurality of logical drives. 

Systems are known in which a large storage volume emulates the 

presence of a plurality of smaller volumes, which in tum may assist a user by 

facilitating logical arrangement of data, such that data of a first type may be 

kept separate from data of a second type. As far as an operating system is 

10 concerned, it has access to a plurality of drives as an alternative to having 

access to only one drive. Most operating systems are capable of controlling 

a plurality of logical drives in this way; within limits. 

In more sophisticated environments, it is possible for a plurality of 

users to be given access to a shared volume divided into a plurality of logical 

15 drives. The division ofthe volume into a plurality of logical drives facilitates 

the interchange of information between users. Thus, a frrst user may log onto 

a logical drive, manipulate data contained within that drive and then log off, 

so as to allow another user to be given access to the logical drive. Such a 

procedure is particularly attractive when large data files are being handled, 

20 such as data files representing full colour graphic images, where the transfer 

of data, even over relatively fast networks, may take a considerable amount 

of time. 

In addition, a large shared volume may be constructed first to provide 

relatively fast access times, along with levels of redundancy, such that a 
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single destructive event would not result in the whole data being lost, with 

recovery procedures being included as part of the overall structure. 

Increasingly, computer workstations are being provided with localised 

processing capabilities having recognised and well supported operating 

5 systems. Examples are Apple Macintosh computers, IBM personal computers 

and Unix workstations etc. All of these systems have recognised protocols 

for the transfer of data. Thus, given the abundance of well supported 

operating systems, it is preferable to take full advantage- of these operating 

systems so as to minimise the degree of bespoke software which needs to be 

I 0 generated and subsequently supported. System designs are restricted if full 

adherence to existing standards must be maintained, however, in some 

environments, an established system of operation may already be functional 

and the extent to which this system may be modified by the addition of new 

software etc., may be severely restricted. In some situations, the installation 

15 of a new suite of networking software may invalidate software agreements 

relating to primary localised processing. 

In an environment in which a large storage volume emulates a plurality 

of discs, contention problems occur and the control processor must ensure that 

strict housekeeping routines are maintained, such that, for example, a 

20 previously accessed logical drive is properly deactivated when a particular 

user has fmished with it, so that said drive may be accessed by other users 

and the overall integrity of this system is maintained. However, the degree 

to which network software requires to be embedded within workstation 

· software should be minimised and it is undesirable for the network to place 

25 additional constniints on the workstations so as to assist the network's 

processing devices with their housekeeping tasks. 
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According to a first aspect of the present invention, there is provided 

a method of storing data, wherein a large storage volume emulates a plurality 

of logical drives; said logical drives emulate removable disc drives; and the 

closing of access to a previously accessed logical drive generates a disc 

5 dismount command. 

Thus, an advantage of the present invention is that the logical drives · 

emulated by the large storage volume are presented to users in the form of 

removable disc drives, although in preferred practical realisations, they would 

actually be embodied within an environment of large fixed drives, so as to 

10 optimise data capacity and disc access speed. How~yer, operating systems for 

the individual workstations are fully conversant with the requirements of 

removable disc drives and, as required by the present invention, they will 

issue commands to said drives, informing the drive that access is no longer 

required. 

15 In this way, it is possible to ensure that all necessary housekeeping 

procedures are effected when control over a logical disc drive is relinquished, 

either as part of normal. operations or due to a software or hardware fault. 

Thus, for example, it is possible to ensure that directory information, cached 

in memory, is written back to disc, thereby updating the disc's directory, 

20 before releasing access to the logical drive. Thus, by emulating removable 

drives of this type, workstation software will automatically provide the 

necessary levels of housekeeping in order to ensure that access to a logical 

drive is released when no longer required by a particular operator. 

The local workstation will interface with a logical drive over standard 

25 interfaces, provided for accessing removable disc drives. The workstation 

software will generate a disc dismount command and as far as the said 
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software is concerned, a dismount of the removable disc will be effected, 

thereby releasing the tie between the local workstation and that particular 

logical disc drive. However, within the network, this command will be 

interpreted to the effect that the. processor no longer requires access to the 

5 logical drive, thereby allowing housekeeping procedures to be performed by 

the network processor. 

Preferably, the logical drives emulate removable SCSI drives ·which 

may be capable of storing between 200 MBytes and 900 MBytes of data. 

According to a second aspect of the present invention there is provided 

I 0 apparatus, including a large storage volume; a control device arranged to 

control data transfer with said storage volume and to provide user terminal 

access to said storage volume by emulating the presence of a pluralitY of 

removable disc drives wherein user terminals generate a disc dismount 

command when closing access to a previously accessed logical drive; and the 

15 control device responds to said disc dismount command by terminating 

connection to said previously connected logical drive. 

In a preferred embodiment, the control device is arranged to read 

directory information from an access logical drive and said directory 

information stored on the disc is updated in response to a disc dismount 

20 command . 

. The invention will now be described by way· of example only, with 

reference to the accompanying figures, in which: 

Figure I shows a system in which a plurality of workstations have 

access to a shared storage volume, including a file server; 
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Figure 2 details the file server shown in Figure 1; 

Figure 3 details operations performed by the system shown in Figure 

1; and 

Figure 4 represents the logical operations effected by the system shown 

5 in Figure 1, including removable disc emulation; 

Figure 5 details the removable disc emulation procedures performed by 

the file server shown in Figure 1. 

A system is shown in Figure 1 in which a plurality of users have 

access to a shared storage volume. At each user workstation, the user is 

10 provided with a processor 15, a visual display unit 16, a keyboard, mouse or 

similar interface device 17 and a local disc drive 18. 

Each processor 1 S includes conventional software so as to implement 

an operating system, allowing data transfer between the processor 1 5 and the 

disc drive 18. In addition, the operating system also facilitates data transfer 

15 between the processors 15 and a shared file server 20. In this preferred 

embodiment, the file server 20 is connected to five physical hard disc drives 

21, 22, 23, 24 and 25, which in combination provide a total of thirty-six 

GBytes of storage with an access speed of typically 10 MBytes per second. 

Disc drives 21 to 25 are configured as a redundant array, in which 

20 actual data is stored on four of the drives, with parity data stored on the fifth. 

In this way, any one of the physical drives 21 to 25 may be removed from 

the system, possibly due to operational failure (head crash etc.) whereafter 

said data may be re-constituted from the data available from the other four. 
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Thus, data integrity and reliability are assured without the need for 

implementing regular back-up procedures. The use of a plurality of disc 

drives in this way is known in the art as a redundant array of inexpensive 

discs. In the preferred embodiment this is implemented in accordance with 

5 the RAID 5 recommendation. 

Data is written to the drives in the form of identifiable blocks or 

regions of a predetermined length. The size of these blocks is determined 

from a trade-off between disc space optimisation and disc :fragmentation. The 

system is primarily designed for storing large full colour graphics files and 

10 blocks have a size of, typically, between two MBytes and thirty-two MBytes, 

although block size may be configurable so as to suit particular applications. 

In operation, users issue commands under software control which result in 

logical drives being made available by the server 20. Communication 

between users and the server 20 is implemented using established protocols. 

15 In the preferred embodiment, the standard small computer systems interface 

(SCSI) is implemented and suitable interface cards are mounted in association 

with processor 15 and server 20. Thus, once a logical drive ha.S been 

established by the server 20, this drive may be accessed by the user who 

perceives the drive as a conventional SCSI drive, accessed via conventional 

20 protocols within the local operating system. 

The server 20 is arranged to provide access to a total of sixteen user 

workstations and a further sixteen workstations may be given access by 

connecting a similar server in tandem with the first. The server is detailed 

in Figure 2 and, internally, a thirty-two bit parallel bus 25 provides 

25 communication between the user interface circuits 26 and disc drive interfaces 

27. The server is controlled in response to commands issued by the central 

Oracle Ex. 1002, pg. 176



7 

processing unit 28 which in turn receives programmed instructions from an 

internal memory device 29. 

As previously stated, the server 20 is connected to each processor of 

a user workstation via a SCSI interface. The range of such interfaces is 

5 limited and in alternative embodiments it may be necessary to provide 
) 

alternative connections, possibly via coaxial cables, so as to increase the 

distance between the server and the workstations. It is therefore envisaged 

that systems will be designed specifically for particular applications, so as to 

optimise connections between workstations and the server. Thus, in some 

1 0 . environments, a large number of workstations may be provided relatively 

close to the server 20, in which case conventional SCSI interfaces may be 

employed whereas, in alternative arrangements, workstations may be 

distributed quite widely throughout a building, requiring more robust 

connections between the processors and the server 20. It is envisaged that 

15 contlections of this type should allow the workstations to be displaced from 

the server by distances in excess of 100 metres, having characteristics similar 

to high speed etherilet links. 

Typical operation of the system shown in Figure 1 is detailed in Figure 

3. As far as the operating system executable by each user workstation is 

20 concerned, the workstation effectively has access to a large number of 

removable disc drives, although these are actually emulated by the server 20. 

In some situations, standard operating system softWare interfaces may be 

implemented within the user workstations so as to allow users to gain access 

to these logical drives. However, as the number of logical drives increases, 

25 it may be necessary to improve the environment provided for users, so that 

they are aware of the presence of the disc drives and are provided with an 

interface which facilitates access to them. However, these user interfaces 
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would be overlaid over the operating system so that computer generated 

commands would result in instructions being generated at the operating 

system level. 

Referring to Figure 3t a user identifies a logical disc drive to which 

5 access is required and identifies this logical disc drive at step 31. In response 

to the local request made at step 31, the local operating system implements 

measures to effect a request to access the logical disc drive, using 

conventional protocols. In particular, the processor 15 issues commands over 

the SCSI interface connected to the server 20. 

10 In response to the request made at step 32, the server 20 will determine 

whether the logical disc drive is available and if the drive is available, it will 

grant access to the requesting workstation. As part of the SCSI protocol, the 

server will return data back to the requesting workstation, identifying the size 

of the logical drive and the drive type. Data relating to the drive type is very 

15 relevant to the present invention. In particular, data is returned back to the 

requesting workstation identifYing the drive type as a removable drive having, 

in the preferred embodiment, a total of 600 MBytes of available capacity. 

Thus, it should be appreciated, that the emulated drives differ 

significantly from the actual physical drives in two respects. Firstly, the 

20 emulated drives are significantly smaller than the actual physical drives on 

which they are being emulated, primarily to ensure that a large number of 

such drives may be supported by the system. Secondly, the physical drives 

are actually fixed drives and remain permanently in place. Thus, when the 

server writes data to a particular physical location, the server is assured that 

25 this physical location will remain in place and will not be exchanged for some 

other data storage medium. However, in the emulated environment, the 
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requesting processors are infonned that the drives to which they are writing 

should be treated removable drives, effectively warning the processor that 

these drives may be replaced and that a subsequent data transfer operation to 

that particular drive would not necessarily result in the same information 

5 being available on the storage medium. 

In the system itself, the emulated drives are not physically replaced by 

other recording media and it is not actually necessary for a physical 

dismounting operation to be performed when data access has been completed. 

However, by informing the remote processors that they are dealing with 

10 removable disc drives, the resulting dismount or unload command issued by 

the operating systems of the remote processors will ensure that the server 20 

has been instructed to the effect that the remote processors have completed 

their data transfer operations, thereby ensuring that the processor 20 receives 

sufficient information for it to complete its housekeeping tasks, thereby 

15 allowing other workstations to be given access to emulated drives once they 

have been released from a data transfer operation. 

20 

Thus, to summarise, when the server 20 grants access to an emulated 

)ogical disc drive, it infonns the requesting processor that it has been given 

access to a removable disc drive having a total capacity of 600 MBytes. 

Conventionally, data is written to disc drives as identifiable blocks. In 

order to optimise available storage space, these blocks would normally reside 

on physical drives as contiguous regions of storage, effectively reducing 

fragmentation. However, it is not essential for the data to be perceived as 

residing in contiguous regions. In the present embodiment, the workstation 

25 · processors may write data to the logical disc drives as they feel fit. Thus a 

logical disc drive may be perceived as being fragmented. 
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Thus, at step 34 data transfer takes place and the workstation's local 

operating software may read and write to the logical drives as if they were 

local removable disc drives. However, given the nature of the RAID 5 drives 

21 to 25, the rate of data transfer is substantially higher and only restricted 

5 by the capabilities of the interface circuits employed. Thus, as far as the 

workstation processor is concerned, along with its operating software, it is 

interfacing with a standard removable disc drive. However, as far as the 

actual operator is concerned, the rate of data transfer is significantly higher 

and, due to the paralJel nature of the array, said transfer rate significantly 

1 0 exceeds that available from fast local hard drives. Thus, the operator is 

provided with the advantage of fast data access while at the same time 

allowing data to be shared between a plurality of users as if the data were 

contained on removable exchangeable drives. Furthermore, the physical 

removing and exchange of drives is not necessary and only occurs at a logical 

15 level. 

After data transfer has been completed, a user will normally take 

measures to terminate access to the logical drive. Thus, at step 35, a user 

may request access to another drive or implement alternative local processing 

operations. In either event, the workstation operating system issues a 

20 dismount command to the server 20 at step 36. This. dismount command is 

required when the operating system has been given access to real 

dismountable drives which, as previously stated, is acted upon by the server 

20 so as to complete the housekeeping procedures. 

At step 37 the server 20 acts upon the dismount command by releasing 

25 the logical drive such that it may be accessed by other workstations. 

Thereafter, at step 38, the server waits for the next user command. 
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The releasing of a logical drive will include updating the directory for 

that drive. In order to improve disc access speed, disc directories are cached 

in memory and directory updates are made locally while th~ processor has 

access to the disc. Upon receiving the dismount command, the updated 

5 directory information from the cache memory will be rewritten back to the 

directory on the disc, thereby maintaining the integrity of the directory data 

stored on the disk. 

The system operating the software will be aware of the way in which 

removable disc directories are handled and the system will include measures 

10 for accommodating power failures and program errors etc. Thus, measures 

can be taken to effect a disc reset, upon detecting that a particular partition 

has become unavailable or disconnected, whereafter, when access has been 

regained in that particular drive, information will be read to the effect that no 

assumptions may be made about the data contained on the disc and it would 

15 be necessary to re-assess that data. 

Although the system emulates logical drives having, for example, 600 

MBytes of available storage, physical space on the RAID 5 drives 21 to 25 

is actually allocated dynamically in regions as storage space for the storage . 

of actual data is required. Thus, although users appear to be given access to 

20 logical drives having a total of 600 MBytes, space on the actual RAID 5 

drives is not divided into 600 MByte partitions. Drives 21 to 25 are divided 

into blocks of between two and thirty-two MBytes and blocks are allocated 

dynamically as and when they are required. 

The actual size of blocks on the RAID 5 drives may be variable, 

25 although it will be assumed herein that, for a particular applicatio~ two 

MByte blocks will be identified. As data is written to a logical drive, via the 
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server 20, the data will physically occupy an identifiable two MByte block. 

As the volume of data increases beyond two MBytes, the server 20 will 

identify a new two MByte data block and data originating from the user will 

then be directed to this new block. Thus, if a user has created a total of five 

5 MBytes, the server is required to maintain a list of where these five MBytes 

actually reside on the drives, in terms of three two MByte blocks. However, 

as far as the user is concerned, five MBytes of data have been written to on 

a removable drive having a total of 600 MBytes of available capacity. 

At a workstation, a user is presented with the user interface capable of 

10 providing an environment for allowing existing logical drives to be selected 

and for new logical drives to be defmed. The user interface 61 is in tum 

supported by a local operating system 62, which is responsible for generating 

commands which are in tum interpreted by the interface. 

As far as the local operating system 62 is concerned, access is being 

15 made to a conventional SCSI disc drive and communication is effected over 

a conventional SCSI interface 63, resident at the workstation, to a server 

SCSI interface 65. This communication conforms to establish SCSI 

protocols, thereby substantially reducing the need for embedding bespoke 

software within the local workstation environments. 

20 A server operating system 66 converts SCSI sector definitions into 

addressable physical data blocks by means of a look-up table, identified by 

reference 68. A look-up table is defmed for each logical drive and When a 

logical drive is selected by an operator, its associated look-up table is loaded 

to an operating area of memory 28 within the server 20. Thus, within the 

25 server operating system 66, a logical drive is identified, resulting in a table 

68 beL"lg loaded. Thereafter, SCSI sector selections are supplied as inputs to 
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the table, which then results in addresses for physical data blocks being 

generated as outputs. Thus, as illustrated in Figure 4, the table 68 effectively 

points to addressable data blocks 69 in the array of physical data storing discs 

21 to 25. 

The server operating system 66 allows the SCSI environment of the 

user terminal to interface with the emulated environment of the server. Thus, 

it is necessary for the server operating system to emulate an SCSI disc drive 

and procedures for performing this emulation are detailed in Figure 5. 

The procedures shown in Figure 5 are executed within a multi-tasking 

10 environment, such that similar procedures may be performed for each of the 

user terminals. The procedures shown in Figure 5 therefore represent 

instructions executed on behalf of a particular workstation. 

At step 71 the system waits for a workstation command and upon 

receiving such a command a question is asked at step 72 as to whether this 

15 is a "mount" command. A "mount" command instructs the server to mount 

a selected removable drive and data transfers via the server 20 can only be 

performed if the server has received such an instruction. Thus, if the question 

asked at step 72 is answered in the negative, control is directed to step 73, 

whereupon procedures are performed to emulate an empty drive. Thus, this 

20 would include the generation of error messages to the effect that the drive is 

not ready etc. 

If an instruction to mount a drive is generated by the workstation, the 

question asked at step 72 is answered in the affirmative, resulting in control 

being directed to step 74. At step 74 a question is asked as to whether the 

25 drive is free and if another user workstation has been given access to that 
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particular drive, the question asked at step 74 will be answered in the 

l)egative, resulting in a reply being generated at step 7 5 to the effect that the 

drive is not ready. Thereafter, control is returned to step 71. However, if the 

drive is free the question asked at step 74 is answered in the affinnative, 

5 resulting in control being directed to step 76. 

At step 76 a partition is identified representing the regions within 

which data for the emulated drive may be read from or written to. 

Thereafter, control is directed to step 77, whereupon a reply is returned back 

to the requesting workstation to the effect that the disk has been mounted and 

10 control is directed to step 78. 

At step 78 the server waits for further commands from the user 

workstation and in response to receiving such a command, a question is asked 

at step 79 as to whether this is a dismount command. If the command is not 

a dismount command further emulation of a removable disc is perfonned at 

15 step 81 and control is returned to step 78. 

Upon detecting a dismoUJit command at step 79, control is directed to 

step 81, whereupon the partition is de-allocated and a reply is issued to the 

user workstation at step 82 to the effect that the disc has been dismounted. 

Thereafter control is returned to step 71, whereupon the server waits for the 

20 next workstation command. 
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CLAIMS 

1. A method of storing data, wherein a large storage volume 

emulates a plurality of logical drives; said logical drives emulate removable 

disc drives; and the closing of access to a previously accessed logical drive 

5 generates a disc dismount command. 

10 . 

2. A method according to claim 1, wherein the logical drives 

· emulate removable SCSI drives. 

3. A method according to claim 2, wherein each of said logical 

drives provides between 200 .MBytes and 900 MBytes of data storage. 

4. A method according to any of claims 1 to 3, wherein data is 

written to the physical storage volume in identifiable blocks. 

5. A method according to claim 4, wherein each of said blocks 

provides between one MByte and sixty-four MBytes of storage. 

6. A method according to claim 4 or claim 5, wherein a mapping 

15 table maps sectors of an emulated disc onto blocks of the physical volume. 

7. A method according to claim4 or claim 5, wherein blocks are 

allocated dynamically as storage is required. 

8. A method according to any of claims 1 to 7, wherein the storage 

volume is implemented as an array of disc storage devices. 
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9. A method according to claim 8, wherein the array has redundant 

discs. 

10. A method according to claim 8 or claim 9, wherein the array 

has between four and twelve discs. 

11. A method according to any of claims 1 to 10, wherein directory 

information stored on an accessed disc is updated in response to a disc 

dismount command. 

12. A method according to any of claims 1 to 10, wherein directory 

information stored on an accessed disc is updated on detecting that a user 

1 0 terminal has been disconnected and can no longer access a previously 

accessed logical drive. 

13. Data storage apparatus, including a large storage volume; 

a control device arranged to control data transfer with said storage 

volume and to provide user terminal access to said storage volume by 

1 S emulating the presence of a plurality of removable disc drives, wherein 

20 

user terminals generate a disc dismount command when closing access 

to a previously accessed logical drive; and 

the control device responds to said disc dismount command by 

terminating connection to said previously connected logical drive. 

14. Apparatus according to claim 13, wherein the logical drives 

emulate removable SCSI drives. 

15. Apparatus according to claim 14, wherein each of said logical 

drives provides between 200 MBytes and 900 MBytes of data storage. 
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16. Apparatus according to any of claims 13 to 15, wherein the 

control device is arranged to write data to the physical storage volume in the 

form of identifiable blocks. 

17. Apparatus according to claim 16, wherein each of blocks 

5 provides between 1 MByte and 64 Bytes of storage. 

18. Apparatus according to claim 16 or claim 17, wherein the 

control device is arranged to access mapping tables, mapping sectors of an 

emulated disc onto blocks of the physical volume. 

19. Apparatus according to any of claims 16 to 18, wherein the 

10 control device is arranged to dynamically allocate blocks as storage is 

required. 

20. Apparatus according to any of claims 13 to 19, where the 

storage volume is implemented as an array of disc storage devices. 

21. Apparatus according to claim 20, wherein the array includes 

15 redundant discs. 

22. Apparatus according to claim 20 or claim 21, wherein the array 

has between four and 12 discs. ~. 

23. Apparatus according to any of claims 13 to 22, wherein the 

control device is arranged to read directory information from an accessed 

20 logical drive, and the directory information stored on the disc is updated in 

response to a disc dismount command. 
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24. Apparatus according to any of claims 13 to 22, wherein the 

control device is arranged to read directory infonnation from an accessed 

logical drive and directory information stored on a logical disc drive is 

updated by the control device in response to detecting that a user terminal has 

5 been disconnected and can no longer access a previously accessed logical 

drive. 

25. A method of storing data substantially as herein described with 

reference to the accompanying drawings. 

26. A data storage apparatus substantially as herein described with 

1 0 reference to the accompanying drawings. 
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The petition is GRANTED. 

A grantable petition unde~ 37 C.F.R. § 1.102(d), and M.P.E.P. § 708.02, Section II, must be accompanied 
by payment of the fee under 37 C.F.R. § 1.17(h) and a statement under 37 C.F.R. § 1.102 by the 
applicant or assignee or statements by an attorney/agent registered to practice before the Patent and 
Trademark Office that (A) there is an infringing device or product actually on the market or method in 
use; (B) a rigid comparison of the alleged infringing device, product, or method with the claims of the 
application has been made, and that, in his or her opinion, some of the claims are unquestionably 
infringed: and (C) he or she has made or caused to be made a careful and thorough search ofthe prior art 
or has a good knowledge of the prior art. Applicant must provide one copy of each of the references 
deemed most closely related to the subject matter encompassed by the claims. 

Applicant's submission meets all the criteria set out above. Accordingly, the Petition is 
GRANTED. 

The application file is being forwarded to the Examiner of Record for expedited examination. 

~~ 
Vincent N. Trans 
Special Program Examiner 
Technology Center 2100 
Computer Architecture, Software, and 
Information Security 
571-272-3613 
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PLUS Search Results for S/N 10658163, Searched January 12, 2005 

The Patent Linguistics Utility System (PLUS) is a USPTO automated search 
system for U.S. Patents from 1971 to the present. PLUS is a 
query-by-example search system which produces a list of patents that are 
most closely related linguistically to the application searched. This 
search was prepared by the staff of the Scientific and Technical 
Information Center, SIRA. 

5941972 
6041381 
6421753 
6425035 
6425036 
6446141 
6738854 
6763419 
6772290 
6772308 
6772309 
6789152 
6118776 
6151331 
6185203 
6199112 
6470007 
6529963 
6650656 
6704809 
6061360 
6061360 
5931947 
5935205 
6148352 
6219753 
6219771 
6219753 
6219771 
6243829 
6338110 
6400730 
6401170 
6526489 
6643748 
6742034 
6785742 
6832289 
6718402 
6209023 
6057863 
5812754 
5991891 
6000020 
6065087 
6202115 
6792479 
5610745 
5848251 
5898828 

5991844 
6101559 
6148326 
6154802 
6247040 
6249831 
6321298 
64 93772 
6534716 
6557049 
6591310 
6608819 
6697875 
6757694 
6763409 
6766412 
6807581 
6826714 
6834326 
5805920 
6816917 
6772270 
5283872 
536134 6 
5495607 
5991813 
6247099 
5678042 
5337414 
5396596 
5687390 
5737634 
5790775 
5829053 
5860079 
5864568 
5938744 
6021454 
6105763 
6115772 
6188571 
6199122 
6199130 
6343352 
6654851 
4851998 
H000696 
5206943 
5210855 
5241508 

5263139 
5283828 
5289589 
5313589 
5357614 
5394526 
5454098 
5493547 
5497476 
5515239 
5546550 
5555390 
5560016 
5564024 
5572659 
5611057 
5615335 
5625840 
5625847 
5628014 
5634111 
5642337 
5649233 
5651139 
5659801 
5664145 
5671439 
5680579 
5691966 
5696968 
5732224 
5737524 
5740386 
5748909 
5754821 
5758101 
5765023 
5787304 
5805921 
5809279 
5813016 
5829048 
5875349 
5917998 
5920700 
5930817 
5928327 
5933834 
5935260 
5938747 

5950203 
5948075 
5964848 
5987627 
5996030 
6029209 
6029227 
6044411 
6065096 
6078979 
6092154 
6105092 
6122723 
6141712 
6157962 
6161104 
6185580 
6185621 
6192433 
6199194 
6216202 
6216202 
6233692 
6272533 
6286057 
6292876 
6304942 
6311217 
6378084 
6385706 
6393158 
6397308 
6408343 
6442604 
6449652 
6460099 
6487638 
6499075 
6507893 
6529996 
6538669 
6549934 
6615284 
6631442 
6658587 
6671820 
6754785 
6757767 
6769021 
6775702 
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Most Frequently Occurring Classifications of Patents Returned 

From A Search of 10658163 on January 12, 2005 

Original Classifications 
10 711/114 

7 710/1 
7 710/5 
7 711/112 
5 710/305 
5 710/312 
4 709/226 
4 710/302 
4 710/8 
4 711/163 
4 711/164 

"4 714/6 
3 370/351 
3 707/10 
3 710/100 
3 710/104 
3 710/19 
3 710/315 
3 711/162 
2 370/455 
2 707/205 
2 709/219 
2 709/250 
2 710/15 
2 710/2 
2 710/301 
2 710/306 
2 710/316 
2 710/62 
2 710/74 
2 711/133 
2 711/153 
2 714/4 
2 714/42 

Cross-Reference Classifications 
15 711/114 
10 711/112 

8 710/5 
8 714/6 
7 710/33 
7 711/170 
7 711/173 

Page 1 

Oracle Ex. 1002, pg. 198



10658163 CLS 
6 707/204 
6 710/36 
6 710/74 
6 711/100 
6 711/113 
6 711/162 
5 709/230 
5 710/2 
5 713/1 
4 707/8 
4 710/10 
4 710/100 
4 710/104 
4 710/21 
4 710/72 
4 710/8 
4 711/202 
4 711/4 
3 370/401 
3 709/203 
3 709/214 

"3 709/217 
3 709/227 
3 709/250 
3 710/105 
3 710/106 
3 710/107 
3 710/11 
3 710/52 
3 710/9 
3 711/118 
3 711/154 
3 711/156 
3 711/161 
3 711/165 
3 711/209 
3 714/7 
2 361/724 
2 361/727 
2 370/360 
2 370/402 
2 370/404 
2 370/422 
2 370/461 
2 707/10 
2 709/200 
2 709/213 
2 709/216 

Page 2 
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2 709/219 
2 709/222 
2 709/238 
2 709/249 
2 710/110 
2 710/15 
2 710/18 
2 710/22 
2 710/241 
2 710/302 
2 710/305 
2 710/310 
2 710/312 
2 710/313 
2 710/32 
2 710/38 
2 710/62 
2 711/111 
2 711/117 
2 711/141 
2 711/145 
2 713/200 
2 713/202 
2 713/340 
2 714/22 
2 714/25 
2 714/5 
2 714/800 
2 718/100 
2 719/326 
2 725/92 
2 725/93 
2 725/97 

Combined Classifications 
25 711/114 
17 711/112 
15 710/5 
12 714/6 

9 711/162 
8 710/74 
8 710/8 
7 710/1 
7 710/100 
7 710/104 
7 710/2 
7 710/305 
7 710/312 
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7 710/33 
7 710/36 
7 711/113 
7 711/170 
7 711/173 
6 707/204 
6 709/230 
6 710/302 
6 711/100 
5 707/10 
5 709/226 
5 709/250 
5 710/10 
5 711/163 
5 711/164 
5 711[202 
5 713/1 
4 707/8 
4 709/203 
4 709/219 
4 709/227 
4 710/105 
4 710/107 
4 710/15 
4 710/19 
4 710/21 
4 710/315 
4 710/52 
4 710/62 
4 710/72 
4 710/9 
4 711/118 
4 711/4 
4 714/7 
3 361/727 
3 370/351 
3 370/401 
3 709/213 
3 709/214 
3 709/216 
3 709/217 
3 710/106 
3 710/11 
3 710/22 
3 710/313 
3 710/316 
3 711/111 
3 711/117 
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3 711/133 
3 711/141 
3 711/154 
3 711/156 
3 711/161 
3 711/165 
3 711/209 
3 714/25 
3 714/4 
3 714/42 
3 714/5 
2 361/685 
2 361/724 
2 370/360 
2 370/402 
2 370/404 
2 370/422 
2 370/455 
2 370/461 
2 703/24 
2 707/205 
2 709/200 
2 709/211 
2 709/222 
2 709/231 
2 709/238 
2 709/245 
2 709/249 
2 710/110 
2 710/18 
2 710/240 
2 710/241 
2 710/27 
2 710/3 
2 710/301 
2 710/306 
2 710/310 
2 710/314 
2 710/32 
2 710/38 
2 710/60 
2 710/68. 
2 711/137 
2 711/145 
2 711/147 
2 711/152 
2 711/153 
2 713/100 
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2 713/2 
2 713/200 
2 713/201 
2 713/202 
2 713/340 
2 714/22 
2 714/47 
2 714/48 
2 714/800 
2 718/100 
2 718/103 
2 718/108 
2 719/326 
2 725/92 
2 725/93 
2 725/97 
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UNITED StATES PATENT AND TRADEMARK OFFICE 

APPLICATION NO. FILING DATE FIRST NAMED INVENTOR 

10/658,163 09/09/2003 Geoffrey B. Hoese 

25094 7590 01/2712005 

DLA PIPER RUDNICK GRAY CARY US, LLP 
2000 University Avenue 
E. Palo Alto, CA 94303-2248 

UNITED STATES DEPARTMENT OF COMMERCE 
United States Patent and Trademark Office 
Address: COMMISSIONER FOR PATENTS 

P.O. Box 1450 
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Please find below and/or attached an Office communication concerning this application or proceeding. 

t 
> 

PT0-90C (Rev. 10/03) 

Oracle Ex. 1002, pg. 205



Application No. Applicant(s) 

10/658,163 HOESE ET AL. 

Office Action Summary Examiner Art Unit 

Christopher B Shin 2182 

-- The MAILING DATE of this communication appears on the cover sh et with the correspondence address --
Period for Reply 

A SHORTENED STATUTORY PERIOD FOR REPLY IS SET TO EXPIRE~ MONTH(S) FROM 
THE MAILING DATE OF THIS COMMUNICATION. 
- Extensions of time may be available under the provisions of 37 CFR 1.136(a). In no event. however, may a reply be timely filed 

after SIX (6) MONTHS from the mailing date of this communication. 
- If the period for reply specified above is less than thirty (30) days, a reply within the statutory minimum of thirty (30) days will be considered timely. 
- If NO period for reply is specified above, the maximum statutory period will apply and will expire SIX (6) MONTHS from the mailing date of this communication. 

Failure to reply within the set or extended period for reply will. by statute, cause the application to become ABANDONED (35 U.S.C. § 133). 
Any reply received by the Office later than three months after the mailing date of this communication, even if timely filed, may reduce any 
earned patent term adjustment. See 37 CFR 1. 704(b). 

Status 

1 )0 Responsive to communication(s) filed on __ . 

2a)0 This action is FINAL. 2b)[8] This action is non-final. 

3)0 Since this application is in condition for allowance except for formal matters, prosecution as to the merits is 

closed in accordance with the practice under Ex parte Quayle, 1935 C.D. 11, 453 O.G. 213. 

Disposition of Claims 

4)[8] Claim(s) 15-53 is/are pending in the application. 

4a) Of the above claim(s) __ is/are withdrawn from consideration. 

5)0 Claim(s) __ is/are allowed. 

6)[8] Claim(s) 15-53 is/are rejected. 

7)0 Claim(s) __ is/are objected to. 

8)0 Claim(s) __ are subject to restriction and/or election requirement. 

Application Papers 

9)[8] The specification is objected to by the Examiner. 

10)[8] The drawing(s) filed on 09 September 2003 is/are: a)O accepted or b)[8] objected to by the Examiner. 

Applicant may not request that any objection to the drawing(s) be held in abeyance. See 37 CFR 1.85(a). 

Replacement drawing sheet(s) including the correction is required if the drawing(s) is objected to. See 37 CFR 1.121 (d). 

11 )0 The ~ath or declaration is objected to by the Examiner. Note the attached Office Action or form PT0-152. 

Priority under 35 U.S.C. § 119 

12)0 Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f). 

a)O All b)O Some* c)O None of: 

1.0 Certified copies of the priority documents have been received. 

2.0 Certified copies of the priority documents have been received in Application No. __ . 

3.0 Copies of the certified copies of the priority documents have been received in this National Stage 

application from the International Bureau (PCT Rule 17.2(a)). 

*See the attached detailed Office action for a list of the certified copies not received. 

Attachment(s) 

1) [8] Notice of References Cited (PT0-892) 

2) 0 Notice of Draftsperson's Patent Drawing Review (PT0-948) 

3) [8] Information Disdosure Statement(s) (PT0-1449 or PTO/SB/08) 
Paper No(s)/Mail Date 2 4 & 512004. 

4) 0 Interview Summary (PT0-413) 
Paper No(s)/Mail Date. __ . 

5) 0 Notice of Informal Patent Application (PT0-152) 
6) D Other: __ . 

U.S. Patent and Trademark Office 

PTOL-326 (Rev. 1-04) Office Action Summary Part of Paper No./Mail Date 01212004 

Oracle Ex. 1002, pg. 206



Application/Control Number: 1 0/658,163 

Art Unit: 2182 

DETAILED ACTION 

Drawings 

Page 2 

1. The drawings are objected to under 37 CFR 1.83(a). The drawings must show 

. every feature of the invention specified in the claims. Therefore, the gist of the claimed 

limitation regarding the first & second mediums being a Fibre Channel protocol type, 

without adding any new matter, must be shown or the feature(s) canceled from the 

claim(s). No new matter should be entered. 

2. Corrected drawing sheets in compliance with 37 CFR 1.121 (d) are required in 

reply to the Office action to avoid abandonment of the application. Any amended 

replacement drawing sheet should include all of the figures appearing on the immediate 

prior version of the sheet, even if only one figure is being amended. The figure or figure 

number of an amended drawing should not be labeled as "amended." If a drawing figure 

is to be canceled, the appropriate figure must be removed from the replacement sheet, 

and where necessary, the remaining figures must be renumbered and appropriate 

changes made to the brief description of the several views of the drawings for 

consistency. Additional replacement sheets may be necessary to show the renumbering 

of the remaining figures. The replacement sheet(s) should be labeled "Replacement 

Sheet" in the page header (as per 37 CFR 1.84(c)) so as not to obstruct any portion of 

the drawing figures. If the changes are not accepted by the examiner, the applicant will 

be notified and informed of any required corrective action in the next Office action. The 

objection to the drawings will not be held in abeyance. 
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Art Unit: 2182 

Page 3 

3. The drawings are objected to under 37 CFR 1.83(a) because they fail to show 

the claimed limitation regarding the first & second mediums being a Fibre Channel 

protocol type, without adding any new matter, as described in the specification. Any 

structural detail that is essential for a proper understanding of the disclosed invention 

should be shown in the drawing. MPEP § 608.02(d). Corrected drawing sheets in 

compliance with 37 CFR 1.121 (d) are required in reply to the Office action to avoid 

abandonment of the application. Any amended replacement drawing sheet should 

include all of the figures appearing on the immediate prior version of the sheet, even if 

only one figure is being amended. The figure or figure number of an amended drawing 

should not be labeled as "amended." If a drawing figure is to be canceled, the 

. appropriate figure must be removed from the replacement sheet, and where necessary, 

the remaining figures must be renumbered and appropriate changes made to the brief 

description of the several views of the drawings for consistency. Additional replacement 

sheets may be necessary to show the renumbering of the remaining figures. The 

replacement sheet(s) should be labeled "Replacement Sheet" in the page header (as 

per 37 CFR 1.84(c)) so as not to obstruct any portion of the drawing figures. If the 

changes are not accepted by the examiner, the applicant will be notified and informed of 

any required corrective action in the next Office action. The objection to the drawings 

will not be held in abeyance. 

Oracle Ex. 1002, pg. 208



Application/Control Number: 10/658,163 

Art Unit: 2182 

Specification 

Page4 

4. The abstract of the disclosure is objected to because the gist of the present 

claimed invention regarding the first & second transport mediums being a Fibre Channel 

protocol is not accurately disclosed by the abstract. Correction is required. See MPEP 

§ 608.01 (b). 

5. The disclosure is objected to because of the following informalities: the entire 

disclosure does not accurately disclose the gist of the present claimed invention 

regarding the first & second transport medium being Fibre Channel protocol type. This 

applies to all of the sections of the disclosure. 

Appropriate correction is required. 

Unclear Claimed Definition 

6. IN an attempt to expedite prosecution, numerous telephone interview attempts 

were made to clarify the following questions on January 18th, 19th, & 20th of 2005 to the 

attorney of record, but the examiner was unable to reach the attorriey. 

7. After careful consideration of the present claims 15-53, the examiner would like 

the applicant to clearly and explicitly define the following terms/questions in two parts. 

a. First part-clear and explicit indented definition of the following terms in 

accordance with the support of the specification; and 

b. Second part-detailed sections of the specifications that supports the 

following terms which the applicant relies on for the support of the claims 15-53. 

i. "mapping"; 
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Application/Control. Number: 10/658,163 

Art Unit: 2182 

ii. native low level, block protocols; and 

Page 5 

iii. first transport & second transport medium being both Fibre Channel 
Protocol. 

c. The applicant's cooperation would be greatly appreciated. Failure to 

respond answer may cause delay and/or improper interpretation of the present 

claims. 

Claim Rejections - 35 USC § 112 

· 8. The following is a quotation of the first paragraph of 35 U.S.C. 112: 

The specification shall contain a written description of the invention, and of the manner and process of 
making and using it, in such full, clear, concise, and exact terms as to enable any person skilled in the 
art to which it pertains, or with which it is most nearly connected, to make and use the same and shall 
set forth the best mode contemplated by the inventor of carrying out his invention. 

9. Claims 15-53 are rejected under 35 U.S.C. 112, first paragraph, because the 

best mode contemplated by the inventor has not been disclosed. Evidence of 

concealment of the best mode is based upon the fact that the disclosure does not 

clearly disclose any details of the present claims regarding the first & second mediums 

being both Fibre Channel transport as a whole. 

10. Claims 15-53 are rejected under 35 U.S.C. 112, first paragraph, as failing to 

comply with the enablement requirement. The claim(s) contains subject matter which 

was not described in the specification in such a way as to enable one skilled in the art to 

which it pertains, or with which it is most nearly connected, to make and/or use the 

invention. The disclosure does not clearly disclose any details of the present claims 

regarding the first & second mediums being both Fibre Channel transport as a whole. 
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11. Claims 15-53 are rejected under 35 U.S.C. 112, first paragraph, as based on a 

disclosure which is not enabling. The disclosure does not clearly disclose any details of 

the present claims regarding the first & second mediums being both Fibre Channel 

transport as a whole is critical or essential to the practice of the invention, but not 

included in the claim(s) is not enabled by the disclosure. See In re Mayhew, 527 

F.2d 1229, 188 USPQ 356 (CCPA 1976). 

12. Claims 15-53 are rejected under 35 U.S.C. 112, first paragraph, because the 

specification, while being enabling for the first and second mediums being different 

types of transport medium as disclosed in the specification, does not reasonably provide 

enablement for the details of the present claims regarding the first & second mediums 

being both Fibre Channel transport as a whole. The specification does not enable any 

person skilled in the art to which it pertains, or with which it is most nearly connected, to 

support the invention commensurate in scope with these claims. 

Double Patenting Rejection 

13. The nonstatutory double patenting rejection is based on a judicially created 
doctrine grounded in public policy (a policy reflected in the statute) so as to prevent the 
unjustified or improper timewise extension of the "right to exclude" granted by a patent 
and to prevent possible harassment by multiple assignees. See In re Goodman, 11 
F.3d 1046,29 USPQ2d 2010 (Fed. Cir. 1993); In re Longi, 759 F.2d 887,225 
USPQ 645 (Fed. Cir. 1985); In re VanOrnum, 686 F.2d 937, 214 USPQ 761 (CCPA 
1982); In re Vogel, 422 F.2d 438, 164 USPQ 619 (CCPA 1970);and, In re Thorington, 
418 F.2d 528, 163 USPQ 644 (CCPA 1969). 

A timely filed terminal disclaimer in compliance with 37 CFR 1.321 (c) may be 
used to overcome an actual or provisional rejection based on a nonstatutory double 
patenting ground provided the conflicting application or patent is shown to be commonly 
owned with this application. See 37 CFR 1.130(b ). 
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Effective January 1, 1994, a registered attorney or agent of record may sign a 
terminal disclaimer. A terminal disclaimer signed by the assignee must fully comply with 
37 CFR 3.73(b). 

14. Claim15-53 are rejected under the judicially created doctrine of obviousness-type 

double patenting as being unpatentable over claims 1-14 of U.S. Patent No. 5,941,972. 

Although the conflicting claims are not identical, they are not patentably distinct from 

each other because the 972 patent claims a subject matter that are substantially 

identical to the present claimed invention. 

15. Claim15-53 are rejected under the judicially created doctrine of obviousness-type 

double patenting as being unpatentable over claims 1-14 of U.S. Patent No. 6.425,035. 

Although the conflicting claims are not identical, they are not patentably distinct from 

each other because the 035 patent claims a subject matter that are substantially 

identical to the present claimed invention. 

16. Claim15-53 are rejected under the judicially created doctrine of obviousness-type 

double patenting as being unpatentable over claims 1-23 of U.S. Patent No. 6,738,854. 

Although the conflicting claims are not identical, they are not patentably distinct from 

each other because the 972 patent claims a subject matter that are substantially 

identical to the present claimed invention. 

17. Claim15-53 are rejected under the judicially created doctrine of obviousness-type 

double patenting as being unpatentable over claims 1-10 of U.S. Patent No. 6,763,419 

Although the conflicting claims are not identical, they are not patentably distinct from 

each other because the 419 patent claims a subject matter that are substantially 

identical to the present claimed invention. 
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Any inquiry concerning this communication or earlier communications from the 

examiner should be directed to Christopher B Shin whose telephone number is 571-

272-4159. The examiner can normally be reached on 6:30-5:00 M,Tu,Th,F. 

If attempts to reach the examiner by telephone are unsuccessful, the examiner's 

supervisor, Jeffrey Gaffin can be reached on 703-308-3301. The fax phone number for 

the organization where this application or proceeding is assigned is 571-272-4146 

Information regarding the status of an application may be obtained from the 

Patent Application Information Retrieval (PAIR) system. Status information for 

published applications may be obtained from either Private PAIR or Public PAIR. 

Status information for unpublished applications is available through Private PAIR only. 

For more information about the PAIR system, see http://pair-direct.uspto.gov. Should 

you have questions on access to the Private PAIR system, contact the Electronic 

Business Center (EBC) at 866-217-9197 (toll-free). 

January 21, 2005 
CBS 

Christopher Shin 
Primary Examiner 
Of2182 
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A9 4,697,232 9/29/1987. Brunelle, et al. 

A10 4,787,028 11/22/1988 Finforck, et at. 

A11 4,807,180 2/21/1989 Takeuchi, et at. 

A12 4,811,278 3/7/1989 Bean, et at. 

A13 4,821,179 4/11/1989 Jensen, et at. 

A14 4,825,406 4/25/1989 Bean, et al. 

A15 4,827,411 5/2/1989 Arrowood, et al. 

A16 4,835,674 5/30/1989 Collins, et al. 

A17 4,864,532 9/5/1989 Reeve, et al. 

A18 4,897,874 1/30/1990 Lidensky, et al. 

A19 4,961,224 10/2/1990 Yung 

A20 5,072,378 12/10/1991 Manka 

A21 5,077,732 12/31/1991 Fischer, et al. 

A22 5,077,736 12/31/1991 Dunphy, Jr., et al. 

A23 5,124,987 6/23/1992 Milligan, et al. 

A24 5,155,845 19/13/1992 Seal, et al. 

A25 5,185,876 2/9/1993 Nguyen, et al. 

A26 5,193,168 3/9/1993 Corrigan, et al. 

A27 5,193,184 3/9/1993 Belsan, et al. 

A28 5,202,856 4/13/1993 Glider, et al. 
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A29 5,210,866 5/11/1993 Milligan, et al. 

A30 5,212,785 5/18/1993 Powers, et al. 

A31 5,214,778 5/25/1993 Glider, et al. 

A32 5,226,143 7/6/1993 Baird, et al. 

A33 6,239,632 08/24/93 Lamer 

A34 5,239,654 8/24/1993 lng-Simmons 

A3S 5,247,638 9/21/1993 O'Brien, et al. 

A36 5,247,692 9/21/1993 Fujimura 

A37 5,297,262 3/22/1994 Cox,etal. 

A38 5,301,290 4/5/1994 Tetzlaff, et al. 

A39 5,315,657 5/24/2994 Abadi, et al. 

A40 5,317,693 7/19/1994 Elko, et al. 

A41 5,331,673 7/19/1994 Elko, et al. 

A42 5,361,347 11/1/1994 Glider,· et al. 

A43 5,367,646 11/22/1994 Pardillos, et al. 

A44 5,379,385 1/3/1995 Shomler 

A4S 5,379,398 1/3/1995 Cohn, et al. 

A46 5,388,243 2/7/1995 Gilder, et al. 

A47 5,388,246 2/7/1995 Kasi 

A48 5,394,526 2/28/1995 Crouse et al. 

A49 5,396,596 3/7/1995 Hashemi, et al. 

ASO 5,403,639 4/4/1995 Belsan, et al. 

AS1 5,410,667 4/25/1995 Belsan, et al. 

AS2 5,410,697 4/25/1995 Baird, et al. 

AS3 5,416,915 5/16/1995 Mattson, et al. 

A 54 5,418,909 5/23/1995 Jachowski, et al. 

ASS 5,420,988 5/30/1995 Elliott 

AS6 5,423,026 6/6/1995 Cook, et al. 
.. AS7 5,426,637 6/20/1995 Derby, et al 

ASS 5,430,855 7/4/1995 Wash, et al. 

AS9 5,450,570 9/12/1995 Richek, et al. 

AGO 5,452,421 9/19/1995 Beardsley, et al. 

A61 5,459,857 10/17/1995 Ludlam, et al. 

A62 5,463,754 10/31/1995 Beausoleil, et al. 

A63 5,469,576 11/21/1995 Dauerer, et al. 

A64 5,471,609 11/28/1995 Yudenfriend 

A6S 5,487,077 1/23/1996 Hassner, et al. 

A66 5,495,474 2/27/1996 Olnowich, et al. 

A67 5,496,576 3/5/1996 Jeong 
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A68 5,504,857 4/2/1996 Baird, et al. 

A69 5,507,032 4/9/1996 Kimura 

A70 5,511,169 4/23/1996 Sud a 

A71 5,519,695 5/21/1996 Purohit, et al. 

A72 5,530,845 6/25/1996 Hiatt, et al. 

A73 5,535,352 7/9/1996 Bridges, et al. 

A74 5,537,585 7/16/1996 Blickerstaff, et al. 

A75 5,544,313 8/6/1996 Shachnai, et al. 

A76 5,548,791 8/20/1996 Casper, et al. 

A77 5,564,019 10/8/1996 Beausoleil, et al 

A78 5,568,648 10/22/1996 Coscarella, et al. 

A79 5,581,709 12/3/1996 Ito, et al. 

ABO 5,581,724 12/3/1996 Belsan et al. 

A81 5,613,082 3/18/1997 Brewer, et al. 

A82 5,621,902 4/15/1997 Cases, et al. 

A83 5,632,012 5/20/1997 Belsan, et al. 

A84 5,634,111 5/27/1997 Oeda, et al. 

ASS 5,638,518 6/10/1997 Malladi 

A86 5,642,515 6/24/1997 Jones, et al. 

A87 5,659,756 8/19/1997 hefferon, et al. 

A88 5,664,107 9/2/1997 Chatwanni, et al. 

A89 5,727,218 3/10/1998 Hotchkin 

A90 5,743,847 4/28/1998 Nakamura, et al. 

A91 5,781,715 7/14/1998 Sheu 

A92 5,802,278 9/1/1998 lsfeld, et al. 

A93 5,805,816 9/8/1998 Picazo, Jr., et al. 

A94 5,860,137 1/12/1999 Raz, et al. 

A95 5,867,648 2/2/1999 Foth, et al. 

A96 5,889,952 3/30/1999 Hunnicutt, et al. 

A97 5,913,045 6/15/1999 Gillespie, et al. 

A98 5,923,557 7/13/1999 Eidson 

A99 5,933,824 8/3/1999 DeKoning, et al. 

A10(] 5,935.~60 8/10/1999 Ofer 

A101 5,949,994 9/28/1999 Boggs, et al. 

A102 5,953,511 9/14/1999 Sescilia, et al. 

A103 5,959,994 9/28/1999 Boggs,etal. 

A10-4 5,974,530 10/26/1999 Young 

A10!i 6,021,451 2/1/2000 Bell, et al. 

A10E 6,055,603 4/25/2000 Ofer, et al. 
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A107 6,065,087 5/16/2000 Keaveny, et al. 

A10S 6,073,218 6/6/2000 DeKoning, et al. 

A109 6,075,863 6/13/2000 Krishnan, et al. 

A11(] 6,081,849 6/27/2000 Born, et al. 

A111 6,098,149 8/1/2000 Ofer, et al. 

A112 6,108,684 8/22/2000 DeKoning, et al 

A11:l 6,118,766 9/12/2000 Akers 

A1141 6,148,004 11/14/2000 Nelson, et al. 

A11f 6,209,023 3/27/2001 Dimitroff, et al. 

A11E 6,230,218 5/8/2001 Casper, et al. 

A117 6,341,315 1/22/2002 Arroyo, et al. 

A11S 6,343,324 1/29/2002 Hubis, et al. 

A119 6,425,036 7/23/2002 Heese, et al. 

A12(] 6,484,245 11/19/2002 Sanada,etal. 

FOREIGN PATENT DOCUMENTS Publication Date 
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81 GB 2341715 

82 JP 6301607 

83 wo 98/36357 1998 
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Group Art Unit 2182 
Examiner Name Shin, Christopher B. 

Sheet j1 1 of 7 Atty Docket Number CROSS1120-13 
Examiner Cite No. OTHER PRIOR ART- NON PATENT LITERATURE DOCUMENTS Date Initials 

C1 Decision Returning Petition mailed February 28, 2005 

C2 Block-Based Distributed File Systems, Anthony J. McGregor, July 
1997 

C3 Compaq StorageWorks HSG80 Array Controller ACS Version 8.3 
(Maintenance and Service Guide) 11/98 

C4 Compaq StorageWorks HSG80 Array Controller ACS Version 8.3 
(Configuration and CLI Reference Guide) 11/98 

C5 CRD-5500 SCSI RAID Controller User's Manual CMD Technology, 
Inc. pp. 1-1 to 6-25, revised November 21, 1996. 11/21/1996 

C6 DIGITAL Storage Works, HSZ70 Array Controller, HSOF Version 7.0 
EK-HSZ70-CG. A01, Digital Equipment Corporation, Maynard, 
Massachusetts 

C7 DIGITAL StorageWorks HSZ70 Array_ Controller HSOF Version 7.0 
EK-HSZ270-RM. A01 CLI Reference Manual 

C8 DIGITAL StorageWorks HSZ70 Array Controller HSOF Version 7.0 
EK-HSZ70-SV. A01 1997-

C9 DIGITAL StorageWorks HSG80 Array Controller ACS Version 8.0 
(User's Guide 1/98) 

C10 DP5380 Asynchronous SCSI Interface, National Semiconductor 
Col]:loration, Arlington, TX, May 1989, pp. 1-32 

C11 Emerson, "Ancor Communications: Performance evaluation of 
switched fibre channel 1/0 system using--FCP for SCSI" February 
1995, IEEE, pp. 479-484 2/1/1995 

C12 Fibre Channel and ATM: The Physical Layers, Jerry Quam 
WESCON/94, published 27-29 September 1994. Pages 648-652. 

C13 Fiber Channel storage interface for video-on-demand servers by 
Anazaloni, et al. 6/15/1905 

C14 Gen5 S-Series XL System Guide Revision 1.01 by Chen 6/18/1905 
C15 Graphical User Interface for MAXSTRA T Gen5/Gen-S Servers User's 

guide 1.1 6/11/1996 
C16 High Performance Data transfers Using Network-Attached Peripherals 

at the national Storage Laboratory by Hyer 2/26/1993 
C17 IFT-3000 SCSI to SCSI Disk array Controller Instruction Manual 

Revision 2.0 by lnfotrend Technologies, Inc. 1995-
C18 Implementing a Fibre Channel SCSI transport by Snively 1994-
C19 ."lnfoServer 150--lnstallation and Owner's Guide", EK-INFSV-OM-001, 

Digital Equipment Corporation, Maynard, Massachusetts 1991, 
Cha_pters 1 and 2 

C20 lnfoServer 150VXT Photograph 
C21 lnfoserver 100 System Operations Guide, First Edition Digital 

Equipment Corporation, 1990 
C22 Johnson, D. B., et al., "The Peregrine High Performance RPC System", 

Software-Practice and Experience, 23(2):201-221, Feb. 1993 
C23 Local-Area networks for the IBM PC by Haugdahl 
C24 Misc. Reference Manual Pages, SunOS 5.09 
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First Named Inventor Geoff1rey B. Hoese Patent and Trademark Office 
Group Art Unit 2~82 

Examiner Name Shin, Chrosi'copher B. 
Sheet 1 2 1 of 1 1 Atty Docket Number CROSS~~20a13 

Examiner 
Cite No. OTHER PRIOR ART aa NON PATENT LITERATURE DOCUMENTS Date Initials 

C25 New serial 1/0s speed storage subsystems by_ Bursky_ 2/6/1995 
C26 Petal: Distributed Virtual Disks, Edward K. Lee and Chandramohan A. 

Thekkath, ACM SIGPLAN Notices, Volume 31, Issue 9, September 
1996, pages 84-92. 

C2i' Pictures of internal components of the lnfoServer 150, taken from 
http://bindarydinosaurs.couk/Museum/Digital/infoserver/infoserver.php 
in Nov. 2004. 

C28 Raidtec FibreArray and Raidtec FlexArray UltraRAID Systems", 
Windows IT PRO Article, October 1997 

C29 S.P. Joshi, "Ethernet controller chip interfaces with variety of 16-bit 
processors," electronic Design, Hayden Publishing Co., Inc., Rochelle 
Part, NJ, October 14, 1982. pp 193-200 

C30 Simplest Migration to Fibre Channel Technology'' Article, Digital 
Equipment Corporation, November 10, 1997, published on PR 
Newswire 11/10/1997 

C3~ Systems Architectures Using Fibre Channel, Roger Cummings, 
Twelfth IEEE Symposium on Mass Storage Systems, Copyright 1993 
IEEE. Pages 251-256 

C32 Dot Hill's Request to Exceed Page Limit in Motion for Summary 
Judgment filed June 29, 2005. Case No. A-03-CV-754 (SS) 

C33 Request for Ex Parte Reexamination for 6,425,035. Third Party 
Requester: William A. Blake 

C34 Request for Ex Parte Reexamination for 6,425,035. Third Party 
Reg_uester: Natu J. Patel 

C35 Office Action dated 01/21/03 for 10/174,720 (CROSS1120-8} 1/21/2003 
C36 Office Action dated 02/27/01 for 09/354,682 (CROSS1120-1) 2/27/2001 
C3i' Office Action dated 08/11/00 for 09/354,682 (CROSS1120-1) 8/11/2000 
C38 Office Action dated 12/16/99 for 09/354,682 (CROSS1120-1) 12/16/1999 
C39 Office Action dated 11/06/02 for 10/023,786 (CROSS1120-4) 11/6/2002 
C40 Office Action dated 01/21/03 for 10/081,110 {CROSS1120-5J 1/21/2003 
C41 Office Action in Ex Parte Reexamination 90/007,127, mailed 02/07/05. 2/7/2005 
C42 Reply to Office Action Under Ex Parte Reexamination Dated 02/02/07 

for 90/007,127 filed on 04/06/05. 
C43 Office Action in Ex Parte Reexamination 90/007,125, mailed 02/07/05. 2/7/2005 
CM Reply to Office Action Under Ex Parte Reexamination Dated 02/02/07 

for 90/007,125 and 90/007,317 filed on 04/06/05. 
C45 Office Action in Ex Parte Reexamination 90/007,126, mailed 02/07/05. 2/7/2005 
C46 Reply to Office Action Under Ex Parte Reexamination Dated 02/02/07 

for 90/007,126 filed on 04/06/05. 
C47 Office Action in Ex Parte Reexamination 90/007,124, mailed 02/07/05. 2/7/2005 
C48 Reply to Office Action Under Ex Parte Reexamination Dated 02/02/07 

for 90/007,124 filed on 04/06/05. 
C49 Office Action in Ex Parte Reexamination 90/007,123, mailed 02/07/05. 2/7/2005 
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C50 Reply to Office Action Under Ex Parte Reexamination Dated 02/02/07 
for 90/007, 123 filed on 04/05/05. 

C51 European Office Action issued April 1, 2004 in Application No. 
98966104.6-2413 4/1/2004 

C52 Fiber Channel (FCS)/ATM lnterworking: A Design Solution by 
Anzaloni, et al. 

Copies of the following are on the attached CO-Rom 
C53 Defendant's First Supplemental Trial Exhibit List, Crossroads Systems, 

Inc., v. Chaparral Network Storage, Inc., C.A. No. A-OOCA-217-SS 
(W.O. Tex. 2001 ). (CO-Rom). 

C54 Defendant's Third Supplemental Trial Exhibit List, Crossroads 
Systems, Inc. v. Pathlight Technology, Inc., C.A. No. A-OOCA-248-SS 

_(W.O. Tex. 2001)JCD-Rom). 
C55 Defendant Chaparral Network Storage, Inc.'s First Supplemental Trial 9/2/2001 

Exhibit List (01 through 0271) (CD-ROM Chaparral Exhibits 
Exlist Def). 

C56 Plaintiffs Fourth Amended Trail Exhibit List, Crossroads Systems, Inc. 9/11/2001 
v. Chaparral Network Storage, Inc, C.A. No. A-OOCA-217-SS (W.O. 
Tex. 2001) (CO-Rom). 

C57 Plaintiffs Revised Trial Exhibit List, Crossroads Systems, Inc. v. 
Pathlight Technology, Inc., C.A. No. A-OOCA-248-SS (W.O. Tex. 
2001 ). (CO-Rom). 

C58 Trail Transcripts, Crossroads Systems, Inc. v. Chaparral Network 
Storage, Inc., C.A. No. A-OOCA-217-SS (W.O. Tex. 2001) (CO-Rom). 

C59 Trail" Transcripts, Crossroads Systems, Inc. v. Pathlight Technology, 
Inc., C.A. No. A-OOCA-248-SS (W.O. Tex. 2001 ). (CO-Rom). 
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C60 Datasheet for CrossPoint 41 00 Fibre Channel to SCSI Router (Dedek 
Ex 41 (ANCT 117-120)) (CD-ROM Chaparral Exhibits D012). 

C61 Symbios Logic- Software Interface Specification Series 3 SCSI RAID. 12/3/1997 
Controller Software Release 02.xx (Engelbrecht Ex 2 (LSI1421-1658)) 
(CD-ROM Chaparral Exhibits D013). 

C62 Press Release- Symbios Logic to Demonstrate Strong Support for 11/13/1996 
Fibre Channel at Fall Comdex (Engelbrecht 12 (LSI 2785-86)) (CD-
ROM Chaparral Exhibits D016). · 

C63 OEM Datasheet on the 3701 Controller (Engelbrecht 13 (LSI 01837- 6/17/1905 
38Jl (CD-ROM ChaR_arral Exhibits D017). 

C64 Nondisclosure Agreement Between Adaptec and Crossroads Dated 10/17/1996 
10/17/96 (Quisenberry Ex 25 (CRDS 8196)) (CD-ROM Chaparral 
Exhibits D020). 

C65 Organizational Presentation on the External Storage Group (Lavan Ex 4/11/1996 
1 f_CNS 182242-255)l(_CD-ROM Cha_parral Exhibits D021). 

C66 Bridge. C, Bridge Between SCSI-2 and SCSI-3 FCP (Fibre Channel 
Protocol} (CD-ROM Chaparral Exhibits P214). 

C67 Bridge Phase II Architecture Presentation (Lavan Ex 2 (CNS 182287- 4/12/1996 
295)) (CD-ROM Chaparral Exhibits D022). 

C68 Attendees/Action Items from 4/12/96 Meeting at BTC (Lavan Ex 3 4/12/1996 
(CNS 182241)) (CD-ROM Chaparral Exhibits D023). 

C69 Brooklyn Hardware Engineering Requirements Documents, Revision 5/26/1996 
1.4 {Lavan Ex 4 ( CNS 178188-211)) {CD-ROM Chaparral Exhibits 
0024) by Pecone. 

C70 Brooklyn Single-Ended SCSI RAID Bridge Controller Hardware OEM 3/21/1996 
Manual, Revision 2.1 (Lavan EX 5 {CNS 177169-191)) (CD-ROM 
Chaparral Exhibits D025}. 

C71 Coronado Hardware Engineering Requirements Document, Revision 9/30/1996 
0.0 {Lavan Ex 7 (CNS 176917-932)) {CD-ROM Chaparral Exhibits 
0027) by O'Dell. . 

C72 ESS/FPG Organization {Lavan Ex 8 {CNS 178639-652)) (CD-ROM 12/6/1996 
Chaparral Exhibits D028). 

C73 Adaptec MCS ESS Presents: Intelligent External 1/0 Raid Controllers 2/6/1996 
"Bridge" Strategy (Lavan Ex 9 {CNS 178606-638)). (CD-ROM 
Chaparral Exhibits D029}. 

C74 AEC-7313 Fibre Channel Daughter Board (for Brooklyn) Engineering 2/27/1997 
Specification, Revision 1.0 (Lavan Ex 10 (CNS 176830-850)) (CD-
ROM Chaparral Exhibits D030}. 

C75 Bill of Material (Lavan Ex 14 (CNS 177211-214)) (CD-ROM Chaparral 7/24/1997 
Exhibits D034 ). 

C76 AEC-. 4412B, AEC-7412/B2 External RAID Controller Hardware OEM 6/27/1997 
Manual, Revision 2.0 {Lavan Ex 15 {CNS 177082-123)) (CD-ROM 
Chaparral Exhibits D035). 
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C77 Coronado II, AEC-7312A Fibre Channel Daughter (for Brooklyn) 7/18/1997 
Hardware Specification, Revision 1.2 (Lavan Ex 16 (CNS 177192-
210))(CD=R0i\il Chaparral Exhibits D036) by Tom Yang. 

C78 AEC-4412B, AEC7 412/3B External RAID Controller Hardware OEM 8/25/1997 
Manual, Revision 3.0. (Lavan Ex 17 (CNS 177124-165)) (CD=ROM 
Chaparral Exhibits D037). 

C79 Memo Dated 8/15/97 to AEC-7312A Evaluation Unit Customers re: 8/15/1997 
8001 Release Notes (Lavan Ex 18 (CNS 182878-879)) (CD=ROM 
Chaparral Exhibits D038), 

C80 Brooklyn Main Board (AES-0302) MES Schedule (Lavan Ex 19 (CNS 2/11/1997 
177759-763)) (CD=ROM Chaparral Exhibits D039). 

C81 News Release-Adaptec Adds Fibre Channel Option to its External 5/6/1997 
RAID Controller Family (Lavan Ex 20 (CNS 182932-934)Y(CD=R0i\li 
Chaparral Exhibits D040). 

C82 AEC-4412B/7412B User's Guide, Rev. A (Lavan Ex 21) (CD=ROi\ll 6/19/1905 
Chaparral Exhibits D041 ). 

C83 Data Book- AIC-7895 PCI Bus Master Single Chip SCSI Host Adapter 5/21/1996 
(Davies Ex 1 (CNS 182944-64)) (CD=ROM Chaparral Exhibits D046). 

C84 Data Book- AIC-1160 Fibre Channel Host Adapter ASIC (Davies Ex 2 6/18/1905 
(CNS 181800-825)) (CD=ROi\li Chaparral Exhibits D047). 

C85 Viking RAID Software (Davies Ex 3 (CNS 180969-181026)) (CD=ROi\ll 6/18/1905 
Chaparral Exhibits D048). 

C86 Header File with Structure Definitions (Davies Ex 4 (CNS 180009- 8/8/1996 
018)) (CD=ROi\li Chaparral Exhibits D049). 

C87 C++ SourceCode for the SCSI Command Handler (Davies Ex 5 (CNS 8/8/1996 
179136-168)) (CD=ROM Chaparral Exhibits D050). 

C88 Header File Data Structure (Davies Ex 6 (CNS 179997-180008)) (CD= 1/2/1997 
ROi\il Chaparral Exhibits D051 ). 

C89 SCSI Command Handler (Davies Ex 7 (CNS 179676-719)) (CD=ROM . 112/1997 
Chaparral Exhibits D052). 

. 
C90 Coronado: Fibre Channel to SCSI Intelligent RAID Controller Product 

Brief (Kalwitz Ex I (CNS 182804-805)) (CD=ROi\li Chaparral Exhibits 
D053). 

C91 Bill of Material (Kalwitz Ex 2 (CNS 181632-63~)) (CD=ROi\ll Chaparral 3/17/1997 
Exhibits D054). 

C92 Emails Dated 1/13-3/31/97 from P. Collins to More: Status Reports 
(Kalwitz Ex 3 (CNS 182501-511)} (CD=ROi\il Chaparral Exhibits D055). 

C93 Hardware Schematics for the Fibre Channel Daughtercard Coronado 
(Kalwitz Ex 4 (CNS 181639-648)) (CD=ROM Chaparral Exhibits D056). 

C94 Adaptec Schematics re AAC-340 (Kalwitz Ex 14 CNS 177215-251)) 
(CD=ROM Chaparral Exhibits D057}. 

C95 Bridge Product Line Review (Manzanares Ex 3 (CNS 177307-336)) 
(CD=ROM Chaparral Exhibits D058}. 

C96 AEC Bridge Series Products-Adaptec External Controller RAID 10/28/1997 
Products Pre-Release Draft, v.6 (Manzanares Ex 4 (CNS 174632-
653)). (CD=ROM Chaparral Exhibits D059). 
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C97 Hewlett-Packard Roseville Site Property Pass for Brian Smith 11/7/1996 
(Dunning Ex 14 (HP 489} (CD-ROM Chaparral Exhibits D078). 

C98 Distribution Agreement Between Hewlett-Packard and Crossroads 
(Dunning Ex 15 (HP 326-33) (CD-ROM Chaparral Exhibits D079). 

C99 HPFC-5000 Tachyon User~s Manuel, First Edition (PTI172419-839) 5/1/1996 
(CD-ROM Chaparral Exhibits D084). 

C'iiOO X3T1 0 994D - (Draft) Information Technology: SCSI-3 Architecture 
Model, Rev. 1.8 (PTI 165977) (CD-ROM ChC!J)arral Exhibits D087). 

C'i!Oi X3T10 Project 1047D: Information Technology- SCSI-3 Controller 9/3/1996 
Commands (SCC), Rev, 6c (PTI 166400-546) (CD~ROM Chaparral 
Exhibits D088). 

C1l02 X3T1 0 995D- (Draft) SCSI-3 Primary Commands, Rev. 11 11/13/1996 
(Wanamaker Ex 5 (PTI 166050-229)) (CD-ROM Chaparral Exhibits 
D089). 

Ci03 VBAR Volume Backup and Restore (CRDS 12200-202) (CD-ROM 
Chaparral Exhibits D099). 

C104 Preliminary Product Literature for Infinity Commstor's Fibre Channel 8/19/1996 
to SCSI Protocol Bridge (Smith Ex 11; Quisenberry Ex 31 (SPLO 428-
30) (CD~ROM Chaparral Exhibits D143). 

C1105 Letter dated 7/12/96 from J. Boykin to B. Smith re: Purchase Order for 7/12/1996 
Evaluation Units from Crossroads (Smith Ex 24) CRDS 8556-57) (CD~ 
ROM Chaparral Exhibits D144). 

Ci06 CrossPoint 41 00 Fibre Channel to SCSI Router Preliminary Data sheet 11/1/1996 
(Hulsey Ex 9 (CRDS 16129-130)) (CD~ROM Chaparral Exhibits D145). 
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1 

Data Storage 

The present invention relates to an array of magnetic disks configured 

to store machine readable data in a protected way, such that data is 

s recoverable in the event of disk failure. 

10 

Arrays configured to store machine readable data in a protected way 

are known and are often referred to as a redundant array of inexpensive 

disks, usually abbreviated to the acronym "RAID". Several RAID procedures 

are known and most of these share the approach of generating redundant 

data by an exclusive ORing process from which, in the event of any of the 

disks failing, all of the data can be reconstituted from the remaining 

operational disks. 

When all of the disks are operational, the array is said to be working in 

its protected mode. In the event of one disk failure, the system may still 

15 remain operational, in that data may be read from the disks, but the data 

ceases to be protected and a further disk failure would result in data loss. 

With a single disk failure the system is said to be working in an unprotected 

mode at which point an operator would be advised that disk replacement is 

required and that the lost data needs to be reconstituted. Thus, a disk would 

20 be physically removed, replaced and then the lost data would be 

reconstituted on to the new disk. 

As personal computer systems and workstations become more 

powerful, allowing more sophisticated software applications to be executed 

and the degree of data storage available in such systems increases, with 

25 disks containing several gigabytes of data now becoming widely used, a 

greater demand has been created for the installation of protected systems 

using disk redundancy. Complete RAID subsystems may be purchased for 

extemal connection but a problem with such known systems is that the cost 

can be very prohibitive. In many situations, the cost of such a RAID system 
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tends to be higher than the cost of a personal computer system. Thus, there 

is a requirement for providing RAID protection at reduced cost. 

Personal computer systems are usually housed in desktop units or 

tower units having spare bays allowing additional disks to be received. Thus, 

s it is possible for many hard disk drives to be included within a tower housing 

and additional interface cards may be provided if required. Thereafter, it is 

possible for the RAID calculations to be effected by the resident host CPU, 

such that the additional extra cost is quite modest. However, a major problem 

with such a configuration is that a significant processor overhead is required 

10 in order to perform the RAID calculations, resulting in a severe degradation in 

overall system performance. 

According to a first aspect of the present invention, there is provided a 

plurality of data storage devices configured to store machine readable data in 

a protected way such that data is recoverable in the event of a single device 

15 failure, wherein the devices are housed for application directly into an existing 

disk bay for a computer; the devices are connectable to a disk interface as if 

they were a single conventional storage volume; and said devices are 

controlled by an operating system installed on a computer as if they were a 

single storage volume. 

20 

25 

ln a preferred embodiment, the disks are interfaced to an IDE 

connection and three disks may be received in respective IDE connections. 

Preferably, the array presents a SCSI interface to a host computer 

and the array may be configured to be housed in two or more five and one 

quarter inch drive bays. 

According to a second aspect of the present invention, there is 

provided a method of equipping a personal computer with a plurality of data 

storage devices configured as a redundant array by interfacing said devices 

to conventional five and one quarter inch drive bays, such that protected 

machine readable data is recoverable in the event of a single disk failure, 

30 comprising the steps of supporting the array within an existing disk bay for a 

Oracle Ex. 1002, pg. 247



·' 

3 

computer; connecting the array to the computer as if it were a single 

conventional computer disk: and controlling said drives by an operating 

system installed on a computer as if it were a single storage volume. 

The invention will now be described by way of example only, with 

5 reference to the accompanying drawings, in which: 

10 

Figure 1 shows a personal computer system; 

Figure 2 shows an array of disks being inserted into a computer 

system; 

Figure 3 details the array shown in Figure 2; 

Figure 4 shows an exploded view of the array identified in Figure 3; 

Figure 5 shows a rear face view of the array back plane; 

Figure 6 shows a circuit for implementing RAID calculations; and 

Figure 7 inustrates the removal of a damaged disk from the array; and 

Figure 8 shows an alternative embodiment for the extrusion identified 

15 in Figure 4. 

A personal computer system is shown in Figure 1 in which a main 

system tower 101 supplies visual information to a visual display unit 1 02 and 

receives manual commands via a keyboard 103. The main system tower 

houses a central processing unit, memory circuits and other standard 

20 associated electronics as is well known in the art. The personal computer 

system may be an lBM PC type system. a Mackintosh system or any other 

computer type equipment used for individual use, possibly in a networked 

configuration. Alternatively, the main system tower 101 may constitute a 

network server, possibly running an appropriate server operating system, 

25 such as Windows NT server. 

Tower 101 includes conventional five and one quarter inch disk bays. 

Wrthin these disk bays a plurality of devices have been mounted, including a 

three and a half inch floppy disk drive 105, a tape streamer 106, a CD ROM 

drive 107 and an array of magnetic disks 108, embodying the present 

30 invention. 
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Array 108 is detailed in Figure 2 and is shown being installed into the 

main system tower 1 01. The array 1 DB of magnetic disks is configured to 

store machine readable data in a protected way such that data is recoverable 

in the event of a single disk. failure. The array of disks is housed for 

5 application directly into an existing disk bay of a computer, such as the main 

system tower 101. The array is connectable to the computer as if it were a 

single conventional computer disk and the array is operated by an operating 

system installed on the computer as if it were a single disk. 

10 

Each empty drive bay is protected by a removable plastic cover and 

unit 107 locates within an aperture equivalent to the width of two bays, 

requiring the removal of two such covers. The array includes a housing 201, 

locatable within the two bay aperture and towards its rear includes 

conventional power and data connectors; such that the housing as a whole is 

connected to the main system tower using a conventional SCSI connection. 

15 Thus, the main system perceives the disk array as if it were a single disk and 

the operating system, executed by the main system. controls the operation of 

the array using equivalent commands to those required for the operation of a 

single storage volume. 

The array 107 is detailed in Hgure 3 and contains a total of three IDE 

20 drives 301, 302 and 303. An exploded view of the array is illustrated in Figure 

4, which shows each of the individual IDE drives 301, 302 and 303 being 

supported by aluminium extrusions, in the form of a left extrusion 401 and a 

right extrusion 402. These extrusions hold the disk drives 301, 302 and 303 

firmly in place and facilitate 1he removal and replacement of individual disk 

25 drives when disk failure occurs. 

Disk drives 301, 302 and 303 are located in relatively close proximity 

and in order to maintain preferred operational temperatures, an electric fan 

403 is positioned between the front of the disk drives and a front housing 

404. In this respect, the main front housing includes ventilation grilles 405. 
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Each IDE drive 301, 302 and 303 locates within a conventional IDE 

socket 406, 407, 408, in addition to respective power supply sockets 409, 

410, 411. Thus, from the perspective of each IDE drive, the physical drives 

are located into sockets substantially similar to those found on an IDE bus of 

5 a standard computer system. 

RAID calculations are performed within the device itself, using 

conventional hardware RAID circuitry mounted on circuit board 412, having 

electrical connections to the back plane circuit board 413. Right extrusion 402 

defines a cavity 414, configured to receive circuit board 412. The extrusions 

10 401 and 402 are held in position by an upper plate 415 and a lower plate 

416, secured by appropriate bolts 417. 

The rear face of back plane 413 is illustrated in Figure 5. The back 

plane includes a conventional SCSI socket 501 and a power supply socket 

502. The array therefore presents itself to the main system as a single disk 

15 drive, requiring a single disk drive connection via SCSI interface 501. 

Back plane 413 also includes rows of holes 503 to facilitate ventilation 

of the disks. Thus, cooling air is brought in through ventilation holes 405, 

blown between the disks 301, 302 and 303 and then exits through holes 503. 

The circuit implemented on board 412 is illustrated diagramatically in 

20 Figure 6. The circuit includes a central processing unit 501 which 

communicates with an input/output circuit 602 via a CPU bridge 603. In 

addition, operation of CPU 601 is controlled by a CPU mode select circuit 

604. Power from the housing is directed to a three volt supply regulating 

circuit 605, arranged to supply power to operational circuits via supply rails. 

25 The CPU 601 receives data relating to the operational environment 

from an environmental detecting circuit 606. This information may be 

received directly, as shown in Figure 6, or it may be directed via other control 

circuitry to allow combined environmental infonnation to be returned to the 

CPU 601. 
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Further output circuitry includes IDE controllers 607 and 608 and a 

SCSI controller 609. These circuits communicate with the back plane sockets 

via a one hundred and eighty way connector 610. 

Input/output circuit 602 supplies driving current to six LED's 701, 702, 

5 703, 704, 705 and 706 shown in Figure 7. Each of these LED's is visible by 

means of respective holes 711,712.713, 714,715 and 716 in the front panel 

404. Each LED is a Hewiett Packard HSMF-C655 and actually includes a 

green LED and a red LED which may be operated independently. 

10 

LED 701 indicates 1he overall operational integrity of the system and 

primarily confirms that CPU 601 is operating correctly. Thus, when the 

system is fully operational, LED 701 is illuminated green. Alternatively, if 

faults have been detected within the controller, LED 701 is illuminated red. 

LED 702 represents the environmental monitoring status and is 

primarily concerned with operational temperature. Environmental circuit 606 

15 includes a temperature sensor and a fault condition is generated if this 

sensor detects that operational temperatures have become excessive. In 

addition, a tachometer is associated with fan 403 and a fault condition is 

generated if this detects that rotation of the fan has ceased. Malfunction of 

fan 403 represents a serious problem in that this could result in all three 

20 drives being permanently damaged such that no protection is offered by the 

RAID configuration. The system also detects the presence of appropriate 

voltages on voltage supply rails, as supplied by power supply unit 605 in 

addition to detecting appropriate terminator power on the SCSI bus. 

25 

30 

When the supply ran voltages are correct, SCSI terminator power is 

correct, the fan is operational and the system is working at its optimal 

operational temperature, LED 702 is illuminated green. If the system 

encounters problems and diverges from its preferred operational 

characteristics, such a condition is detected and LED 702 is illuminated 

orange. Under these conditions, further operation of the system is permitted 

but warnings may be generated to the effect that a job should be closed 
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down and that the device should be investigated. If problems continue and 

the situation worsens. particularly if the operational temperature becomes 

very high, LED 702 is illuminated red. Under these conditions, power to the 

drives Is removed and an error condition is generated such that further 

s access to the drives is not permitted. 

LED 703 indicates that the SCSI connection is fully operational by 

being illuminated green. Furthermore, when the SCSI bus is actually in use, 

LED 703 is illuminated orange. 

LED's 704, 705 and 706 represents operational characteristics of the 

1 o individual drives 301, 302 and 303 respectively. When the drives are 

operational, the LED's are illuminated green and then illuminated orange 

when the actual data transfer takes place. Furthermore, if a disk error is 

detected, to the effect that an individual disk has fafied, its respective LED is 

illuminated red. 

15 In response to a single disk failure, it is preferable for the system to be 

placed off-line and for the damaged disk to be replaced immediately so that 

the lost data may be reconstituted and the system returned to protected 

mode operation. In order to replace a disk, the front panel is removed, an 

operation facilitated by the front panel 404 being retained simply to the main 

20 housing by means of an interference connection. Having removed the front 

panel 404 it is restrained by wires 717 required for supplying electrical power 

to fan 403. 

The disk drives include tapped holes towards their fron1-right comer 

and each of said tapped holes receives a threaded stud 719. Stud 719 allows 

25 its respective disk 301 to 303 to be removed by the application of a stud hook 

720. Force is applied in the direction of arrow 721, thereby forcing the 

respective disk drive away from its IDE and data sockets, such as sockets 

406 and 409 etc. 

An altemative embodiment is mustrated in Figure 8. In this 

30 embodiment, side panels and a base panel are fabricated as a single 

Oracle Ex. 1002, pg. 252



8 

extrusion 801. The housing is then completed by the application of a top 

pane1802. The top panel802 is secured to the lower extrusion 801 by means 

of bolts 803 and circuitry held within the extrusion is further secured by an 

adhesive clip 804. 
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Claims 

1. A plurality of data storage devices configured to store machine 

readable data in a protected way such that data is recoverable in the event of 

s a single device failure, wherein 

the devices are housed for application directly into an existing disk bay 

for a computer; 

the devices are connectable to a disk interface as if they were a single 

conventional storage volume; and 

1 o said devices are controlled by an operating system installed on a 

computer as if they were a single storage volume. 

2. Data storage devices according to claim 1 . wherein said 

storage devices are magnetic disk drives. 

15 

3. Data storage devices according to claim 2, wherein . the 

magnetic disks are interfaced to an IDE connection. 

4. Data storage devices according to claim 3, wherein three disks 

20 are received in respective IDE connections. 

5. Data storage devices according to any of claims 1 to 3, wherein 

said devices present a SCSI interface to a host computer. 

25 6. Data storage device according to any of claims 1 to 5, 

configured to be housed in two or more five and one quarter inch drive bays. 

7. Data storage devices according to any of claims 1 to 6, 

including means for detecting when said devices are operating in non-ideal 

30 conditions. 
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8. Data storage devices according to claim 7. including means for 

detecting when said devices are operating at excessive temperatures. 

9. Data storage devices according to claim 7 or claim 8, including 

means for detecting non-operation of a cooling fan. 

10. Data storage devices according to claim 7 or claim 8, including 

means for directly detecting an excessive operational temperature. 

11. Data storage devices according to any of claims 7 to 10, 

including means for removing drive power to said devices upon detecting a 

non-ideal operating condition. 

12. Data storage devices according to any of claims 1 to 11. 

including a detachable front panel and a cooling fan secured to said front 

panel, including ventilation openings arranged to direct a cooling air-stream 

between the individual devices. 

13. A plurality of data storage devices according to any of claims 1 

to 12, wherein said devices are connectable in a computer housing and the 

devices are controlled by the operating system of sald computer. 

14. A method of equipping a personal computer with a plurality of 

25 data storage devices configured as a redundant array by interfacing said 

devices to conventional five and one quarter inch drive bays, such that 

protected machine readable data is recoverable in the event of a single disk 

failure, comprising the steps of 

supporting the array within an existing disk bay for a computer. 
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connecting the array to the computer as if it were a single conventional 

computer disk; and 

controlling said drives by an operating system installed on a computer 

as if it were a single storage volume. 

15. A method according to claim 14, wherein said data storage 

devices are magnetic disk drives. 

16. A method according to claim 15, wherein said magnetic disk 

10 drives are interfaced to an IDE connection. 

17. A method according to claim 16, wherein three disks are 

received in respective IDE connections. 

15 18. A method according to any of claims 14 to 17, wherein said 

devices present a SCSI interrace to a host computer. 

19. A method according to any of claims 14 to 18, wherein said 

devices are housed in two or more five and one quarter inch drive bays. 

20 

20. A method according to any of daims 14 to 19, wherein non-

ideal operating conditions for said devices are detected. 

21. A plurality of data storage devices substantially as herein 

25 described with reference to the accompanying Figures. 

22. A method of equipping a personal computer substantially as 

herein described with reference to the accompanying Figures. 
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(57) [Abstract] 

[Objective] 

access to I/0 device of plural is made possible from 
information processing apparatus of plural . 

[Constitution] 

information processing apparatus 20, 30, 40 and multi access 
control device 50 of plural are connected to FDDilO, the 
multi access control device 50 SCSI is connected to I/0 
device 70, 80, 90. 

To multi access control device access it does information 
processing apparatus , with FDDifi·ame . 

data from information processing apparatus transmission and 
reception after doing, in protocol conversion section 520;it 
converts network control unit 500, to SCSI protocol with 
FDDiinterface , through 1/0 device control unit 51 O,access it 
does I/0 device . 
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[Claim(s)] 

[Claim 1] 

1994-10-28 

Through network , through network control means and I/0 
interface which do interface control of said network in system 
which connects information processing apparatus of plural, 
the multi access control means which consists of protocol 
conversion means which converts l/0 device control means 
and the said network control means and l/0 device control 
means which control l/0 device of plural interface providing, 
As for information processing apparatus of aforementioned 
plural through said multi access control means , in the l/0 
device of aforementioned plural access multi access l/0 
control system . which designatesthat it does as feature 

[Claim 2] 

multi access l/0 control system . which is stated in Claim 1 
which designates that theaforementioned l/0 device control 
means is built in to control unit inside theaforementioned I/0 
device as feature 

[Claim 3] 

Treatment data which information processing apparatus of 
aforementioned plural executed, through aforementioned 
multi access control means , it houses in theaforementioned 
predetermined l/0 device , changes to information processing 
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[0001] 
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~ttfiliicL. -r. ~~r;t. !WfM!fi 4-196737 ~1}$ 
I ::~r.llt ~n t::1.i ;a:t.J<4f>~o 

;:C1)1J;a:l::il3t. '"Cicl:. 1 i3-0)'f*'<'f m:::~::.-Y-Jv 
~~f!!li3-Cl)*.A~"-::J::.-e~-?r~~~T~~C1) 
~- *.At--:::~::.-e~-?rt.J,i;O)S¥:ia-T-11~'''v? 
7 •J ::.-?"L.t::~. :::~::.-t--o- Jv.:J...=.·;;H:::im~L.. 
~:::~::.-t--o- Jv.:~...=. ·vt--rci:*.A t--Jgmm 0) .A-1' ·v 
=f~~~~....~m~nk*.At--(1)7-11~'!*'<'fm 
:::1/Y-Jvl::t:l:l:t.JT~o 

[0003] 

[~BJit.J<~~L.J::?cT ~~!m] 

L.f.J\L.f.j:t.J<i; • .t.tcL.t::tt{ilijl;:l:. ~*.AI--..f./11? 
.r.-.A4al::~.tr.I::J \';J?7~~1t"CL '~(])~. 1\ 

1994-10-28 

apparatus of preparatory at time of damage of said 
information processing apparatus , as for information 
processing apparatus of said preparatory , referring to UO 
device where aforementioned treatment data is housed, the 
multi access UO control system . which it states in Claim 1 
which designates that it continuestreatrnent as feature 

[Claim 4] 

information which aforementioned each information 
processing apparatus , possesses local UO device , isrecorded 
to said local 1/0 device , through aforementioned multi access 
control means , housing in UO device which corresponds to 
aforementioned information processing apparatus , backup the 
multi access 1/0 control system . which is stated in Claim 1 
which designates thing which isdone as feature 

[Claim 5] 

As for aforementioned UO interface , from interface of 
transmission dedicated and interface of reception dedicated 
configuration multi access UO control system . whichis stated 
in Claim 1 which designates that it is done as feature 

[Description of the Invention] 

[0001] 

[Field oflndustrial Application] 

this invention regards multi access 110 control system , 
through especially network , from the information processing 
apparatus of plural it regards control system of accessible 110 
device in system which connects information processing 
apparatus of plural. 

[0002] 

[Prior Art] 

There is a system which is stated in for example Japan 
Unexamined Patent Publication Hei 4-196737disclosure as 
technology whichshares UO device with processing unit of 
plural. 

Regarding this system , being something which shares 
console for the conservation of 1 with host computer of plural 
table, buffering after doing, itnotifies received information 
from host computer to control unit , said control unit sets the 
Switch for host selection, outputs data of host which 
isselected to console for conservation . 

[0003] 

[Problems to be Solved by the Invention] 

But, because technology which was inscribed in each every 
host interface has provided buffer in independence, amount of 
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hardware to become many, inaddition, to need hardware of 
peculiar like host selection switch, becausefurthermore, host 
interface connector of a quantity which is suitable to quantity 
of host are needed, when host which is connected becomes 
many as device entirety does scale-up , There was a 
deficiency that only configuration which connects console of 
1 vis-a-vis host of plural table it is possible to take. 

[0004] 

objective of this invention is to offer multi access I/0 control 
system which makes access to 1/0 device of plural possible 
from information processing apparatus of plural . 

[0005] 

[Means to Solve the Problems] 

In order to achieve aforementioned objective , with iitvention 
whichis stated in Claim 1, through network , through network 
control means and the 110 interface which do interface control 
of said network in system which connects the information 
processing apparatus of plural, multi access control means 
which consists of protocol conversion means whichconverts-
110 device control means and said network control means and 
I/0 device control means which control 110 device of plural 
interface providing, information processing apparatus of 
aforementioned plural through said multi access control 
means , hasdesignated that access it does as feature in 110 
device oftheaforementioned plural. 

[0006] 

With invention which is stated in Claim 2, it designates 
thataforementioned 110 device control means is built in to 
control unit inside theaforementioned 1/0 device as feature. 

[0007] 

With invention which is stated in Claim 3, treatment data 
which information processing apparatus of aforementioned 
plural executed, through theaforementioned multi access 
control means , it houses in aforementioned predetermined 
110 device , changesto information processing apparatus of 
preparatory at time of damage of said information processing 
apparatus , the information processing apparatus of said 
preparatory referring to 110 device where 
aforementionedtreatrnent data is housed, has designated that it 
continues treatrnentas feature. 

[0008] 

With invention which is stated in Claim 4, 
aforementionedeach information processing apparatus , it 
possesses local I/0 device , information which is recorded to 
the said local 110 device , through aforementioned multi 
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access control means , housing in 110 device 
whichcorresponds to aforementioned information processing 
apparatus , it designates that backup it does as feature. 

[0009] 

With invention which is stated in Claim 5, as for 
theaforementioned 110 interface , it designates that 
configuration it is done asfeature from interface of 
transmission dedicated and interface of thereception 
dedicated. 

[0010] 

[Working Principle] 

information processing apparatus and multi access control 
device of plural are connected by FDDI, the multi access 
control device SCSI is connected to 110 device . 

multi access control device configuration is done from 
network control unit and protocol conversion section and 1/0 
device control unit . 

To multi access control device access it does information 
processing apparatus, with FDDiframe . 

data from information processing apparatus transmission and 
reception after doing, in protocol conversion section,it 
converts netWork control unit , to SCSI protocol with 
FDDiinterface , through I/0 device control unit ,access it does 
110 device. 

Because of this, multi access control device is added only, can 
control 110 device of the plural from information processing 
apparatus of plural without adding what modification to 
conventional I/O device . 

[0011] 

[Working Example( s)] 

Below, one Working Example of this invention is explained 
concretely making use of drawing . 

Figure 1 is system diagram which relates to one Working 
Example of this invention. 

system of this invention is done, information processing 
apparatus 20, 30,40 and multi access control device 50 of 
plural FDDI (FiberDistributed data interface ) being 
connected by 10 (LAN), configuration. 

[0012] 

To multi access control device 50 access it does information 
processing apparatus 20, 30, 40 which is connected to the 
FDDIIO, with FDDiframe. 

multi access control device 50 configuration is done from 
protocol conversion section 520 which converts 110 device 
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SCSI60 1::: tl ~ c; ;11. "( l.' ~ I/0 =f 1\ -1 .:A. 
7o,so,9o(-91J;;t 11. 1\-t-:-T-< .A ?t~cO)gcii:~ 
U:~§lt~t~cO".>il{g~~)O".>~Jtft!l~rr? Ito =r 
1 \.{.:A.~Jtftpiftl 510 l:, FDDI :to 1-::JJL.-Bl.V: SCSI 
:1c t-::JJL.-0'.>-1/~?:r.-.:A.~~~fr?:1c t-::JJL.
~~iftls2o t.l'.;m.filC;c;;ft "Ct. '.Qo 

[0013] 

[gj 2 l;t, ~ Jl..-77?-t!.:A.~jtftp~~ 50 0)-:JC·;;? 
m.filC;fgj"t:(!i).Qo 

~ '"'77?t.:A.t~Jtft!!lim 5o l:::i;)t. '"(, *·;;t-'J 
-?~J~fH!500 l:, I/0 =j!;\.-(.A~Jtlfll$510 l:, 
RAM523l:, 7?-t!.:A.~Jtft!J$5241;t I/0 ;\.A 525 
I:::J::-:>"Ctl*ftc;;ft, :10-t!·;;-!j- 521 l:, ROM522 
l:, 7?-I!.:A.~Jtlfll$5241;t:10-t!•;;-!j-; \,A 5261::: 
J::? '"( tl*5t c;;ft "( l. \ .Q 0 

[0014] 

:1 c t-::J '"' ~ ~ ~rr? t::./1:) 0) :1 c '.f 7 .L...I;t, 
ROM522 l:::f&f.lljc;;ft, :10-1!·;;-!j- 521 J:. "t:t!JfF 
T.Qo 

*~~-91!-c:l;t, I/0 ;\.:A. 525 O)ij!Jfi$~l'lf.Q 
t::.clbl::::tct·;;-!f;\.:A. 526 ~~It-ct. \.Qt.><, ~Jf 
~IB!!.~~mt 20, 30, 40 t.>'.;0)7?-t!.:A.!ml3tt.J<itt 
l,\~~1:::1~, I/0 ;\.:A.l::1C-1!•;;-!f;\.:A,~FcJ-;\ 
.:A.I:::L. -cmliX:L. "C:&J::t. 'o 

[0015] 

7?-t!.:A.~jtft!Jiftl524 l;t, *•;;I-'J-?~Jtftp$500 
·~H::.I;t l/0 =f;\.{.:A.~Jtft!J$ 510 D'.;:tc-t!·;r!j· 
521 "'O)W!JibJj.lt!Jtlfll:a=-rr?c;tl:::1c-tz·;;-lf 521 

· t.l'i; RAM523, ::t-·;;1-'J-?~Jtlflliftl 500, IIO =f 
;\.{.:A.11iiJtlflliftl 510 "'-0'.>7?-I!.:A.~Jtlfii:MIV:I:::*•;; 
I-'J-?~Jtftp$500, I/0 =f;\.{.:A.~JtlfllfH!SlO D' 
i:; RAM523 "'-0'.>7?-t!.:A.~J~:a::-fi-:>"Cl.'~o 

[0016] 

ROM522 1::: l;t, :1 C '.f "5 .L. 0) 'fiB I:: FDDI 0) 

MAC(Media Access Control)7t:v.:A.~f&f.lllT 
.Qo 

RAM523 l;t, =r-~i!i~& V:S!l:rnmO)' \·;;?r 
l: L. "C iY! fflT .Q I~ f.J'I:::, ;;t-.·;; 1- 'J -? ~Jtlfll$ 
500, I/0 =j!;\.{.:A,~Jtlfll$ 510 "'-O'.>~J1li!J:a:-fi?f:: 
clbO'.>=f-<.:A.? 1J:1~~i;tl:L. '"CiY!fflT.Qo 

a;t::., ~ '"'77?t.:A.~Jtlfll~mj1;JO".>.:A.-T-~.:A. 
~~~ I/0 =f;\.{.:A.~O)~~~O)f::.I/)1:::-T--:J 
Jl..-l:f.., '"(ij!fflT.Qo 

[0017] 

[gl 3 l;t, m¥1BlH!!!limt.J'.; ~ '"'77-?t.:A.t~Jtlfll 
liil!"'-O".>lt!Jtlfll?v-.L..0'.>7;;t-~·;;t-:a=-~"t"[gl 

1994-10-28 

control unit 510 and FDDiprotocol and SCSI protocol which 
control I/0 device 70, 80, 90 (for example hard disk or other 
storage media and circuit or other communication means') 
whichis connected to network control unit 500 and SCSI 60 
which do FDDiinterface control interface . 

[0013] 

Figure 2 is block diagram of multi access control device 50. 

In multi access control device 50, network control unit 500 
and I/0 device control unit 510 and RAM 523 and access 
control section524 are connected with I/0 bus 525, processor 
521 and ROM 522 and access control section 524 are 
connected with processor bus 526. 

[0014] 

program in order to do protocol conversion is housed in ROM 
522, operates on processor 521. 

With this working example, processor bus 526 is provided in 
order to lower usage ofl/0 bus 525, but when access 
frequency from information processing apparatus 20, 30, 40 is 
low, configuration it ispossible to do with I/0 bus and 
processor bus as same bus . 

[0015] 

access control section 524, as interruption control to processor 
521 is done from network control unit 500 or I/0 device 
control unit 510, from processor 521 does access control to 
RAM 523 from access control and network control unit 500, 
I/0 device control unit 510 to RAM 523, network control unit 
500, I/0 device control unit 510. 

[0016] 

In ROM 522, MAC (Media access control ).address ofFDDI 
is housed to other than program . 

Besides you use as buffer for data transmission and reception, 
youuse RAM 523, as [disukuriputa] region in order to control 
to network control unit 500, I/0 device control unit 510. 

In addition, you use management or other for every status 
management and I/0 device inside multi access control device 
as table. 

[0017] 

Figure 3 is figure which shows format of control frame to 
multi access control device from information processing 
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~O).Qo 

@ 3 1:.;!=31. '"C, FDDI "-•':JJf 100(ANSI ~~)1:. 
SNAP "-•:JJf 110, IP "-'':Jif 120. TCP "-':11/ 
130(~"( Request For Comment -c::m:lE~:h. "(!.' 
.Q), 7-~ 140 :a:i-:t:IJDL$1!tif!J:a:fi?o 

[0018] 

1i!t*IH!l.J,!I!~~ 20,30,40 l::.";l JL-7-7?-I!.A$11tlf!J~ 
~ 50 t: 0) ra"l 0) ~ lt i{Hf :& V: ll!Ji ~ $11 tlfP I~. 
TCP(Transmission Cotrol Protocol)I::J:: LJ fi? o 

[0019] 

7-~ 140 ~~- $1ltif!J:1Cl•:J? 1410. 1450 t:~i~ 
110 7-~ 1460 :b'.;+1H~~:h. "CL '"C. $1ltif!J:1Cl•':J 
?I~, 1 P.J~t,ilitO)::fCl'.':J?tJ\.;fd:.Qo 

"*-f::. ~i~ 110 7-~ 1460 I~#:IJDL "C-tJ::L 'L. 
O).QL 'l~i-:f:IJDLfd:<"C-tJ::L ':b<, fi~::n..~-..£..~ 
1~. FDDI :mt&I::~~T .Q~~:b<O;,.Qo 

[0020] 

$1Hi!li:1Cl·':J? 1410. 1450 I~ 28 ~~.{~tJ,.;mRJt~ 
:h..Qo 

$1ltif!J:1Cl'.':J? 1410 1::;!=31,\"(, $1ltif!J:1Cl·;~?~ 
1411 1~. 2 1\.{~0)?-(-)t,.t-:"t:O)L), $1Jtf!ll:;fCl•';) 
?O)f!tl~.{~~:a:-~"9 0 

:J"';!/t-=7-:IA/t:::''.':J~ 14121~. 1 t:::'·;~~tJ,.;t,;LJ, 
~t,;.Q:::J"';!/t:0)$1Jtf!IJ:1Cl·;~?:b{}I~L "CL '.Q:iJ' 
;a:tJ,:a:-~"9 0 

"0" O)~I~::J"';!/!-=7-.::x:.{/t.;L, "1 "O)~I~:::J"';! 
/ t-:7-.::x:...f/0) LJ:a:-~"9 o 

[0021] 

71\...f.A ID1413 1~. 2 ~~.{~0)?-f-JL-t-:"t:O:, 
LJ , SCSI_ID 4 t::: '':J ~ , LUN(Logical Unit 
Number) 4 1:::':1~. Hii~ LUN 8 t:::·:~~:b'.;mRJt~ 
;h,.Qo 

CDB ?-t-";l·:J~ 14141~. 5 t:::'·;~~O)?-(-JL-t-:1:: 
O).Qo 

CDB 1~. 6 1\.{~,10 1\.{~,12 1\.{~:b<O).QO)"t: 
-f:"O)~~IJ:a:7f-L "(!. '.Qo 

"0" :iJ< 6 I\.{~."" 1" tJ< 10 I\.{~, "2 "tJ< 12 I\.{~ 
:a: 7f--t 0 

[0022] 

'FJE~fQJ.ltt:·';)~ 1415 ~~- 1 t:::·;~~O)?-(-Jl,.t: 
~O).Qo 

~-~-=~-l::.-~O)·~~L7-~~~~~? 
"(=t,I.?-*!i'i5-LfJ:L \f:;.6f.lO)t:::'•':J~ "t:O).Qo 

1994-10-28 

apparatus. 

In Figure 3, SNAPheader 110, IP header 120, TCP header 
130 (Being stipulated with all Request For Comment, it is), it 
adds data 140 to FDDlheader 100 (ANSlstandard) 
andcontrols. 

{0018) 

It does sending verification and order control between 
information processing apparatus 20, 30, 40 and multi access 
control device 50, with TCP (transmission Cotrol protocol ). 

[0019) 

As for data 140, configuration being done from control block 
1410, 1450 and thetransmission 1/0 data 1460, as for control 
block, it consists of block ofl to plural . 

In addition, it is possible to add transmission 110 data 1460 it 
is notnecessary, and, or to add, but maximum frame length 
has necessity to conformto FDDlstandard . 

[0020) 

control block 1410, 1450 configuration is done from 28 byte. 

In control block 1410, control block length 1411, with field of 
2 byte , shows theentire byte length of control block . 

command chain bit 1412 consists of 1 bit, shows whether or 
not which control block of the different command is 
continual. 

When 11 0 11 being, there is a command chain and shows time 
of command chain none, *l&apos;&apos;. 

[0021) 

device ID1413, with field of2 byte, SCSI_ID 4bit, LUN 
(Logical Unit Number) configuration is donefrom 4 bit, 
extended LUN Shit . 

CDBformat 1414 is field of5 bit. 

Because CDB are 6 byte, 10byte, 12byte, type has been 
shown. 

11 0 11 6 byte, *l&apos;&apos; 10 byte, *2* 12 byte are 
shown. 

[0022) 

Illegitimate long control bit 1415 is field of I bit . 

read request and actual it starts reading and data length differs 
and error it is a bit because it does not report. 
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"I"O)c~.I.7-¥1H5-tt"'f. "o" O)c~.I.?-*& 
15:--t .Q 0 

[0023] 

~ 7*&15-t:::·;~t-I4I6 11. 1 t:::-;~t-0)?-<-Jv~-c:~ 
.Qo 

"I"O)c~~!!Jt$! 7~~ 7*&.15-?o·;~?(jg] 4)-c: 
$&.15:9-Qo 

"0"0)~11$&.15-L..~L 'o 

[0024] 

:::r~:..-~ 1421 11. 8 t:::·:.rt-0)?-<-JW'"t:~.Qo 

-T-11~~- -T-11~~- ~ Jv77?-I!A.1li!Jllfll 
~m: 5o t:::"M9 .Q:mff-t.i:c~ff-9 0 

SCSI NO.l422 11. 8 t:::·;.rt-0)?-(-Jv~"C:~.Qo 

~ Jv77?-I!A.$1]llfll~m 50 ~"C:*ii![O) SCSI~ 
1li!Jllfll9.Q~'€11:::. cO) SCSI f.l'~~~IJ9.Qt.=bt.> 
O)~Ji*&"C:~.Qo 

~-7":..-A. NO.l420 11. 16 t:::·;;t-0)?-f-JJ.;~"C: 
~.Qo 

111f*&m!.!l!~m: 2o,3o,4o f.l'i;O)~>!<:c~JJ.;77? 
-tzA.~llfiJ~m5o~.;0)$!7*&15-~~Z~tt.Q 
t.=bf.>O)~$-c:~.Qo 

[0025] 

"'f-117.J.j:,..t-I418 11. 41 \-{t-0)?.{-J).;~"C:~ 
LJ, ~{~'*f.:f1~{~9.Q7-11~~ff-9 o 

CDB1419 11. ::$;~1it§-01J"t:l1 10 J\-{t-"C:~L), 
SCSI 'l;li~I:::.¥~L..t.: CDB ~~*Pi"t.Qo 

[0026] 

jg) 4 11. ~ Jv77?-tzA.$1Jllfll~m:t.J'.;~*&mi!!! 
~m"O)~ 7? v-.L..O)?;t-~·;;t-~ff-'9jg] 
"'t:~.Qo 

jgj(:::;f.)L'"C. FDDI "-':1~ 100. SNAP "-':1~ 
110. IP "-·;;~ 120. TCP "-·;;~ 13011. i!tri!l!L..t.= 
t,O)cf,l'J~-c:~.Qo 

7-11140 let. $!7*&15-?o·:.r? 1470 c~~IJo 
7-111480 il'.:.mnt~:h ·n '.Qo 

[0027] 

~ 7*&15-?o·;~? 1470 11. 16 '\-1't-i.J'i;~~'2: 
;h "(l,\.Qo 

~7*&15-:io·:~?:l3t 147111. I6t:::·:~t-O)?-<-Jv 
"'t:~LJ. ~ 7$&_15-:::fiJ ';J?O)~J\-(f-lj[~ff-'9 o 

~7$15:7-.I.-1':..-t:::·;;t-1472 11. I t:::·;~t-0)?-(
Jv~""t:~LJ. $! 7 *&.15-f.l~til!r~.Q~i% t:::"I "~ 

1994-10-28 

" At time of 1 &apos;&apos; error it does not report, " when 0 
"being, error it reports. 

[0023] 

End report bit 1416 is field of I bit . 

" At time of 1 &apos;&apos; treatment end is reported with 
endreport block (Figure 4 ). 

When " 0 " being, it does not report. 

[0024] 

command 1421 is field of8 bit. 

data reception , data transmission and indication etc for multi 
access control device 50 are shown. 

SCSI NO .1422 is field of 8 bit . 

When SCSI of plural is controlled inside multi access control 
device 50, it is a information in order to identify which SCSI . 

sequence NO.l420 is field of 16 bit. 

It is a information because end report from multi access 
control device 50 it corresponds withrequest from information 
processing apparatus 20, 30, 40. 

[0025] 

data count 1418 with field of 4 byte , shows data length which 
ittransmits or receives, or. 

CDB1419 with this working example with 10 byte, houses 
CDB whichconforms to SCSI standard . 

[0026] 

Figure 4 is figure which shows format of end frame to the 
information processing apparatus from multi access control 
device. 

In figure, FDDiheader 100, SNAPheader 110 , IP header 120, 
TCP header 130 is similar to those which are 
mentionedearlier. 

data 140 configuration is done from end report block 1470 
and thereception l/0 data 1480. 

[0027] 

End report block 14 70 configuration is done from 16 byte . 

End report block length 1471, with fee jp 11 of 16 bit , shows 
theentire number of bytes of end report block . 

End report chain bit 1472, when with field of 1 bit, end report 
is a plural , " sets 1 &apos;&apos; . 
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~:lET.Qc 

[0028] 

7..-T-$17<. 1474 1;1:, 16 t::·;.~I--0):7.{-J~t-:'""C!li> 
.Qc 

;:0):;7-<-J~t-:1;1:. :r:.?-O)ftm~ff--t~t:•J.:r 
-<t:·;.~H t:·;.~t--, :r:.?-7..7"-$17..:7-<-J~~, 12 t: 
·;.~ t--t.J, i;mlilt~~.Q" 

SAVE DMA :t.J?/1-- 1473 1;1:, 4 I ~-{1--0):7.{
J~t-:""Citi>L), -T-$11.1?/I--1418 c~ll!J!I::~J!i!.jt; 
7 L.t::l~-11--l!rO)~~~ff-"9 c 

-01J:iUi. -T-$1:t.J?/I-- 1418 f.J{ 1000 ~~41--""C, 
~~~=~!IL.t::-T-$1f.J{ 1000 1~-{1--0)ii-.g.' ~ 
:7-<-J~t-:'1;1:, 0 ct~.Qo 

[0029] 

~ 5 1;1:, 'l'ff¥1B!!ll~fi! 20. illf¥a~ll~fi! 30 i.J' 
i;-;c J~77?1!7..lli!J1l!ll~fi! 50 "'0)7?1!7..'l-
7"/7..~jf-T" 

J;l."'"F' tff¥1i~ll~fi!f.J'i; I/0 TI~-{7.."'-T-$1 
~it=e-Jbt.•ii-.g. 0)~1i't!i-0JJ O)ibfF~~BJl-9 .Q c 

[0030] 

'l'ff¥1i~JI~fi! 20 f.J\ i; "';(" 1~7 7 ?-t!7..lli!J1l!ll~m: 
50 "'-T-11~:e-l6JJ..:mff-~(g) 3 I::;:F:-t?v-.1.. 
?;;t-'C•;JI--"t:i*~-9 .Q c 

.:t-·;.~I--'J-?lli!J1l!IJ:gjl 500 1;1:?1...--.L..~Slt~L.. ~ 
IJ 1--::JJ~~tlm; 520 i.J'i;i>d)~~~t:: RAM523 
..t. 0) I~ ';1:771:: -T-$1~ ~t:II!T .Q c 

.:t-·;.~t--'J-?lli!Hiill$ 500 1;1:, -T-$1~t:lll~. ~Jlb 
J7.~7?-t!7..lli!J1l!IJ:gjl 524 ~1t'L. "(~IJ-t!·;.~-lj- 521 
l::iJ.~T.Qc 

[0031] 

m¥a~ll~m 2o i.J'i;O)-T-11it=e-lb.;r;.:mff-O) 
~- 'tff¥R~ll~m 3o .t.J'i;'C J~77?-t!A.lli!J1l!ll 
~m: 5o"'· -T-11it=e-Jbcfj.~~ff-~jg) 3 l::ff--t? 
v-.L.. ?;;t--;c·;.~t--"t:i*~-9 .Qo 

.:t-·;.~I--'J-?lli!J1l!IJ:gjl 500 1;1::71...--.L..~Slt~L.~IJ 
1--::JJ~~tl$ 520 i.J'i;7d.)iJl~~t.: RAM523 ..t. 
0)1 ~·;J:771::-T-$1~~f:lljT .Qo 

.:t-·;~1--'J-?lli!Hil!l$ 500 1;1:, -T-$1~M~. ~Jlb 
J7.~7?1!7..lli!Jll!IJ$ 524 ~1t'L. "(~IJ-t!•;.~-lj- 521 
l::iJ.:);[JT .Qo 

ffi L.. 'tff¥12~!1~~ 20 i.J' i;O)~JI:fJ(;t""C!li>.Q 
O)""C~O)mJI#•7-t.Q*~~!I•mc~.Qo 

1994-10-28 

is a plural , " sets 1 &apos;&apos; . 

[0028] 

status 1474 is field of 16 bit . 

this field shows light heavy of error , [ shibiritibitto ] 
configuration it is done from4 bit, error status field 12bit. 

SAVE DMA count 1473, with field of 4 byte, shows 
difference of number of bytes which process end is done in 
data count 1418 and fact 

for example data count 1418 being 1000 byte, when data 
which was treated actuallyis 1000 byte , said field becomes 
with 0. 

[0029] 

Figure 5 shows access sequence to multi access control device 
50 from information processing apparatus 20, information 
processing apparatus 30. 

Below, operation of Working Example when from 
information processing apparatus data is writtento 110 device 
is explained. 

[0030] 

From information processing apparatus 20 to multi access 
control device 50 it transmits with frame format which shows 
data writing indication in Figure 3 . 

network control unit 500 receives frame , houses data in 
buffer on the RAM 523 which is beforehand transferred from 
protocol conversion section 520 . 

network control unit 500, after data storage , through access 
control section 524, notifies theinterruptionto processor 521. 

[0031] 

After data writing indication from information processing 
apparatus 20, from information processing apparatus 30 to the 
multi access control device 50, it transmits with frame format 
which shows data writing indication in Figure 3 . 

network control unit 500 receives frame and houses data in 
buffer on the RAM 523 which is beforehand transferred from 
protocol conversion section 520 . 

network control unit 500, after data storage , through access 
control section 524, notifies theinterruption to processor 521. 

However, because treatment from information processing 
apparatus 20 is ahead, until thattreatrnent ends, it becomes 
treatment reservation . 
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[0032] 

3tlib017-a-:W:rtt.::1o t-:::JJ(.,W.:ffJ!$ 520 1~. :!ll:ffi" 
Lt.:?v-.L.(])"-·~1i'a-~:tffL TCP, IP(Intemet 
Protocol)~ J!l!a-ft? o 

i"(])~, 11iJJtftjl':;fO•~? 1410 a-~:tffT~o 

?;t-"X·~I-tJ~:iE-m-~.;r;t SCSI NO.l422, -=fl'\ 
-1' A ID1413 tJ<;F:"t SCSI I::ML -r::~-x:,.,t:a-~ 
ff'9.Qo 

:::~-x::..-t:CT.>~ftl~. RAM523 J:.CT.>-=f..fA? 1J:19 
1:: CDB a-<W1~Lt.:fi, I/0 -Ti\-1'A11i!!tft!J$ 510 
~CT.> I \-t-:?.:r.7v~.7. 9r::itil!!Wa-fl'lt ~;:cr:: 
J:~Jff?o 

:::~-x::..-1-"a-:W:rtt:: IIO -=fl'\-1'.7.11l!ltft!J$ 510 ~~
scsi :Ml<W1r::Ut-:>-r7-t::t--v-~3/, -tzv?~ 
3/, ;L·~-t!-~, ::~-x::..-t:?.:r.-;(a-J!I3Lt::fi, 
~~~~.m~~ 20 r::J:?-rm:JE~nt::'W!J;tr;t vo 
-=f,\"'f'A 70 r::ML -r-T-9*iil2£a-ft?o 

[0033] 

;:(])Mf(])-=f-5Z*iil2£1~. DMA(Direct Memory 
Access)~ft?o 

-=f-5Z*iil2£~7fi. IIO -=f1\-1'A. 10 iJ'.;A.::r-
51 Bz. V:::Jx/t:::J/:11J-t--1J<l2£.;tt, "'( <~o 

;:;fl.a-:W:rtt::, IIO-=fi\-1'A11i!ltft!J$ 510 1~:10-t! 
·~-!.t 521 "'-CT.>~Iib017-a-7?-t!A11i!ltftll$ 524 a-1t
L"Cil~'9~o 

[0034] 

31Jib017-a-:W:rtt.::1o-tz·;r!f 521 1~. RAM523 1:: 
<W1~~n "'CL '.QAT--5ZA.a-~:tff'9~o 

.:t:"CT.>fi, jg] 4 I::;F:Lt::~7~15-:1o·~?. IP "'~ 
1f, TCP "'-·~11', SNAP "-·~1i'a- RAM523 J:.l::i'F 
JilC:L. ;t.•;,~I-'J-?$11tftl]$ 500 ~CT.>/\-t:?.:r.7 
v~.A-9r::i!Famff.:a-:&~ibu o 

;:;fl.a-:W:rtt::;t.·~I-'J-?11i!Jtft!J$ 500 1~. FDDI 
:1o 1-::JJ(...I::UE.-:>-r~ 7~15-a-~~~J.m~~ 20 
(:_l2£FaT~o 

[0035] 

~~~~.m~m: 20 (])~J!!!tJ<~ 7fi. ~l!i~J!I!~ 
~ 30 (])~J!I!a-n?o 

.:t:-CT.>!!WfFI~. Ml!I!Lt::~lli~JI~ti 20 (]):iiij-B" 
cf<il~~if.>~(])~. ~aAr~1\i~'9 ~0 

[0036] 

jg] 6 ~~- -x J(.,=f-7 ?i!A 11llltaP~~c uo.:;:, '-1' A 
a- -1* it. ~ttt:::liij-B- (])it!! CT.>~~ 0ll (]) m JilC:a- iF: 

1994-10-28 

[0032] 

protocol conversion section 520 which receives interruption 
analyzes the header of frame which is received and does 
TCP , IP (internet protocol ) treatment. 

After that, control block 1410 is analyzed. 

command is issued format vis-a-vis SCSI which normal mule 
SCSI NO.l422, device ID1413 shows. 

It issues command , after housing CDB in [ disukuriputa ] on 
RAM 523,by making starting on hardware register inside I/0 
device control unit 510. 

I/0 device control unit 510 which receives command, 
following to SCSI standard , does the data transfer transition 
after doing arbitration , selection , message , comma.I).d phase , 
vis-a-vis for example I/0 device 70 which isappointed with 
information processing apparatus 20. 

[0033] 

It does data transfer at time of this , with DMA (direct 
memory access). 

After data transfer ending, stator and [komandokonpuriito ] 
are sent from I/0 device 70. 

This was received, I/0 device control unit 510 through access 
control section 524, notifies theinterruption to processor 521. 

[0034] 

processor 521 which receives interruption analyzes status 
which ishoused in RAM 523 . 

After that, end report block , IP header , TCP header , 
SNAPheader which is shown in Figure 4 is drawnup on RAM 
523, transmission indication is written to hardware register 
inside network control unit 500. 

network control unit 500 which receives this, following to 
FDDiprotocol , transmits endreport to information processing 
apparatus 20. 

[0035] 

Treatment of information processing apparatus 20 after 
ending, treats information processing apparatus 30 . 

Because operation is similar to case of information processing 
apparatus 20 which ismentioned earlier, it abbreviates 
explanation. 

[0036] 

Figure 6 is figure which shows configuration of other 
Working Example when multi access control device and 1/0 
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T~"t:ifJ.Qo 

i""t~;!?~. -f*it.I::~?"'C, I/0 TI\.{AI';JO)~J 
tiW$(SCSI :::J:..Ot-0--3)iJ{ I/0 TI\.{A~ItiW$ 
51o ~mtt;t?LJL. ~?-c. jg] 21::~i"" 11o -T1\ 
-1'AllliJtiiiJ$ 510 ~~lt.Q!J?:,~iJ<~(t~LJ, lltt 
IIO -T1\.{A~O) IIO ~ltiiiJ$ 700 I:~Jt~W:1o·;.~? 
~ illi"" mJ!I!n~~t*.Q ;:cl ::~.Q o 

[0037] 

~ 1 l;t, J.W.m~mt1Bl1J!I!i!.:tfi:il'.;.:;;u;~m~ 
mJ!I!!!.:t~~O)~e~~rr5~eO)~O)••~ 
O)WfJi!/:~~T~"t:~.Qo 

mm~tl!f~mJ!I!!!.:til: 21,22 l;t, mJ!I!~•rri"" .Q 
~81::, ";? J(.,-77 ?-t!A ~lflitli!.:t"i: 50 ~1!-VC 
t£~0) IJo -T1\-1'A 10 ~l::slf.l~1w~ 11 ~m 
~m!!l!i"".Qo 

-t-L -c J.W.m~mtamJ!I!!!.:t"i: 21,22 1::1$~i.l~~ 
~ Lt::c~. -=firm ~mtamJm!!.:til: 23 1:t IJo -T 1' 
-1'A 70 ~O)sUI~ttfta 71 ~~Jj.t:l:lL "'C, mJ!I! 
~ft;j&fiT.Qo 

[0038] 

~ 8 l;t, ttfta~J!I!i!.:til:~ I/0 TI\.{AI:J;:?"'C 
I\·;.~?7·;.~-:Ji"".Q~e0)~0)••0liO)mJi!/:~~ 
i""~-c:4iJLJ, ~mtamJ!I!!!.:t"i:l:to-:t.JJ(., IJo -T 
1\..{A~ifm~f::WfJi!/:~Ui?"'Cl. \.Qo 

[0039] 

~1J!itli~J!!!i!.:til: 20,30,40 l;t, -t-:11.-f:h.O-::IJJI, 
1/0 TI\.{A 201,301,401 1::-T-11~-~t:l:lT 
b!:::=E.I::. mtamJm!!.:til: 20 l:t. 011~1~ IJo .:r 1' 
-1' A 10 1::. mtamJm!!.:til: 3o 1:t Ilo .:r 1 '-1' A 8o 
1::, ttfta~J!I!i!.:til: 40 l;t I/0 TI\.{A 90 1:-t-:tt 
-f:tt-T-11~1t~t:l:lL. -T-11~1\·;~?7·;.~-:Ji"" 
.Qo 

;:O)Ij:~t:l:lLI;t, 'Mlll!Lf::jg) 5 0)~-?-:.iAI::J;: 
?"'Cfi5o 

[0040] 

~ 9l;t, ";? J1,7-7?-t!A~Iflitli!.:til:i.l{2 ~0) SCSI 
~~tiWi"".Q~O)···O)WfJi!/:~~To 

;:0)•••-c:l;t, -~0)";? J1,7-7?-t!A~ItiW!it 
'il:i.l'.; 2 ~0) SCSI ~~ltiiiJL, -)j'~~{g~Fflc 
L, ~)J~§l:i~~mi::L "'Cl. '.Qo 

[0041] 

~I::;!Sl. '"'C, SCSI :::J:/t-0-"5 511 l;t)!.{g~Ffl 

1994-10-28 

device are unified. 

With namely, unification, control unit (SCSI controller) 
inside 1/0 device shoulder doesto substitute 1/0 device control 
unit 510, therefore, necessity to provide I/0 device control 
unit 510 which is shown in Figure 2 is gone, means to take 
treatment system whichdirectly transfers control block to 1/0 
control unit 700 inside I/0 device . 

[0037] 

Figure 7 is figure which shows configuration of other 
Working Example when changeover to preparatory 
information processing apparatus is done from current system 
information processing apparatus . 

When treatment is executed, through multi access control 
device 50, it takes over the current system information 
processing apparatus 21, 22, inside I/0 device 70 of option 
and it houses treats information 71. 

When and, fault occurs in current system information 
processing apparatus 21, 22, preparatory information 
processing apparatus 23 takingover information 71 inside I/0 
device 70 reading *, continues treatment. 

[0038] 

As for Figure 8 , information processing apparatus in figure 
which shows configuration oftheother Working Example 
when backup it does, as for each information processing 
apparatus configuration whichhas local I/0 device is taken 
with I/0 device . 

[0039] 

As for each information processing apparatus 20, 30, 40, as 
data is written out in respective local 1/0 device 201, 301, 
401, as for information processing apparatus 20, in for 
example I/0 device 70, as for information processing 
apparatus 30 in I/0 device 80,information processing 
apparatus 40 it writes out data respectively in l/0 device 90, 
data backup does. 

It writes out this, with sequence of Figure 5 which is 
mentionedearlier. 

[0040] 

Figure 9 shows configuration of other Working Example 
where multi access control device controls SCSI of 2. 

With this Working Example, it controls SCSI of2 from multi 
access control device of the one, on one hand makes 
transmission dedicated , designates other as reception 
dedicated. 

[0041] 

In figure, as for SCSI controller 511 with transmission 
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"t:iV;,L), SCSI ::::1/I--Cl-? 512 l;l:5¥:'ffi~.ffi""C:CVl 
Qo 

-=t-L-"'(' I/0 T I \-{A. 70 ..... a.H!~~J;.I;l: SCSI ::I 
/I--Cl-7 511 ~.ffiL', IIO-=fi'\-{A. 70 il'.;O)~ 
J7.t::U;l: SCSI ::::1/I--Cl-? 512 ~.ffiL'Qo 

t::.t:::L-, I!O -TI\-1'A.I::~9Q::::Jx/t-:'l;l:~~5¥: 
~l::il'il';t?.;"'f~"'C SCSI ::::1/I--Cl-7 511 ""C:fi 
?o 

[0042] 

;<f;;~1Jffi~JC1)1.Ji.tl;l:, Ito -T1\-1'A.t.J< 1 iJ'C1)fl!'€J 
l::!li}l::~;!l(lt]"t:CV:,.Q c 

·:r*LJ, -T1\..fA.tJ< 1 '2tl::!liJ:i£-c:~QC1)1:, 7-
t:H,..,-~3/. -t!v?~3/~ti:fJJC1) 1 @11).11-fi 
L', -=t"C1)tiC1)7?-t!A.~I::I;l:7-t: 1--v-~3 
/, -t!v?~3/~1!i~t".Q;::c!::t.J<ti:BitQa 

~-::>"'(,SCSI C])?.:r.-.:A~;§""C:::::Jx/t-:'::::J/:1 1) 
-t-iZmti. 1 \A.?•J-9 Q;::c!::tct<. :pJ'(F::::~-x:,., 
t-:'?.:r.-.:AI::9 Q;::c!::t.J<-c:~QC1)1:, ~JifJ-=f-
97 ?-t!A.t.J<iiJ~.!::t.i:Q c 

[0043] 

fJc!'3. ;;t;;~1Jffi~JI;l:..t.~L-t::'tC1)C1)o(t!!l::, :itJ
t:.:\'-""A.t--~tm~mL 'Q;::.!::I::J::-::>"'C, *if&(]) I/0 
'T 1\..fA.I::f<iJ-11)-=f-9~~~9 QJ;:?I:::flli'fil(; 
9 .Q;::.t:t.J<-c:~' a:t::*';JI--'J-?' -1'/9?.:r.
A.I;l:..t.~'2L-t:: FDDI,SCSI l::lli:J;E~;h. "'f, ffgC1);t-
7t-'J~?, -1'/9?.:r.-A.1:CVl-::>"'C=tJ::L '~ 

[0044] 

[ §€ lljj C1) ~ :!l] 

J.;l..t., ~IIJll-t::J::?I::, ~*lli 1 ~l)tC1)§'€11Jll:: 
J:::h.l;f, ::t-·;.~t--?-?~Hflfi=F~.!:: IIO -=f1\-{'A.~l 
ta~~=Fm:.t::to 1--::::JJL-!i:ti=F~t.J,.;t.i:Qx Jt-7-7 
?-t!A.~Jfifll=F~~~It"'CL \.QC])""C:' I/0 T I \.{A,. 
~~~9 .Q;::c!::t.i:<. flf&C1)fi11'$1Bl!J,!i!~!ril'i; 
*ii!(C1) I/0 TI\-{A."'C1)7?-t!A.t.J<iiJfml::t.i: 
Qc 

[0045] 

~;;jtlji 2 ~C,l)tC])~IIjji::J;:;h.l;f, I/0 -T1\-{'A..~l 
tall$.!:: I/0 TI\-{A.!1;JC1) SCSI ::::J/I--Cl-7c!::~3l; 
ffl11:.L, "'(l,\~11)1:, ~jf[+fijfil(;~fiij,!!!11:.1:~~c 

[0046] 

m*l.fi 3 ~C.lJtC1)§'€11JJI::J:::h.l;f, *if&C])twta~ 
J,!l!~jf[t.J<~fil-t::~!.!I!T-9~ I/0 T I\..(' A. I:: 
~~l-"'CL '~11)1:, i!l~~~!Jitfi::~Jii::.:P.Jrmi;'JJ 
D~fi?;::c!::t.J<-c:~ .Q c 
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dedicated, as for SCSI controller 512 it is a reception 
dedicated. 

And, it starts reading writing to 110 device 70 from 110 device 
70 makinguse of SCSI controller 511, SCSI controller 512 
uses. 

However, command for 1/0 device does with all SCSI 
controller 511 regardless oftransmit receive. 

[0042] 

system of this working example, when I/0 device 1 is, is 
especially effective . 

In other words, because specific is possible device to 1, only 
the initial one time does arbitration , selection , after that it is 
possible at time· of the access to abbreviate arbitration, 
selection. 

Therefore, after [komandokonpuriito ] transmitting, without 
BASF Lee doing with the phase transition of SCSI , because 
again it can make command phase , high speed data access 
becomes possible. 

[0043] 

Furthermore, this working example can do in order by fact 
that for other thanthose which were inscribed, broad cast 
function is used, distribution fabric to do same data to I/0 
device of plural , configuration , inaddition network , interface 
is not limited in FDDI, SCSI which was inscribed, is good 
even with other network , interface . 

[0044] 

[Effects ofthe Invention] 

As above, explained, according to invention which is stated in 
the Claim 1, because multi access control means which 
consists of network control means and 110 device control 
means and protocol conversion means is provided, from 
information processing apparatus ofplura1 access to the 110 
device of plural becomes possible without modifying 110 
device. 

[0045] 

According to invention which is stated in Claim 2, because 
the SCSI controller inside I/0 device control unit and I/0 
device is converted commonly, equipment configuration can 
be simplified. 

[0046] 

According to invention which is stated in Claim 3, because 
thetreatment data which information processing apparatus of 
plural executed is housed in the I/0 device , it is possible at 
time of damage to do preparatory changeover in the high 
----..l 
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[0047] 

~;!(:lji 4 ~[!!I!JtO)~IIjj(:.J::tl.f;f, I \•:;?7•:;-:J:f 
-$1~-jttgJm-t" .@;:c;f.l<'1:~. *ll:: DAT 0)~ 
~{f~ilJ~f;j: I/0 T I\.{ .A~Jfll, \f::~~' I/0 T 
r\1' .A$1::., \·:;?7·:;-::1-t" ~M$1Hll!.!l!~tE~*l 
:lE-t" .@;:cr::J:: LJ. ;t:f -<7~JmtJ<~~ r::t.J:.@o 

[0048] 

~;!(:lji 5 ~c!I!JtO)~IIjj(::J::tt.l;t, SCSI~)!~.{/ 
$1?I-.AC~oFa1'/$1?I-.AI::.#fll., ""((,\~ 
O)T!, ~A.Jv--::1-;Jt-0) I/o :f,\4.A7?-t!.A~ 
~m"t" .@;:ctJ<-r:~-@0 

[(g) iii 0) M .l:l!tJ:maJl 1 
[@1] 

:<$;~11jj(1)-~:b'ffi91JI:.~.@~ .A"T .L..:m.Jilt@T!if.> 
~. 

[@2] 

~ JLr'T7?-t!.Aili!Jtf!ll~ft(1)::fO•;J?:m.Jilt@'1:if.> 
.@0 

[@3] 

M¥Ulllm~itil'i;~ JvT-7?-tz.Aili!Hifll~tE"
O)ili!Jtf!ll? v-..£...(1)?-t-~·;~t-~jf-T@T!if.>~ o 

[@4] 

~ Jv7-7? -t!.A ililltf!ll~itil' i;'l'i!f¥1Blllm~it" 
0)~ 7?v-.L.(1)?-t-~·;~t-~jf-T@'1:if.>~o 

[@5] 

iiUIHllJ,Jm~itil' i; ~ Jv7-7? -I! .A ili!Hff!l~it" 
(1)7?-t!.A~-'T/.A~jf-T o 

[@6] 

~Jv7-7?-tz.Aili!Hi!ll~itc 110 ::f,\4-A~-f* 
it~itt::~~O)it!:!,O)~:b'ffi91JO):m.Jilt-r:if.>~o 

[@7] 

mm~M*&~l!J!~tiil'i;7ifm~M¥1B!!,Jm~it 
"O)~~~~n?~~O)it!:!.O)~D'ffi~O)m.Jilt~ 
jf-T@T!if>.@o 

[@8] 

M¥a~Im~it~ I/0 TI\.{,AI::J::?""CI\·:;?7•;1 
-::1-t".@~~O)it!:!.O)~:b'ffi~O):m.Jilt~jf-T@T!if.> 
.@0 

1994-10-28 

speed. 

[0047] 

According to invention which is stated i1,1 Claim 4, it 
ispossible to manage backup data monistically, when 
demountable I/Q device like theespecially DAT is used, 
media management becomes easy by specificdoing 
information processing apparatus which backup is done in 
every I/0 device . 

[0048] 

According to invention which is stated in Claim 5, because 
the SCSI is separated into transmission interface and 
reception interface , 110 device access of high throughput can 
be actualized. 

[Brief Explanation of the Drawing(s)] 

[Figure 1] 

It is a system diagram which relates to one Working Example 
of this invention . 

[Figure 2] 

It is a block diagram of multi access control device . 

[Figure 3] 

It is a figure which shows format of control frame to multi 
access control device from information processing apparatus . 

[Figure 4] 

It is a figure which shows format of end frame to information 
processing apparatus from multi access control device . 

[Figure 5] 

access sequence to multi access control device is shown from 
information processing apparatus . 

[Figure 6] 

It is a configuration of other Working Example when multi 
access control device and I/0 device areunified. 

[Figure 7] 

It is a figure which shows configuration of other Working 
Example when changeover to preparatory information 
processing apparatus is done from current system information 
processing apparatus . 

[Figure 8] 

information processing apparatus it is a figure which shows 
configuration of other Working Example when backup it does 
with I/0 device . 
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[~9] 

~ Jv'T7?-t!.A~Hi!P~~:IJ< 2 ~0) SCSI ~~Hi!P 
TQ~O)~~~o:>m~~~T~~~Qo 

[~-i5-o:>~IIJH 

10 

FDDI 

20 

'IW*IB1J,Jm~m: 

30 

'l'iUIHl!!Jm~m: 

40 

'IW*li~Jm~m: 

50 

~ Jv77?-tz.A~Hi!P~~ 

500 

.::t-·;~t-'J-?~Jtifllm 

510 

uo -T''-1'-"~Itlfllm 
520 

:tot-:::uv~~m 

60 

SCSI 

70 

vo -T1\-f.A 

80 

IIO -T1\-f.A 

90 

110 TI\-(.A 

Drawings 

[~1] 
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[Figure 9] 

It is a figure which shows configuration of other Working 
Example where the multi access control device controls SCSI 
of2. 

[Explanation of Symbols in Drawings] 

10 

FDDI 

20 

information processing apparatus 

30 

information processing apparatus 

40 

information processing apparatus 

50 

multi access control device 

500 

network control unit 

510 

110 device control unit 

520 

protocol conversion section 

60 

SCSI 

70 

I/0 device 

80 

110 device 

90 

l/0 device 

[Figure 1] 
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20 

1 0 FDD I 

[ISI9] 

30 

1/0 
:fl~-1 .A 

(a) 

7 0 

40 

50 0 '*~ "ry-~ 
~IJ~W 

5 2 o :to r. ::IJv 
~tj$ 

510 I/0-TJ'{...(.A 
ili'JU 

60 SCSI 

I/0 
7J'{.{ .A 

I/0 
T)~.{ A 

(b) (n) 

8 0 9 0 

[Figure 9] 
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[jg]2] 

[jg]3] 

l 0 10 

1 0 

r-------------
1 
I 

5 0-j 
I 
I 
I 

I 
I 
I 
I 
I 
I 
I 

! RAM 
I 

! 
520 ............... 523 

I 
I 
I 
I 

I 
I 
I 

SCSI 
{:;1~7::-,e. 

[Figure 2] 
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[Figure 3] 
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100 110 120 130 140 
' .. -

~ < • 
PDDI"''!Iclf 

SNAP 1 p I TCP r-~ "-".I elf A".J.clf A".l.clf 

----
i!f!U/Or-:11 

1414 
a:ll.1M7. 
1413 

................ 

1411 1~ 
" -........ 

"-tlllt1!::10"J !l:ll SCSI No. 7fil 

... rJ1.-{ :1.1 D-.., II J :::I''<'~ It 1 421 

1420 ... :r-Jr ;I :1.No. 7 

14 1 8 ... 7'-!il:IJ?::.OI-

~ 
.._ 

t'---
~ 

1 4 1 2 JTJJ:h.(YI!,~ 

1 4 1 6 llllil3~ 

14lli~~ 

1419 .... c D B 

I 7 • 
[@4] [Figure 4] 

l •T•tr I ~m r /or-!il I 
~-::r_o_".J_~--~~------------------------~ \ , ...... 
\ ............... 

\ 
1471 14;~ 

~b~:ll sail No. 1 fli 1 r-
1413 ... 711.-1' ;l,.l D :;l.r-:11:1. ·I-- 1474 

1·4 2 0 ... s.--?-::.0 ;rJ!o. 7 ~ 

SAVE DMA ;b?::.-1- 1-- 1473 

[@5] [Figure 5] 
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:1~20 n flb~3 0 *'' H7-? :to~:ll!t I "TI 7.. "TI 
tlil.ld500 0 520 fliiJR 5 1 70 

7-:lll!Flb8J.nlffi 
7v-.t..~{S 
RAMI:7v-.L. 
~~~"177"1)~1" 

lt~O'J. 
7-IJ.:&~;;.m;r-

~ ~iiv-.t.. 
71/-.l..~{i! 

RAMI:71.1-~ 
~~~"17 yl)::; 

p S C S I :J'l;.; ~ 
~llitlli \_., 

!!IU.iJ. 
.ibii'J.~ 

i 1'-~~11-)'l!:J. tll9!13:'1 !'-
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1 :X-T-IJ.7.. I J'O~:J)'1~-~ 
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P7..7--IJ..A-\ 

7v-~~ Pll771.1-.Af'iijjjt I" 
MT:7 v- t.il.HA 
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[~6] [Figure 6] 
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1 
1 0 

20 
{ 

5 0""1-

? Jv'7-71J -e A lli!Jtw~m 

[@8) 

30 
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40 
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SHARED MEMORY CONTROL USING MULTIPLE LINKED LISTS WITH POINTERS, STATUS FLAGS, MEMORY 
BLOCK COUNTERS AND PARITY 

This application is related to co-owned u.s. Serial No. 

06/650,910, filed May 17, 1996, which is hereby incorporated by 

reference herein in its entirety. 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 

The present invention relates to memory management. More 

particularly, the present invention relates to apparatus and 

methods of managing a plurality of data queues stored in linked 

lists in a shared common memory. The invention has particular 

application to the use of a very large scale integrated circuit 

(VLSI) for the buffering of telecommunications information such 

as ATM data, although it is not limited thereto. 

2. State of the Art 

In high speed communication networks, the management of buffer 

resources is one mechanism of increasing network performance. 

One group of methods of managing buffer resources is known as 

sharing, where a single RAM is simultaneously utilized as a 

buffer by a plurality of different channels. Various sharing 

methods are known (see Velamuri, R. et al., "A Multi-Queue 

Flexible Buffer Manager Architecture", .IEEE Document No. 0-7803-

0917-0/93) and each has inherent advantages coupled with inherent 

disadvantages in terms of blocking probability, utilization, 

throughput, and delay. What is common to all sharing methods, 

however, is that a mechanism is required to direct data into 

appropriate locations in the RAM in a desired order so that the 

data can be retrieved from the RAM appropriately. One such 

mechanism which is well known is the use of link lists which are 

used to manage multiple queues sharing a common memory buffer. 

Typically, a link list comprises bytes of data, where each byte 

has at least one pointer (forward and/or backward) attached to 

it, thereby identifying the location of the next byte of data in 

the queue. The link list typically includes extensive 
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initialization and self-check procedures which are carried out by 

a microprocessor on a non-real-time basis. Thus, the use of 
standard prior art link list structures to manage multiplex 

queues sharing a common memory is not readily adaptable for VLSI 

implementation, and is likewise not particularly suited to the 

handling of very high speed telecommunications information where 

processing and handling are dictated by the data rate of the 

real-time telecommunications signal. 

SUMMARY OF THE INVENTION 

It is therefore an object of the present invention to provide 

an apparatus and method for control of memory allocation. 

It is another object of the invention to provide a new link 

list structure for managing queues in a shared memory. 

It is a further object of the invention to provide a single 

VLSI which utilizes a link list structure for managing queues of 

high speed real time data in a shared memory. 

It is an additional object of the invention to provide a link 

list apparatus and method for controlling the flow of 

Asynchronous Transfer Mode (ATM) telecommunications data into and 

out of a shared buffer. 

Another object of the invention is to provide an apparatus and 

method for VLSI control of ATM data into and out of a shared RAM 

by utilizing a separate RAM containing information related to the 

plurality of link lists in the shared RAM. 

In accord with the objects of the invention a management RAM 

contained within a VLSI is provided for controlling the flow of 

data into and out of a shared memory (data RAM) . The management 

RAM is preferably structured as an x by y bit RAM which stores 

information regarding y-2 data link lists in the shared RAM, a 

free link list in the shared RAM, and a block pointer to unused 

shared RAM locations. Information stored in the x bits for each 

Oracle Ex. 1002, pg. 286



W098136357 PCT/US98/02131 

3 

data link list includes a head pointer, a tail pointer, a block 

counter and an empty flag. In a preferred embodiment 

particularly applicable to the control of ATM data, the head and 

tail pointers are each composed of a block pointer and a position 

counter, with the position counter indicating a specific page in 

a block which is made up of a set of contiguous pages of memory, 

and the block pointer pointing to the block number. Regardless 

of how constituted, the head pointer contains the address of the 

first word of the first memory page of the link list, and the 

tail pointer preferably contains the address of the first word of 

the last memory page in the link list. The block counter 

contains the number of blocks used in the particular queue, and 

has a non-zero value if at least one page is used in the queue. 

The empty flag indicates whether the queue is empty such that the 

content of the link list should be ignored if the queue-empty 
flag indicates that the queue is empty. 

Information stored in the management RAM for the free link list 

includes a head pointer, a block counter, and an empty flag, but 

does not need to include a tail pointer as free blocks are added 

to the top of the free list according to the preferred embodiment 

of the invention. As is discussed below in more detail, as data 

from different channels is directed into blocks of the data RAM, 

a link list is kept for each channel. As data is read out of the 

data RAM, blocks become available to receive new data. It is 

these freed blocks which are added to the free list. Block space 

can be assigned from the free list before or after the unused 

blocks (discussed below) are used. 

To avoid excessive initialization requirements, an unused-block 

pointer is provided in the management RAM, as discussed above, 
and provides a pointer to the next unused block in memory. 

Initially all link lists, including the free list, are empty, and 

the unused block pointer is set to the number of blocks in the 

memory. As data is written to a block of shared RAM memory, the 

unused block pointer is decremented. When the unused block 

pointer equals zero, all of the cell blocks are included in the 

link lists (including the free link list) . 
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According to a preferred aspect of the invention, each memory 

page of the shared data RAM receiving the incoming data (which 

RAM is managed by the management RAM) is composed of M contiguous 

memory addresses. Depending on the memory type, each address 

location can be of size B bits. The most common sizes are eight 

bits (byte), sixteen bits (word), thirty-two bits, and sixty-four 

bits. The first M-1 locations in the page are used to store data. 

The last (M'th) location of the last page in the block preferably 

is used to store the address of the first location of the next 

block of the queue plus an odd parity bit; i.e., the M'th 

location of the last page in the block stores a next block 

pointer plus parity information. If there are no more blocks in 

the queue, the M'th location in the last page is set to all ones. 

According to another aspect of the invention, an independent 

agent is utilized. in the background to monitor the integrity of 

the. link list structure. The independent agent monitors the sum 

of the count of all of the link list block counters plus the 

unused blocks to ensure that it equals the total number of memory 

blocks in the common RAM. If not, an error is declared. 

Likewise, the independent agent checks each link list stored in 

the management RAM for the following error conditions: head and 

tail pointers are equal and the block counter is not of value 

one; head and tail pointers are different and the block counter 

is one; and, block counter equals zero. If desired, the 

independent agent can also monitor the block pointers stored in 

the M'th location of the last page of each block to determine 

parity errors and/or to determine errors using parity or CRC. 

Using the methods and apparatus of the invention, four 

operations are defined for ATM cell management: cell write, cell 

read, queue clear, and link list monitoring. In the cell write 

operation, a cell is stored into a queue. More particularly, 

when an ATM cell is received at a port w so that it is to be 

stored in queue number n (which stores cells of priority v for 

port w), a determination is first made as to whether the queue is 

empty. If it is not empty, the queue status (i.e., the tail 
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pointer and position counter stored in management RAM) is 

obtained, and a determination is made as to whether a new block 

will be needed to be added to the queue. If a new block is not 

required, the cell is written to the location indicated by the 

tail pointer position, and the tail pointer position counter for 

that queue in the management RAM is updated. If this is the last 

page of a block, the M'th location of the page (in the shared 

memory) is set to all ones. If a new block is required, either 

because the queue was empty or because a previous cell had been 

written into the last page of a block, a block must be obtained. 

If it is a first block of a queue, initial queue parameters are 

stored. If it is not the first block of the link list, a block 

is obtained from the free list and the free list is updated; or 

the block is obtained from the unused blocks and the block 

pointer for the unused blocks is updated. Then, the cell is 

written to the queue, and the tail pointer, position counter, and 

block counter for the queue are all updated in the management 

RAM. 

The cell read operation is utilized where a cell is to be read 

from a queue. In the cell read operation, the cell indicated by 

the head pointer and head pointer position counter for that queue 

is read from the queue. After reading the cell from the queue a 

determination is made as to whether the cell was either the last 

cell in a block and/or the last cell in the queue. If it is 

neither, then the queue status is updated (i.e., the head pointer 

position counter is changed), and another cell read operation is 

awaited. If the cell is the last cell in the block, then the 

queue status preferably is checked for correctness by verifying 

the parity of the pointer (using a parity bit}, and is updated by 

changing the head pointer and head pointer position counter. The 

free list is updated by adding the freed block to the head of the 

free list, and the free list and link list block counters are 

updated. If the cell is the last cell in the queue, the 

procedure for the last cell in the block is followed, and the 

queue empty flag is set. 
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The queue clear operation is a microprocessor command provided 

for the purpose of clearing a queue. When the queue clear 

operation is presented, the queue status is updated by setting 

the queue flag, and the blocks in the queue are added to the head 

of the free list which is likewise updated. 

The link list monitoring operation is the agent which monitors 

the integrity of the link list structure whenever the cell write, 

cell read, and queue clear operations are not running. As set 

forth above, the link list monitoring operation monitors the 

linked lists for errors by checking that the sum of the count of 

all of the link list block counters plus the unused blocks ·equals 

the total number of memory blocks in the common RAM, that when 

head and tail pointers are equal the block counter is set to one, 

that when head and tail pointers are different the block counter 

is not set to one, etc. 

Additional objects and advantages of the invention will become 

apparent to those skilled in the art upon reference to the 

detailed description taken in conjunction with the provided 

figures. 

BRIEF DESCRIPTION OF THE DRAWINGS 

Figure 1 is a block diagram of an apparatus incorporating the 

link list memory management RAM of the invention. 

Figure 2 is a chart showing the structure of the memory 

management RAM of Figure 1. 

Figure 3a is a diagram of an example of the shared data memory 

of the apparatus of Figure 1. 

Figure 3b is a diagram of the details of a page of one of the 

blocks shown in Figure 3a. 

Figure 3c is a diagram of an example of the information 

contained in the memory management RAM of Fig. 1 for managing the 

shared data memory example of Figure 3a. 
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Figures 4a - 4d are flow charts for the write, read, queue 

clear, and link list monitoring operations carried out by the 

flow controller of the apparatus of Figure 1. 

Figures 5a-5d are state machine diagrams for a write, read, 

clear, and monitor state machine according to the invention. 

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS 

The invention will now be described with reference to the 

physical layer VLSI portion of an ATM destination switch 

described in parent u.s. Serial No. 08/650,910, although it is 

not limited thereto. As seen in Fig. 1, and as discussed in the 

parent application, the physical layer portion 130 of the ATM 

destination switch 100 preferably includes a UTOPIA interface 

150, a managing RAM 162, a flow controller 166, a microprocessor 

interface 167, channel interface buffers 170, and a RAM interface 

175. The flow controller 166 is coupled to the UTOPIA interface 

160, the managing RAM 162, the microprocessor interface 167, the 

channel interface buffers 170, and the RAM interface 175. The 

UTOPIA interface generally receives cells of ATM data in a byte

wide format, and passes them to the flow controller 166. Based 

on the destination of the cell (as discussed in the parent 

application), and the priority of the cell, the flow controller 

166 writes the cell into an appropriate output buffer 170. The 

output buffer is preferably capable of storing at least two ATM 

cells so that one cell can be read out of the buffer as another 

is being read into the buffer without conflict. If buffer space 

is not available for a particular cell at a particular time, the 

flow controller 166 forwards the ATM cell via the RAM interface 

175 to a desired location in a shared RAM 180 (which may be on or 

off chip) based on information contained in the managing RAM 162 

as discussed in more detail below. When room becomes available 

in the output buffer 170 for the cell, the flow controller 166 

reads the data out of the shared RAM 180, and places it in the 

buffer 170. In the background, when not receiving data from the 

UTOPIA interface, and when not reading data from or writing data 

to the shared RAM 180 or writing data to the buffers, the flow 
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controller 166 monitors the integrity of the link list structure 

contained in the managing RAM, as is described in more detail 

below. In addition, the flow controller 166 cari perform various 

functions in response to microprocessor command received via the 

microprocessor interface 167. 

The managing RAM 162 may serve various functions, including 

providing information for assisting in the processing of the 

header of the ATM cell as discussed in the parent application 

hereto. For purposes of this invention, however, the managing 

RAM 162, or at least a portion thereof, is preferably provided as 

a x bit by y word RAM for the purpose of managing y-2 link lists 

which are set up in the shared RAM 180 (y-2 equalling the product 

of w ports times v priorities). Thus, as seen in Fig. 2, a link 

list information structure for y-2 data queues includes: a head 

pointer, a tail pointer, a block counter, and a queue empty flag 

for each of the y-2 data queues; a free list block pointer, block 

counter, and queue empty flag for a free list; and a block 

pointer for the unused blocks of memory. Each head pointer and 

tail pointer preferably includes a block pointer and a position 

counter, with the block pointer used for pointing to a block in 

the memory, and the position counter being used to track pages 

within a block of memory. Thus, for example, where ATM cells of 

fifty-three bytes of data are to be stored in the shared memory, 

and each cell is to be stored on a "page", a block having four 

contiguous pages may be arranged with the position counter being 

a two bit counter for referencing the page of a block. The block 

counter for each queue is used to reference the number of blocks 

contained within the queue. The queue empty flag when set 

indicates that the queue is empty, and that the pointers 

contained within the queue as well as the block count can be 

ignored. 

As suggested above, the head pointer for each link list queue 

contains the address of the first word of the first memory page 

of the queue in the shared memory. The tail pointer for each 

link list queue contains the address of the first word of the 

last memory page in the queue. Each memory page of the shared 

Oracle Ex. 1002, pg. 292



W0981363S7 PCT/US98/02131 

9 

memory is composed of M contiguous memory addresses. Depending 

on the memory type, each address location can be of size B bi.ts, 

with common sizes being eight bits (byte), sixteen bits (word), 

thirty-two bits, or sixty-four bits. In accord with the 

preferred embodiment of the invention, the address locations are 

sixteen bits in length with the first M-1 locations in a page 

containing the stored information. The M'th location of a last 

page in a block is used to store a next block pointer which is 

set to the first location of the next block plus an odd parity 

bit. Where the block is the last block in the queue, the M'th 

location of the last page in the last block is set to all ones. 

Where the page is neither the last page of the block, nor the 

last block in the queue, the M'th location of the page is not 

utilized. In the preferred embodiment of the invention used with 

respect to ATM telecommunications data, each page is thirty-two 

words in length (i.e., M = 32), with each word being sixteen 

bits. Thus, an ATM cell of fifty-three bytes can be stored on a 

single page with room to spare. It should be appreciated, that 

in some applications, only the data payload portion of the ATM 

cell (i.e., forty-eight bytes), and not the overhead portion 

(five bytes) will be stored in the shared memory. In other 

applications, such as in switches where routing information is 

added, cells of more than fifty-three bytes may be stored. 

Regardless, with a thirty-two word page, system addressing is 

simplified. 

An example of the memory organization of the shared memory is 

seen in Fig. 3a. In Fig. 3a, two active link list data queues 

are represented, as well as a free list queue and an Unused 

block. In particular, memory blocks 512, 124, and 122 are shown 

linked together for a first queue, memory blocks 511, 125, and 

123 are linked together for a second queue, memory blocks 510 -

125 are linked together for the free list queue, and memory 

blocks 121 - 1 are Unused. It will be appreciated that in the 

preferred embodiment of the invention, each page contains thirty

two sixteen bit words. Thus, the thirty-second (M'th) word of 

memory block 512 (seen in more detail in Fig. 3b) contains a 

pointer (the ten least significant bits) which points to memory 

block 124, the thirty-second word of memory block 124 contains a 

Oracle Ex. 1002, pg. 293



W098/363S7 PCf/US98102131 

10 

pointer which points to memory block 122, and the thirty-second 

word of memory block 122 contains all ones, thereby indicating 

the last word in the queue. Likewise, the thirty-second word of 

memory block 511 contains a pointer which points to memory block 

125, the thirty-second word of memory block 125 contains a 

pointer which points to memory block 123, and the thirty-second 

word of memory block 123 contains all ones, thereby indicating 

the last word of that queue. 

The free list of Fig. 3a is seen extending from block 510 to 

block 126. The unused blocks run from block 121 to block 1. 

Turning to Fig. 3c, specifics are seen of the management RAM 

which would be associated with managing the shared memory in the 

state of Fig. 3a. In particular, information for link list #1 is 

seen with a head pointer having a block pointer having a value 

equal to 512 and a position counter set at "00" to indicate a 

first page of memory in the block storing data. The tail pointer 

of the link list #1 information has a block pointer having a 

value equal to 122 and a position counter set to "11" to indicate 

that all pages of block 122 are being used. The block counter of 

the information for link list #1 is set to a value of three, and 

the queue empty flag is not set (i.e., equals zero). Information 

for link list #2 is seen with a head pointer having a block 

pointer having a value equal to 511 and a position counter set at 

"01" to indicate that the data first occurs at a second page of 

the block (i.e., the first page already having been read from the 

block) . The tail pointer of the link list #2 information has a 

block pointer having a value equal to 123 and a position counter 

set at "10" which indicates that there is no data in the last 

page of the block. The block counter of the link list.#2 

information is also set to a value of three, and the queue empty 

flag is not set. The value of the head and tail pointers and 

block count for the information of link list #N are not 

indicated, as the queue empty flag of link list #N is set (equals 

one), thereby indicating that the pointers and block counter do 

not store valid data. Likewise, while details of information for 

other link lists are not shown, the only data of interest would 
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be that the queue empty flags related to all of those link lists 

would equal one to indicate that no valid data is being stored 

with reference to those link lists. The head pointer of the free 

list information has a block pointer set to a value 510, and a 

block count of 385. The queue empty flag of the free list is not 

set, as the free list contains data. Finally, the block pointer 

relating to the Unused queue is shown set to a value of 121. It 

is noted that in order to increase performance, the free list 
head pointer and block counter information is preferably 

implemented in a series of flip-flops, and is thus readily 
available for purposes discussed below with reference to Figs. 

4a-4d. The queue empty flags are also preferably similarly 

implemented. 

It should be appreciated that by providing the queue empty 

flags and an Unused block pointer, excessive initialization 

requirements are eliminated. As suggested above, the queue empty 

flag indicates that there is no valid data for a link list and 

that the head and tail pointers for that link list and the block 
counter of that link list can be ignored. The Unused block 

pointer is provided to point to the next unused block in shared 
memory. As memory pages are written or used, the Unused block 
pointer is decremented until a value of zero is reached. At that 

point, all cell blocks are included in the link lists (including 

the free list) . As previously mentioned, when a block is read 

from the shared memory, the available block is added to the free 

list. When a new block is required for adding to a link list, 

the block space may be taken from either the free list or from 
the Unused blocks, and available blocks from the free list may be 

taken either before or after the Unused blocks are used. 

Turning now to Figure 4a, a flow chart of operations of the 

flow controller 166 of the apparatus 100 of Figure 1 is seen with 

respect to writing data to the shared memory. It is noted that 

while the operations are shown in flow chart form, in accord with 

the preferred embodiment of the invention, the operations are 

carried out in hardware. When the flow controller 166 determines 
that it is receiving an ATM cell which cannot be written into a 
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buffer directly, the flow controller makes a determination at 200 

(by checking the management RAM queue empty flag associated with 

that queue) as to whether the queue which should receive that 

cell is empty. If the queue is not empty, at 202 the queue 

status (i.e., the tail pointer and position counter) for that 

queue is obtained, and at 204 a determination is made as to 

whether a new block will be needed to be added to the queue 

(i.e., is the position counter equal to "11"). If a new block is 

not required, at 206 the cell is written to the shared RAM 

location indicated by the tail pointer position counter for that 

queue (stored in management RAM), and at 208 the tail pointer 

position counter for that queue is updated. At 210, a 

determination is made as to whether the cell is being written 

into the last page of a block. If so, at 212 the flow controller 

writes a word of all ones into the M'th location of the page (in 

the shared memory) . 

If it is determined that a new block of shared RAM is required 

to store the incoming cell because at 200 the queue was empty, at 

214, a block is obtained from the either the free list or from 

unused RAM. If the block is obtained from the free list, at 216, 

the free list information is updated by changing the head pointer 

of the free list (i.e., setting the head pointer to the value 

stored in the M'th location of the last page of the obtained 

block), and by decrementing the block counter associated with the 

free list. If the block is obtained from the unused RAM, the 

block pointer for the unused RAM is decremented at 216. 

Regardless, at 218, the cell is written to the queue, and at 220, 

the tail pointer and block counter for the queue are both updated 

in the management RAM (with the block counter being set to the 

value one.), and the queue empty flag is changed. 

If it is determined that a new block of shared RAM is required 

to store the incoming cell because at 204 the tail pointer 

position counter of the link list indicated that the entire tail 

block is storing data, at 222, a block is obtained from the 

either the free list or from unused RAM. If the block is 

obtained from the free list, at 224, the free list is updated by 
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changing the head pointer of the free list (i.e., setting the. 

head pointer to the value stored in the M'th location of the last 

page of the obtained block), and by decrementing the block 

counter associated with the free list~ If the free list becomes 

empty because a block is removed, the queue empty flag of the 

free list is set. If the block is obtained from the unused RAM, 

the block pointer for the unused RAM is decremented at 224. 

Regardless, at 228, the cell is written to the queue, and at 230, 

the tail pointer and block counter for the queue are both updated 

in the management RAM. 

The details of the flow controller operation with respect to a 

cell read operation (i.e., where a cell is to be read from a 

queue because a buffer is available to receive the cell) is seen 

in Fig. 4b. In particular, when a data buffer becomes available, 

the flow controller at 250 reads the head pointer and tail 

pointer in the management RAM for the link list associated with 

the available data buffer. Then, at 252, the flow controller 

reads from shared memory the cell at the location in the shared 

memory indicated by the head pointer, and provides the cell to 

the data buffer. After the data has been read, the flow 

controller determines at 254 (based on the head pointer and tail 

pointer) whether the cell was the last cell in the queue, and at 

256 (based on the head pointer position counter) whether the cell 

was the last cell in a block. If it is neither, then at 258 the 

queue status is updated (i.e., the head pointer position counter 

is changed), and another cell read operation is awaited. If at 

254 it is determined that the cell is the last cell in the queue, 

at 260, the head pointer for the free list (obtained from the 

management RAM) is inserted into the last word of the last page 

of the freed block. Then at 262, the free list in the management 

RAM is updated by adding the freed block to the head of the free 

list; i.e., by updating the free list block pointer and block 

counter. At 264, the queue empty flag is set for the link list 

which now has no blocks. If the free list was empty prior to 

adding the freed block, the free list must be initialized (with 

appropriate head pointer and block counter) and the queue empty 

flag changed at 264. In addition, in the case were the free list 
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was empty prior to adding the freed block, the last word in the 

freed block in the shared RAM should be set to all ones. 

If at 256 it is determined that the cell which has been read 

out of shared memory is the last in a block, then at 266, the 

head pointer for the free list as obtained from the management 

RAM is inserted into the last word of the last page of the freed 

block. Then, at 268, the queue status for the link list is 

updated by changing the block pointer and position counter of the 

head pointer (to the value contained in the last word of the page 

of memory being read out of the shared memory), and by 

decrementing the block counter. Again, it is noted that if the 

free list was empty prior to adding the freed block, the free 

list must be initialized (with appropriate head pointer and block 

counter) and the queue empty flag changed, and the last word in 

the freed block in the shared RAM should be set to all ones. It 

is also noted, that upon obtaining the pointer in the M'th 

location of the last page of the block, according to the 

preferred embodiment of the invention, at 270, a parity check is 

done on the pointer. At 272, the calculated parity value is 

compared to the parity bit stored along with the pointer. Based 

on the comparison, at 274, a parity error condition can be 

declared, and sent as an interrupt message via the microprocessor 

interface port 167 (Fig. 1} to the microprocessor (not shown). 

Preferably, when a parity error is found, the microprocessor 

treats the situation as a catastrophic error and reinitializes 

the management and data RAMs. 

Figure 4c sets out the operation with respect to the queue 

clear microprocessor command (received via the microprocessor 

interface 167) . When the queue clear operation is presented, at 

270 the queue status for the link list is updated by setting the 

queue empty flag, and at 272, the blocks in the queue are added 

to the head of the free list which is updated in a manner 

discussed above (Fig. 4b) with reference to the cell read 

operation. 
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The link list monitoring operation seen in Fig. 4d is the 
hardware agent which monitors the integrity of the link list 

structure whenever the cell write, cell read, and queue clear 

operations are not running. The link list monitoring operation 

preferably monitors four different error conditions. In 

particular, at 280, the counts of all of the link list block 

counters (including the free list) where the queue empty flag for 

those link lists are not set are summed together with the unused 

blocks and compared the total number of memory blocks in the 

common RAM. If the sum does not equal the total number of memory 

· blocks in the common RAM, at 281, an error condition is declared 

by triggering a microprocessor interrupt bit. At 282, the head 
and tail block pointers of each link list are compared. If at 

284 the head and tail block pointers are determined to be equal, 

at 286 the block counter is checked, and if not equal to one, at 

287 an error condition is declared. If the head and tail block 

pointers are not equal when compared at 284, at 288 the block 
counter is checked, and if the block count is equal to one, at 
289 an error condition is declared. At 290, the block counter 
for each link list whose queue empty flag is not set is checked; 
and if the block counter equals zero, at 291 an error condition 

is declared. 

According to the preferred embodiment of the invention, the 

write, read, clear, and monitoring operations of the flow 

controller are carried out in hardware which may be generated by 

using HDL code to synthesize hardware gates via use a VHDL 

compiler. Figures 5a-5d are state machines diagrams 

corresponding to the HDL code, including a write state machine 

(Fig. Sa), a read state machine (Fig. Sb), a clear state machine 

(Fig. Sc), and a monitoring state machine (Fig. Sd). The gates 

created using the code may be standard cell technology or gate 

array technology. 

It should be appreciated that the invention is not intended to 

be limited to a strictly hardware implementation, but is also 

intended to apply to memory management utilizing a microprocessor 

with associated firmware (e.g., a ROM). 
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There have been described and illustrated herein an apparatus 

and method ~or management of shared memory. While particular 

embodiments of the invention have been described, it is not 
intended that the invention be limited thereto, as it is intended 

that the invention be as broad in scope as the art will allow and 

that the specification be read likewise. Thus, while the 
invention has been described with reference to VLSI implemented 

ATM equipment, it will be appreciated that the invention has 

broader applicability. Also, while specific details of RAM 
sizes, etc. have been disclosed, it will be appreciated that the 

details could be varied without deviating from the scope of the 

invention. For example, while a management of RAM of size x bits 

by y words has been described for managing y-2 link lists of 

data, it will be appreciated that the management RAM could assume 

different sizes. Thus, for example, instead of using a separate 

word for the unused block pointer, the unused block pointer could 

be located in the "tail pointer" location of the free list (which 

itself does not use a tail pointer), thereby providing a 

management RAM of x bits by y words for managing y-1 link lists 
of data. In addition, rather than providing the information 

related to the link lists with the head pointer, tail pointer, 

block counter, and queue empty flag in that order, the variables 

of the link list could be reordered. Similarly, instead of 

providing a shared memory having pages of thirty-two words in 
depth, each word being sixteen bits in length, it will be 

appreciated that memories of different lengths and depths could 

be utilized. Also, rather than locating the pointer to the next 

block in the last word of the last page of a previous block, it 

will be appreciated that the pointer could be located in a 

different location. Further yet, while specific flow charts have 

been disclosed with respect to various operations, it will be 

appreciated that various aspects of the operations can be 

conducted in different orders. In addition, while particular 

code has been disclosed for generating gate arrays which conduct 

the operations in hardware, it should be appreciated by those 

skilled in the art that other code can be utilized to generate 

hardware, and that hardware and/or firmware can be generated in 
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different manners. Furthermore, while the invention was 

described with respect to separate RAMS for the management RAM 

and the shared data RAM, it will be appreciated that both 

memories may be part of a larger single memory means. It will 

therefore be appreciated by those skilled in the art that yet 

other modifications could be made to the provided invention 

without deviating from its spirit and scope as so claimed. 
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Claims: 

1. Apparatus for managing the storage of data in a memory, 

comprising: 
a) a shared memory means having a plurality of data storage 

locations; 
b) control means for receiving said data and forwarding said 

data to desired of said plurality of data storage locations in 

said shared memory means, wherein said data is stored in said 

plurality of data storage locations in the form of a plurality of 

link lists, each link list having a head; 

c) management memory means for storing information regarding 

each of said plurality of link lists, said information including 

a head pointer and a queue empty flag for each link list, said 

head pointer for each particular respective link list pointing to 
a location of a respective said head of that particular link 
list, and said queue empty flag for a link list indicating that 
that link list has no valid data contained therein. 

2. An apparatus according ·to claim 1, wherein: 

said control means reads data from said shared memory means, 

at least a plurality of said data storage locations are in the 

form of a free link list, said free link list relating to data 

storage locations from which data has been read by said control 

means, and 
said management memory means includes a pointer and a queue 

empty flag for said free link list. 

3. An apparatus for managing the storage of data in a memory, 

comprising: 

a) a shared memory means having a plurality of data storage 

loc~tions; 

b) control means for receiving said data and forwarding said 
data to desired of said plurality of data storage locations in 

said shared memory means, and for reading data from said shared 

memory means, wherein said data is stored in said plurality of 

data storage locations in the form of a plurality of link lists, 

each link list having a head; 
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c) management memory means for storing information regarding 

each of said plurality of link lists, said information including 

a head pointer for each link list queue, said head pointer for 

each particular respective link list pointing to a location of a 

respective said head of that particular link list, 

wherein upon initialization, at least a plurality of said data 

storage locations of said shared memory means are unused, and 

after utilization, at least a plurality of said data storage 

locations are in the form of a free link list, said free link 

list relating to data storage locations from which data has been 

read by said control means, and 

wherein said management memory means includes a pointer to at 

least one of said unused data storage locations, and said 

management memory means includes a pointer for said free link 

list. 

4. An ·apparatus according to any preceding claim, wherein: 

at least upon initialization, at least a plurality of said data 

storage locations of said shared memory means are unused, and 

said management memory means includes a pointer to at least one 

of said unused data storage locations. 

5. An apparatus according to any previous claim, wherein: 

said shared memory means is arranged in a plurality of blocks 

with each block having a plurality of said data storage 

locations, and 

said information stored in said management memory means 

regarding each of said plurality of link list queues includes a 

block counter for each of said plurality of link list queues, 

each block counter counting the number of blocks contained.in 

that link list queue. 

6. An apparatus according to claim 5, wherein: 

each of said plurality of blocks is arranged as a plurality of 

contiguous pages with each page having a plurality of said data 

storage locations, and 
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each said head pointer comprises a block pointer which points 

to a block and a page counter which points to a page in said 

block. 

7. An apparatus according to claim 5, wherein: 

each block storing data includes at least one location 

containing one of (i) a pointer to a next block in the link list, 

and (ii) an indicator which indicates that the block is the last 

block in the link list. 

8. An apparatus according to claim 7, wherein: 

said pointer to a next block in the link list includes a parity 

bit for said pointer. 

9. An apparatus according to claim 6, wherein: 

each block storing data includes at least one location in a 

last page of that block containing one of (i) a pointer to a next 

block in the link list, and (ii) an indicator which indicates 

that the block is the last block in the link list. 

10. An apparatus according to any previous claim, wherein: 

said information includes a tail pointer for each link list 

containing said data. 

11. An apparatus according to claim 6, wherein: 

said information includes a tail pointer for each link list 

containing said data, 

each of said plurality of blocks is arranged as a plurality of 

contiguous pages with each page having a plurality of said data 

storage locations, 

each said head pointer comprises a first block pointer which 

points to ~ block and a page counter which points to a page in 

said block, and 

each said tail pointer comprises a second block pointer which 

points to a tail block and a page counter which points to a page 

in said tail block. 
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12. An apparatus according to claim 6, wherein: 

said data comprises ATM data received in cell format, and each 

said page includes enough of said data storage locations to store 
all of the data contained in an ATM cell. 

13. An apparatus according to claim 12, wherein: 

each page includes thirty-two sixteen bit word locations. 

14. An apparatus according to claim 5, wherein: 

said control means reads data from said shared memory means; 

at least a plurality of said data storage locations are in the 

form of a free link list, said free link list relating to data 

storage locations from which data has been read by said control 

means, and 
said management memory means includes a pointer, a block 

counter, and a queue empty flag for said free link list, 

at least a plurality of said data storage locations of said 
shared memory means are unused, and 

said management memory means includes a pointer to said at 
le~st one of said unused data storage locations, and 

said control means includes means for comparing a sum of counts 
of said block counters of each link list containing data, said 

free link list, and said unused pointer to the number of blocks 
in said shared memory means. 

15. An apparatus according to claim 14, wherein: 

said control means further comprises means for generating an 

error signal is said sum of counts does not equal said number of 

blocks in said shared memory means. 

16. An apparatus according to claim 10, wherein: 

said control means includes means for comparing, for each link 

list containing data, said tail pointer to said head pointer. 
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17. An apparatus according to claim 16, wherein: 

said control means further comprises means for generating an 

error signal if said tail pointer and said head pointer for a 
link list containing data point to an identical block, and said 
block counter for said link list does not equal one. 

18. An apparatus according to claim 16, wherein: 
said control means further comprises means for generating an 

error signal if said tail pointer and said head pointer for a 

link list containing data point to different blocks, and said 
block counter for said link list equals one. 

19. An apparatus according to claim 5, wherein: 
said control means further comprises means for checking the 

count of each block counter of a link list where the queue empty 
flag is not set, and for generating an error signal if the count 

is zero and the queue empty flag is not set. 

20. An apparatus according to any preceding claim, wherein: 
said control means and said management memory means are 

contained on a single integrated circuit. 

21. An apparatus according to claim 5, wherein: 
said management memory means includes said pointer, a block 

counter, and a queue empty flag for said free link list, and 
said control means includes means for comparing a sum of counts 

of said block counters of each link list containing data, said 

free link list, and said unused pointer to the number of blocks 
in said shared memory means, and means for generating an error 

signal is said sum of counts does not equal said number of blocks 
in said shared memory means. 
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22. An apparatus according to claim 10, wherein: 
said control means includes means for comparing, for each link 

list containing data, said tail pointer to said head pointer, and 
means for generating an error signal if either 

(i) said tail pointer and said head pointer for a link list 

containing data point to an identical block, and said block 

counter for said link list does not equal one, or 
(ii) said tail pointer and said head pointer for a link list 

containing data point to different blocks, and said block counter 

for said link list equals one. 

23. A method of managing the storage of data utilizing a 
controller, a shared memory having a plurality of data storage 
locations, and a management memory, said method comprising: 

a) using said controller to forward received data to desired of 
the plurality of data storage locations in the shared memory, 
wherein the data is stored in the plurality of data storage 
locations in the form of a plurality of link lists, each link 

list having a head; and 
b) storing information regarding each of the plurality of link 

lists in the management memory, said information including a head 
pointer and a queue empty flag fo.r each link list, said head 
pointer for each particular respective link list pointing to a 
location of a respective said head of that particular link list, 
and said queue empty flag for a link list indicating that that 
link list has no valid data contained therein. 
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STORAGE ROUTER AND METHOD FOFI PROVIDING 
VIRTUAL LOCAL STORAGE 
Group Art Unit' Examiner 
2186 Unknown 
Confirmation No. 
5&75 

Certification Under 37 C.F.R. §1.8 

Commissioner ·for Patents 
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Attorney Docket No. 
CROSS1120-13 

IN THE ABSTRACT: 

Please amend the abstract as follows: 

2 

10/658,163 
Customer ID: 44654 

A storage router tae1 and storage network ~ provide virtual local storage on remote 

SGSl storage devices (6Q, 62, 64) to Fiber Channel devices. A plurality of Fiber Channel 

devices, such as workstations (68), are connected to a· Fiber Channel transport medium f62-), 

and a plurality of SGSI-storage devices (6Q, 62, 64) are connected to a SCSI bus second Fibre 

Channel transport medium f§4). The storage router~ interfaces between the Fiber Channel 

transport media medium (§2) aAd tl=le SCSI bus tronsport medium (§4). The storage router f§e1 

maps between the workstations (-§81 and the SGSl storage devices (6Q, 62, 64) and implements 

access controls for storage space on the ~storage devices (6Q, 62, 64). The storage router 

.· ~then allows access from the workstations (68) to the SGSI-storage devices (6Q, 62, 64) 

using native low level, block protocol in accordance with the mapping and the access controls . 

. ' 
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Attorney Docket No. 
CROSS1120-13 

IN THE CLAIMS: 

3 

10/658,163 
Customer ID: 44654 

Please amend the claims as follows. The claims are in the format as required by 35 

C.F.R. § 1.121. 

1-14 Cancelled 

1·5. (Previously Presented) A storage router for providing virtual local storage on 

remote storage devices to a device, .comprising: 

a buffer providing memory work space for the storage router; 

a first Fibre Channel controller operable to connect to and interface with a first Fibre . 

· Channel transport medium; 

a s~cond Fibre Channel controller operable to connect to and interface with a second 

Fibre Channel transport medium; and 

a supervisor unit coupled to the first and second Fibre Channel controllers and the 

buffer, the supervisor unit operable: 

to maintain a configuration for remote storage devices connected to the second 

· Fibre Channel transport medium that maps between the device and the remote storage devices 

and that implements access controls for storage space on the remote storage devices; and 

to ~rocess data in the buffer to interface betWeen the first Fibre Channel · 

controller and the second Fibre Channel controller to allow access from· Fibre Channel initiator 

· devices to the remote storage devices using native low level, block prc;>tocol in accordance with 

the configuration. · , 

16. , (Previously Presented) The storage router of claim 15, wherein the configuration 

maintained by the supervisor unit inCludes an allocation a( subsets of storage space to . 

associated Fibre Channel devices, wherein each subset is on-ly-accessible by the associated 

Fibre Channel device. · 

17. (Previously Presented) Th~ storage router of c;:laim 16, wherein the Fibre 

:Channel devices comprise workstations .. 
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4 

18. (Previously Presented) The storage router of claim 16, wherein the remote 

storage devices comprise hard disk drives. 

19. (Previously Presented) The stora~e router of claim 15, wherein each of the first 

Fibre Channel controller comprises: 

a Fibre Channel (FC) protocol unit operable to connect to the Fibre Channel transport 

medium; 

a first-in-first-out queue coupled to the Fibre Channel protocol unit; and 

a direct memory access (DMA) interface coupled to the first-in-first-out queue and to the 

buffer. 

20. (Previously Presented) A storage network, comprising: 

a first Fibre Channel transport medium; 

a second Fibre Channel transport medium; 

a plurality of workstations connected to the first Fibre Channel transport medium; 

a plurality of storage-devices connected to the second Fibre Channel transport medium; 

. and 

a storage router interfacing between the first Fibre Channel transport mediuni and the 

second Fibre Channel transport medium, the storage router providing virtual local storage on 

the storage devices to the workstations and operable:· 

to map between the workstations and the storage devices; 

~6 implement access conJrols for storage spa~e on the storage devices; and 

to allow access from the workstations to the storage devices using native low 

level, block protocol in accordance with the mapping and access controls.· 

··21. (Previously Presented) The storage network of claim 20, wherein the access 

controls include an· allocation of subsets of. storage space tc:> associated workstations, wherein 

each subset is only accessible by the associated Workstatio~. 

22. (Previously Presented) The storage network of claim 20, wherein the storage 

devices comprise hard disk drives. 
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23. (Previously Presented) The storage network of claim 20, wherein the storage 

router comprises: 

a buffer providing memory work space for the storage router; 

a first Fibre Channel_ controller operable to connect to and interface with the first Fibre 

Channel transport medium, the first Fibre Channel controller further operable to pull outgoing 

data from the buffer and to place incoming data into the. buffer; 

a second Fibre Channel controller operable to connect to and interface with the second 

Fibre Channel transport medium, the second Fibre Channel controller further operable to pull 

outgoing data from the buffer and to place incoming data into the buffer; and 

a supervisor unit coupled to the first and second Fibre Channel contrqllers and the 

buffer, the supervisor unit operable: 

to maintain a configuration for the storage devices that maps between 

workstations and storage devices and that implements the access controls for storage space on 

the storage devices; and · 

to process data in the buffer to interface between the first Fibre Channel 

controller and the second Fibre Channel controller to allow access from workstations to storage 

devices in accordance with the configuration. 

24. . (Previously Present~d) A method for providing virtual local·storage on remote · 

storage devices to Fibre Channel devices, comprising: 

interfacing with a first Fibre Channel transport medium; 

interfacing with a second Fibre· Channel transport medium;·· 

maintaining a configuration for remote storage devices connected to the second Fibre 

· Channel transport medium that maps between Fibre Channel devices and the remote storage 

. devices and that imple.ments access cbntrols for storage space on the remote storage devices; .. 

and 

allowing access from Fibre Channel initiator devices to the remote storage devices using 

. ·native low level, block protocol in accordance with the configuration. 

25. . (Previously Presented) The ·method of claim 24, wherein maintaining the 

configuration includes allocating subsets of storage space to associated Fibre Channel devices, 

wherein each subset is only accessible by the a~sodated Fibre Channel device. 
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26. (Previously Presented) The method of claim 25, wherein the Fibre Channel 

devices comprise workstations. 

27. (Previously Presented) The method of claim 25, wherein the remote storage 

devices comprise hard disk drives. 

28. (Previously Presented) An apparatus for providing virtual local storage on a 

remote storage device to a device operating accordi,ng to a Fibre Channel protocol, comprising: 

a first controller operable to connect to and interface with a first transport medium, 

wherein the first transport medium is operable according to the Fibre Channel protocol; 

a second controller operable to connect to and interface with a second transport 

medium, wherein the second transport medium is operable according to-· the Fibre Channel 

protocol; and 

a supervisor unit coupled to the first controller and the second controller, the supervisor 

unit ,operable to control access from the device connected to the first transport medium to the 

remote storage device connected to- the second transport medium using native low level, block 

protocols according-to a map between the device and the remote storage device. 

29. (Previously Presented) The apparatus of Claim 28, wherein the supervisor unh is 

further operable to maintain a configuration wherein the configuration includes the map 

between the device and the remote storage device, and further wherein the map includes virtual · 

· · LUNs that provide a representation of th~ storage device. 

' 30. (Previously Presented) The apparatus of Claim 29, wherein the map only 

exposes the device to LUNs that the device may access. 

31. (Previously Presented) The apparatus of Claim 28, wherein the supervisor unit is 

further operable to maintain a configuration including the map, wherein the map provides a 

mapping from a host device ID to a virtual LUN representation of the remote storage device to a 
physical LUN of the remote storage device. 
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32. (Previously Presented) The apparatus of Claim 28, wherein the remote storage 

device further comprises storage space partitioned into virtual local storage for the device 

connected to the first transport medium. 

33. (Previously Presented) The apparatus of Claim 32, wherein the supervisor unit is 

further operable to prevent the device from accessing any storage on the remote storage 

device that is not part of a virtual local storage partition assigned to the device 

34. (Previously Presented) The apparatus of Claim 28, wherein the first controller 

and the second controller further comprise a single controller. 

35. (Previously Presented) A system for providing virtual local storage on remote 

storage devices, comprising: 

a first controller operable to connect to and interface with a first transport medium 

operable according to a Fibre Channel protocol; 

a second controller operable to connect to and interf~ce with a second transport 

medium operable according to the Fibre Channel protocol; 

at least one device connected to the first transport medium; 

at least one storage device connected to the second transport medium; and 

an access control device coupled to the first controller and the second controller, the 

access control devi.ce operable to: 

map between the at least one. device and a storage· space on the at least one 

storage device; and 

control access from the at least one device to the at least one storage device. 

using native low level, block protocol in accordance with the map. 
. ' . . . 

36. (Previously Presented) The system of Claim;35, wherein the access control device 

is further operable to maintain a configuration wherein the configuration includes the map 

between the at least one device. and the at least one storage device, and further wherein the 
' . 

map includes virtual LU.Ns that provide a representation of the at least one storage device. 

I . 

Oracle Ex. 1002, pg. 331



Attorney Docket No. 
CROSS1120-13 

8 

10/658,163 
Customer ID: 44654 

37. (Previously Presented) The system of Claim 36, wherein the map only exposes the 

at least one device to LUNs that the at least one device may access. 

38. (Previously Presented) The system of Claim 35, wherein the access control device 

is further operable to maintain a configuration including the map, wherein the map provides a 

mapping from a host device ID to a virtual LUN representation of the at least' one storage 

device to a physical LUN of the at least one storage device. 

39. (Previously Presented) The system of Claim 35, wherein the at least one storage 

device further comprises storage space partitioned into virtual local storage for the at least one 

device. 

40. (Previously Presented) The system of Claim 39, wherein the access control unit is 

further operable to prevent at least one device from accessing any storage on the at least one 

storage device that is not part of a virtual local storage partition .assigned to the at least one 

device. 

41. (Previously Presented} The system of Claim 35, wherein the first controller and the 

second controller further comprise a single controller.· 

42. (Previously Pre.sented). A method for providing virtual local storage on remote 

storage devices, ·comprising: 

mapping between a device connected to a first transport medium and a storage devi~e 

connected to a second tra.nsport medium, wherein the first t~ansport medium and the second 

transport medium operate according to ·a Fibre Channel protocol; 

implementing access COfltrols for storage space on the stotage device; and 

allowing ac~ess from the d~vice connected to the first transport medium to the storage 

device using native lo~ level, block protocols. 

A3. (Previously 'Presented) The method of Claim 42 •. fu'rther comprising maintaining a 

configuration wherein the configuration include~ a map between the device and the one storage · 

Oracle Ex. 1002, pg. 332



Attorney Docket No. 
CROSS1120-13 

10/658,163 
Customer ID: 44654 

9 

device, and further wherein the map includes virtual LUNs that provide a representation of the 

storage device. 

44. (Previously Presented) The method of Claim 43, wherein the map only exposes the 

device to LUNs that the device may access. 

45. · (Previously Presented) The method of Claim 42, further comprising maintaining a 

configuration including a map from a host device ID to a virtual LUN representation of the 

storage device to a physical LUN of the storage device. 

46. (Previously Presented) The method of Claim 42, further comprising partitioning 

storage space on the storage device into virtual local storage for the device. 

47. (Previously Presented) The method of Claim 46, further comprising preventing the 

device from accessing any storage on the storage device that is not part of a virtual local 

storage partition assigned to the device. 

space;_ 

48. (Previously Presented) A system for providing virtual local storage, comprising: 

a host device; 

a storage device remote from the host device, wherein the storage de~ice has a _storage 

a first controller; 

a second contrpller 

a first transport medium operable according to a Fibre Channel protocol, wherein the 

first transport medium connects the host device to the. first controlier; 

a second tr~n-sport medium ope.rable according to the Fibre Channel protocol, wherein · 

the second transport medium connects the second controller to the storage device;_ 

a supervisor unit coupled to the first contrc:>ller and t~e second controller, the supervisor 

unit operable to: 

maintain a configuration that maps between the host device and at least. a 

portion of the storage space on the storage device; and 
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implement access controls according to the configuration for the storage space 

on the storage device using native low level, block protocol. 

49. (Previously Presented) The system of Claim 48, wherein the supervisor unit is 

further operable to: 

maintain a configuration that maps from the host device to a virtual representation of at 

least a portion of the storage space on the storage device to the storage device; and 

allow the host device to access only that portion of the storage space that is contained 

in the map. 

50. (Previously Presented) The system of Claim 49, wherein the configuration 

comprises a map from a host device ID to a virtual LUN representation of the storage device to 

a physical LUN of the storage device. 

51. (Previously Presented) The system of Claim 48, wherein the storage device 

further comprises storage space partitioned into virtual.local storage for the host device ... 

52. (Previously Presented) The system of Claim· 51, wherein the supervisor unit is 

further operable to prevent the host device from accessing any storage on the storage device 

that is not part of a virtual loc.al storage partition assigned to the host device. 

?3. _(Previously Presented) The apparatus of Claim 48, wherein the first controller 

and the second controller further comprise a single controller. 
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The Examiner requested that the Applicants clarify several terms in the claims and point 

out support for a system with two Fibre Channel·transport media. Applicants appreciate the 

Examiner's efforts to expedite prosecution and address the Examiner's request for particular 

definitions and showings of support in the remarks provided below. 

I. Objections to Drawings 

The drawings stand objected to as failing to comply with 37 C.F.R. § 1.83(a) as not 

showing every feature of the invention specified in the claims because they do not show the 

claimed limitation regarding the first and second media being a Fibre Channel protocol type. 

Applicants note, however, that such a drawing is only required "where necessary for the · 

understanding of the subject matter sought to be patented." As discussed in more .detail below, 

the Specification discloses an implementation in which the initiator is a Fibre Channel initiator, 

the target is a Fibre Channel target. See Specification at page 15, lines 12-17. Specifically, the 

Specification states that the "storage router has various modes of operation that are possible 

between FC and SCSI target and initiator combinations. These modes are: FC Initiator to SCSI 

Target; SCSI Initiator t6 FC Target; SCSI Initiator to SCSI Target; and FC Initiator to FC 

Target." /d. (emphasis added). The figures provided in the invention, along with the 

Specification, provide additional information relating to the invention in detail necessary to 
' ' ' 

support this FC initiator to FC target embodiment. One of skill in the art would not require an 

additional drawing to understand that a workstation (or othe~ initiator) can be connected to. the 

storage router via Fibre Channeland a storage device (or other target) can be connected to the 

storage router via Fibre Channel. Therefore, Applicants submit that such an drawing showing a 
' ' 

storage router connected to two Fibre Channel transport mediums is not necessary for-an 
' ' 

understanding of the invention~and not required under 37 ~.F.R. § 1.83(a). Accordingly, 

withdrawal of this rejection is respectfully requested. 

II. Objection to Specification 

The Examiner also objected to the Abstract and th.e Specification. Applicants have 

amended the Abstract to describe that the tWo transport media are Fibre Channel. 
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Furthermore, the Specification specifically discloses a Fibre Channel Initiator-to-Fibre Channel 

target mode at page 15, lines 12-17: 

The storage router has various modes of operation that are 
possible between FC and SCSI target and initiator combinations. 
These modes are: FC Initiator to SCSI Target; SCSI Initiator to FC 
Target; SCSI Initiator to SCSI Target; and FC Initiator to FC 
Target .. (Emphasis Added). 

Thus, the Specification specifically recites that one embodiment of the invention is a FC 

initiator device and a FC target storage device. This FC initiator to FC storage device 

embodiment is entirely consistent with the recitations in claims 15-53. 

In fact, the Specification goes further and discloses two additional particular 

embodiment of the Fibre Channel Initiator-to-Fibre Channel target mode at page 15, lines 17-

25: 

· The first two modes can be supported concurrently in a single 
storage router device are discussed briefly below. The third mode 
can involve two storage router devices back to back and can serve 
primarily as a device to extend the physical distance beyond that 

·possible via a direct SCSI connection. The last [FC Initiator to FC 
Target] mode can be used to carry FC protocols encapsulated 
on other transmission technologies (e.g. A TM, SONET), or to 
act as a bridge between two FC loops (e.g. as a two port 
fabric). (Emphasis Added). 

This description clearly shows that the last mode (the FC initiator to FC target mode 

· where both the transport medium to which a host is connected and the transport medium to 

which the storag~ device is connected is a Fibre Channel transport medium) can done in a 

variety of ways, including the exam~les recited where (1) the FC protocols are carried on other 

transmission technologies and (2) the storage router acts as a bridge between two FC loops. 

The Specification therefore discloses· an invention that includes a FC initiator to FC target 

embodiment, along with two distinct examples of that embodiment. Therefore, Applicants 

respectfully request withdrawal of this objection. 

Ill. Clai·m Term Definitions 

The Examiner also requested the Applicant provide definitions for several claim terms. 

As the Examiner is aware, the claims in US Patent No. 5, 941, 972 have been interpreted by 
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the U.S. Federal District Court in the case Crossroads v. Chaparral Network Storage, Inc., 

Western District of Texas, Civil Action No .. A-00-CA-217-SS and Crossroads Systems (Texas), 

Inc., v. Pathlight Technology, Inc., Western District of Texas, Civil Action No. A-OOCA-248-JN 

(collectively, the "Chaparral Litigation"). In that case, the Federal District Court issued a Joint 

Markman Order (the "Markman Order") interpreting the terms "native, low level block protocol" 
.. 

and "map". Applicant will rely on both the Specification and this.Markman Order in response to 

the Examiner's request to define these terms. 

A. Native Low Level Block Protocol ("NLLBP") 

The term "native low level block protocol" (or "NLLBP") is a protocol that enables 

computers to exchange information that does not involve the overhead of high level protocols 

and file systems typically required by network servers. This definition is supported in the 

Specification and prior litigation interpreting this claim term. 

According to the invention, the host computers connected to the first transport medium 

are allowed to access the remote storage devices using a NLLBP. In systems prior to the 

present invention, when making a request to storage through a network server·to allow access 

between workstations and remote storage devices, a workstation typically had to translate the 

requests from its file .system protocols to higher level network protocols in order to 

communicate with the netWork server, and the netV\,Iork server would then translate them into 

low level requests to the storage device(s). In contrast, as described in the Specification, 

allowing a host to access storage devices using a NLLBP provides a mechanism by which 
. ' 

communication between the host and the storage devices can be accomplished faster because 

there is no need to translate from a network protocol to a NLLBP. See Specification, page 2, 

line 17 -page 3, line ·13; page 7, line 17-:26 (distinguishing an NLLBP from higher-level protocols 

by contrasting the present invention (allowing access using NLLBP) to prior art solutions (which 

allowed .access using network protocols requiring translation to NLLBP)). Thus, the 

Specification points out that a native low level block protocol is one that does not involve the 

overhead of high l~vel prptocols used by network servers. 

Furthermore, in the Chaparral Litigation the Federal District Court issued its Markman 

Order defining the term "NLLBP" as follows: "a set of rules or standards that enable computers 
. . 

to exchange information and do not ·involve the overhead of high level protocols and file 

systems typically required by network servers." A copy of the Markman Order is attached 
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hereto as Exhibit A. This construction and the validity of the '972 Patent was upheld by 

the Federal Circuit. A copy of the Federal Circuit decision affirming the decision of the lower 

court is attached hereto as Exhibit B. Thus, based on both the Specification and the Markman 

Order, an NLLBP is a protocol that enables computers to exchange of information without the 

overhead of high-level protocols and file systems·typically required by network servers. 

·B. Mapping 

The term "mapping" means to create a path from a host device on one side of the 

storage router to a device on the other side of the router where a map contains a representation 
) 

of the devices on each side of the storage router, so that when a device on one side of the 

storage router wants to communicate to a device on the other side of the storage router, the 

storage router can connect the devices. This definition is supported by the Specification and 

prior litigation interpreting this claim term. 

Mapping between devices connected to the first transport medium and storage devices 

in the present application refers to a mapping between the workstations/host computers and 

storage devices such that a particular workstation/host computer on the first transport medium 

is associated with a storage device, storage devices or portion thereof on the second transport 

medium. As discussed in the Specification, the mapping provides a correlation between 

devices on the first data transport medium t;ind the storage devices through one or more steps, 

and can, for example, be implementing through the use of mapping·tables. See, Specification, . 

page 4, lines 15-21; page 4, line 28-page 5, line 6; page 9, lines 7-8, page 10, lines 4-7 and 

page 22, lines 8-11. Thus, the Specification points out that mapping provides a correlation 

between a host device and a storage device so as to create a path the storage router can use 

to connect the host device to the storage device. 

Additionally, the Federal District Court in the Chaparral ~itigation defined the term "map" 

in its Markman Order as follows: "to ~reate a path from a device on one side of the storage 

router to a device on the other side of the router, i.e., from a Fibre Channel device to a SCSI 

dev!ce (or vice-versa) .. A map contains a representati~n of devices_o.n each side of the storage 

router, so that when a device on one side of the storage router wants to communicate to a 

device on .the other side of the storage router, the storage router can connect the d_evices." 

See, Markman Order, .Exhibit A, page 12. Thus, the mapping of the present invention. 

associates a representation of the host device~ s) on the first transport medium with a 
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representation of the storage devices on the second transport medium to create a path 

between the hosts and the remote storage devices (or portion(s) thereof). 

C. Support for Fibre Channel-to-Fibre Channel Implementation 

As discuss~d above, the Specification discloses a Fibre Channel Initiator-to-Fibre 

Channel target mode. See, Specification, page 15, lines 12-25. 

The storage router has various modes of operation that are · 
possible between FC and SCSI target and initiator combinations. 
These modes are: FC Initiator to SCSI Target; SCSI Initiator to FC · 
Target; SCSI Initiator to SCSI Target; and FC Initiator to FC 
Target. (Emphasis Added). The first two modes can be supported 
concurrently in a single storage router device are discussed briefly 
below. The third mode can involve two storage router devices back 
to back and can serve primarily as a device to extend the physical 
distance beyond that possible via a direct SCSI connection. The 
last [FC Initiator to FC Target} mode can be used to carry FC 
protocols encapsulated on other transmission technologies 
(e.g. A TM, SONET), or to act as a bridge between two FC loops 
(e.g. as a two port fabric). (Emphasis Added). 

Thus, the Specification specifically recites that one embodiment of the invention is a FC 

initiator device and a FC target storage device. This FC initiator to FC storage device 

, embodiment is entirely consistent with the recitations in claims 15-53. 

IV. Rejections Under 35 U.S.C. §112 
. . 

The Examiner rejected Claim 15-53 under 35 U.S.C. §112, first paragraph; because the 

Examiner asserts that i) the best mode contemplated by the inventor has not been disclosed · · 

. and ii) the disclosure does not meet the enablement requirement The basis for these 
. . 

.rejections asser1ed by the Examiner is thatthe "disclosure does not clearly disclose any details 

of the present claims regarding the first and second media being both Fibre c"hannel transport 

as a whole." 

As previously discussed, Applicants respectfully submit that an implementation having 

both a .first Fibre Channel transport and a second Fibre Channel transport is ·disclosed at page 

· 15, lines 12-25, as discussed above. This FC initiator to FC target mode represents one 

embodiment of the invention generally described in the remainder of the Specification.and the 

Drawings. In addition, the Applicants went further and discuss~d two additional example 

implementations of this FC initiator to FC target mode embodiment: in one example 
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implementation, the Fibre Channel protocols can be encapsulated on other transmission 

technologies (e.g., ATM, SONET); in the other example implementation, the storage router acts 

as a bridge between two Fibre Channel loops (i.e., a first fibre channel transport medium and a 

second fibre channel transport medium). Contrary to the Examiner's assertion, Applicants 

respectfully submit that there is no evidence that the inventors concealed the best mode of 

connecting fibre Channel transport media. 

The Specification further provides support for fmplementing the configuration, mapping 

and access controls for Fibre Channel devices so as to enable one of ordinary skill in the art to 

practice the FC initiator to FC storage device embodiment of the invention. As one example, 

the Specification discusses the particulars of Fibre Channel devices, specifically stating: 

Fibre Channel devices within a fabric are addressed by a unique 
port identifier. This identifier is assigned to a port during certain 
well-defined states of the FC pr9tocol. Individual ports are 
allowed to arbitrate for a known, user defined address. If such an 
address is not provided, or if arbitration for a- particular user 
address fails, the port is assigned a unique address by the FC 
protocol. This address is generally not guaranteed to be unique 
between instances. Various scenarios exist where the AL-PA of a 
device will change, either after power cycle or loop 
reconfiguration. 

The FC protocol also provides a logical unit address field within 
command structures to provide addressing to devices internal to 
a port.The FCP CMD payload specifies an eight byte LUN field. 
Subsequent identification of the exchange between devices is 
provided by the FQXID (Fully Qualified Exchange ID). See, 
Specification, page 19, lines 9-25. 

Thus, the Applicants described these addressing conventions in a manne'r that would enable 

one of ordinary skill in-the art to implement them for Fibre Channel devices.· 
. . 

As· ~mother example relating to mapping, the Specification states tha,t "mapping· can be 

implemented through the use of mapping table or other mapping techniques." See, 

Specification, page 9, lines 7-8; page 10, lines 4-7. ·Based on the disclosed Fibre Channel 

addressing techniques, one of ordinary skill _in the a_rt would -understand how to implement a 
table that maps Fibre Channel initiators· to Fibre Channel storage devices or portions thereof. · 

In yet another example, the Specification provides that access controls limit a computers 

acces.s to specified storage devices orportions thereof. See, Specification, page 10, lines 20-

24. Th~. storage router can use tables to map, for each initiator, what storage access is 
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available and what partition is being addressed by a particular request. See, Specification page 

22, lines 8-11. Based on the Fibre Channel addressing scheme, those in the art_would 

understand how to use tables to map Fibre Channel initiators to Fibre Channel targets to control 

access by the Fibre Channel targets to assigned storage devices or portions thereof. Thus, in 

the Fibre Channel Initiator-to-Fibre Channel target embodiment, one of ordinary skill in the art 

would understand how to provide tables that map a representation of a Fibre Channel initiator 

device to a representation of a Fibre Channel target device and that cause requests from 

particular Fibre Channel Initiators to be directed (or not allowed to be directed) to particular 

storage. 

The present application thus discloses i).a Fibre Channel initiator-to~Fibre Channel 

target mode of operation, ii) mapping achieved through, for example, tables and iii) access 

controls are implemented through mapping in an enabling manner. There is simply no 

evidence that the inventors concealed some better way of practicing the present invention. 

Based on the Specification, one of ordinary skill in the art would understand how to provide 

tables that map Fibre Channel initiator devices to a Fibre Channel target devices and that 

cause certain requests from a Fibre Channel Initiator to be directed to permitted storage, thus 

allowing the use of NLLBPfrom the Fibre Channel Initiator to the storage router and from the 

storage router to the Fibre Channel target. Applicants therefore respectively request withdrawal 

of the Claim rejections. 

V. Double Patenting Rejections 

Claims 15-53 stand rejected under the judicially created doctrine of obviousness-type · 

double patenting as being unpatentable over claims 1-14 of U.S. Patent No. 5,941,972. 
·, 

Applicants are including with this reply a timely filed terminal disclaimer in compliance with 37 

C.F.R. § 1.321(c). U.S. Patent No. 5;941,972 and the current Application are commonly 

· owned. Accordingly, withdrawal of this rejection is respectfully requested. 

Claims 15-53 stand rejected under the judicially created doctrine of obviousness-type 

double patenting as being unpatentable over claims 1-14 of U.S. Patent No. 6,425,035. 

Applicants are including with this reply a timely filed terminal disclaimer in compliance with 37 

C.F.R. § 1.321(c). U.S. Patent No. 6,42~;035 and the current Application are commonly 

owned. ·Accordingly, withdrawal of this rejection is respectfully requested. 
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Claims 15-53 stand rejected under the judicially created doctrine of obviousness-type 

double patenting as being unpatentable over claims 1-23 of U.S. Patent No. 6,738,854. 

Applicants are including with this reply a timely filed terminal disclaimer in compliance with 37 

C.F.R. § 1.321(c). U.S. Patent No. 6,738,854 and the current Application are commonly 

owned. Accordingly, withdrawal of this rejection is respectfully requested. 

Claims 15-53 stand rejected under the judicially created doctrine of obviousness-type 

double patenting as being unpatentable over claims 1-10 of U.S. Patent No. 6,763,419. 

Applicants are including with this reply a timely filed terminal disclaimer in compliance with 37 

C.F.R. § 1.321 (c). U.S. Patent No. 6,425,035 and the current Application are commonly 

owned. Accordingly, withdrawal of this rejection is respectfully requested. 

VI. Conclusion 

Applicants have now made an earnest attempt to place this case in condition for 

allowance. Other than as explicitly set forth above, this reply does not include acquiescence to 

statements, assertions, assumptions, conclusions, or any combination thereof in the Office 

Action. For the foregoing reasons and for other reasons clearly apparent, Applicant respectfully 

requests full allowance of the pending claims. The Examiner is invited to telephone the 

undersigned at the-number listed below for.prompt action in the event any issues remain. 
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An extension of three (3) months is requested and a Notification of Extension of Time 

Under 37 C.F.R. § 1.136 with the appropriate fee is enclosed herewith. 

The Director of the U.S. Patent and Trademark Office is hereby authorized to charge 

any fees or credit any overpayments to Deposit Account No. 50-3183 of Sprinkle IP Law Group. 

Date: July 27, 2005 

1301 W. 25th Street, Suite 408 
Austin, TX 78705 
Tel. (512) 637-9223 
Fax. (512) 371-9088 

Respectfully submitted, 

Sprinkle IP Law Group 

. AttomeysVZ-

:John L. Adair 
Reg. No. 48,828 
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· 1 Figure. 3 also d.4;ci.o.ses..:.. ~the defendants do not dispute..:. that1he plaiiitiff-s iuvenfion 
contemplates limiting access to ~Subsections of the cfivide4·SCSI stomge devk:e {62)~ 

. . 

-4:-
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I 

mgmnent at the be&rmg tbat a. djg.rete ttnit of stmage- whether an entire SCSI~ device or a . . 
s:u'bsectiOn within that dmc;e- can be ICfcned mas Jt ~tion. rt1 

Thedefundantsalsoargueftlat?cve:.niftbeinb::insicevidcncesoppOrtsfheplainfifr~proposed 

.defini.ti.on, this dciiimiori.is none1heless improperb~ if would. cause the '972 patent tc.read 

· clirectlyupon prior m:t(an.d thetefuxe be invalid). It is true fua.t'cc~ ;Would ~:rc::8d in a way that ·. 

· a.voids ensnaring prior art if it~ possible h> do 59·" Harris Cmp. v.JXYS Corp.,.l14·F~3d 1149, · 

. :1153 (Fed. Cir.l997). Howwer, the defendantS ~!ave not sbowntbat~priarartatissue-tlieLni 
. . .. . 

. . 
patent-wouldbe."'~byadoptiDgtheplaintiff'sdefinit.ioJL Importantly, iheLuipaten:tw.is 

. ~ 

partof~priorartexpre.ssly co~dered bythe~mminer befo~graming1be •mpatettt. .l'Iie ·· 
. . 

. ·, 

patentexamineralsodidnotissueanOfiiceAction.~ibepl~iOdistingujshitsinventicn 

. f:ram. the Luipa:letlton·m:cess. co.nti-ol.(or apy.afber) grounds • .Al:t:hJ;mgJl tbe Pat:nt Office.h not the 
• .._ • o , • I . 

model ofefiicicm~oxtb.o:ro~its.failme to~~ the Lui~ p~yinvalidatingprlor 

· art ;reates a st:roQg prc:suinpdon·.that: the Lui pafcm docS not read upon the plainiiff's ~ed 

invention. In addition, it does not appear to the Court that the Lui Patent reads upon. the "9'12. . . . . . . 

claiD:ied :invmnion. While the Ltd patent ~ disclose a system. af'Fibre.Channel com;pute:&:s and 

SCSI ~ge devices, stU: ·Defimdmts"·B~ ·~ 6, ~~53 .. 2;~, 1he similarities end b. The 

.Lui patentconcems an invention of•~ cbx:uiis"~ lD "prevent the failure ofsny devi~ in . . . ; " ·.. . 
the system. See. id., at Abstmct. The invention of the Lui· patent is not concerned with 1he swift 
. . . 

transfer of information acmss a .router, and ~ ~ not disclose tccbniques 1or .lnapping, 

2 IhedntrtexpiessJy~hD~ tlistitis~ci~·~~~on"in~mder. 
as-1bat term is not used in the '972 claim language. · 
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Reeeived OTJirizboo 1~~ .~· Jw;26 em line '[7] for ~B01961 pri~~ r~ . joo 12.:13 .. Pg T/17 . 
. ... . ._ . .... .... !' 

. i:m.p!ementing ~ controls, Or .a memmY buffer., At 1he hM:J:ing, the d.efenda:nts" 'counsel 

suggested that Figt.Jre 2 of the Lui patem discloses the c:laime.d .inve:D.tion Of the "9.72 patent. 

BO'Wevcr, Pi ,gore 2 of 'the Lui pa:b:Dt. is not a part of 'the Lui invc::ntion.; rather it is an mnstra.tion of 

a·"conven1ioi1.al"' netwoik system that the Lui invention all~y ~s upon. ·See id. at l:(i6: . ' . 

TheComt rejects the: de:fendaots' argUmem:tlmt "conveuti.onal" network Sjls~ also .read direCtly 

upon the '972 claimer;l i.mnmtion. ·'Ihe patent e:Dmincr may haVe let Ol1e pie= of prior. art slip by; 

he or ·she would not 1m.ve missed· a "canvenii~" netwmt: system directly appH~le 1o ibe 

plaintifrs claimed myentian. 

~ sum, 1he 'Comt will aa.a.Pt ihe plttintiff"s proposed demntion' and cb~ the phrase 

&limpk:ments.accesscontrols"in~claimSofthC'972patent10meim"providescontrolswhichlimit . . 
al;Omputers access !0 a specific ~of stOrage devices or secti.~DS of a single storage 'device.., 

m. c.:anocation ·of slibsets of sfor':aie space to associated FibN Ciumnel devi~ wherein .· . ' . 

eaeh Subset is only ~Je by the associated Fibre c.mm~ d~;,;. · 

~diSpute hem .is ~ally~ same as in 'the. preceding secaon:. !his~ is used in 

• 2, 8 and ~2 of1he. '972 pai=m. Ai> it did~ tbe "impbmlents access controlS .. _.,. ~~ 

the plaintiff a:rgues die. Cfallocation ••• "' phrase .means that specific Fibre Channei :~ce~ .can be • 

atloeared~!paceonsubSedionsof~singleSCSistotagedeviceandonen.tire,~sesr . . . ' 

storage devices. ibe'defendaDtssti~10tbeirgeoemJ.mgummton·~;ssU.e, and~ 1he~ · . 

. 3 The defendants argue thCs'e·fe8tures are "'implici:O.;F :found in~ Lui SpCCificatioo imd in 
_____ ..... anw. ~'¥ ~ dkc.Josed jn otberpriarart. Sfle Defendants' Brief; at 12 and n.l Ihe.COmt is not 

.pe:rsuadeci ihat these ~-are ":impliCitly" ~by the Lui patent;. and t'b.e o~ prior art 
bdetlyxefi:J:em:edbythede;fimdantsmakesno'mentioiiofcom:bining~prlorartwj1htheinventicn 
of ttie Lui patent. or vice-versa.. · · 

·-6-
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. "--·-· . , _ _; 

means stmage space can only be allocated on :mt'sections of a single-divided sc;si mxrage ~ce. 

· Both parties agree tbis·storage. space;, ·however it is d.eiiDed,. ~·only be JIDCeSsed by the specified 

Fibie Channel d.Cvicc(s). 

lbeplainttfrs ptoposed defiil.iti~n is "sUbsets ofstma.8e ~arc allocated 'to ~cFibre 

·Chmmeldevi~.~ See Plaids Bxie~ 'at 26~ The defendants. say tlie phrase shoulcU>e defined to 

mean ~pne 'Ol' more partiti~ tbat·are ~Y access.t'ble by 8: Bingle Flore Cbannel·device." . See 

~dants' Bnet :ex. 2. For the reasons~ in_the preceding section, the .Comt·adoptS the 

plaintiff's proposed co.nst:rUction. . · .. 

IV• · "supervisor unit" .. 

'Ihisteim :is tase(fln claims 1. 2 and 10 ofthe. c97.z. Patem.· The'plairiiiffcontetids ibiS term 

shoukl be defined' as ·"a microprocessor p.a:ogrammed ·to ·~ data hi ·a bu£fei m··On:Jer 1:0 :map . . .. . . 

between Fihxe Cbannet'devi~ and SCSI devices ~which. im.plementS ~ Con1rolS." See 

Plamtiff's Brie( at 25. The ~e.fendants ·~ the term should be dcmned. as "an In1cl· Bo960RP 

.prO~ with ~cveral specific features.. See Defendants' Brief. Ex. 2. 

The defelldantsatp1heir construction is man;taioo by~ meens-~fdnction ~is·of 

§ 112(6) of the Patent Act, beca'Dse the claims oftbc ~m ~do Dot~ descr:ib~ the: 
"supervisor miif.'t tO be used. See Defendants' Brief, a,t IS:-17: The p~ argues that.§ 112{6) 

does not appl~ ~the teJiil ~eans"' is·not used· with 1he term "sap~ uni:t" M,d becaUse 

. t1ie' term "supmiSoruoif' is adequately described by o~ c1aiin ~in the '972 ~t: See 

PlaumfrsMPrbnan· Exln"bits, at 35-39.-

SeCtion 112(6) of the Pmmt Act provides 1hat when .a cham,~ te.tile "ni~ fort a 
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·Received rrrn:ii2DDO 12() · ... A9~26 on· L f~~ ·[n far· DB01961 pr;nted r(~ ··~-~o · 12:13 • Pu 9/17 
- -· . ~~ 

. . 
· reference "to the specification. &e 35 U.S.C.· § 112(§). 4 · If the claim languaF-!It~Q,...__ ___ _ 

·. 

include the term ctmeans.""Ulereis a presumption 1hattbe § 112(~ means-plus-function Qna).ysis does 

not. apply. &eA.l-Sitc Corp."· .YS!Int7.lnc.., 174 F.3d ·1308.. 1318 cFed..Ch-• .1999) {"[\\1]h~ an 

. ·eteme:m of acbilin cloes not use• R:ml. 'means, • treatmemas a.~eans-pbJs..foncti~ claim element 

is genmilly not appropriate."). To overcome this presu:mptjoD, the party seeking to 1g1ply § 1'12.(6) . 

. m:ast show 'the claim language at issae is _pOrely fl:mctional and ~.o1lu:r claim ~e Clocs not 

adcquS:tely desc:noe the disputed term. Ses. id ("~·it~ app8relrt 1tiD.t'1;be element ~lees 

pm:elyfim.ctiODBlterms, witbouttheadditimlalrecitalofspecificstructureormatcrialfor;Performing 

~fanctimi.1he claim. elem~ ~.be axrieans-plDS-function el~d.esjm.e the laek ofaxpz:ess . 

means-piUs- fancti.QD.langt18ge. "). ~rom anwi~ofthe~ language as a whol~ the Court agrees 

with tbe p~ that 1hc ;term "supervisor ~t'" is not~ :fimctional, but :tefe:rs instead to a 

advice that can ~-'the tasks ~cally listed iu ~ ~ Jan8uage of lhe ·m· patent. 
. . ' . " . ' 

' -
and:tmip the c_cmfiguiation cnnetwo.rkedFlbre Cbannd. and SCSI st.o:ragDdeviceS; (2) :include in this · 

• I • • 

~ an iaDOcation 9f specific stamge space to speci:6c F~· ~ devi~; (3) · 

implement access contmls.k"t:be SCSI sto~ de-rices; lmd. (4) procesS! data in ~~m~·s . . . . . 

4 .Seclion 112(6) teBdS n. foDows: "An element·lil a claim for a combina:ti~n may be . 
~essed as am~ or stqJ for. Performing a specified iUnction without the J:ecital of sf:J:uCtuJe, 

· material; or acts in support th~ and such claim shill be construed to cover the oauesponding 
· sb:ucau:re., :matei'ial, or acts descr1bed in the specification and equivalems 'thereof.• 35 U.S.C. § 

' 112(6). . ' ' . . 
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at Claims 1, 2 and 1 fl 1hcse ate~ s'ame ~described in the plairitifPs proppsed definition.. 1n · 

addition,fu.espe:cifica.tione:xpresslydefincs 1he ·~or unit'' as "amicroproces.sor:" (a computer 

chip) and specifically as cca microprocessor for contrOUing qperaiion of. storage muter 56 and 1o 

.hmidle inapping arid security aCcess forrcq~ between Fibi:e ChaJmei 52 and SCSI bus 54."' See 
•. 

id at 5:7--5:10. However,. neither~ specification (llDI"tbe claim~) limits the ~972 patent 

fD.tbespecific ~computer chip refimmced by the~ Although the defeDdants correctly · 

point outthattbe Intel &096o cbip is the only compUter chip expresslY ~ed in the ~m patent and 
•' . . . .. ' . . 

. . 
. cbij:t is listed as only "one iJnp~emcntation"" o~the clair;ned.iu.veotion's mic::roprocessor. ·See '972 . . ' . . 

Patent, at5:63~ '1'hp defendants are attempting ~fly.~ the FedemlCDcUitprohibits--to.limit 

the claims'i:o theprefen:ed em.Qodimentand examples oftbe.speclficati~n. "This co~ has cautioned 

--! against limiting the claimed ~on to pref&::ed ~ or specific examPles in ·1he 

~on." ComarJ;, 156 F.3d at 1186 (quothig TeXa& ~ Inc. v. United States lnt~l 
( . . . . . 

Trade Com.m 'n. 805 F .2d 1558~ l5q3 .(Fed. Cir. 1988)). The Court will not use an example ofc.tone 

: im.pleroentati~" in the ~on~ limit the-~ ~g~· of the claims.. ~gly, the 

Comt adopts thepl.iWitifr s definiti.cm of "supervisor unit" ~d will <XI~ that term as used in: the 

claims crl-tru! '972 pmentm mean "a micrt¥oc:esSmprogrmim.ed to process ~ina ~pfi'er:m~der 

to map bet,ween Fibre. Channel devices and SCSI devices and whi9h impl~ acCess ~Is." 

. V.. · "SCSI storage derice.s". 

This term. is used. in claims 1, 4, 7, 9-11 and 14 ofihe •972 p~ The pWn1iff argues that 

1bis term esscntiBlly needs :riD :fi.u1lu::r deiini1ion ~ the term SCSI is. so well-known in the 
,• . 

industrY., btit proposes that 'lhe-1.mlll. can be ~ defined as "any -stomge device includi:Dg,· for 
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can rmnmnnjrytr-ur:jng the SCSlprotor.nL" See ;rmmtiff's Jhi.ct,at.lB.:...Tb.e..d=fedmrts..argue..: ___ _ 

terin should ~e defined: as "'any stmage device :that ·~es a· SCSI smndard and has a uni~ 

·BUS:TARGET:i:.UN address."' &e.Defenda'nts• Brief; Ex. 2. 

The . Cour:t agrees with the plaibifff · &senii&D:y~ the &fendants ·c:oDte:D.d. their D8rrow 

definition should be used because it "'compOrts·with ··~72 specification'"1md ~diScussion ofS~ 

stmage QeviCCs. Sse Defend.ant's Bri.Cf; at 14. ·However~ the specifieationJan~ ~tted:to by 
. . 

the defendants is' only one ~pte of hoW the scsr storage device addressini scheme "can" be . . ~ 

. represented. See ~ Pa:tent, st'7:39. Ag8in, the d.efena.ents am impermissibly trying to limit~ 

claim Isnguageto an examj,le gi~ m the spec~cation. See COmarlc, 15'6 :F .3d at i 1.86-'87. Pdr1he 

sake of extta clm:ity, the Court Will adopt the plirlnti.trs proposeddeiinition·fo~ this term.~ • 

. VL "proeess data: m the inifrer" 
. . 

'Ibis phrase ismed iri cimms· fand to:ofttU; '972 patent. !be pleiirtfff-:fiie ~hrase is 

ad~ dafined on its awn and by the sarirounmng Claim 18bguage. The defendants comend the 

phrase'should be definecf as~ inimipulilte data m ~ buff'cr in a.'JDaDDer"to {a;).acbieve:inaPPJng 

betWeen Fibre Cbimn=I ~:SCSI~~ and (b)apply 8ccess'conirolsBildrouting~ctions.'" ~ 

'Ihe piam.Iaoguage ofcmhns1.and 1o·mscl.o~1hattht ~or unit (the ~eessor) 

· · pie)Cesses data in the bu:ffcr: "to interface between t1m 'Fibre Cbmmel contioner and ~ SCSI 

co~D.er' to allow~ fi:oitt Fibre Cb~elmmator devices to SCSI ~Ol8Je dtmces.~ 1he . 

n8ti.ve low level, bl.ock p:mtocoi m accoxdatlCewithtbe ~oil.:'' See ~ Pa!e:Dt, at Claims 

1 and 10 •. This ~e·adequately descr.ibes·What h means tO "prOcess dirta.in the buffer" for these 

~ 10-
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.. 

claims. Simply becaUse the specification may 1lSe .slightly di.ffi:rc:nt ~e to desCll'"be this 

"processingJ•• ~e id. at 5:18 • .5:20, does not ~e the defendants to adopt the· speeification 

~ ove;-the·plain: language ofthe claims. ~.~willnotiln:ther derllne this pbrase.. 

VJI. "storage routet;" 

Thistem:is usea ~claims 1-7 and 10 of~ '912 patenl The pleimiff'arguestb.e 1trm needs 

no fmiherdefiniti~ffl:l"claims 1-:6, and for claim 7itshould bedc:mredas "a device which provides 

viriDallocal ~.majJs, implcmen:t:s ~·COiif.rols, and alloi.w access using na:tive low level .. . . . ·. .. . . . 

block p.rotDcols. !19 See Plaintiff's Brie£ a12{ .. · The de~ts ~d the .term should in~ "a 
. .. 

bridge-device that connects a. Fibre Channel. link directly to a SCSI bus aild enables the exchange of. ·. ··.·. •. . . . . . ·.. . 
SCSI COlXlm8I2d set mfotmation between application clie;rts on SCSI bus devices ~d the Fibre 

. ' . 
•, 

Channel links."' See Defimdmrts' B.riet .. Ex. 2. 

The defendants do m:rtmakeany Brgum.ent fur~proposed.de:fiJJitionintheir brief. and did 

. not dis~s the teml at 1be July 2S hearing. In 11ierr notebook of exbihns presented ·~ ~e hemihg, 

the defendants include one pa~vMch supports their dfffinmon with -aquote:fi:oiU the specfficati(m. 

See Defendants' Markman .Exbi'b~ uMark:man Presentation" Tab. at 22. This argument is 

disingenuous. .the specification lDnguage qUoted by the defendants is immediately followed·'&y . . . 

seveml sentenc.es further defining "storage router.~ Indeed; the next: se.otence begixis "'Further. 1he . . . 

stomg~ router applies ~ controls •••.• '•· See '972 Pa.tf:l;ll;. at 5.:30. The defendants• att.em¢. to 

limittbetcD;o. ''storasc:n:mt.'et'to one of several. descriptive~ in. the speci:.lication is not wen

taken. ln addition, the Court finds 1hc temJ. "sto~crouter,~· as 1JSed in all.claims .of 'the £9?2 ~t. · 

~uaieJ.y described bythe~di:l:i~langCageof~~. ~ch~~ iildf:tail theovmfous 

functions and/or qualities of 'the storage routl:r. The Court will not :tUrt.be:r ~this tm:m.. 
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vm. "map" ~ .. 

'Ibistmm'is.uSedin.cl.eimS'l, 7; io aim n ofthe ~971 patent. "Theplainti!tcont.ends the"t.erm 

,J.neaDS "to .create a path from ·a· d~ce on one side of11ie stmage router to a deviee-on the other side 

·of the mnter, i.e. :from. a Fibre Channel deVice tri 11 SCSI device (m 'Vice-Vetsa.). A 'lnap' con1ains 

a representation of deVices ~n ~· sid~ of the stomgei router7 so th8.t: when" a. device on ~ Bide- of 

the .storage rou~ wants to ·commnnicate· tO a deViCe on 1he other side of'the im;rage ·rom=r~ 'ihe 

storage router can ccmnect the devii::es." See Plaintiirs Bri~ at 22. The dereildants ~the •. . . 

.,. . 

In support ofthert dcmnti.on,. the de:rendants };mint only to> a dictionary demlifion· of"lmip~" 

See Defen.d.antB't' Brief;,· at ·.,I3 and Ex. 4. The ·Piamittr. on 1he .Other hand; cites t0 sPeclfie portions 
. . 

of'tbe sp=ificat;i~ t1mt support its definitions of map (both as a verb and a noun) as used in 1he. 

ebiims of the •m patenL &e:P.laintiif"s-Brief; 'm22 (citing ... 972 Patent. at 1:66 ·2:5 and 6:65 - 7:6). 

Because intfinsic-evidcoce is ·tar more slilieni than ~dictionary definition. ·and because ·the Conrt . . ' 

BgieeS that the s.Pecificatian ~gWige .cited by the plaintiff supports its constm.cticm err the term · . . . . . 

· "map:o" 1be Court wiD Bdopfthe ptamtiff's propt)sed definition 'ofibis temJ.. · 

IX. '"Fibre O.annid pnnoe61 unit" and "SC'BI pJ1)toca1 unit" 
. ' ' 

·These temis B1.'e llSed·m elBiD1s 5 ·mid 6 ·or the '972 piteJit 'l.1le plamtiff contends·1:hese 

-~should be defuied .as "a portion ol'~Fibte Chaunefcantrolier:mnch«Xjrmedsto 1he'FDne 

Cl?~l'I:Ianspcrtmedium"'ami "apomon oftbe SCSI CODtrollerwhlchirimtfaces~tbe scsr~M 

see Plsintiff'sBrief. at27. ·Thede:fendgntS.say1betenns mean "block and eqmvaleids thcreoftbat 
' ' 

COI1J1eCI3 ~tbe Fibre Cbaime1\nmsport mec1imn" and."block ~·~valen'ts thereof1batconDeCb' 

. tD file SCSI bus t.nmsPort mecfiu.UL• Su·oefendmits• Bri.ef';"lix. 2. 

-u-

I· 
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Thedefendantsarguethemeatzs..plus-:timction~ysisaf§112(6)shouldpppl.yh.er&because 

1he terms are well-known and are not defined in two dictionar:i= cited by the defendants. See 

Defc::n~; Brief, at 7 ~8. 14-15, :Ex. 4 and Ex. 5. However, 1he defrndants do not indicate ':how the · . 

. term:Sbould be oeflnedm:reference to the speci1icatioo, ~ iil.iiict mntend ~ "97;2 specification 

.fails to xev.eal any struCture··corresponding to the claimed :function."· See iii at 8 aml·IS.. The 
' . . . '· 

defendanti; f:ben propose 1he word '"bloclt" should be· used ib-;descn"be these terms beca~ the 

~tocolllllits" are "simply depicted as a bloCk within the diagram of Figure S" of the ··m-. .. . •:. . 
.. 

&it Ill· This rea9Cming iS wholly ''dnpeisuasive: ·.simply beeame a~-iil ~ pa1Xiint physically 
-. . . . . .. . ·"""" 

depit:ts'lheprt)tocohmits inablock-J.Ut:c shsp<;'itdoesnot:fofiawtbattlitnmitsshould be deiii:ted · 

as "blocks or equivalents t:hcn:lo£" Under that xeasoning. :the SCSI stomgc deviCes. Which ate . . . 
~ . ' . .. 

physically-depicted as cyJinciers in the "972. pl1e11t, could:be defined simply as "cylindem, oil drmns 

or monkey barrels. or eqUivaleDts thereof" .As the plaitdi1f cm:re...~ ~ o~ the language of 

claims 5 and 6 p~y ~ thst the.~tocol uDits"" for bOth devices ate part of1he ... controD.ers" 

fOr· the ~ ~ u:re·~ to"~ the devi~s 1D various~ media" {i:~,·to 

various cables). See ·m Patent, at Claims 5 ando. ACcotdingly, ~cauriaciopts tbe~buninrs 

defini:lions for these tcm:lS, and will construe the terms to mean "a portion af the Fibre Channel . -

controller which comiects to 1he Fibre chajme} tnmsport medimn" and "a portion of. the ScSI 

coidrollcrv.•bjch hlterfilces to the SCSI bus." 

x:. . "interrace" 
. . 

In their Joint Stiptila:tion of Claim Construction, the parties claim the meanijtg oftlW term. 

'chrte:r£aoe" is in dispute. However, this phrase iS. ]lOt discu.ssed ·m my_ of the parties' bri~; and · 

neither side pres~ an axgm:n.=nt at the July 25 hearing as to wby the term. is disputed. 'Ibi.s·tec:n 
' .. . . . 
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hasasbmdartlandortJima:y:meaning,:-evenmafedcral;iudge.:..andthe·Courtwilhiot:fu:rtherdefine 

if.. 

XL . Uaaisputed Terms . . .. 

Finally, iD 1heit: Ioillt Stqralation of Clsim Consl:m.c:ticm, th&:parties have stipuls:md.1o the 

cOnstract'ion of17 other 1:e1'mS in the '972 patent. The Court wm theref~ adopt these stipulated.· 

constructicms,solely fQttbe·ympose of.this lawsnit. 

. A.cCommgty, the Court enters the following oxder. . 

. ITIS ORDERE.Dthattheattaebed.constmctionofthepatentclaimswillbeincorp~ratediDto. 

any jmy in.stractions. ,gWen in thiS cause· aJ1d will be applied ·by the C(nut in. ruling on the issues 

raised in S\1liiDlacy judgrnmlt. 

. SIGNED on rbis£_ ~ ofluly. 20op. 

-14 .. 

-A00486 

.. ___ ,,_,, _________ , 

.• 
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'Dls;uured Tmns 

CONSTRUCI'IO~ OF CL.AlMS 
U.S. PATENT NO. 5,941..97.2 . 

The phrase ''implements access .. ~ for stomge ~ on the S.CSI 'StOrage de-rices" ·means 
providescontrolswbichlimitacompnter"s.accessmaspecificsubsetafslmagedevicesorsections 
'Ofa.singl:e~device. ·. . . · , · · 

• ( • • f •• 

·~phrase "allocatiA.mo;fSa.bse:ts ofstnrage spw:etO associated Fibre Owlnel &Mces, whereineacb 
subset is only ~ble by the associated FibreClraneldeviee" means subsets of storage space are. 
allocated 1o 'specific Fib:re Cbmmel ~ees. · 

A '~erv:isor unit" is a microprocessor programmed 1D :process data in a ba.ffer m ozder to map 
·between Fibre Cbanllel devices and SCSI de:v.i=s and ~ch implen:ients access ctmtrols. 

A "SCSI~ deVice'" is miy storage devicemcluding, for example, a tape driVe,.' CD-ROM -drive,· 
or a hard disk drive tbm: understands 1he ~CSI pmtoc:ol' and ·cmi t:Omrmmic:ate using the SCSI 
protocol .... 

1be term "map"' means~ Q'I:Ste ·a path .. from a device on <me side of the·starage router to~ deVice 
on 1he.otberSid.e offhe ~ Le. from aFibrcCbanneldevicet.o a ScSldev.ice (orvice-vet'Sil)~ A 
'inap"' contains a xep:teswilaticm af deVices on each side of the storage muter, so that when a device 
on one side of the stmagerouterwants to conummi~ \\ith a device on the other side of the Storage 
router, the stx>rage router can~ the devices. · · 

A "Fibre Channel protocol unif' is a porlicm oftbe-'Fibi:e' QumneJ cOntroller 'Which cmmects 'to 1he 
Fibre Chamtct:tnmsport medium.. . 

·A ~CSI pmtocal.~ is a portion a.fthe SCSI controller which intetfaces to the SCSI.bus.. 

Stipulated I Undimnted Terms ·. : : ·-

A '~ is a.·memary devicie .thBt: is utiliZed to temporarily· hold data.,. . ' 
.,, 

A "direct memo.ry access (DMA) interfBce• is a device that acts 'tinder little .tir no miCJ:o.prDcessor 
.~1 to access memory for data tranSfer; 

·,' .. ,· ... · 
A "Fibre Cbmmel" :is a known hlgh-speed serial interoonned;. the structure and opcmtion of whicli 
is-descdbed, forexamplr::, inFib:r:eCbannel Physical and Signalinglntex:face(FC-PH),ANSI ~.230 . 
Fibre Channel Albitrated ·~ (FC-AL)~ and ANSI X3.272 ~ Chmmel Private Loop Diiect 
Attach (FC..PLDA).. . . 

A00487 
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R~eivecH17J27/ZIItlO 12..-\. .~::26 on line I1J 'fDt DB01961 prin:ted q\ ·;,:.bo 12:13 '* .Pg 17117 
. "' \, __ .,.. · ...... ;• 

A rl]?ibrc ~el CODtmller"'is a device 1ba!'in.te:rl'aces ~a Fibre ·Channel fr1msport mediUm 

A ~Fibre Channel dCvice,. is any ~ce. snChasa~puter,. thattmdersblnds Fibre Cbanlt~protocal 
·am:t tail eu;un:ullDicate usmg Fllire t !ha'i'iricl ~ ·; 

"Fibre Channcl protocol" is ·a set of roles that apply to Fibre Cbm;mel. . . . 

A "Fibre .Cbanncl11'alispi:Jrt medium ... is .a serial optical or cdectrical eoi:rimumcStion:s link ·.that 
ccnneo1s devices usiug·F'ibJe·Channel ~coL 

... 
A "fim·in-first-out.queue ... is' .a mUlti-eleuie:ot data IStmctD:re from whiCh elements can be re:rnaved 
only .in the same o~er iD. ·whlch 1hey 'Wm'e inserted: 1hat is, it fullows a first i:D, first ouf (FlFO) 
constraint. 

A "'hard disk 'drive" is a w.ell known maPemc storage metria, and inclQ.des a S~SI bard ·disk dtive. 

An "initiator device"~ a device 1h&t. issues~ for -data or storage. 
. 

. "Mainta!ofmg) a couijgumtion~ meaDS keepfmg) a modifiable setting of. information. . 

A ~elclw level, bloclcprot.ocol" is a set oftulesor stmdards that enable _computers to exchange 
infimnation and do not involve 1he ~ of high level PIQtoools and. file S3'Sltim9 typically 
required by netwmk servers. · 

A "SCSI" (SmaD ~ System.'InterJBoo) is abighsp=ed pmallel int.erfaeethat:maybe used to 
~ compone:ats of a computer system. · 

A "SCSI bus tnmsportmedium".isa cable co.nsistiog of a gmup of parallel wb:es (nm:mally 6£):'that 
· fpmm a COllllll1lJ.licons path between a SCSJ; storage· device and· a.o.Otb.er devi;:e,. such as a 
computer •. 

A "Best controiiefo is a device 'that intet:fa.ct;s with 1he S9Si bus 1l:lulspOrt medium. · 

"V~ local storage" is a speCific. ~set of oveml1 data stored in stm8ge devices tl:iat;has the 
8.ppearancc and characte.tistics of local. storage. 

A ''wwksa4i~ .. is anmwte comp~ device1hatcalll:JCCts to1he' Fibre Channel, end may~ · 
of e. personal computer. . . . 

· ... 
•• ---..-~-··· •• - .......... ·-·-·-·· --·-... ,.._:._ ___ M_0_0 -~ ·--_ •• ....:... ......... --:""'''----·--· ----:---- ---·-· 

; ... 

. ': 

A00488 

·--------·-· .. 
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This Pag·e is lnserte.d. by IFW Indexing and Scanning 
. Operations and .i~ not part of the Official Record 

· .. BEST AVAILABLE IMAGES 

Defective· images within this document are accurate representations of the· original 
, . documents submitted by the applicant 

: · Defects in the images include but are not limited to the items cheeked: 

0~LACK BORDERS 

21IMAGE CUT OFF AT TOP, BOTTOM OR SIDES 

. · .. 0FADEDTEXTORDRAWING . 

. · 0 BLURRED OR ILLEGIBLE TEXT OR DRAWING 

0 SKEWED/SLANTED IMAGES 

. 0 COLOR OR BLACK AND WHITE PHOTOGRAPHS 

/ . . 

· or-RAY SCALE DOCUMENTS . 

. W LINES OR MARKS ON ORIGINAL DOCUMENT 

· ...... ··"•···· ~:~!J'Ws~r~(S)~~~y::~~~~neil~·.· .. ··.· .. ·.·•. •. .. 

·•· 

. . 

' . 

. ·;.·· 

IMAGES ARE BEST_AVAILABLE··:coPY. 
As resca~ning these documents ~ not correct the image 
problems checked, please do J.lOt report these problems to 
the IFW Image Problem Mailbox. · 

.. 
.. . ·.·· 

..,,: ·. ::· 

C1 

. .. .. : . . 

Oracle Ex. 1002, pg. 361



Exhibit B 

Oracle Ex. 1002, pg. 362



0114)~~ 

"13 JUL 2 1 ~~ 
- ~ 2005 .· F:; 
~ ~.,; 

(·~ \ . 
I ,,_ .... 

. ::-, } 

I'. '., • .. (0 

MAR 1 0 200::1 
N.OTE: 'p if ;Jffi._W., Flit~: Cir. R. ~7.6, this disp'osition 
Is not citable ·- - dent It is a public rec::ord. This 
disposition will appear in tables published periodically. 

CLERK, Ul~·, Ol.!:i1 RICT COURT 

;EsTERN JVl1nite{cr.St.ates Court ~f Appeals for the Federal Circuit 
DEPUTY CLERK 

.02-1158 
FILED 

Plaint!ff.:.Appel\ee, · 

v. 

'CHAPARRAL NETWORK STORAGE, INC.,. 

Oefenqant-Appellanl 

FILED 
U.S. COURT OF APPEALS FOR 

THE FeDERALCIRCUrr 

ON APPEAL frOm ihe 

In CASE NO(S). 

JUDGMENT 

United States District Court for 
the Western District of Texas 

00-CV-217 and 00-CV-621 

This CAUSE having been heard and considered,. it .is· 

ORDERED and·ADJUDGEO: AFFIRMED. See Fed. Gir, R .. 36 

· Per Curiam (NEWMAN, SCHALL, and DYK, Circtiit Judges). . 

ENTERED BY ORDER OF THE COURT 

DATED: ___ FE_B_1_2_20_ll3 __ _ . a«oo«MbO' . . . ~· 
. . . Jan Hortfr~erk 

ISSUED AS A. MANDATE: MARCR 5, 2.(}03 
Costs Against Appellant: ·---·- Total.. $97-35 ·. 

/tCo. . 
03/17/2.00~ lTnN 1?·117 r'I'Yn~Y 111n 1;?7<11 

----·.-··-

BEST A\/AttA8LE COPV 
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0\ j ..:...-

~"' 
~\ IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 

JUl 2 7 1lltl5 
"'' Atty. Docket No. -; -~~OTIFICATION OF EXTENSION OF TIME-UNDER 37 C.F.R § 1.136 

~ . CROSS1120-13 
"'If Tr:.w.:'ti>._.<tJ.-4-.· Applicant -

Commissioner for Patents 
P.O.- Box 1450 
Alexandria, VA 22313-1450 

Dear Sir: 

Geoffrey B. Hoese 
Application Number I Filed 
10/658,163 09/09/2003 
Title 
Storage Router and Method for Providing Virtual 
Local Storaae 
Group Art Unit Examiner 
2182 Shin, Christopher B. 
Confirmation No. 
5675 

Certification Under 37 C.F .R. §1.1 0 

I hereby certify that this document is being deposited with.the 
United States Postal Service as Express Mail to Addressee 
(Label No. EV704312847US) in an envelope addressed to: 
Commissioner for Patents, P.O. Box 1450, Alexandria, VA 
22312-1450 on July 27,2005. ..,_. J 

. Applicant hereby takes an Extension of Time for responding to the Office Action 

date mailed January 27, 2005 for a period of three (3) month(s). 

1------1 First Month 
Second Month 

1---:--:------1 
1---x~ Third Month 
1------1 Fourth Month 
1----.....J Fifth Month 

TOTAL 

Small Entity 
$ 60.00 
$ 225.00 
$ 510.00 
$ 795.00 
$1,080.00 

$ 

Large Entity 
$ 120.00 
$ 450.00 
$ 1,020.00 
$1,590.00 
$2,160.00 

$1,020.00 

Enclosed is a check in the amount of $1',020.00 made payable to the Director of the 

U.S. Patent Office. If any fees are inadvertently omitted, additional fees are required, or if 

any amounts have been overpaid, please appropriately charge or credit those fees to 

Deposit Account No. 50-3183 of SPRINKLE IP LAW GROUP. 

07/C9/~005 CHGUYEH2 00000037 10658163 Respectfully submitted, 

SPRINK~P. 01 FC:.1253 1020.00 OP 

Date: July 27, 2005 
1301 W. 25th Street, Suite 408 
Austin, Texas 78705 
(512) 637.9223- Telephone 
(512) 371.9088 • Facsimile 

John L. Adair 
· Reg. No. 48,828· 
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FAX ~o. 5123718088 
Ill 002/003 

P. 02 

IN THI! UNITED STATES PATENT AND TRADEMARK OFFICE 

TERMINAL DISCLAIMER TO OBVIATE A DOUBLE Atty. Dockat No. 
PATENTING REJECTION OVER A PRIOR PATENT CRoss1120·13 

Commissioner for Patents 

P.O. Box 1460 

Alexandria, VA 22313-1450 

Dear Sir: 

Applcant 
Geoftre HMU 
Application Number 
10/618 1&3 

e 
Storage Router ~md Method for Providing VIrtual 
Local stare e 
Group Art Unit 
2182 
Confirm o" Number; 
·567$ 

07/1?9/1?005 CNGUYENI? 00000037 10658163 

01? FC:1814 130.00 OP 

Crossroad; Systems, Inc., owner of one hundred percent (100%) Interest in the in&tant 

application, as evidenced by the asslgnrnent recorcled on 12121/1997 on Reel/Frame: 

8929/0290, hereby disclaims, except as provided below, the terminal part of the statutory term 

of any patent gr11nted on the instant application, which would extend beyond the expiration date 

of the fLUI statutory term defined In 36 u.s.c. § 154 to 156 and 173 of U.S. Patent No. 

5,941 ,972, U.S. Patent No. 6,425,038, U.S. Patent No. 6,738,854 and/or U.S. Patent No. 

6,763,419. The owner hereby agrees that any patent so granted on the Instant application &hall 

be enforceable only for and during such period that It and the prior patent are commonly owned. 

This agraamem runs with any patent granted en t,e Instant iilppllcatlon and Ia binding UJ:Ion the 

grEIIntee, Its suceesaors cr assigns. 

In making the above disclaimer, the owner does not disclaim the terminal part of any 

patent granted on the Instant qppllcatlon that would aldend ta the expiration date of the full 

statutory tenn as defined In 35 U.S.C. § 154 to 1SB and 173 Of the prior patents, as presently 
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07/20/2005 15:30 FAX 
Ia! 003/003 

P. 03 ~ ~uL-~~-,uu~ IUt 1~;~~ ~n ~prinkle IP La~ Group FAX NO. 5123719088 

Attomey Docket 
CROSS1120..13 

Customer 10: 44654 
Application No. 10/858,183 

2 

shortened by any terminal disclaimer, In the event that It later. expires for failure to pay a 

maintenance fee, Is held unenforceable, Ia found invalld by a court of competent jurisdiction, Is 
statutorily disdalmed In whole or terminally disclaimed under 37 C.F.R. 1.321! l'las all claims 

canceled by a reexamination oertfftcate. Is reieaued, or Is In any manner terminated prior to the 

expiration of Ita fun statutory term as presently shortened by any terminal disclaimer, 

Check box 1, 2, 3, or 4 as appropriate. 

1. 18:1 For aubmlesion on behalf of an organization (e.g., corporation, pal1nershlp, 
university. govamment agency. etc.), the Und8r&igned is empowered to act on 
behalf of the orgQnlzatlon. 

I hereby declare that all statements made her&in of my own knowledge are true and that 

all statements rnade on information and belief are believed to be true; an~ further thilt these 

statements were made wfth the knowledge that willful false fMtements and the fike so made are 

punishable by fll'le or imprisonment, or bo~h, under Section 1001 af Title 1 a of the United States 

Cede and that such Willful falae statements may jeopardize the Villidity of the application or any 
patent Issued thereon. 

• Statement under 37 C.FtF. 3. 73(b) Is required If tennlnal Clieclaimer is signed by the 
assignee (owner). Form PTO/SB/98 ml!lly be uaed for making this oertlflcatian. See 
MPEP§324. 

2. 0 
3. t8l 

4. 0 

The unc:lerslgned is an attorney or lQent' of record. 

Termll"'al clisclalmer fee under 37 C.F.R. 1.20(d) included. 

Tennlnal disclaimer fee under 37 C.F .R. 1.20(d). The Commissioner Is hereby 
authorized to deduct $130.00 l'1ilpresenting the above-noted tiling fee tram Deposit 
Account. Na. 50-S1B3 of Sprinkle IP Law Group. The CommiSsioner Is hereby 
furTher auil'lorized to deduct any deficiencies or credit any overpayments regatcllng 
ttlle application from the eame account. 

Dated 
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Application Number Application/Control No. Applicant(s)/Patent under 

Ill Ill IIIII 111111111 

Reexamination 

10/658,163 HOESE ETAL. 

l 
Document Code • DISQ Internal Document- DO NOT MAIL 

TERMINAL 
~APPROVED 0 DISAPPROVED DISCLAIMER 

This patent is subject 
Date Filed : 072705 to a Terminal 

Disclaimer 

Approved/Disapproved by: 

James R. Matthews 

U.S. Patent and Trademark Office 
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Application or Docket Number 

PATENT APPUCATION FEE DETERMINATION RECORD 
Effective January 1, 2003 

CLAIMS AS FILED· PART I 

TOTAL CLAIMS 

FOR 

TOTAL CHARGEABLE CLAIMS 

INDEPENDENT CLAIMS 

MULTIPLE DEPENDENT CLAIM PRESENT 0 
• If the difference In column 1 is less than zero, enter "0" in column 2 

CLAIMS AS AMENDED • PART II 

PRESENT 
EXTRA 

= 

PRESENT 
EXTRA 

PRESENT 
EXTRA 

** "' 

- = 

• H the entry In COlumn 1 Is tess than 1t1e etrtry In columtl 2. write -o• In column 3. 

SMALLENTITV 
TYPE c::::J 

OTHER THAN 
OR SMALL ENTITY 

·''TOTAL .__ _ _. 
OTHER THAN 

SMALL ENTITY OR SMALL ENTITY 

RATE 

OR 

OR +280= 

OR ADDIT. 

ADD I· ADO I-
RATE TIONAL RATE TIONAL 

FEE 

X$9: OR X$18= 

X42= OR XB4= 

+140: OR +260= 

TOTAL 
AODIT. FEE 

ADD I· AODI· 
RATE TIONAL RATE TIONAL 

FEE 

X$9= OR X$18= 

X42= OR X84= 

+140= OR +280= 

TOTAL 
AOOIT.FEE ""If the "Highest Number Previously Paid Fol" IN THIS SPACE Is Jess than 20, entet "20." 

-11th "Highest Number Prevtously Paid. Fol" IN THIS SPACE Is leas than 3, enter "3." 
The •Highest Number Previously Paid Fot" (Total or Independent) is the highest mr.mber found In th appropriat box in column 1. 

(RIIY. 12/021 

BEST AVAILABLE COPY 
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~~ UNITED SV.TES PATENT AND 'llw>EMARK OFFICE 

Page 1 of 1 

UKITED STATES DEPARTM~T OF COMMERCE 
Unit~d StutH~ Putt1nt und TrudHmurk OrfieH 
Addtcoo: COMMISSJO)JER FOR PATENTS 

P.O. Dox 1450 
Al~JUiJtWla. VUginiw 22313~1450 
w"w.wrplo.guv 

APPLICATION NU!v!BER FILINGOR371 (c) DATE FIRST NAMED APPLICANT A TTY. DOCKET No.rrmE 

10/658,163 09/09/2003 

25094 
DLA PIPER RUDNICK GRAY CARY US, LLP 
2000 University Avenue 
E. Palo Alto, CA 94303-2248 

Geoffrey B. Hoese CROSS1120-13 

CONFIRMATION NO. 5675 

11111111111111111 m1 m111111 m1 mllllllllllllllllllllllllllll~lllllllllll ~11111111111 
*OC000000016767235* 

Date Mailed: 08/12/2005 

NOTICE REGARDING POWER OF ATTORNEY 

This is in response to the Power of Attorney filed 07/26/2005 . The Power of Attorney in this application is not 
accepted for the reason(s) listed below: 

• The Power of Attorney is from an assignee and the Certificate required by 37 CFR 3.73(b) has not been 
received. 

BERHANU--diRUM 
PTOSS (703) 305-0677 

OFFICE COPY 
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Please forward to Group Art Unit .;L/fc:J-

Amended Compact Discs 

EXAMINER NOTE: THIS PAPER IS AN INTERNAL WORKSHEET ONLY. DO NOT ENCLOSE 
WITH ANY COMMUNICATION TO THE APPLICANT. ITS PURPOSE IS ONLY THAT OF AN 
AID IN HIGHLIGHTING A PARTICULAR PROBLEM IN A COMPACT DISC.· 

THE ATTACHED CD (COPY 1) HAS BEEN REVIEWED BY OIPE FOR 

COMPLIANCE WITH 37 CFR 1.52(E). Please match this CD with 
the application listed below. 

Date: · ? ~ Ia lfoos-
Serial No./Control No. l D } (/;) 8't;3 . . j 
Reviewed By: k; , SJ.-1 rTI-\ Phone: 3o f Cfc9-to f~ ·II f 

0 The compact discs are readable and acceptable. 

D Copy 1 and Copy 2 of the compact discs are not t~e same. 

D The compact discs are unreadable: 

0 The files on the compact discs are not in ASCII. 

D The compact discs contain at least one virus. 

~ [4tf/ ·'fA!fPn. Su~ HAm:Jt- dVP 
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11\'/THE UNITED STATES PATENT AND TRADEMARK OFFICE 

TERMINAL DISCLAIMER TO OBVIATE A DOUBLE Atty. Docket No. 

\ p E !'-.. PATENTING REJECTION OVER A PRIOR PATENT CROSS1120-13 

0 . ~ \ Applicant 
· n~ o Geoffrey B. Hoese, et al. 

OC1 S \ 7" · & Application Number Date Filed 
~ 10/658,163 09/09/2003 

Title 
~ Storage Router and Method for Providing Virtual 

Commissioner for Patents 

P.O. Box 1450 

Alexandria, VA 22313-1450 

Dear Sir: 

Local Storage 
Group Art Unit Examiner 
2182 Shin, Christopher B. 
Confirmation Number: 
5675 

Certificate of Mailing Under 37 C.F.R. §1.8 

.I hereby certify that this correspondence is being deposited with 
the U.S. Postal Service as First Class Mail in an envelope 
addressed to: Commissioner for Patents, P.O. Box 1450, 
Alexandria, VA 22313 on October 28,2005. 

\JOJI)1~ Q fbVDpOM 
. Janice Pampell 

Crossroads Systems, Inc., the owner of one hundred percent (100%) interest in the 

instant application, as evidenced by the Assignment Recorded on December 31, 1997 ·on 

Reel/Frame: 8929/0290 hereby disclaims, except as provided below, the terminal part of the 

statutory term of any patent granted on the instant application, which would extend beyond the 

expiration date of the full statutory term defined in 35 U.S.C. § 154 to 156 and 173 of U.S. 

Patent Nos. 5,941 ,972, 6,421,753, 6,425,036, 6,425,035, 6,789,152, 6,738,854, and 6,763,419. 

The owner hereby agrees that any patent so granted on the instant application shall be 

enforceable only for and during such period that it and the prior patent are commonly owned. 

This agreement runs with any patent granted on the instant application and is binding upon the 

grantee, its successors or assigns. 

In making the above disclaimer, the owner does not disclaim the terminal part of any 

patent granted on the instant application that would extend to the expiration date of the full 

statutory term as defined in 35 U.S.C. § 154 to 156 and 173 of the prior patent, as presently 

shortened by any terminal disclaimer, in the event that it later: expires for failure to pay .a 
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~ttorney Docket: 
CROSS1120-13 

,/ 
.. 

2 

Customer ID: 44654 
Application No. 10/658,163 

maintenance fee, is held unenforceable, is found invalid by a court of competent jurisdiction, is 

statutorily disclaimed in whole or terminally disclaimed under 37 C.F.R. 1.321, has all claims 

canceled by a reexamination certificate, is reissued, or is in any manner terminated prior to the 

expiration of its full statutory term as presently shortened by any terminal disclaimer. 

Check box 1, 2, 3, or 4 as appropriate. 

1. D For submission on behalf of an organization (e.g., corporation, partnership, 
university, government agency, etc.), the undersigned is empowered to act on 
behalf of the organization. _ 

I hereby declare that all statements made herein of my own knowledge are true and that 

all statements made on information and belief are believed to be true; and further that these 

statements were made with the knowledge that willful false statements and the like so made are 

punishable by fine or imprisonment, or both, under Section 1001 of Title 18 of the United States 

Code and that such willful false statements may jeopardize the validity of the application or any 

patent issued thereon. 

* Statement under 37 C.R.F. 3. 73(b) is required if terminal disclaimer is signed by the 
assignee (owner). Form PTO/SB/96 may be used for making this certification. See 
MPEP § 324. 

2. ~ The undersigned is an attorney or agent of record. 

3. D Terminal disclaimer fee under 37 C.F.R. 1.20(d) included. 

4. ~ The Commissioner is hereby authorized to deduct any deficiencies or credit any 
overpayments regarding this application from deposit account 50-3183 of Sprinkle 
IP Law Group. 

Steven Sprinkle 
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UNITED STATES PATENT AND TRADEMARK OFFICE 

APPLICATION NO. FILING DATE FIRST NAMED INVENTOR 

10/658,163 09/09/2003 Geoffrey B. Hoese 

25094 7590 11/01/2005 

DLA PIPER RUDNICK GRAY CARY US, LLP 
2000 University A venue 
E. Palo Alto, CA 94303-2248 

t1... 
UNITED STATES DEPARTMENT OF COMMERCE 
United States Patent and Trademark Office 
Addms: COMMISSIONER FOR PATENTS 

P.O. Box 1450 
Ale:undria, Virgini.a22313·14SO 
www.uspto.gov 

I ATTORNEY DOCKET NO. I CONFIRMATION NO. 

CROSS1120·13 5675 

EXAMINER 

SHIN, CHRISTOPHER B 

ART UNIT PAPER NUMBER 

2182 

DATE MAILED: 1110112005 

Please find below and/or attached an Office communication concerning this application or proceeding. 

PT0·90C (Rev. 10/03) 
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Application No. Applicant(s) 

10/658,163 HOESE ET AL. 

Office Action Summary Examiner Art Unit 

Christopher B Shin 2182 

-- The MAILING DATE of this communication appears on the cover sheet with the correspondence address --
Period for Reply 

A SHORTENED STATUTORY PERIOD FOR REPLY IS SET TO EXPIRE~ MONTH(S) FROM 
THE MAILING DATE OF THIS COMMUNICATION. 
- Extensions oftime may be available under the provisions of 37 CFR 1.136(a). In no event, however, may a reply be timely filed 

after SIX (6) MONTHS from the mailing date of this communication. 
- If the period for reply specified above is less than thirty (30) days, a reply within the statutory minimum of thirty (30) days will be considered timely. 
- If NO period for reply is specified above, the maximum statutory period will apply and will expire SIX (6) MONTHS from the mailing date of this communication. 
- Failure to reply within the set or extended period for reply will, by statute, cause the application to become ABANDONED (35 U.S.C. § 133). 

Any reply received by the Office later than three months after the mailing date of this communication, even if timely filed, may reduce any 
earned patentterm adjustment. See 37 CFR 1.704(b). 

Status 

1 )~ Responsive to communication(s) filed on 27 Julv 2005. 

2a)~ This action is FINAL. 2b)~ This action is non-final. 

3)0 Since this application is in condition for allowance except for formal matters, prosecution as to the merits is 

closed in accordance with the practice under Ex parte Quayle, 1935 C.D. 11, 453 O.G. 213. 

Disposition of Claims 

4)~ Claim(s) 15-53 is/are pending in the application. 

4a) Of the above claim(s) __ is/are withdrawn from consideration. 

5)0 Claim(s) __ is/are allowed. 

6)~ Claim(s) 15-53 is/are rejected. 

7)0 Claim(s) __ is/are objected to. 

8)0 Claim(s) __ are subject to restriction and/or election requirement. 

Application Papers 

9)~ The specification is objected to by the Examiner. 

10)~ The drawing(s) filed on 09 September 2003 is/are: a)~ accepted or b)O objected to by the Examiner. 

Applicant may not request that any objection to the drawing(s) be held in abeyance. See 37 CFR 1.85(a). 

Replacement drawing sheet(s) including the correction is required if the drawing(s) is objected to. See 37 CFR 1.121(d). 

11 )0 The oath or declaration is objected to by the Examiner. Note the attached Office Action or form PT0-152. 

Priority under 35 U.S.C. § 119 

12)0 Acknowledgment is made of a claim for foreign priority under 35 u.s.c. § 119(a)-(d) or (f). 

a)O All b)O Some* c)O None of: 

1.0 Certified copies of the priority documents have been received. 

2.0 Certified copies of the priority documents have been received in Application No. __ . 

3.0 Copies of the certified copies of the priority documents have been received in this National Stage 

application from the International Bureau (PCT Rule 17.2(a)). 

*See the attached detailed Office action for a list of the certified copies not received. 

Attachment(s) 

1) 0 Notice of References Cited (PT0-892) 

2) 0 Notice of Draftsperson's Patent Drawing Review (PT0-948) 

3) ~ Information Disclosure Statement(s) (PT0-1449 or PT0/58/08) 
Paper No(s)/Mail Date 07252005. 

4) 0 Interview Summary (PT0-413) 
Paper No(s)!Mail Date. __ . 

5) 0 Notice of Informal Patent Application (PT0-152) 
6) 0 Other: __ . 

U.S. Patent and Trademali< Office 
PTOL-326 (Rev. 1-04) Office Action Summary Part of Paper No./Mail Date 10252005 
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DETAILED ACTION 

1. The amendment received July 27, 2005 has been entered and carefully 

Page 2 

considered. Claims 15-53 and the applicant's responses were carefully considered. 

· Interview/Double Patenting Rejection 

2. On October 25, 2005, a telephonic interview was conducted and the applicant 

agreed to file additional Terminal Disclaimer against all of the remaining related pending 

applications and allowed applications. During the interview, the examiner also kindly 

asks the applicant to make sure that the present and pending applications to be 

consistent with the related reexamination applications. 

3. The nonstatutory double patenting rejection is based on a judicially created 
doctrine grounded in public policy (a policy reflected in the statute) so as to prevent the 
unjustified or improper timewise extension of the "right to exclude" granted by a patent 
and to prevent possible harassment by multiple assignees. See In re Goodman, 11 
F.3d 1046, 29 USPQ2d 2010 (Fed. Cir. 1993); In re Longi, 759 F.2d 887, 225 
USPQ 645 (Fed. Cir. 1985); In re VanOrnum, 686 F.2d 937, 214 USPQ 761 (CCPA 
1982); In re Vogel, 422 F .2d 438, 164 USPQ 619 (CCPA 1970);and, In re 
Thorington,418 F .2d 528, 163 USPQ 644 (CCPA 1969). 

A timely filed terminal disclaimer in compliance with 37 CFR 1.321 (c) may be 
used to overcome an actual or provisional rejection based on a nonstatutory double 
patenting ground provided the conflicting application or patent is shown ·to be commonly 
owned with this application. See 37 CFR 1.130(b). 

Effective January 1, 1994, a registered attorney or agent of record may sign a 
terminal disclaimer. A terminal disclaimer signed by the assignee must fully comply with 
37 CFR 3.73(b). 

a. Since the applicant agreed with the examiner regarding the Double 

Patenting rejection, the details of the rejection would be omitted. 
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b. The examiner kindly asks the applicant for help on identifying all of the 

related applications, if the examiner inadvertently makes a mistake. Claim15-53 

are rejected under the judicially created doctrine of obviousness-type double 

patenting as being unpatentable over claims of the related Patent/Applications as 

follows. Although the conflicting claims are not identical, they are not patentably 

distinct from each other because the related applications claim subject matter 

that are substantially identical to the present claimed invention. The following are 

the list of the related cases: 

09/001,799; 09/354,682; 10/081,110; 10/081,114; 10/023,786; 
10/081 '11 0; 09/965,335; 10/17 4, 720; 09/965,339; 10/081 ,082; 
10/361 ,283; 1 0/638,955; 1 0/640,468; 10/658, 163; 11/191 ,254; 
90/007,123; 90/007,124; 90/007,125; 90/007,126; 90/007,127;& 
90/007,327. 

Conclusion 

4. THIS ACTION IS MADE FINAL. Applicant is reminded of the extension of time 

policy as set forth in 37 CFR 1.136(a). 

A shortened statutory period for reply to this final action is set to expire THREE 

MONTHS from the mailing date of this action. In the event a first reply is filed within 

TWO MONTHS of the mailing date of this final action and the advisory action is not 

mailed until after the end of the THREE-MONTH shortened statutory period, then the 

shortened statutory period will expire on the date the advisory action is mailed, and any 

extension fee pursuant to 37 CFR 1 .136(a) will be calculated from the mailing date of 
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the advisory action. In no event, however, will the statutory period for reply expire later 

than SIX MONTHS from the mailing date of this final action. 

5. Any inquiry concerning this communication or earlier communications from the 

examiner should be directed to Christopher B. Shin whose telephon~ number is 571-

272-4159. The examiner can normally be reached on 6:30-5:00 M,Tu,Th,F. 

If attempts to reach the examiner by telephone are unsuccessful, the examiner's 

supervisor, Kim Huynh can be reached on 571-272-414 7. ·The fax phone number for 

the organization where this application or proceeding is assigned is 571-273-8300. 

Information regarding the status of an application may be obtained from the 

Patent Application Information Retrieval (PAIR) system. Status information for 

published applications may be obtained from either Private PAIR or Public PAIR. 

Status information for unpublished applications is available through Private PAIR only. 

For more information about the PAIR system, see http://pair-direct.uspto.gov. Should 

you have questions on access to the Private PAIR system, contact the Electronic 

Business Center (EBC) at 866-217-9197 (toll-free). 

October 26, 2005 
cbs 

CHRISTOPHER SHIN 
PRIMARY EXAMINER 
OF 2182 
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INFORMATI~~SURE Application Number 10/658,163 

Filing Date 09/09/2003 

STATEMENT BY APPLICANT First Named Inventor Hoese, Geoffrey 

Group Art Unit 2182 

Examiner Name Shin, Christopher B. 

Sheet 1 I OF 14 Attorney Docket Number CROSS1120-13 

. U.S. PATENT DOCUMENTS 
Document Number Pages, 

Examiner Cite Publication Date Name of Patentee or Columns, Unes 

Initials No. Applicant of Cited Where Relevant 
MM-D~YVYV Document Passages or 

Figures Appear 

Number Kind Code (if known) 

1/:;b A1 4,415,970 11/15/1983 Swenson, et al. 

A2 4,455,605 6/19/1984 Cormier, et al. 

A3 4,504,927 3/12/1985 Callan 

A4 4,533,996 8/6/1985 Gartung, et al. 

AS 4,573,152 2/25/1986 Greene, et al. 

A6 4,603,380 7/29/1986 Easton, et al. 

A7 4,620,295 10/28/1986 Aiden, Jr. 

AS 4,644,462 2/17/1987 Matsubara, et al. 

A9 4,697,232 9/29/1987. Brunelle, et al. 

A10 4,787,028 11/22/1988 Finforck, et al. 

A11 4,807,180 2/21/1989 Takeuchi, et at. 

A12 4,811,278 3/7/1989 Bean, et at. 

A13 4,821,179 4/11/1989 Jensen, et al. 

A14 4,825,406 4/25/1989 Bean, et al. 

A15 4,827,411 5/2/1989 Arrowood, et al. 

A16 4,835,674 5/30/1989 Collins, et al. 

A17 4,864,532 9/5/1989 Reeve,etal. 

A18 4,897,874 1/30/1990 Lidensky, et al. 

A19 4,961,224 10/2/1990 Yung 

A20 5,072,378 12/10/1991 Manka 

A21 5,077,732 12/31/1991 Fischer, et at. 

A22 5,077,736 12/31/1991 Dunphy, Jr., et al. 

A23 5,124,987 6/23/1992 Milligan, et. al. 

A24 5,155,845 19/1311992 Seal, et al. 

A25 5,185,876 2/9/1993 Nguyen, et al. 

A26 5,193,168 3/9/1993 Corrigan, et al. 

A27 5,193,184 3/9/1993 Belsan, et al. 
, A28 5,202,856 4/13/1993 Glider, et al. 
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~ A29 5,210,866 5/11/1993 Milligan, et al. 

A30 5,212,785 5/18/1993 Powers, et al. 

A31 5,214,778 5/25/1993 Glider, et al. 

A32 5,226,143 7/6/1993 Baird, et al. 

A33 6,239,632 08/24/93 Lamer 

A34 5,239,654 8/24/1993 lng-Simmons 

A35 5,247,638 9/21/1993 O'Brien, et al. 

A36 5,247,692 9/21/1993 Fujimura 

A37 5,297,262 3/2211994 Cox, et al. 

A38 5,301,290 4/5/1994 Tetzlaff, et al. 

A39 5,315,657 5/24/2994 Abadi, et al. 

A40 5,317,693 7/19/1994 Elko, et at. 

A41 5,331,673 7/19/1994 Elko, et al. 

A42 5,361,347 11/1/1994 Glider,. et al. 

A43 5,367,646 11/22/1994 Pardillos, et al. 

A44 5,379,385 1/3/1995 Shomler 

A45 5,379,398 1/3/1995 Cohn,etal. 

A46 5,388,243 217/1995 Gilder, et al. 

A47 5,388,246 2/7/1995 Kasi 

A48 5,394,526 2128/1995 Crouse et al. 

A49 5,396,596 3/7/1995 Hashemi, et al. 

ASO 5,403,639 4/4/1995 Belsan, et al. 

A51 5,410,667 4/25/1995 Belsan, et al. 

A52 5,410,697 4/25/1995 Baird, et al.-

A 53 5,416,915 5/16/1995 Mattson, et al. 

A 54 5,418,909 5/23/1995 Jachowski, et al. 

A 55 5,420,988 5/30/1995 Elliott 

A 56 5,423,026 6/6/1995 Cook, et al. 

A57 5,426,637 6/20/1995 Derby, et al 

A 58 5,430,855 7/4/1995 Wash, et al. 

A59 5,450,570 I 9/12/1995 Richek, et al. 

A60 5,452,421 9/19/1995 Beardsley, et al. 

A61 5,459,857 10/17/1995 Ludlam, et al. 

A62 5,463,754 10/31/1995 Beausoleil, et al. 

A63 5,469,576 11/21/1995 Dauerer, et al. 

A64 5,471,609 11/28/1995 Yudenfriend 

A65 5,487,077 1/23/1996 Hassner, et al. 

A66 5,495,474 2127/1996 Olnowich, et al. 

,I A67 5,496,576 3/5/1996 Jeong 
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~ A68 5,504,857 4/2/1996 Baird, et al. 

A69 5,507,032 4/9/1996 Kimura 

A70 5,511,169 4/23/1996 Sud a 

A71 5,519,695 5/21/1996 Purohit, et al. 

A72 5,530,845 6/25/1996 Hiatt, et al. 

A73 5,535,352 7/9/1996 Bridges, et al. 

A74 5,537,585 7/16/1996 Blickerstaff, et al. 

A75 5,544,313 8/6/1996 Shachnai, et al. 

A76 5,548,791 8/20/1996 Casper, et al. 

A77 5,564,019 10/8/1996 Beausoleil, et al 

A78 5,568,648 10/22/1996 Coscarella, et al. 

A79 5,581,709 12/3/1996 Ito, et al. 

A80 5,581,724 12/3/1996 Belsan et al. 

A81 5,613,082 3/18/1997 Brewer, et al. 

A82 5,621,902 4/15/1997 Cases, et al. 

A83 5,632,012 5/20/1997 Belsan, et al. 

A84 5,634,111 5/27/1997 Oeda, etal. 

ASS 5,638,518 6/10/1997 Malladi 

A86 5,642,515 6/24/1997 Jones,etal. 

A87 5,659,756 8/19/1997 hefferon, et al. 

A88 5,664,107 9/2/1997 Chatwanni, et al. 

A89 5,727,218 3/10/1998 Hotchkin 

A90 5,743,847 4/28/1998 Nakamura,: et al. 

A91 5,781,715 7/14/1998 Sheu 

A92 5,802,278 9/1/1998 lsfeld, et al. 

A93 5,805,816 9/8/1998 Picazo, Jr., et al. 

A94 5,860,137 1/12/1999 Raz,etal. 

A95 5,867,648 2/2/1999 Foth, et al. 

A96 5,889,952 3/30/1999 Hunnicutt, et al. 

A97 5,913,045 6/15/1999 Gillespie, et al. 

A98 . 5,923,557 7/13/1999 Eidson 

A99 5,933,824 8/3/1999 DeKoning, et al. 

A10~ 5,935.~60 8/10/1999 Ofer 

A101 5,949,994 9/28/1999 Boggs, et al. 

A102 5,953,511 9/14/1999 Sescilia, et al. 

A103 5,959,994 9/28/1999 Boggs, et al. 

A104 5,974,530 10/26/1999 Young 

J A105 6,021,451 2/1/2000 Bell, et al. 
v A106 6,055,603 4/25/2000 Ofer, et al. 
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~ A107 6,065,087 5/16/2000 Keaveny, et al. 

A10S 6,073,218 6/6/2000 DeKoning, et al. 

A10S 6,075,863 6/13/2000 Krishnan, et al. 

A11(J 6,081,849 6/27/2000 Born, et al. 

A111 6,098,149 8/1/2000 Ofer, et al. 

A112 6,108,684 8/22/2000 DeKoning, et al 

A112 6,118,766 9/12/2000 Akers 

A11.11 6,148,004 11/14/2000 Nelson, et al. 

A11~ 6,209,023 3/27/2001 Dimitroff, et al. 

A11E 6,230,218 5/8/2001 Casper, et al. 

A117 6,341,315 - 1/22/2002 Arroyo; et al. 

A11S 6,343,324 1/29/2002 Hubis, et al. 

A11S 6,425,036 7/23/2002 Heese, et al. 
w· A12(J 6,484,245 11/19/2002 Sanada,etal. 

FOREIGN PATENT DOCUMENTS Publication Date Name of Patentee or 
Pages, 

Examiner Columns, Lines 
Initials Country 

MM·DD-YYYY Applicant of Cited Where Relevant 
Number Kind Code (if known) Document Passages or 

Code (Number43) Figures Appear 

P-:Y B1 GB 2341715 

B2 JP 6301607 
..,...... 

83 wo 98/36357 
J' v 1998 

Examiner ./'4/C~ Date Considered 
/o..-;J-s--o.r Signature 
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. .._ j WApplication Number 101658,163 

FORM PTO 1449 US Depa ~t of ~ Filing Date 09/0912003 
Commerce • -4Dfll~ 

First Named Inventor Geoffrey B. Hoese Patent and Trademark Office-
Group Art Unit 2182 
Examiner Name Shin, Christopher B. 

Sheet 11 1 of 7 Atty Docket Number CROSS1120·13 
Examiner Cite No. OTHER PRIOR ART- NON PATENT LITERATURE DOCUMENTS Date Initials 

~ C1 Decision Returning Petition mailed February 28, 2005 

I C2 Block-Based Distributed File Systems, Anthony J. McGregor, July 
1997 

C3 Compaq StorageWorks HSG80 Array Controller ACS Version 8.3 
(Maintenance and Service Guide) 11/98 

C4 Compaq StorageWorks HSG80 Array Controller ACS Version 8.3 
(Configuration and CLI Reference Guide) 11/98 

cs CRD-5500 SCSI RAID Controller User's Manual CMD Technology, 
Inc. pp. 1-1 to 6-25, revised November 21, 1996. 11/21/1996 

C6 DIGITAL Storage Works, HSZ70 Array Controller, HSOF Version 7.0 
EK-HSZ70-CG. A01, Digital Equipment Corporation, Maynard, 
Massachusetts 

C7 DIGITAL StorageWorks HSZ70 Array. Controller HSOF Version 7.0 
EK-HSZ270-RM. A01 CLI Reference Manual 

C8 DIGITAL StorageWorks HSZ70 Array Controller HSOF Version 7.0 
EK-HSZ70-SV. A01 1997-

C9 DIGITAL StorageWorks HSGBO Array Controller ACS Version 8.0 
(User's Guide 1/98) 

C10 DP5380 Asynchronous SCSI Interface, National Semiconductor 
Corporation, Arlington, TX, May 1989, pp. 1-32 

C11 Emerson, "Ancor Communications: Performance evaluation of 
switched fibre channel 110 system using-FCP for SCSI" February 
1995, IEEE, pp. 479-484 2/1/1995 

C12 Fibre Channel and ATM: The Physical Layers, Jerry Quam 
WESCON/94, published 27-29 September 1994. Pages 648-652. 

C13 Fiber Channel storage interface for video-on-demand servers by 
Anazaloni, et at. 6/15/1905 

C14 GenS S-Series XL System Guide Revision 1.01 by Chen 6/18/1905 
C15 Graphical User Interface for MAXSTRA T GenS/Gen-S Servers User's 

guide 1.1 6/11/1996 
C16 High Performance Data transfers Using Network-Attached Peripherals 

at the national Storage Laboratory by Hyer 2/26/1993 
C17. IFT-3000 SCSI to SCSI Disk array Controller Instruction Manual 

Revision 2.0 by lnfotrend Technologies, Inc. 1995-
C18 Implementing a Fibre Channel SCSI transport by Snively 1994-
C19 ."lnfoServer 150-lnstatlation and Owner's Guide", EK-INFSV-OM-001, 

Digital Equipment Corporation, Maynard, Massachusetts 1991, 
Chapters 1 and 2 

C20 lnfoServer 150VXT Photograph. 
C21 lnfoserver 100 System Operations Guide, First Edition Digital 

Equipment Corporation, 1990 
C22 Johnson, D. B., et al., "The Peregrine High Performance RPC System", 

Software-Practice and Experience, 23(2):201-221, Feb. 1993 
C23 Local-Area networks for the IBM PC by Haugdahl 

,I/ C24 Misc. Reference Manual Pages, SunOS 5.09 
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Application Number 10/658,153 
FORM PTO 1449 US Department of Filing Date 09/09/2003 

Commerce First Named Inventor Gaoffrey B~ Hoese 
Patent and Trademark Office 

Group Art Unit 2182 

Examiner Name Shin, Chris~opher B. 
Sheet 12 1 ot 1 1 Atty Docket Number CROSS1120·13 
Examiner Cite No. OTHER PRIOR ART- NON PATENT LITERATURE DOCUMENTS Date· 

Initials 

~ C25 New serial 1/0s speed storaae subsystems by Bursky 2/6/1995 

1 C2S Petal: Distributed Virtual Disks, Edward K. Lee and Chandramohan A. 
Thekkath, ACM SIGPLAN Notices, Volume 31, Issue 9, September 
1996, pages 84-92. . 

C27 Pictures of internal components of the lnfoServer 150, taken from 
http:l/bindarydinosaurs.couk/Museum/Digital/infoserver/infoserver.php 
in Nov. 2004. 

C28 Raidtec FibreArray and Raidtec Flex.Array UltraRAID Systems", 
Windows IT PRO Article, October 1997 

C29 S.P. Joshi, "Ethernet controller chip interfaces. with variety of 16-bit 
processors," electronic Design, Hayden Publishing Co., Inc., Rochelle 
Part NJ, October 14, 1982. ·pp 193-200 

C30 Simplest Migration to Fibre Channel Technology" Article, Digital 
Equipment Corporation, November 10, 1997, published on PR 
Newswire 11/10/1997 

C31 Systems Architectures Using Fibre Channel, Roger Cummings, 
Twelfth IEEE Symposium on Mass Storage Systems, Copyright 1993 
IEEE. Pages 251-256 

C32 Dot Hill's Request to Exceed Page Limit in Motion for Summary 
Judgment filed June 29, 2005. Case No. A-03-CV-754 (SSl 

C33 Request for Ex Parte Reexamination for 6,425,035. Third Party 
Reauester: William A. Blake 

C34 Request for Ex Parte Reexamination for 6,425,035. Third Party 
Reauester: Natu J. Patel 

C35 Office Action dated 01/21/03 for 10/174,720 (CROSS1120-8) 1/21/2003 
C3S Office Action dated 02/27/01 for 09/354,682 CCROSS1120-1} 2/27/2001 
C37 Office Action dated 08/11/00 for 09/354,682 CCROSS1120-1) 8/11/2000 
C38 Office Action dated 12/16/99 for 09/354,682 (CROSS1120-1) 12/16/1999 
C39 Office Action dated 11/06/02 for 10/023,786 CCROSS1120-4) 11/6/2002 
C40 Office Action dated 01/21/03 for 10/081,110 (CROSS1120-5) 1/21/2003 
C41 Office Action in Ex Parte Reexamination 90/007,127, mailed 02/07/05. 2/7/2005 
C42 Reply to Office Action Under Ex Parte Reexamination Dated 02/02/07 

for 90/007,127 filed on 04/06/05. 
C43 Office Action in Ex Parte Reexamination 90/007,125, mailed 02/07/05. 2/7/2005 
C44 Reply to Office Action Under Ex Parte Reexamination Dated 02/02/07 

for 90/007,125 and 90/007,317 filed on 04/06/05. 
C45 Office Action in Ex Parte Reexamination 90/007,126, mailed 02/07/05. 2/7/2005 
C46 Reply to Office Action Under Ex Parte Reexamination Dated 02/02/07 

for 90/007,126 filed on 04/06/05. 
C47 Office Action in Ex Parte Reexamination 90/007,124, mailed 02/07/05. 2/7/2005 
C48 Reply to Office Action Under Ex Parte Reexamination Dated 02/02/07 

for 90/007,124 filed on 04/06/05. 
,v C49 Office Action in Ex Parte Reexamination 90/007,123, mailed 02/07/05. 217/2005 

Oracle Ex. 1002, pg. 383



Application Number 10/658,163 
FORM PTO 1449 US Department of Filing Date 09/09/2003 

Commerce First Named Inventor Geoffrey B. Hoese Patent and Trademark Office 
Group Art Unit 2182 
Examiner Name Shin, Christo~her B. 

Sheet 1 3 j of j7 Atty Docket Number CROSS1120-13 
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~ cso Reply to Office Action Under Ex Parte Reexamination Dated 02/02107 
for 90/007,123 filed on 04/05/05. 

C51 European Office Action issued April 1, 2004 in Application No. 
98966104.6-2413 4/1/2004 

C52 Fiber Channel (FCS)/ATM lnterworking: A Design Solution by 
Anzaloni, et al. 

Copies of the following are on the attached CO-Rom 
C53 Defendant's First Supplemental Trial Exhibit List, Crossroads Systems, 

Inc., v. Chaparral NetWork Storage, Inc., C.A. No. A-OOCA-217-SS 
(W.O. Tex. 2001 ). (CO-Rom). 

c54· Defendant's Third Supplemental Trial Exhibit List, Crossroads 
Systems, Inc. v. Pathlight Technology, Inc., C.A. No. A-OOCA-248-SS 
(W.O. Tex. 2001)1CD-Rom). 

C55 Defendant Chaparral Network Storage, Inc.'s First Supplemental Trial 9/2/2001 
Exhibit List (01 through 0271) (CD-ROM Chaparral Exhibits 
Exlist Def). 

C56 Plaintiff's Fourth Amended Trail Exhibit List, Crossroads Systems, Inc. 9/11/2001 
v. Chaparral Network Storage, Inc, C.A. No. A-OOCA-217-SS (W.O. 
Tex. 2001) (CO-Rom). 

C57 Plaintiff's Revised Trial Exhibit List, Crossroads Systems, Inc. v. 
Pathlight Technology, Inc., C.A. No. A-OOCA-248-SS {W.O. Tex. 
2001 ). (CO-Rom). 

C58 Trail Transcripts, Crossroads Systems, Inc. v. Chaparral Network 
Storage, Inc., C.A. No. A-OOCA-217-SS (W.O. Tex. 2001) (CD-Rom1 

J/ C59 Trail' Transcripts, Crossroads Systems, Inc. v. Pathlight Technology, 
Inc., C.A. No. A-OOCA-248-SS (W.O. Tex. 2001 ). (CO-Rom). 
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C/?t? C60 Datasheet for CrossPoint 41 00 Fibre Channel to SCSI Router (Dedek 
Ex 41 (ANCT 117-120)) (CD-ROM Chaparral Exhibits D012}. 

C61 Symbios Logic- Software Interface Specification Series 3 SCSI RAID. 1213/1997 
Controller Software Release 02.xx (Engelbrecht Ex 2 (LS11421-1658)) 
(CD-ROM Chaparral Exhibits D013). . 

C62 Press Release- Symbios Logic to Demonstrate Strong Support for 11/13/1996 
Fibre Channel at Fall Comdex (Engelbrecht 12 (LSI 2785-86)) (CD-
ROM Chaparral Exhibits D016). 

C63 OEM Datasheet on the 3701 Controller (Engelbrecht 13 (LSI 01837- 6/17/1905 
38)) (CD-ROM Chaparral Exhibits 0017). 

C64 Nondisclosure Agreement Between Adaptec and Crossroads Dated 10/17/1996 
10/17/96 (Quisenberry Ex 25 (CRDS 8196)) (CD-ROM Chaparral 
Exhibits D020). 

C65 Organizational Presentation on the External Storage Group (Lavan Ex 4/11/1996 
1 (CNS 182242-255)) (CD·ROM Chaparral Exhibits D021 ). 

C66 Bridge. C, Bridge Between SCSI-2 and SCSI-3 FCP (Fibre Channel 
Protocol) (CD-ROM Chaparral Exhibits P214). 
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Please amend the claims as follows. The claims are in the format as required by 35 

C.F.R. § 1.121. 

1-14 Cancelled 

15. (Previously Presented) A storage router for providing virtual local storage on 

remote storage devices to a device, comprising: 

a buffer providing memory work space for the storage router; 

a first Fibre Channel controller operable to connect to and interface with a first Fibre 

Channel transport medium; 

a second Fibre Channel controller operable to connect to and interface with a second 

Fibre Channel transport medium; and 

a supervisor unit coupled to the first and second Fibre Channel controllers and the 

buffer, the supervisor unit operable: 

to maintain a configuration for remote storage devices connected to the second 

Fibre Channel transport medium that maps between the device and the remote storage devices 

and that implements access controls for storage space on the remote storage devices; and 

to process data in the buffer to interface between the first Fibre Channel 

controller and the second Fibre Channel controller to allow access from Fibre Channel initiator 

devices to the remote storage devices using native low level, block protocol in accordance with 

the configuration. 

16. (Previously Presented) The storage router of claim 15, wherein the configuration 

maintained by the supervisor unit includes an allocation of subsets of storage space to 

associated Fibre Channel devices, wherein each subset is only accessible by the associated 

Fibre Channel device. 

17. (Previously Presented) The storage router of claim 16, wherein the Fibre 

Channel devices comprise workstations. 

18. (Previously Presented) The storage router of claim 16, wherein the remote 

storage devices comprise hard disk drives. 
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19. (Previously Presented) The storage router of claim 15, wherein each of the first 

Fibre Channel controller comprises: 

a Fibre Channel (FC) protocol unit operable to connect to the Fibre Channel transport 

medium; 

a first-in-first-out queue coupled to the Fibre Channel protocol unit; and 

a direct memory access (DMA) interface coupled to the first-in-first-out queue and to the 

buffer. 

20. (Previously Presented) A storage network, comprising: 

a first Fibre Channel transport medium; 

a second Fibre Channel transport medium; 

a plurality of workstations connected to the first Fibre Channel transport medium; 

a plurality of storage devices connected to the second Fibre Channel transport medium; 

and 

a storage router interfacing between the first Fibre Channel transport medium and the 

second Fibre Channel transport medium, the storage router providing virtual local storage on 

the storage devices to the workstations and operable: 

to map between the workstations and the storage devices; 

to implement access controls for storage space on the storage devices; and 

to allow access from the workstations to the storage devices using native low 

level, block protocol in accordance with the mapping and access controls. 

21. (Previously Presented) The storage network of claim 20, wherein the access 

controls include an allocation of subsets of storage space to associated workstations, wherein 

each subset is only accessible by the associated workstation. 

22. (Previously Presented) The storage network of claim 20, wherein the storage 

devices comprise hard disk drives. 

23. (Previously Presented) The storage network of claim 20, wherein the storage 

router comprises: 

a buffer providing memory work space for the storage router; 

. a first Fibre Channel controller operable to connect to and interface with the first Fibre 

Channel transport medium, the first Fibre Channel controller further operable to pull outgoing 

Oracle Ex. 1002, pg. 391



Attorney Docket No. 
CROSS1120-13 

4 

data from the buffer and to place incoming data into the buffer; 

10/658,163 
Customer ID: 44654 

a second Fibre Channel controller operable to connect to and interface with the second 

Fibre Channel transport medium, the second Fibre Channel controller further operable to pull 

outgoing data from the buffer and to place incoming data into the buffer; and 

a supervisor unit coupled to the first and second Fibre Channel controllers and the 

buffer, the supervisor unit operable: 

to maintain a configuration for the storage devices that maps between 

workstations and storage devices and that implements the access controls for storage space on 

the storage devices; and 

to process data in the buffer to interface between the first Fibre Channel 

controller and the second Fibre Channel controller to allow access from workstations to storage 

devices in accordance with the configuration. 

24. (Previously Presented) A method for providing virtual local storage on remote 

storage devices to Fibre Channel devices, comprising: 

interfacing with a first Fibre Channel transport medium; 

interfacing with a second Fibre Channel transport medium; 

maintaining a configuration for remote storage devices connected to the second Fibre 

Channel transport medium that maps between Fibre Channel devices and the remote storage 

devices and that implements access controls for storage space on the remote storage devices; 

and 

allowing access from Fibre Channel initiator devices to the remote storage devices using 

native low level, block protocol in accordance with the configuration. 

25. (Previously Presented) The method of claim 24, wherein maintaining the 

configuration includes allocating subsets of storage space to associated Fibre Channel devices, 

wherein each subset is only accessible by the associated Fibre Channel device. 

26. (Previously Presented) The method of claim 25, wherein the Fibre Channel 

devices comprise workstations. 

27. (Previously Presented) The method of claim 25, wherein the remote storage 

devices comprise hard disk drives. 
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28. (Previously Presented) An apparatus for providing virtual local storage on a 

remote storage device to a device operating according to a Fibre Channel protocol, comprising: 

a first controller operable to connect to and interface with a first transport medium, 

wherein the first transport medium is operable according to the Fibre Channel protocol; 

a second controller operable to connect to and interface with a second transport 

medium, wherein the second transport medium is operable according to the Fibre Channel 

protocol; and 

a supervisor unit coupled to the first controller and the second controller, the supervisor 

unit operable to control access from the device connected to the first transport medium to the 

remote storage device connected to the second transport medium using native low level, block 

protocols according to a map between the device and the remote storage device. 

29. (Previously Presented) The apparatus of Claim 28, wherein the supervisor unit is 

further operable to maintain a configuration wherein the configuration includes the map 

between the device and the remote storage device, and further wherein the map includes virtual 

LUNs that provide a representation of the storage device. 

30. (Previously Presented) The apparatus of Claim 29, wherein the map only 

exposes the device to LUNs that the device may access. 

31. (Previously Presented) The apparatus of Claim 28, wherein the supervisor unit is 

further operable to maintain a configuration including the map, wherein the map provides a 

mapping from a host device ID to a virtual LUN representation of the remote storage device to a 

physical LUN of the remote storage device. 

32. (Previously Presented) The apparatus of Claim 28, wherein the remote storage 

device further comprises storage space partitioned into virtual local storage for the device 

connected to the first transport medium. 

33. (Previously Presented) The apparatus of Claim 32, wherein the supervisor unit is 

further operable to prevent the device from accessing any storage on the remote storage 

device that is not part of a virtual local storage partition assigned to the device 
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34. (Previously Presented) The apparatus of Claim 28, wherein the first controller 

and the second controller further comprise a single controller. 

35. (Previously Presented) A system for providing virtual local storage on remote 

storage devices, comprising: 

a first controller operable to connect to and interface with a first transport medium 

operable according to a Fibre Channel protocol; 

a second controller operable to connect to and interface with a second transport 

medium operable according to the Fibre Channel protocol; 

at least one device connected to the first transport medium; 

at least one storage device connected to the second transport medium; and 

an access control device coupled to the first controller and the second controller, the 

access control device operable to: 

map between the at least one device and a storage space on the at least one 

storage device; and 

control access from the at least one device to the at least one storage device 

using native low level, block protocol in accordance with the map. 

36. (Previously Presented) The system of Claim 35, wherein the access control device 

is further operable to maintain a configuration wherein the configuration includes the map 

between the at least one device and the at least one storage device, and further wherein the 

map includes virtual LUNs that provide a representation of the at least one storage device. 

37. (Previously Presented) The system of Claim 36, wherein the map only exposes the 

at least one device to LUNs that the at least one device may access. 

38. (Previously Presented) The system of Claim 35, wherein the access control device 

is further operable to maintain a configuration including the map, wherein the map provides a 

mapping from a host device ID to a virtual LUN representation of the at least one storage 

device to a physical LUN of the at least one storage device. 

39. (Previously Presented) The system of Claim 35, wherein the at least one storage 

device further comprises storage space partitioned into virtual local storage for the at least one 

device. 
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40. (Previously Presented) The system of Claim 39, wherein the access control unit is 

further operable to prevent at least one device from accessing any storage on the at least one 

storage device that is not part of a virtual local storage partition assigned to the at least one 

device. 

41. (Previously Presented) The system of Claim 35, wherein the first controller and the 

second controller further comprise a single controller. 

42. (Previously Presented) A method for providing virtual local storage on remote 

storage devices, comprising: 

mapping between a device connected to a first transport medium and a storage device 

connected to a second transport medium, wherein the first transport medium and the second 

transport medium operate according to a Fibre Channel protocol; 

implementing access controls for storage space on the storage device; and 

allowing access from the device connected to the first transport medium to the storage 

device using native low level, block protocols. 

43. (Previously Presented) The method of Claim 42, further comprising maintaining a 

configuration wherein the configuration includes a map between the device and the one storage 

device, and further wherein the map includes virtual LUNs that provide a representation of the 

storage device. 

44. (Previously Presented) The method of Claim 43, wherein the map only exposes the 

device to LUNs that the device may access. 

45. (Previously Presented) The method of Claim 42, further comprising maintaining a 

configuration including a map from a host device ID to a virtual LUN representation of the 

storage device to a physical LUN of the storage device. 

46. (Previously Presented) The method of Claim 42, further comprising partitioning 

storage space on the storage device into virtual local storage for the device. 
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47. (Previously Presented) The method of Claim 46, further comprising preventing the 

device from accessing any storage on the storage device that is not part of a virtual local 

storage partition assigned to the device. 

space; 

48. (Previously Presented) A system for providing virtual local storage, comprising: 

a host device; 

a storage device remote from the host device, wherein the storage device has a storage 

a first controller; 

a second controller 

a first transport medium operable according to a Fibre Channel protocol, wherein the 

first transport medium connects the host device to the first controller; 

a second transport medium operable according to the Fibre Channel protocol, wherein 

the second transport medium connects the second controller to the storage device; 

a supervisor unit coupled to the first controller and the second controller, the supervisor 

unit operable to: 

maintain a configuration that maps between the host device and at least a 

portion of the storage space on the storage device; and 

implement access controls according to the configuration for the storage space 

on the storage device using native low level, block protocol. 

49. (Previously Presented) The system of Claim 48, wherein the supervisor unit is 

further operable to: 

maintain a configuration that maps from the host device to a virtual representation of at 

least a portion of the storage space on the storage device to the storage device; and 

allow the host device to access only that portion of the storage space that is contained 

in the map. 

50. (Previously Presented) The system of Claim 49, wherein the configuration 

comprises a map from a host device ID to a virtual LUN representation of the storage device to 

a physical LUN of the storage device. 

51. (Previously Presented) The system of Claim 48, wherein the storage device 

further comprises storage space partitioned into virtual local storage for the host device. 
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52. (Previously Presented) The system of Claim 51, wherein the supervisor unit is 

further operable to prevent the host device from accessing any storage on the storage device 

that is not part of a virtual local storage partition assigned to the host device. 

53. (Previously Presented) The apparatus of Claim 48, wherein the first controller 

and the second controller further comprise a single controller. 
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Applicant appreciates the time taken by the Examiner to review Applicant's present 

application. This application has been carefully reviewed in light of the Official Action mailed 

November 1, 2005. Applicant respectfully requests reconsideration and favorable action in this 

case. 

Double Patenting Rejection 

Applicant respectfully wishes to clarify that Applicant agreed that some aspects of the 

present invention are consistent with items addressed in issued applications and copending 

applications and reexaminations. Additionally Applicant agreed to submit a terminal disclaimer 

to obviate the Examiner's double patenting rejection. The submission of the terminal disclaimer 

is not an admission as to the propriety of the double patenting rejection. See, MPEP 804.02. 

In the double patenting rejection, the Examiner listed the following related cases. To aid 

the Examiner, Applicant provides the following listing and status of each of the cases 

09/001,799 issued as 5,941 ,972, under reexamination as 90/007,123 and 90/007,317 

09/354,682 issued as 6,421 ,753, under reexamination as 90/007,124 

09/081,110 issued as 6,789,152 

10/081,114 now abandoned 

1 0/023,786 now abandoned 

09/965,335 issued as 6,425,035, under reexamination as 90/007,125 

10/17 4, 720 issued as 6, 738,854, under reexamination as 90/007,127 

09/9651339 issued as 614251036, under reexamination as 90/0071126 

1 0/081 I 082 now abandoned 

1 0/361 ,283 issued as 6, 763 I 419 

10/638,955 now abandoned 

10/6401468 now abandoned 

11/191,254 pending 
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The Director of the U.S. Patent and Trademark Office is hereby authorized to charge 

any fees or credit any overpayments to Deposit Account No. 50-3183 of Sprinkle IP Law Group. 

Date: \~}J<-i\o< 
1301 W. 25th Street, Suite 408 
Austin, TX 78705 
Tel. (512) 637-9220 
Fax. (512) 371-9088 

Respectfully submitted, 

Sprinkle IP Law Group 
Attorneys for Applicant 
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0 
(1~ATENTING REJECTION OVER A PRIOR PATENT CROSS1120-13 

- '4-_~ Applicant 
. !, Geoffrey B. Hoese, et al. 

( DEC 'l 0 100) ) Application Number Date Filed '\ l .10/658,163 09/09/2003 

""'" . ...,..~ Title 
~ 

Commissioner for Patents 

P.O. Box 1450 

Alexandria, VA 22313-1450 

Dear Sir: 

Storage Router and Method for Providing Virtual 
Local Storage 
Group Art Unit Examiner 
2182 Shin, Christopher B. 
Confirmation Number: 
5675 

Certificate of Mailing Under 37 C.F.R. §1.8 

I hereby certify that this correspondence is being deposited with 
the U.S. Postal Service as First Class Mail in an envelope 
addressed to: Commissioner for Patent§..-?.0. Box 1450, 
Alexandria, VA 22313 on December~· ~005. /7 

q#tl-p£:.P,_ ,.__J./ 
Name 

G" il l-t (:: ll Bt-/J-CI~ ,41(. D 

Crossroads Systems, Inc., the owner of one hundred percent (100%) interest in the 

instant application, as evidenced by the Assignment Recorded on December 31, 1997 on 

Reel/Frame: 8929/0290 hereby disclaims, except as provided below, the terminal part of the 

statutory term of any patent granted on the instant application, which would extend beyond the 

expiration date of the full statutory term defined in 35 U.S.C. § 154 to 156 and 173 of U.S. 

Patent Nos. 5,941,972, 6,421,753, 6,425,036, 6,425,035, 6,789, 152, 6,738,854, and 6,763,419 

or shortened by any terminal disclaimer filed prior to the grant of any patent granted on co

pending Application Nos. 90/007,123, 90/007,124, 90/007,125, 90/007,126, 90/007,127, 

11/191,254, and 90/007,317. The owner hereby agrees that any patent so granted on the 

instant application shall be enforceable only for and during such period that it and any patent 

granted on the co-pending applications are commonly owned. This agreement runs with any 

patent granted on the instant application and is binding upon the grantee, its successors or 

assigns. 

12/21/2005 DEKKAHU1 00000034 503183 10658163 

01 FC:2814 65.00 DA 
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Attorney Docket: 
CROSS1120-13 

2 

Customer ID: 44654 
Application No. 10/658,163 

In making the above disclaimer, the owner does not disclaim the terminal part of any 

patent granted on the instant application that would extend to the expiration date of the full 

statutory term as defined in 35 U.S.C. § 154 to 156 and 173 of the prior patent, as presently 

shortened by any terminal disclaimer, in the event that it later: expires for failure to pay a 

maintenance fee, is held unenforceable, is found invalid by a court of competent jurisdiction, is 

statutorily disclaimed in whole or terminally disclaimed under 37 C.F.R. 1.321, has all claims 

canceled by a reexamination certificate, is reissued, or is in any manner terminated prior to the 

expiration of its full statutory term as presently shortened by any terminal disclaimer. 

Check box 1, 2, 3, or 4 as appropriate. 

1. D For submission on behalf of an organization (e.g., corporation, partnership, 
university, government agency, etc.), the undersigned is empowered to act on 
behalf of the organization. 

I hereby declare that all statements made herein of my own knowledge are true and that 

all statements made on information and belief are b'elieved to be true; and further that these 

statements were made with the knowledge that willful false statements and the like so made are 

punishable by fine or imprisonment, or both, under Section 1001 of Title 18 of the United States 

Code and that such willful false statements may jeopardize the validity of the application or any 

patent issued thereon. 

* Statement under 37 C.R.F. 3.73(b) is required if terminal disclaimer is signed by the 
assignee (owner). Form PTO/SB/96 may be used for making this certification. See 
MPEP § 324. 

2. 121 The undersigned is an attorney or agent of record. 

3. D Terminal disclaimer fee under 37 C.F.R. 1.20(d) included. 

4. 121 The Commissioner is hereby authorized to deduct the required fee, and/or any 
deficiencies or credit any overpayments regarding this application from deposit 
account 50-3183 of Sprinkle IP Law Group. 

12 )lr:-las-
Dated 
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Applcatlon or Docket Number 

PATENT APPUCATtON FEE DETERMINATION RECORD 
Effective January 1, 2003 

CLAIMS AS ALED- PART I 

TOTAL CLAIMS 

INDEPENDENT' a.AIMS 

MULTIPLE DEPENDENT CLAIM PRESENT 0 
• If the difference In column 1 Is less than zero, enter V in column 2 

CLAIMS AS AMENDED· PART II OTHER THAN 
SMALL ENTITY OR SMALL ENTITY 

·RATE 

X$9= 

X42• 

+140-

lOTAL 
ADDIT.FEE 

ADO I-
TIONAL 

FEE 

OR X$18a 

OR XB4= 

BEST AVAILABLE COPY 
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'1, 
. ' "'"' 

Application Number Application/Control No. Applicant(s)/Patent under 

Ill Ill 111111 II II 
Reexamination 

10/658,163 HOESE ET AL. 

I 
Document Code • DISQ I Internal Document - DO NOT MAIL 

TERMINAL 
~APPROVED 0 DISAPPROVED 

DISCLAIMER 

This patent is subject 
Date Filed : 122005 to a Terminal 

Disclaimer 

Approved/Disapproved by: 

James R. Matthews 

U.S. Patent and Trademark Office 
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UNITED STATES pATENT AND TRADEMARK OFFICE 
UNITED STATES DEPARTMENT OF COMMERCE 
United Sillies Patent and Trademark Office 
Add<=: COMMISSIONER FOR PATENTS 

P.O. BoA 14SO 
A.le.undria. Vitginia 223 ll-14SO 
www.uspiD.gov 

NOTICE OF ALLOWANCE AND FEE(S) DUE 

25094 7590 01120/2006 

DLA PIPER RUDNICK GRAY CARY US, LLP 
2000 University Avenue 
E. Palo Alto, CA 94303-2248 

EXAMINER 

SHIN, CHRISTOPHER B 

ART UNIT PAPER NUMBER 

2182 

DATE MAILED: 01/20/2006 

APPLICATION NO. FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKET NO. CONFIRMATION NO. 

10/658,163 09/09/2003 Geoffrey B. Hoese CROSS1120·13 5675 

TITLE OF INVENTION: STORAGE ROUTER AND METHOD FOR PROVIDING VIRTUAL LOCAL STORAGE 

APPLN.TYPE SMALL ENTITY ISSUE FEE PUBLICATION FEE TOTAL FEE(S) DUE DATE DUE 

nonprovisional YES $700 $300 $1000 04/20/2006 

THE APPLICATION IDENTIFIED ABOVE HAS BEEN EXAMINED AND IS ALLOWED FOR ISSUANCE AS A PATENT. 
PROSECUTION ON THE MERITS IS CLOSED. THIS NOTICE OF ALLOWANCE IS NOT A GRANT OF PATENT RIGHTS. 
THIS APPLICATION IS SUBJECT TO WITHDRAWAL FROM ISSUE AT THE INITIATIVE OF THE OFFICE OR UPON 
PETITION BY THE APPLICANT. SEE 37 CFR 1.313 AND MPEP 1308. 

THE ISSUE FEE AND PUBLICATION FEE (IF REQUIRED) MUST BE PAID WITHIN THREE MONTHS FROM THE 
MAILING DATE OF THIS NOTICE OR THIS APPLICATION SHALL BE REGARDED AS ABANDONED. I!U.S 
STATUTORY PERIOD CANNOT BE EXTENDED. SEE 35 U.S.C. 151. THE ISSUE FEE DUE INDICATED ABOVE 
REFLECTS A CREDIT FOR ANY PREVIOUSLY PAID ISSUE FEE APPLIED IN THIS APPLICATION. THE PTOL-85B (OR 
AN EQUIVALENT) MUST BE RETURNED WITHIN THIS PERIOD EVEN IF NO FEE IS DUE OR THE APPLICATION WILL 
BE REGARDED AS ABANDONED. 

HOW TO REPLY TO THIS NOTICE: 

I. Review the SMALL ENTITY status shown above. 

If the SMALL ENTITY is shown as YES, verify your current 
SMALL ENTITY status: 

A. If the status is the same, pay the TOTAL FEE(S) DUE shown 
above. 

B. If the status above is to be removed, check box 5b on Part B -
Fee(s) Transmittal and pay the PUBLICATION FEE (if required) 
and twice the amount of the ISSUE FEE shown above, or 

If the SMALL ENTITY is shown as NO: 

A. Pay TOTAL FEE(S) DUE shown above, or 

B. If applicant claimed SMALL ENTITY status before, or is now 
claiming SMALL ENTITY status, check box 5a on Part B- Fee(s) 
Transmittal and pay the PUBLICATION FEE (if required) and l/2 
the ISSUE FEE shown above. 

II. PART B- FEE(S) TRANSMITTAL should be completed and returned to the United States Patent and Trademark Office (USPTO} with 
your ISSUE FEE and PUBLICATION FEE (if required). Even if the fee{s) have already been paid, Part B - Fee(s) Transmittal should be 
completed and returned. If you are charging the fee(s) to your deposit account, section "4b" of Part B - Fee(s) Transmittal should be 
completed and an extra copy of the form should be submitted. 

III. All communications regarding this application must give the application number. Please direct all communications prior to issuance to 
Mail Stop ISSUE FEE unless advised to the contrary. 

IMPORTANT REMINDER: Utility patents issuing on applications filed on or after Dec. 12, 1980 may require payment of 
maintenance fees. It is patentee's responsibility to ensure timely payment of maintenance fees when due. 

Page I of 3 

PTOL-85 (Rev. 07/05) Approved for use through 04/30/2007. 
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PART 8 - FEE(S) TRANSMITTAL 

Complete and send this form, together with applicable fee(s), to: M.!ill Mail Stop ISSUE FEE 
Commissioner for Patents 
P.O. Box 1450 
Alexandria, Virginia 22313-1450 

or.Eu (571) 273-2885 
INSTRUCTIONS: This form should be used for transmitting the ISSUE FEE and PUBLICATION FEE (if required). Blocks I through 5 should be completed where 
appropriate. All further correspondence including the Patent, advance orders and notification of maintenance fees will be mailed to the current correspondence address as 
indicated unless corrected below or directed otherwise in Block I, by (a) specifying a new correspondence address; and/or (b) indicating a separate "FEE ADDRESS" for 
maintenance fee notifications. 

aJRRENT CORRESPONDENCE ADDRESS (Note: Use Bloc:k I for ony chonge of add!=) 

25094 7590 01/20/2006 

DLA PIPER RUDNICK GRAY CARY US, LLP 
2000 University Avenue 
E. Palo Alto, CA 94303-2248 

APPLICATION NO. FILING DATE 

10/658,163 09/09/2003 

Note: A certificate of mailing can only be used for domestic mailings of the 
Fee(s) Transmittal. This certificate cannot be used for any other accompanying 
papers. Each additional paper, such as an assignment or formal drawing, must 
have its own certificate of mailing or transmisston. 

Certificate of Mailing or Transmission 
I hereby certify that this Fee(s) Transmittal is being deposited with the United 
States Postal Service with sufficient PQStage for first class mail in an envelof!e 
addressed to the Mail Stop ISSUE FEE address above, or being facsimile 
transmitted to the USPTO (571) 273-2885, on the date indicated below. 

FIRST NAMED INVENTOR ATTORNEY DOCKET NO. CONFIRMATION NO. 

Geoffrey B. Hoese CROSS1120-13 5675 

TITLE OF INVENTION: STORAGE ROUTER AND METHOD FOR PROVIDING VIRTUAL LOCAL STORAGE 

APPLN. TYPE SMALL ENTITY ISSUE FEE 

nonprovisional YES $700 

EXAMfNER ART UNIT 

SHIN, CHRISTOPHER B 2182 

I. Change of correspondence address or indication of "Fee Address" (37 
CFR 1.363). 

0 Change of correspondence address (or Change of Correspondence 
Address form PTO/SB/122) attached. 

PUBLICATION FEE TOTAL FEE(S) DUE 

$300 

CLASS-SUBCLASS 

710-001000 

2. For printing on the patent front page, list 

(I) the names of up to 3 registered patent attorneys 
or agents OR, alternatively, 

(2) the name of a single firm (having as a member a 
registered attorney or agent) and the names of up to 

$1000 

DATE DUE 

0412012006 

0 "Fee Address" indication (or "Fee Address" Indication form 
PTO/SB/47; Rev 03-02 or more recent) attached. Use of a Customer 
Number Is required. 

2 registered patent attorneys or agents. If no name is 3 
listed, no name will be printed. -------------

3. ASSIGNEE NAME AND RESIDENCE DATA TO BE PRINTED ON THE PATENT (print or type) 

PLEASE NOTE: Unless an assignee is identified below, no assignee data will appear on the patent. If an assignee is identified below, the document has been filed for 
recordation as set forth in 37 CFR 3.11. Completion of this form is NOT a substitute for filing an assignment. 

(A) NAME OF ASSIGNEE (B) RESIDENCE: (CITY and STATE OR COUNTRY) 

Please check the appropriate assignee category or categories (will not be printed on the patent) : 0 Individual 0 Corporation or other private group entity 0 Government 

4a. The following fee(s) are enclosed: 4b. Payment ofFee(s): 

0 Issue Fee 0 A check in the amount of the fee(s) is enclosed. 

0 Publication Fee (No small entity discount permitted) 0 Payment by credit card. Form PT0-2038 is attached. 

0 Advance Order· #of Copies 0 The Director is hereby authorized by charge the required fee(s), or credit any overpayment, to 
Deposit Account Number (enclose an extra copy ofth1s form). 

5. Change In Entity Status (from status indicated above) 

0 a. Applicant claims SMALL ENTITY status. See 3 7 CFR 1.27. 0 b. Applicant is no longer claiming SMALL ENTITY status. See 37 CFR 1.27(g)(2). 

The Director of the USPTO is requested to apply the Issue Fee and Publication Fee (if any) or to re-apply any previously paid issue fee to the application identified above. 
NOTE: The Issue Fee and Publication Fee (if required) will not be accepted from anyone other than the applicant; a regtstered attorney or agent; or the assignee or other party in 
interest as shown by the records of the United States Patent and Trademark Office. 

Authorized Signature-------------------- Date _____ __;__; ________ _ 

Typed or printed name Registration No.-------------

This collection of information is required by 37 CFR 1.311. The information is required to obtain or retain a benefit by the public which is to file (and by the USPTO to process) 
an appl!cation. Confidentiality is 11overned by 35 U.S.C. 122 and 37 CFR 1.14. This collection is estimated to take 12 minutes to complete, including gathering, prepanng, and 
submlltmg the completed application form to the USPTO. Time will vary depending upon the individual case. Auy comments on the amount of time you reguire to complete 
this form and/or suggestions for reducing this burden, should he sent to the Chief Information Officer, U.S. Patent and Trademark Office, U.S. Department of Commerce, P.O. 
Box 1450, Alexandria, Virginia 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, P.O. Box 1450, 
Alexandria, Virginia 22313-1450. 
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OMB control number. 

PTOL-85 (Rev. 07/05) Approved for use through 04/30/2007. OMB 0651-0033 U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE 
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UNITED STATES pATENT AND TRADEMARK OFFICE 

APPUCA TION NO. FILING DATE 

10/658,163 09/0912003 

25094 7590 0112012006 

DLA PIPER RUDNICK GRAY CARY US, LLP 
2000 University Avenue 
E. Palo Alto, CA 94303-2248 

FIRST NAMED INVENTOR 

Geoffrey B. Hoese 

UNITED STATES DEPARTMENT OF COMMERCE 
United States Pateot and Tndemark Office 
Address: COMMISSIONER FOR PATENTS 

P.O.Iku 14SO 
AIWIIldria, Vi:rginia22313-14SO 
www.USjltii.&OV 

I ATTORNEY DOCKET NO. I CONFIRMATION NO. 

CROSS1120-13 5675 

EXAMINER 

SHIN, CHRJSTOPHER B 

ART UNIT PAPER NUMBER 

2182 

DATE MAILED: 0112012006 

Determination of Patent Term Adjustment under 35 U.S.C. 154 (b) 
(application filed on or after May 29, 2000) 

The Patent Term Adjustment to date is 0 day(s). If the issue fee is paid on the date that is three months after the 
mailing date of this notice and the patent issues on the Tuesday before the date that is 28 weeks (six and a half 
months) after the mailing date of this notice, the Patent Term Adjustment will be 0 day(s). 

If a Continued Prosecution Application (CPA) was filed in the above-identified application, the filing date that 
determines Patent Term Adjustment is the filing date of the most recent CPA. 

Applicant will be able to obtain more detailed information by accessing the Patent Application Information Retrieval 
(PAIR) WEB site (http://pair.uspto.gov). 

Any questions regarding the Patent Term Extension or Adjustment determination should be directed to the Office of 
Patent Legal Administration at ( 571) 272-7702. Questions relating to issue and publication fee payments should be 
directed to the Customer Service Center of the Office of Patent Publication at (703) 305-8283. 

Page 3 of 3 

PTOL-85 (Rev. 07/05) Approved for use through 04/30/2007. 
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Application No. 

10/658,163 
Notice of Allowability Examiner 

Christopher B. Shin 

Applicant(s) 

HOESE ET AL. 
Art Unit 

2182 

•• The MAILING DATE of this communication appears on the cover sheet with the correspondence address-
All daims being allowable, PROSECUTION ON THE MERITS IS (OR REMAINS) CLOSED in this application. If not included 
herewith (or previously mailed), a Notice of Allowance (PTOL-85) or other appropriate communication will be mailed in due course. THIS 
NOTICE OF ALLOWABILITY IS NOT A GRANT OF PATENT RIGHTS. This application is subject to withdrawal from issue at the initiative 
of the Office or upon petition by the applicant. See 37 CFR 1.313 and MPEP 1308. 

1. 12?] This communication is responsive to the AF received December 20. 2005. 

2.12?] The allowed claim(s) is/are 15-53. 

3. D Acknowledgment is made of a daim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f). 

a) 0 All b) 0 Some* c) 0 None of the: 

1. 0 Certified copies of the priority documents have been received. 

2. 0 Certified copies of the priority documents have been received in Application No. __ . 

3. 0 Copies of the certified copies of the priority documents have been received in this national stage application from the 

International Bureau (PCT Rule 17.2{a)). 

* Certified copies not received: __ . 

Applicant has THREE MONTHS FROM THE "MAILING DATE" of this communication to file a reply complying with the requirements 
noted below. Failure to timely comply will result in ABANDONMENT of this application. 
THIS THREE-MONTH PERIOD IS NOT EXTENDABLE. 

4. 0 A SUBSTITUTE OATH OR DECLARATION must be submitted. Note the attached EXAMINER'S AMENDMENT or NOTICE OF 
INFORMAL PATENT APPLICATION (PT0-152} which gives reason{s) why the oath or declaration is deficient. 

5. 0 CORRECTED DRAWINGS { as "replacement sheets") must be submitted. 

(a) 0 including changes required by the Notice of Draftsperson's Patent Drawing Review ( PT0-948) attached 

1) 0 her~o or 2) 0 to Paper No./Mail Date __ . 

(b) 0 including changes required by the attached Examiner's Amendment I Comment or in the Office action of. 
Paper No./Mail Date __ . 

Identifying Indicia such as the application number (see 37 CFR 1.84(c)) should be written on the drawings in the front (not the back) of 
each sheet. Replacement sheet(s) should be labeled as such in the header according to 37 CFR 1.121(d). 

6. 0 DEPOSIT OF and/or INFORMATION about the deposit of BIOLOGICAL MATERIAL must be submitted. Note the 
attached Examiner's comment regarding REQUIREMENT FOR THE DEPOSIT OF BIOLOGICAL MATERIAL. 

Attachment(s) 
1. 0 Notice of References Cited (PT0-892) 

2. 0 Notice of Draftperson's Patent Drawing Review {PT0-948) 

3. 0 Information Disclosure Statements (PT0-1449 or PTO/SB/08), 
Paper No./Mail Date __ 

4. 0 Examiner's Comment Regarding Requirement for Deposit 
of Biological Material -

U.S. Patent and Trademar1< Office 

5. 0 Notice of Informal Patent Application (PT0-152) 

6. 0 Interview Summary (PT0-413), 
Paper No./Mail Date __ . 

7. 0 Examiner's AmendmenUComment 

8. 0 Examiner's Statement of Reasons for Allowance 

9. 0 Other __ . 

CHRISTOPHER B. SHIN 
PRIMARY EXAMINER 

/dL 
PTOL-37 (Rev. 7-05) Notice of Allowability 

/ ~·t:?«:": ....... 1... 
~art of Paper No./Mail Date:ll ... :rro:rn115""" 
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 

~PLY TO OFFICE ACTION DATED 11/01/2005 Atty. Docket No. 
0 \f CROSS1120-13 

~\ Applicant 

DEC ?. 0 ZOOS i } Geoffrey B. Hoese 

\~ 
Application Number Date Rled 

Commissioner for Patents 

P.O. Box 1450 

Alexandria, VA 22313-1450 

Dear Sir: 

10/658,163 09/09/2003 
Title 
Storage Router and Method for Providing Virtual 
Local Storage 
Group Art Unit Examiner 
2182 Shin, Christopher B. 
Confirmation Number: 
5675 

Certificate of Mailing Under 37 C.F.R. §1.8 

I hereby certify that this correspondence is being deposited with 
the United States Postal Service as First Class Mallin an 
envelope addressed to Commissioner for Patents, P .0. Box 
1450, Alexandria, VA 22312·1450 on 1 2 - t s= ·<? s= 

~~2..-/~ Si6natJre 
~LIG /{ iSLtJ.q!/1-/l.O 

Printed Name · 

In response to the Official Action mailed November 1, 2005, Applicant respectfully 

requests the Examiner reconsider the rejections of the Claims in view of this reply. 
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Issue Classification 

Ill IIIII I I IIIII 

CLASS l':IIRr.l Ill':!;: 

710 305 

G 0 6 F 13/00 

1ii 
c: 

u::: 

1 
2 . 

I 

--- (Date) 

Application/Control No. Applicant(s)/Patent under 
Reexamination 

I 
10/658,163 HOESE ET AL. 
Examiner Art Unit 

Christopher B. Shin 2182 

ISSUE CLASSIFICATION 
CROSS 

SIIRCI Ass (ONE SIIRCI ASS PER BLOCK) 

710 11 

709 258 

Total Claims Allowed: 21 

CHRISTOPHER SHIN 
PRIMARY EXAMINER 

/~£I '<~!~oc 
O.G. 

Print Claim(s) 

0 T.D. 

O.G. 
Print Fig. 

3 

0R.1.47 

1ii 
c: 

u::: 

1ii 
c: ·c;, 

·;;:: 
0 
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Search Notes 
Application/Control No. Applicant(sVPatent under 

Reexamination 

I ~ I II II I ~I II 1m 1 
10/658,163 HOESE ET AL. 
Examiner Art Unit 

Christopher B. Shin 2182 

SEARCHED 
SEARCH NOTES 

(INCLUDING SEARCH STRATEGY) 

Class Subclass Date Examiner DATE EXMR 

710 1-5 10/24/2005 CBS 
PLUS 1/12/2005 CBS 

710 8-13 10/24/2005 CBS 

710 22-28 10/24/2005 CBS 

710 305-306 10/24/2005 CBS PALM - for double patenting 1/13/2005 CBS 

710 250 10/24/2005 CBS 

709 258 10/24/2005 CBS 

714 42 10/24/2005 CBS 
EAST(USPAT,EPO,JPO, 

1/15/2005 CBS 
DERWENT,IBMTDB) 

711 112,113 10/24/2005 CBS 

711 110 10/24/2005 CBS 

710 126-131 10/24/2005 CBS PALM- for double patenting 10/24/2005 CBS 

710 36-38 10/24/2005 CBS 

PARENT & RELATED CASES WERE 
10/24/2005 CBS REVIEWED FOR THE ALLOWANCE 

CHECKED WITH EXR CHAN ALLEN 

INTERFERENCE SEARCHED FOR ALL OF THE RELATED RE-
10/24/2005 CBS EXAM CASES FOR THE 

ALLOWANCE 
Class Subclass Date Examiner 

710 305, 11 1/3/2006 CBS 

709 258 1/3/2006 CBS 

U.S. Patent and Trademark Office Part of Paper No. 01042005 
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Page 1 of 1 

·-~ UNITED STATEs PATENT AND ThADEMARK OrncE 
UNITED STATE'l DEPARTMENT OF COMMERCE 
Unit<!d States Patent and Trad.-.aunk Office 
A<l.m..~~: COMMISSIONER FOR PATENTS 

APPLJCA TION NUMBER 

10/658,163 

44654 
SPRINKLE IP LAW GROUP 
1301 W. 25TH STREET 
SUITE 408 
AUSTIN, TX 78705 

FILINGOR311 (c) DATE 

09/0912003 

P.O. !lox 1450 
AJox•ndrU., Vuginia 213D·l4~0 
'WW'\Y.utpto YJ'IV 

FIRST NAMED APPLICANT I A TTY. DOCKET NO.f!'ITLE 

Geoffrey B. Hoese CROSS 1120-13 

CONFIRMATION NO. 5675 

*OCOOOOOOO 18039068* 
·ocooooooo1B03906a• 

Date Mailed: 02/10/2006 

NOTICE OF ACCEPTANCE OF POWER OF ATTORNEY 

This is in response to the Power of Attorney filed 07/26/2005. 

The Power of Attorney in this application is accepted. Correspondence in this application will be mailed to the 
above address as provided by 37 CFR 1.33. 

2100 (571) 272-3594 
OFFICE COPY 
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FILING OR 371 (c) DATE 

10/658,163 09/09/2003 

25094 
DLA PIPER RUDNICK GRAY CARY US, LLP 
2000 University Avenue 
E. Palo Alto, CA 94303-2248 

Page 1 of 1 

UNITED STATES DEPARTMENT OF COMMERC.E 
United State• Patent and Trad<>Jmlrk om..., 
Addroso: COMMISSIONER FDR PATENTS 

P.O. Box 1450 
Alex•ndria, Vuginia 27313·1450 
'WWW.uspto.gov 

FIRST NA!v!ED APPLICANT ATTY. DOCKETNO.ffiTLE 

Geoffrey B. Hoese CROSS1120-13 

CONFIRMATION NO. 5675 

*OCOOOOOOO 18039055* 
*OC000000018039055* 

Date Mailed: 02/10/2006 

NOTICE REGARDING CHANGE OF POWER OF ATTORNEY 

This is in response to the Power of Attorney filed 07/26/2005. 

• The Power of Attorney to you in this application has been revoked by the assignee who has intervened as 
provided by 37 CFR 3.71. Future correspondence will be mailed to the new address of record(37 CFR 1.33). 

BER LJAC 
2100 (571) 272-3594 

OFFICE COPY 

http:/ /neo/preexam/proj link/prod/xml/ 1803 90 55_ 3 .xml 2/10/06 
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Issue Classification 

~~~~111~1 ~~ II~~ 

-

u.s. Palent Elld Trademn Off'ICII!I 

Application/Control No. Appllcant(sVPatent under 
Reexamination 

10/658,163 HOESEETAL. 
Examiner Art Unit 

Christopher B. Shin 2182 

CHRISTOPHER SHIN 
PRIMARY EXAMINER O.G. 

Print Claim(s) 

PE11 of' Paper No. 01042005 
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03·'{f-o1 
.I • 

#''' PART B - FEE(S) TRANSMITTAL 

Complete and send this form, together with applicable fee(s), to: M.!il Mail Stop ISSUE FEE 
Commissioner for Patents 
P.O. Box 1450 
Alexandria, Virginia 22313-1450 

or .En (571) 273-2885 
INSTRUCTIONS: This fonn should be used _for transmitting the ISSUE FEE and _PUBpCATIO~ FEE (if requi~ed). Blo~ks I through 5 should be completed where 
appropriate. All further correspondence includmg the Patent, advance orders and notification of mamtenance fees Will be ma1led to the current correspondence address as 
indicated unless corrected below or directed otherwise in Block I, by (a) specifying a new correspondence address; and/or (b) indicating a separate "FEE ADDRESS" for 
maintenance fee notifications . 

. CURRENT CORRESPONDENCE ADDRESS (Note: Use Block I for any change of address) 

FIRST NAMED INVENTOR 

10/658,163 09/09/2003 Geoffrey B. Hoese CROSS 1120-13 5675 

TITLE OF INVENTION: STORAGE ROUTER AND METHOD FOR PROVIDING VIRTUAL LOCAL STORAGE 

APPLN. TYPE SMALL ENTITY ISSUE FEE PUBLICATION FEE TOTAL FEE(S) DUE DATE DUE 

nonprovisional YES $700 $300 $1000 04/20/2006 

EXAMINER ART UNIT CLASS-SUBCLASS 

SHIN, CHRISTOPHER B 2182 

I. Change of correspondence address or indication of "Fee Address" (3 7 
C~l63). 

Change of correspondence address (or Change of Correspondence 
A ess fonn PTO/SB/122) attached. 

0 "Fee Address" indication (or "Fee Address"lndication fonn 
PTO/SB/47; Rev 03-02 or more recent) attached. Use of a Customer 
Number is required. 

710-001000 

2. For printing on the patent front page, list 

(I) the names of up to 3 registered patent attorneys 
or agents OR, alternatively, 

(2) the name of a single finn (having as a member a 
registered attorney or agent) and the names of up to 

Sprinkle IP Law 
Group 

2 registered patent attorneys or agents. If no name is 3 
listed, no name will be printed. ·-------------

3. ASSIGNEE NAME AND RESIDENCE DATA TO BE PRINTED ON THE PATENT (print or type) 

PLEASE NOTE: Unless an assignee is identified below, no assignee data will appear on the patent. If an assignee is identified below, the document has been filed for 
recordation as set forth in 37 CFR 3.11. Completion of thts fonn is NOT a substitute for filing an assignment. 

(A) NAME OF ASSIGNEE (B) RESIDENCE: (CITY and STA~ oR~J~) BABRAHA2 00000046 10658163 

Crossroads Systems, Inc. 
01 FC:1501 . 1400 00 OP 

Austin,35J~J58t Joo:oo OP 
Please check the appropriate assignee category or categories (will not be printed on the patent) : 0 Individual )Soj.. Corporation or other private group entity O~~rl1£ent 
4a. The following fee(s) are enclosed: 

}(Issue Fee 

0 Publication Fee (No small entity discount pennitted) 

)q Advance Order # 

5. Change in Entity Status (from status indicated above) 

0 a. Applicant claims SMALL ENTITY status. See 37 CFR 1.27. 

4b.~ent of Fee(s): 

~A check in the amount of the fee(s) is enclosed. , 

0 Payment by credit card. Fonn PT0-2038 is attached. 

~The Director is hereby authorized by charge the required fee(s), or credit any overpayment, to 
Deposit Account Number 5 Q 31 8 3 (enclose an extra copy ofth1s fonn). 

0 b. Applicant is no longer claiming SMALL ENTITY status. See 37 CFR 1.27(g)(2). 

The Director of the USPTO is requested to apply the Issue Fee and Publication Fee (if any) or to re-apply any previously paid issue fee to the application identified above. 
NOTE: The Issue Fee and Publication Fee (if required) will not be accepted from anyone other than the applicant; a regtstered attorney or agent; or the assignee or other party in 
interest as shown by the records of the United States Patent and Trademark Office. 

Authorized Signature~~ Date _ ___,_Jc..:/1:...."1.!-</'!wo::::...le(...=----------,-
Typed or printed name ~ t'f.v A OA I 12.. Registration No. '-I~ tf 2S 

This collection ofinfonnation is required by 37 CFR 1.311. The infonnation is required to obtain or retain a benefit by the public which is to file (and by the USPTO to process) 
an application. Confidentialit): is !loverned by 35 U.S.C. 122 and 37 CFR 1.14. This collection is estimated to take 12 minutes to complete, including gathering, preparmg, and 
submitting the completed application fonn to the USPTO. Time will vary depending upon the individual case. Any comments on the amount of time you reguire to complete 
this fonn and/or suggestions for reducing this burden, should be sent to the Chief lnfonnation Officer, U.S. Patent and Trademark Office, U.S. Department of Commerce, P.O. 
Box 1450, Alexandna, Virginia 22313-1'150. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, P.O. Box 1450, 
Alexandria, Virginia 22313-1450. 
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of infonnation unless it displays a valid OMB control number. 

PTOL-85 (Rev. 07/05) Approved for use through 04/3012007. OMB 0651-0033 U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE 
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" ~RANSMITTAL OF PAYMENT OF ISSUE FEE Docket No. 
........ CROSS1120-13 

_ , (LARGE Entity) 37 C.F.R. 1.311) 
I MA 14 2006 ~ 

\. Applicant(s) ... 
1cation No. Filing Date Examiner Group Art Unit Confirmation No. 

r--=-- 1 0/658,163 09/09/2003 Shin, Christopher B. 2182 5675 

Title: 

Mail Stop: Issue Fee 

Commissioner for Patents 
P.O. Box 1450 

Alexandria, VA 22313-1450 

Transmitted herewith are the following items in reference to the above-identified application: 

~ Issue Fee Transmittal Form PTOL-85 

~ Issue Fee: $1,400.00 
~ Publication Fee $300.00 

~ Advanced Order - No. of Copies 1/ Fee $3.00 
D Letter to Official Draftsperson and Formal Drawings 

~ Postcard 

~ A check in the amount of $1703.00 is attached 
D The Director is hereby authorized to charge Deposit Account No. 50-3183 of Sprinkle IP Law Group 

the above-noted fee 
~ The Director is hereby authorized to charge any deficiencies or credit any overpayments 

to Deposit Account No. 50-3183 of Sprinkle IP Law Group. 

~· 

~ Reg. No. 48,828 

Customer No. 44654 

Sprinkle IP Law Group 
1301 W. 25th Street, Suite 408 
Austin, Texas 78705 
Tel. (512) 637-9223 
Fax. (512) 371-9088 

Certificate of Mailing Under 37 C.F.R. 1.10 

I hereby certify that this document and fee is being 
deposited with the U.S. Postal Service as Express 
Mail No. EV828700999US in an envelope 
addressed to Mail Stop: Issue Fee, Commissioner 
for Patents, P.O. Box 1450, Alexandria, VA 22313 
on (1'\ ~ r~ L + 2006. L 

~J)/v-.,- ~/ 
eysutton Kerby 0 
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Yage 1 or 1 

UNITED STATES DEPARTMENT OF COMMERCE 
United States Patent and Tradeo...mal'k Office 
Addms: COMMISSIONER FOR PATENTS 

P.O. Box 1450 
AJc:xandria, Vu:ginia 22313~1450 
www.nspto.gnv 

FJLINGOR371 (c)DATE FIRST NAMED APPLICANT ATTY. DOCKETNO.ff!TLE 

10/658,163 

44654 
SPRINKLE IP LAW GROUP 
1301 W. 25TH STREET 
SUITE 408 
AUSTIN, TX 78705 

09/09/2003 Geoffrey B. Haese CROSS1120-13 

CONFIRMATION NO. 5675 

*OC000000018039068* 
*OC000000018039068* 

Date Mailed: 02/10/2006 

NOTICE OF ACCEPTANCE OF POWER OF ATTORNEY 

This is in response to the Power of Attorney filed 07/26/2005. 

The Power of Attorney in this application is accepted. Correspondence in this application will be mailed to the 
above address as provided by 37 CFR 1.33. 

uoc\\e\ed £>~· . 
noc\\e\eO. 

Q'O\e v . 

........................ ·····················--······~~~~---/~-··-~~-<:~~:~: .......................................................................................... . 
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 

NOTIFICATION OF LARGE ENTITY STATUS Atty. Docket No. 

CROSS1120-13 

Commissioner for Patents 
P.O. Box 1450 
Alexandria, VA 22313 

Dear Sir: 

Applicant: Geoffrey B. Hoese, et al. 
Application No. Filing Date: 
10/658,163 09/09/2003 

Patent No. Issue Date 
7,051,147 05/23/2006 
For: 
Storage Router and Method for Providing Virtual 
Local Storage 
Group Art: I Confirmation No. 
2182 5675 

Certificate of Transmission Under 37 C.F.R. § 1.8 

I hereby certify that this correspondence is being deposited 
electronically with the U.S. Patent and Trademark Office 
using the United States Patent and Trademark Office's 
EFS-Web system on June ..9_, 2008 . 

...JQL)t( .1 Fb tnQJ. .£)( 
Janice PampeJI7 

On review of the file for this matter, it appears that all the proper fees have been paid. 

While this notification may be redundant, we hereby submit this notification that the assignee of 

the above-referenced patent is a large entity. 

While Applicant does not believe any further fees are due and owing, the Commissioner 

is hereby authorized to charge any fees or credit any overpayments to Deposit Account No. 50-

3183 of Sprinkle IP Law Group. 

Dated: June~. 2008 

1301 W. 251
h Street 

Suite 408 
Austin, TX 78705 
Tei. 512-637-9220 
Fax. 512-371-9088 

Respectfully submitted, 
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Electronic Acknowledgement Receipt 

EFSID: 3421245 

Application Number: 10658163 

International Application Number: 

Confirmation Number: 5675 

Title of Invention: STORAGE ROUTER AND METHOD FOR PROVIDING VIRTUAL 
LOCAL STORAGE 

First Named Inventor/Applicant Name: Geoffrey B. Hoese 

Customer Number: 44654 

Filer: John L. Adair/Janice Pampell 

Filer Authorized By: John L. Adair 

Attorney Docket Number: CROSS1120-13 

Receipt Date: 09-JUN-2008 

Filing Date: 09-SEP-2003 

Time Stamp: 09:58:02 

Application Type: Utility under 35 USC 111 (a) 

Payment information: 

Submitted with Payment I no 

File Listing: 

Document Document Description File Name File Size(Bytes) Multi Pages 
Number /Message Digest Part /.zip (if appl.} 

CROWSS1120-13 Notificati 26724 

1 Miscellaneous Incoming Letter on_of_Large_Entity_Status.p no 1 
df 019e69ee3825db37438f835876a6f3910 

3a3ce97 

Warnings: 

Information: 
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Total Files Size (in bytes): 26724 

This Acknowledgement Receipt evidences receipt on the noted date by the USPTO of the indicated documents, 
characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt 
similar to a Post Card, as described in MPEP 503. 

New Applications Under 35 U.S.C. 111 
If a new application is being filed and the application includes the necessary components for a filing date (see 
37 CFR 1.53(b)-(d) and MPEP 506}, a Filing Receipt (37 CFR 1.54) will be issued in due course and the date 
shown on this Acknowledgement Receipt will establish the filing date of the application. 

National Stage of an International Application under 35 U.S.C. 371 
If a timely submission to enter the national stage of an international application is compliant with the conditions 
of 35 U.S.C. 371 and other applicable requirements a Form PCT/DO/E0/903 indicating acceptance of the 
application as a national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, 
in due course. 

New International Application Filed with the USPTO as a Receiving Office 
If a new international application is being filed and the international application includes the necessary 
components for an international filing date (see PCT Article 11 and MPEP 181 0}, a Notification of the 
International Application Number and of the International Filing Date (Form PCT/R0/1 05) will be issued in due 
course, subject to prescriptions concerning national security, and the date shown on this Acknowledgement 
Receipt will establish the international filing date of the application. 
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""AO 120 (Rev. 2/99) 

TD: Mail Stop 8 
Director of the U.S. Patent & Trademark Office 

P.O. Box 1450 
Alexandria, VA 22313-1450 

REPORT ON THE 
FILING OR DETERMINATION OF AN 
ACTION REGARDING A PATENT OR 

TRADEMARK 

In Compliance with 35 § 290 and/or 15 U.S.C. § 1116 you are hereby advised that a court action has been 

tiled in the US District Court Northern District ofCalifomia on the following X Patents Or 0 Trademarks· .. 

DOCKET NO. DATE FILED U.S. DISTRICT COURT 
CV 08-05687 HRL 12119/2008 280 North First St Rm 2112 San Jose CA 95121 

PLAINTIFF DEFENDANT 

SYMANTEC CORPORATION CROSSROADS SYSTEMS INC. 

PATENTOR DATE OF PATENT 
HOLDER OF PATENT OR TRADEMARK TRADEMARK NO. OR TRADEMARK 

I 1 
)~ts 

l'j··.t SEE ATTACHED COMPLAINT 

2 

3 

4 
-

5 

In the abovt>-entitled case, the following patent(s) have been included: 

DATE INCLUDED INCLUDED BY 

0 Amendment 0 Answer 0 CrossBill 0 Other Pleading 
PATENTOR DATE OF PATENT 

HOLDER OF PATENT OR TRADEMARK 
TRADEMARK NO. OR TRADEMARK 

I 
-

2 

3 

4 

5 

In the abov~ntitled case, the following decision has been rendered or judgement issued: 

DECISION/JUDGEMENT 

CLERK (BY) DEPUTY CLERK DATE 

Richard W. Wieking Betty Walton December 19,2008 

Copy 1-Upon initiation of action, mail this copy to Commissioner Copy l-Upon termination of action, mail this copy to Commissioner 
Copy z-,..upon filing document adding.patent(s), mall this copy to Commissioner Copy 4-Case file copy 
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I 
I 

I 

I 

• 

LATHAM & WATKINS LLP 
Mark A. Flagel (Bar No. 110635) 

2 Yury Kapgan (Bar No. 218366) 
355 South Grand Avenue 

3 Los Angeles, California 90071-1560 
Telephone; (213) 485-1234 

4 Facsimile: (213) 891~8763 

5 
LATHAM & WATKINS LLP 

6 David A. Nelson, pro hac vice p~n · . go; 
Jennifer Bauer, pro hac vice pe · Y(''\ 

7 5800 Sears Tower 
Chicago, IL 60606 

8 Telephone: (312) 876-7700 
Facsimile (312) 993-9767 

9 

I 0 Attorneys for Plaintiff 
Symantec Corporation 

ORIGINAL 
FILED 

08 DEC 19 PH 5: 00 

RICHARD Y,t WIEKING 
CL[~:I\ 

U.S. DISTHICT COURT 
NO. o:c. i .· ., '' ·' 5 . .1. 

ll 

12 

13 

14 

UNITED STATES DISTRICT COURT 

NORTHERN DISTRICT OF CALIFORNIA 

SAN JOSE DIVISION 

15 SYMANTEC CORPORATION, 

16 

17 

18 

a Delaware Corporation, 

Plaintiff, 

v. 

19 
CROSSROADS SYSTEMS, INC. 

a Texas Corporation 

Defendant. 

) 
) 

~CQ"ct· Q§€)87 ~ MAINT ~~ECLARATORWi R 
) JUDGMENT 
) 
) 
) 
) DEMAND FOR JURY TRIAL 
) 

COMPLAINT 

20 

21 

22 

23 

24 Plaintiff Symantec Corporation ("Symantec") hereby pleads the following claims 

25 for Declaratory Judgment against Defendant Crossroads Systems, Inc. ("Crossroads"), and 

26 alleges as follows: 

27 

28 

LA~ WATKINS COMPLAINT FOR 
~"~,:'...,;~~~~!"'w DECLATORY JUDGMENT I 

I 
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PARTIES 

2 1. Plaintiff Symantec is a Delaware Corporation with its principal place of 

3 business at 20330 Stevens Creek Boulevard, Cupertino, California 95014-2132. 

4 2. On information and belief, Defendant Crossroads is a Texas Corporation with 

5 its principal place of business at 11000 MoPac Expressway, Austin, Texas, 78759. 

6 

7 

JURISDICTION AND VENUE 

3. The Court has subject matter jurisdiction over this action and the matter 

8 pleaded herein under 28 U.S.C. §§ 1331 and l338(a) because the acti()n arises under the Federal 

9 Declaratory Judgment Act, 28 U.S.C. § 2201 et seq., and the Patent Act of the United States, 35 

10 U.S.C. § l, et seq. 

11 4. Venue is proper in the United States District Court for the Northern District 

12 of California pursuant to 28 U.S. C.§ l39l(b)(2) in that a substantial part of the acts giving rise 

13 to the claim occurred in this District, and Crossroads is subject to personal jurisc,iction in this 

14 District. 

15 

16 

INTRADISTRICT ASSIGNMENT 

5. This action for a declaratory judgment of non-infringement and invalidity of 

17 patents is assigned on a district-wide basis under Civil L.R 3-2(c). 

18 

19 

GENERAL ALLEGATIONS 

6. This action involves U.S. Patent No. 5,941,972 ("the '972 patent") attached 

20 hereto as Exhibit A, U.S. Patent No. 6,425,035 ("the '035 patent"), attached hereto as Exhibit B, 

21 U,S. Patent No. 6,421,753 ("the '753 patent"), attached hereto as Exhibit C, U.S. Patent No. 

22 6,763,419 ("the '419 patent"), attached hereto as Exhibit D, U.S. Patent No. 6,738,854 ("the '854 

23 patent"), attached hereto as Exhibit E, U.S. Patent No. 6, 789,152 ("the '152 patent"), attached 

24 hereto as Exhibit F, and U.S. Patent No. 7,051,147 ("the '147 patent''), attached hereto as Exhibit 

25 G (collectively "the patents-in-suif'). The '035, '753, '419, '854, '152 and '147 patents all claim 

26 priority to the '972 patent. 

27 7. On August 26, 2004, Crossroads sent a letter to Veritas Software Corporation 

28 ("Veritas") offering Veritas a license to the '972 and '035 patents in exchange, in part, for "a 

LATHAM & WATKINS COMPLAINT FOR 
"'";~::;'~.;.:,:;"" DECLARATORY NDGMENT 

2 

/ 

I 
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1 royalty rate as a percentage of the net sales of [Veritas] products covered by the '972 or '035 

2 Patents." 

3 8. Veritas requested Crossroads to provide Veritas with the basis for 

4 Crossroads' assertions that any of the products or offerings ofVeritas were covered by any 

5 claims of the '972 and/or '035 patents. Crossroads indicated that it could not provide such 

6 information to Veritas without a non-disclosure agreement in place. The parties discussed the 

7 non-disclosure agreement for a short period, but did not ultimately reach such an agreement. 

8 Veritas again requested Crossroads' basis for its claims. But the basis was never provided and 

9 the parties had no further communication after the first quarter of2005 until Crossroads suddenly 

10 reappeared in December of2008. In 2005, Symantec acquired Veritas. 

11 9. On December 12, 2008, Crossroads sent a letter to Symantec C·ffering a 

12 license to the patents-in-suit for "any/all products, potentially including the various storage 

13 foundation products acquired from Veritas" in exchange, in part, for "a running r-Jyalty on the 

14 net sales of products using the patented access contro Is feature." 

15 10. Upon information and belief, Crossroads contends that one or more of 

16 Symantec's products infringe one or more claims of the patents-in-suit and that those claims are 

17 valid, although it still has provided Symantec with no basis for such contentions. 

18 11. Symantec denies that any of its products infringe any claim of the patents-in-

19 suit, and also denies that the patents-in-suit are valid. 

20 F1RST CLAIM FOR RELIEF 

21 Declaratory Relief Regarding Non-Infringement 

22 12. Symantec incorporates herein the allegations of paragraphs 1·11. 

23 13. An actual and justiciable controversy exists between Plaintiff Symantec and 

24 Defendant Crossroads as to the non-infringement of the patents-in-suit, which is evidenced by 

25 Crossroads' allegations that Veritas' products, later acquired by Symantec, as well as other 

26 Symantec products infringe valid claims of the patents-in-suit, and Symantec's allegations 

27 herein. 

28 

LATHAM &: WATKINS COMPLAINT FOR 

AT~:::·.~::,:.::,!-""' DECLARATORY JUDGMENT 
3 

I 
I 
I 
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I 
' 

I. 

14. Pursuant to the Federal Declaratory Judgment Act, 28 U.S.C. § 22.01 et seq., 

2 Symantec requests the declaration of the Court that Symantec does not infringe and has not 

3 infringed any claim of the patents-in-suit. 

4 

5 

6 

7 

SECOND CLAIM FOR RELIEF 

Declaratory Relief Regarding Invalidity 

15. Symantec incorporates herein the allegations of paragraphs 1-11. 

16. An actual and justiciable controversy exists between Plaintiff Symantec and 

g Defendant Crossroads as to the invalidity of the patents-in-suit, which is evidenced by 

9 Crossroads' allegations that Veritas' products, later acquired by Symantec, as well as other 

1 o Symantec products infringe valid claims of the patents-in-suit, and Symantec' s all1~gations 

II herein. 

12 17. Pursuant to the Federal Declaratory Judgment Act, 28 U.S.C. § 2201 et seq., 

13 Symantec requests the declaration of the Court that the patents-in-suit are invalid under the 

14 Patent Act, 35 U.S.C. §§ 41 et seq., including but not limited to sections 102, 103, and 112. 

15 

16 

PRAYER FOR RELIEF 

WHEREFORE, Plaintiff Symantec respectfully requests that the Court enter 

17 declaratory judgment as follows: 

18 1. That Symantec does not infringe and has not infringed, directly or indirectly, 

19 any of the patents-in-suit; 

20 

21 

2. That the patents-in-suit are invalid; 

3. That Crossroads, and all persons acting on its behalf or in concert with it, be 

22 permanently enjoined and restrained from charging, orally or in writing, that any of the patents-

23 in-suit is infringed by Symantec, directly or indirectly; 

24 4. That Symantec be awarded its costs, expenses and reasonable attorney fees in 

25 this action; and 

26 5. That Symantec be awarded such other and further relief as the Court may deem 

27 appropriate. 

28 

LATHAM&. WATKINS COMPLAINT FOR 
""':~•:sct._~~w DECLARATORY JUDGMENT 

4 

I 
I 
i 
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I . 

DEMAND FOR JURY TRIAL 1 

2 Plaintiff Symantec respectfully demands a jury trial in this action. 

3 Dated: December 19, 2008 

4 

5 

6 

7 

8 

9 

lO 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

LATHAM&: WATKINS COMPLAINTfOR 
"";~';.".~:.::!"""' DECLARATORY JUDGMENT 

LATHAM & WATKINS LLP 

By~4.~ 
Mark A. Flagel 
Attorneys for Plaintiff 
SYMANTEC CORPORATION 

5 
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"'<" Case 1 :08-cv-00861-SS Document 2 Filed 11/25/08 Page 2 of 2 

""'AD 120 (Rev. 3104) 

Mail Stop 8 REPORT ON THE 
TO: 

Director of the U.S. Patent and Trademark Office 
P.O. Box 1450 

Alexandria, VA 22313-1450 

FILING OR DETERMINATION OF AN 
ACTION REGARDING A PATENT OR 

TRADEMARK 

In Compliance with 35 U.S.C. § 290 and/or 15 U.S.C. § I I 16 you are hereby advised that a court action has been 

filed in the US District Court on the following D Patents or D Trademarks· .. 

DOCKET NO. DATE FILED U.S. DISTRICT COURT 
I :08-cv-861-SS November 24. 2008 US District Court Western District of Texas Austin Division 

PLAJNTIFF DEFENDANT 

Crossroads Systems, Inc. DataDirect Networks, Inc., et a! 

PATENTOR DATE OF PATENT 
HOLDE!{ OF PATENT OR TRADEMARK 

TRADEMARK NO. OR TRADEMARK 

I 
1'1 

2 [j 
.·. 

3 £,Lid-~, t P3.~ 
4 •--+t 1)~ I I I l L v:t-
5 ... ... -· --·-- . -~ -

. . . ... ... .. . . 

.In the above-entitled case, the following patent(s)/ trademark(s) have been included: 

DATE INCLUDED INCLUDED BY 
0 Amendment 0 Answer D Cross Bill D Other Pleading 

PATENTOR DATE OF PATENT 
HOLDER OF PATENT OR TRADEMARK 

TRADEMARK NO. OR TRADEMARK 

I 

2 

3 
I--
4 

5 

.. 
In the above-entitled case, the following decision has been rendered or judgement issued: 

DECISION/JUDGEMENT ~ () n . 7 . . n fl.. . . ~D ~ - ,...., r 
--~~~-r~~-~--·, 

CLERK 

William G. Putnicki 

Copy l~Upon initiation of action, mail this copy to Director Copy Upon termination of action, mail this copy to Director 
Copy 2-Upon tiling document adding patcnt(s), mail this copy to Director Copy 4-Case tile copy 

I 
---oO- --------

. ~.-- -·---·- I 

I 

Oracle Ex. 1002, pg. 426



'- AO 120 (Rev. 3/04) 

TO: 
Mail Stop 8 

Dire<tor of the U.S. Patent and Trademark Office 
P.O. Box 1450 

Alexandria, VA 22313-1450 

REPORT ON THE 
FILING OR DETERMINATION OF AN 
ACTION REGARDING A PATENT OR 

TRADEMARK 

In Compliance with 35 U.S.C. § 290 and/or 15 U.S.C. § 1116 you are hereby advised that a court action has been 

filed in the U S District Court WDffX Austin Division on the following X Patents or D Trademarks· 

DOCKET NO. DATE FILED U.S. DISTRICT COURT 
1 :09-cv-879-SS December 7 2009 Western District of Texas Austin Division 

PLAINTIFF DEFENDANT 
(1) Post vision, Inc., (2} Celeros Corporation 

Crossroads Systems, Inc. (3) Digilink Technologies (4) Ciphennax, Inc. 
(5) lntransa, Inc. (6) Rasilient Systems, Inc. 
(7) Qlogic Corporation (8) Overland Storage, Inc. 

PATENTOR DATE OF PATENT 
HOLDER OF PATENT OR TRADEMARK 

TRADEMARK NO. OR TRADEMARK 

1 b I 4J.5'1 0)') 

2 7,051,147 

3 

4 

5 

In the above-entitled case, the following patent(s)/ trademark(s) have been included: 

DATE INCLUDED INCLUDED BY 
0 Amendment 0 Answer 0 Cross Bill 0 Other Pleading 

PATENTOR DATE OF PATENT 
HOLDER OF PATEN[ OR TRADEMARK 

TRADEMARK NO. OR TRADEMARK 

I 

2 

3 

4 

5 

In the above-entitled case, the following decision has been rendered or judgement issued: 

DEClSIONiflJDGEMENT 

See attached Final Judgment 

CLERK (BY) DEPUTY CLERK /J v' .; DATE 

William G. Putnicki 
c-->·1'--'}- 1>--d-- 12/23/2010 (I"' 

Copy 1-Upon initiation of action, mail this copy to Director Copy 3--Upon termination of action, mail this copy to Director 
Copy 2-Upon filing document adding patent(s), mail this copy to Director Copy 4---Case file copy 
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"lo: .. 

IN THE UNITED STATES DISTRICT COURT 
FOR THE WESTERN DISTRICT OF TEXAS 

AUSTIN DIVISION 

f\LEO 
DEC 2 3 Z010 

CROSSROADS SYSTEMS, INC., 
Plaintiff, 

-vs-

POSTVISION, INC. d/b/a Archion; CELEROS 
CORPORATION; DIGILINK TECHNOLOGY, 
INC.; CIPHERMAX, INC.; INTRANSA, INC.; 
RASILIENT SYSTEMS, INC.; QLOGIC 
CORPORATION; and OVERLAND STORAGE, 
INC., 

Defendants. 

FINAL JUDGMENT 

CLERK, U.S. 
WESTERN Dl 

BY 

Case No. A-09-CA-879-SS 

BE IT REMEMBERED on this day the Court entered its order granting a default judgment 

on behalf of the plaintiff against CipherMax, Inc. The Court now enters the following final judgment 

accounting for all eight defendants in the case: 

IT IS ORDERED, ADJUDGED, and DECREED that all claims against Postvision, 

Inc. d/b/a Archion, Celeros Corporation, Digilink Technology, Inc., Intransa, Inc., Rasilient 

Systems, Inc., and Overland Storage, Inc. and all claims/counterclaims by the same arc 

DISMISSED WITHOUT PREJUDICE. 

IT IS FURTHER ORDERED, ADJUDGED, and DECREED that all claims against 

Qlogic Corporation and all claims/counterclaims by the same are DISMISSED WITH 

PREJUDICE. 
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IT IS FURTHER ORDERED, ADJUDGED, and DECREED that 

I. Cipher Max, Inc. has infringed United States Patent No. 6,425,035 (the '"035 Patent") 

and United States Patent No. 7,051,147 (the '"147 Patent"); 

2. CipherMax's infringement of the '035 Patent and the '147 Patent was willful; 

3. CipherMax shall pay Crossroads' attorneys' fees in the amount of THIRTEEN 

THOUSAND, EIGHT HUNDRED, AND SIXTY FIVE DOLLARS ($13,865.00) 

4. Cipher Max, its agents, employees, representatives, successors and assigns, and those 

acting in privity or in consort with CiphcrMax are permanently enjoined from further 

infringement of the '035 Patent and the '147 Patent by making, using, offering to sell or 

selling in the United States, or importing into the United States, any unlicensed products, 

including, without limitation, the CM Family storage systems, (including the CM1800, 

CM200T, CM200D, CM250, and CM 500 products) either alone or in combination with any 

other product; 

5. CipherMax is required to provide notice of the injunction herein to its officers, 

directors, agents, servants, representatives, attorneys, employees, subsidiaries and affiliates, 

and those persons in active consort or participation with them; 

6. CipherMax is required to employ whatever means arc necessary or appropriate to 

ensure compliance with this final judgment; and 

7. This permanent injunction shall be in effect until the expiration of the '035 Patent and 

the '14 7 Patent. 

-2-
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IT IS FINALLY ORDERED, ADillDGED, and DECREED that all costs of suit are 

taxed against each party incurring the same. 

~ 
SIGNED this the t z.....-day of December 2010. 

UNITED STATES DISTRICT JUDGE 

879 fmaljudgment.wpd -3-
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AO 120JRev. 08110) 

TO: 
Mail Stop 8 

Director of the U.S. Patent and Trademark Office 
P.O. Box 1450 

Alexandria, VA 22313-1450 

REPORT ON THE 
FILING OR DETERMINATION OF AN 
ACTION REGARDING A PATENT OR 

TRADEMARK 

In Compliance with 35 U.S.C. § 290 and/or 15 U.S.C. § 1116 you are hereby advised that a court action has been 

filed in the U.S. District Court Western District of Texas, Austin Division on the following 

D Trademarks or [i1'Patents. ( D the patent action involves 35 U.S.C. § 292.): 

DOCKET NO. DATE FILED U.S. DISTRICT COURT 
1:12-CV-104 SS 2/1/2012 Western District of Texas, Austin Division 

PLAINTIFF DEFENDANT 

Crossroads Systems, Inc. lnfortrend Corporation; Aberdeen LLC; Boost Systems, 
Inc.; iXsystems, Inc.; and Storageflex, Inc. 

PATENT OR DATE OF PATENT 
HOLDER OF PATENT OR TRADEMARK 

TRADEMARK NO. OR TRADEMARK 

1 see attached 

2 ~1 Lf;A51 D35 
3 ?} 051 I I '--17 
4 7 9,3 '-1 1 Dl.f/ 
5 ~ Cj 3<-J_~_ O'f6 

In the above-entitled case, the following patent(s)/ trademark(s) have been included: 

DATE INCLUDED INCLUDED BY 

0 Amendment D Answer D Cross Bill D Other Pleading 

PATENTOR DATE OF PATENT 
HOLDER OF PATENT OR TRADEMARK 

TRADEMARK NO. OR TRADEMARK 

1 1 937/3 II 
2 

3 

4 

5 

In the above-entitled case, the following decision has been rendered or judgement issued: 

DECISION/JUDGEMENT 

CLERK DATE 

William G. Putnicki 2/2/2012 

Copy 1-Upon initiation of action, mail this copy to Director Copy 3-Upon termination of action, mail this copy to Director 
Copy 2-Upon filing document adding patent(s), mail this copy to Director Copy 4-Case file copy 
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infringement, by way of actively inducing infringement and/or contributing to the infringement 

of the '14 7 Patent by users of Defendant Boost products, such as EonS tor Fibre-to-Fibre RAID 

Systems by, among other things, making, using, offering for sale, selling, importing into the 

United States, marketing, supporting, providing product instruction, and/or advertising certain of 

its products, including the EonStor Fibre-to-Fibre RAID Systems. 

32. Further, Defendant Storageflex has been and now is indirectly infringing the '147 

Patent, with knowledge of the patent and knowledge that its induced acts constitute patent 

infringement, by way of actively inducing infringement and/or contributing to the infringement 

of the '14 7 Patent by users of Defendant Storageflex' s products, such as the FF 1124 by, among 

other things, making, using, offering for sale, selling, importing into the United States, 

marketing, supporting, promoting, providing product instruction, and/or advertising certain of its 

products and/or certain components for use with Storageflex' s products, including the FF 1124 

and/or components for use with same. 

33. Defendants Infortrend, Boost and Storageflex have been on notice of the '147 

Patent since before this lawsuit through notification by letter (Boost, Storageflex), prior 

involvement in litigation involving the '14 7 Patent (Infortrend), and/or purchase of a marked 

product (Storageflex), and have not ceased their infringing activities. The infringement of the 

'14 7 Patent by Defendants Infortrend, Boost and Storageflex has been and continues to be willful 

and deliberate. 

34. Crossroads has been irreparably harmed by each of Defendant Infortrend's, 

Boost's and Storageflex's acts of infringement of the '147 Patent and will continue to be harmed 

unless and until each of Defendant Infortrend's, Boost's and Storageflex's acts of infringement 

are enjoined and restrained by order ofthis Court. 

9 
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35. As a result of the acts of infringement of the '147 Patent by Defendants 

Infortrend, Boost and Storageflex, Crossroads has suffered and will continue to suffer damages 

in an amount to be proven at trial. 

COUNT 3: INFRINGEMENT OF U.S. PATENT NO. 7,934,041 

36. Crossroads incorporates by reference the allegations set forth in the preceding 

paragraphs. 

37. On April 26, 2011, United States Patent No. 7,934,041 (the '"041 Patent") was 

duly and legally issued. A true and correct copy ofthe '041 Patent is attached hereto as Exhibit 

C. Crossroads is the assignee and the owner of all right, title, and interest in and to the '041 

Patent. The '041 Patent is entitled to a presumption of validity. 

38. Defendants Infortrend, Aberdeen, Boost, iXsystems and Storageflex have directly 

infringed the '041 Patent. On information and belief, the Defendants continue to directly 

infringe the '041 Patent. 

39. Specifically, each of the Defendants has directly infringed the '041 Patent by 

making, using, offering for sale, selling and/or importing into the United States certain of their 

products including at least the following: EonStor RAID Systems with Fibre Host Interface 

and/or iSCSI Host Interface, EonStor OS RAID Systems with Fibre Host Interface and/or iSCSI 

Host Interface, ESV A iSCSI Host Series and ESV A Fibre Host Series (lnfortrend); XDAS 

0-Series RAID Systems with FC and/or iSCSI Host, XDAS iSCSI Series RAID Systems, XDAS 

F8 Series RAID Systems and Aberdeen P8 XDAS with Fibre Host Interface (Aberdeen); 

EonStor RAID Systems with Fibre Host Interface and/or iSCSI Host Interface, EonStor OS 

RAID Systems with Fibre Host Interface and/or iSCSI Host Interface, ESV A iSCSI Host Series 

and ESVA Fibre Host Series (Boost); Titan 316F, Titan 424F, ESVA iSCSI Host Series and 

10 
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ESVA Fibre Host Series (iXsystems); and FF1124 and HA3969 with FC or iSCSI Host 

Interfaces (Storageflex). 

40. Further, Defendant Aberdeen has been and now is indirectly infringing the '041 

Patent, with knowledge of the patent and knowledge that its induced acts constitute patent 

infringement, by way of actively inducing infringement and/or contributing to the infringement 

of the '041 Patent by users of Defendant Aberdeen's products, such as XDAS D-Series RAID 

Systems with FC and/or iSCSI Host, XDAS iSCSI Series RAID Systems, XDAS F8 Series 

RAID Systems and Aberdeen P8 XDAS with Fibre Host Interface by among other things, 

making, using, offering for sale, selling, importing into the United States, marketing, supporting, 

providing product instruction, and/or advertising certain of Defendant Aberdeen's products, 

including XDAS D-Series RAID Systems with FC and/or iSCSI Host, XDAS iSCSI Series 

RAID Systems, XDAS F8 Series RAID Systems and Aberdeen P8 XDAS with Fibre Host 

Interface. 

41. Further, Defendant Boost has been and now is indirectly infringing the '041 

Patent, with knowledge of the patent and knowledge that its induced acts constitute patent 

infringement, by way of actively inducing infringement and/or contributing to the infringement 

of the '041 Patent by users of Defendant Boost's products, such as EonS tor RAID Systems with 

Fibre Host Interface and/or iSCSI Host Interface, EonStor OS RAID Systems with Fibre Host 

Interface and/or iSCSI Host Interface, ESV A iSCSI Host Series, and ESV A Fibre Host Series by 

among other things, making, using, offering for sale, selling, importing into the United States, 

marketing, supporting, providing product instruction, and/or advertising certain of Defendant 

Boost's products, including the EonStor RAID Systems with Fibre Host Interface and/or iSCSI 

11 
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Host Interface, EonStor DS RAID Systems with Fibre Host Interface and/or iSCSI Host 

Interface, ESV A iSCSI Host Series, and ESV A Fibre Host Series. 

42. Further, Defendant iXsystems has been and now is indirectly infringing the '041 

Patent, with knowledge of the patent, by way of contributing to the infringement of the '041 

Patent by users of Defendant iXsystems' products, such as Titan 316F, Titan 424F, ESVA iSCSI 

Host Series, and ESV A Fibre Host Series by among other things, offering for sale, selling, and/or 

importing into the United States certain of Defendant iXsystems' products, including Titan 316F, 

Titan 424F, ESVA iSCSI Host Series, and/or ESVA Fibre Host Series. 

43. Further, Defendant Storageflex has been and now is indirectly infringing the '041 

Patent, with knowledge of the patent and knowledge that its induced acts constitute patent 

infringement, by way of actively inducing infringement and/or contributing to the infringement 

of the '041 Patent by users of Defendant Storageflex's products, such as the FF1124 and 

HA3969 with FC or iSCSI Host Interfaces by among other things, making, using, offering for 

sale, selling, importing into the United States, marketing, supporting, promoting, providing 

product instruction, and/or advertising certain of Defendant Storageflex's products and/or 

components for use with same, including, without limitation, the FF1124 and HA3969 with FC 

or iSCSI Host Interfaces and/or components for use with same. 

44. Defendants Aberdeen, Boost, iXsystems and Storageflex have been on notice of 

the '041 Patent since before this lawsuit through notification by letter that their products, 

including, but not limited to, the infringing products listed herein, have infringed and continue to 

infringe the '041 Patent, and have not ceased their infringing activities. The infringement of the 

'041 Patent by Defendants Aberdeen, Boost, iXsystems and Storageflex has been and continues 

to be willful and deliberate. 

12 
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45. Crossroads has been irreparably harmed by each of Defendant Infortrend's, 

Boost's, Aberdeen's, iXsystems' and Storageflex's acts of infringement ofthe '041 Patent, and 

will continue to be harmed unless and until of Defendant Infortrend's, Boost's, Aberdeen's, 

iXsystems' and Storageflex's acts of infringement are enjoined and restrained by order of this 

Court. 

46. As a result of the acts of infringement of the '041 Patent by Defendants, 

Crossroads has suffered and will continue to suffer damages in an amount to be proven at trial. 

COUNT 4: INFRINGEMENT OF U.S. PATENT NO. 7,934,040 

4 7. Crossroads incorporates by reference the allegations set forth in the preceding 

paragraphs. 

48. On April 26, 2011, United States Patent No. 7,934,040 (the "'040 Patent") was 

duly and legally issued. A true and correct copy ofthe '040 Patent is attached hereto as Exhibit 

D. Crossroads is the assignee and the owner of all right, title, and interest in and to the '040 

Patent. The '040 Patent is entitled to a presumption of validity. 

49. Defendants Infortrend, Aberdeen, Boost, iXsystems and Storageflex have each 

directly infringed the '040 Patent. On information and belief, each Defendant continues to 

directly infringe the '040 Patent. 

50. Specifically, each of the Defendants has directly infringed the '040 Patent by 

making, using, offering for sale, selling and/or importing into the United States certain of their 

products including at least the following: EonStor RAID Systems with Fibre Host Interface 

and/or iSCSI Host Interface, EonStor OS RAID Systems with Fibre Host Interface and/or iSCSI 

Host Interface, ESV A iSCSI Host Series and ESV A Fibre Host Series (lnfortrend); XDAS 

D-Series RAID Systems with FC and/or iSCSI Host, XDAS iSCSI Series RAID Systems, XDAS 

13 
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F8 Series RAID Systems and Aberdeen P8 XDAS with Fibre Host Interface (Aberdeen); 

EonStor RAID Systems with Fibre Host Interface and/or iSCSI Host Interface, EonStor OS 

RAID Systems with Fibre Host Interface and/or iSCSI Host Interface, ESV A iSCSI Host Series 

and ESVA Fibre Host Series (Boost); Titan 316F, Titan 424F, ESVA iSCSI Host Series and 

ESVA Fibre Host Series (iXsystems); and FF1124 and HA3969 FC or iSCSI Host Interfaces 

(Storageflex). 

51. Further, Defendant Aberdeen has been and now is indirectly infringing the '040 

Patent, with knowledge of the patent and knowledge that its induced acts constitute patent 

infringement, by way of actively inducing infringement and/or contributing to the infringement 

of the '040 Patent by users of Defendant Aberdeen's products, such as XDAS 0-Series RAID 

Systems with FC and/or iSCSI Host, XDAS iSCSI Series RAID Systems, XDAS F8 Series 

RAID Systems and Aberdeen P8 XDAS with Fibre Host Interface by among other things, 

making, using, offering for sale, selling, importing into the United States, marketing, supporting, 

providing product instruction, and/or advertising certain of Defendant Aberdeen's products, 

including XDAS 0-Series RAID Systems with FC and/or iSCSI Host, XDAS iSCSI Series 

RAID Systems, XDAS F8 Series RAID Systems and Aberdeen P8 XDAS with Fibre Host 

Interface. 

52. Further, Defendant Boost has been and now is indirectly infringing the '040 

Patent, with knowledge of the patent and knowledge that its induced acts constitute patent 

infringement, by way of actively inducing infringement and/or contributing to the infringement 

of the '040 Patent by users of Defendant Boost's products, such as EonStor RAID Systems with 

Fibre Host Interface and/or iSCSI Host Interface, EonStor OS RAID Systems with Fibre Host 

Interface and/or iSCSI Host Interface, ESV A iSCSI Host Series, and ESV A Fibre Host Series by 
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among other things, making, using, offering for sale, selling, importing into the United States, 

marketing, supporting, providing product instruction, and/or advertising certain of Defendant 

Boost's products, including the EonStor RAID Systems with Fibre Host Interface and/or iSCSI 

Host Interface, EonStor OS RAID Systems with Fibre Host Interface and/or iSCSI Host 

Interface, ESV A iSCSI Host Series, and ESV A Fibre Host Series. 

53. Further, Defendant iXsystems has been and now is indirectly infringing the '040 

Patent, with knowledge of the patent, by way of contributing to the infringement of the '040 

Patent by users of Defendant iXsystems' products, such as the Titan 316F, Titan 424F, ESV A 

iSCSI Host Series and ESV A Fibre Host Series by among other things, offering for sale, selling, 

and/or importing into the United States certain of Defendant iXsystems' products, including the 

Titan 316F, Titan 424F, ESV A iSCSI Host Series and ESV A Fibre Host Series. 

54. Further, Defendant Storageflex has been and now is indirectly infringing the '040 

Patent, with knowledge of the patent and knowledge that its induced acts constitute patent 

infringement, by way of actively inducing infringement and/or contributing to the infringement 

of the '040 Patent by users of Defendant Storageflex's products, such as the FF1124 and 

HA3969 with FC or iSCSI Host Interfaces by among other things, making, using, offering for 

sale, selling, importing into the United States, marketing, supporting, promoting, providing 

product instruction, and/or advertising certain of Defendant Storageflex's products and/or 

components for use with same, including, without limitation, the FF1124 and HA3969 with FC 

or iSCSI Host Interfaces and/or components for use with same. 

55. Defendants Aberdeen, Boost, iXsystems and Storageflex have been on notice of 

the '040 Patent since before this lawsuit through notification by letter that their products, 

including, but not limited to, the infringing products listed herein, have infringed and continued 
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to infringe, and have not ceased their infringing activities. The infringement of the '040 Patent 

by Defendants Aberdeen, Boost, iXsystems and Storageflex has been and continues to be willful 

and deliberate. 

56. Crossroads has been irreparably harmed by each of Defendant Storageflex's, 

Aberdeen's, iXsystems', Boost's and Infortrend's acts of infringement of the '040 Patent, and 

will continue to be harmed unless and until each of Defendant Storageflex's, Aberdeen's, 

iXsystems', Boost's and Infortrend's acts of infringement are enjoined and restrained by order of 

this Court. 

57. As a result of the acts of infringement of the '040 Patent by Defendants, 

Crossroads has suffered and will continue to suffer damages in an amount to be proven at trial. 

COUNT 5: INFRINGEMENT OF U.S. PATENT NO. 7,987,311 

58. Crossroads incorporates by reference the allegations set forth in the preceding 

paragraphs. 

59. On July 26,2011, United States Patent No. 7,987,311 (the '"311 Patent") was 

duly and legally issued. A true and correct copy of the '311 Patent is attached hereto as Exhibit 

E. Crossroads is the assignee and the owner of all right, title, and interest in and to the '311 

Patent. The '311 Patent is entitled to a presumption of validity. 

60. Defendants Infortrend, Aberdeen, Boost, iXsystems and Storageflex have each 

directly infringed the '311 Patent. On information and belief, each Defendant continues to 

directly infringe the '311 Patent. 

61. Specifically, each of the Defendants has directly infringed the '311 Patent by 

making, using, offering for sale, selling and/or importing into the United States certain of their 

products including at least the following: EonStor RAID Systems with Fibre Host Interface 
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and/or iSCSI Host Interface, EonStor DS RAID Systems with Fibre Host Interface and/or iSCSI 

Host Interface, ESV A iSCSI Host Series and ESV A Fibre Host Series (Infortrend); XDAS 

D-Series RAID Systems with FC and/or iSCSI Host, XDAS iSCSI Series RAID Systems, XDAS 

F8 Series RAID Systems and Aberdeen P8 XDAS with Fibre Host Interface (Aberdeen); 

EonStor RAID Systems with Fibre Host Interface and/or iSCSI Host Interface, EonStor DS 

RAID Systems with Fibre Host Interface and/or iSCSI Host Interface, ESV A iSCSI Host Series 

and ESVA Fibre Host Series (Boost); Titan 316F, Titan 424F, ESVA iSCSI Host Series and 

ESVA Fibre Host Series (iXsystems); and FF1124 and HA3969 FC or iSCSI Host Interfaces 

(Storageflex). 

62. Further, Defendant Boost has been and now is indirectly infringing the '311 

Patent, with knowledge of the patent and knowledge that its induced acts constitute patent 

infringement, by way of actively inducing infringement and/or contributing to the infringement 

of the '311 Patent by users of Defendant Boost's products, such as EonStor RAID Systems with 

Fibre Host Interface and/or iSCSI Host Interface, EonStor DS RAID Systems with Fibre Host 

Interface and/or iSCSI Host Interface, ESV A iSCSI Host Series, and ESV A Fibre Host Series by 

among other things, making, using, offering for sale, selling, importing into the United States, 

marketing, supporting, providing product instruction, and/or advertising certain of Defendant 

Boost's products, including the EonStor RAID Systems with Fibre Host Interface and/or iSCSI 

Host Interface, EonStor DS RAID Systems with Fibre Host Interface and/or iSCSI Host 

Interface, ESV A iSCSI Host Series, and ESV A Fibre Host Series. 

63. Further, Defendant Storageflex has been and now is indirectly infringing the '311 

Patent, with knowledge of the patent and knowledge that its induced acts constitute patent 

infringement, by way of actively inducing infringement and/or contributing to the infringement 
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of the '311 Patent by users of Defendant Storageflex's products, such as the FF1124 and 

HA3969 with FC or iSCSI Host Interfaces by among other things, making, using, offering for 

sale, selling, importing into the United States, marketing, supporting, promoting, providing 

product instruction, and/or advertising certain of Defendant Storageflex's products and/or 

components for use with same, including, without limitation, the FF1124 and HA3969 with FC 

or iSCSI Host Interfaces and/or components for use with same. 

64. Defendants Boost and Storageflex have been on notice of the '311 Patent since 

before this lawsuit through notification by letter that their products, including, but not limited to, 

the infringing products listed herein, have infringed and continued to infringe, and have not 

ceased their infringing activities. The infringement of the '311 Patent by Defendants Boost and 

Storageflex has been and continues to be willful and deliberate. 

65. Crossroads has been irreparably harmed by each of Defendant Storageflex's, 

Aberdeen's, iXsystems', Boost's and Infortrend's acts of infringement of the '311 Patent, and 

will continue to be harmed unless and until each of Defendant Storageflex's, Aberdeen's, 

iXsystems', Boost's and Infortrend's acts of infringement are enjoined and restrained by order of 

this Court. 

66. As a result of the acts of infringement of the '311 Patent by Defendants, 

Crossroads has suffered and will continue to suffer damages in an amount to be proven at trial. 

PRAYER FOR RELIEF 

WHEREFORE, Crossroads requests this Court enter judgment as follows: 

A. That each ofthe Defendants has infringed the '035 Patent; 

B. That such infringement of the '035 Patent by Defendants has been willful; 
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IN THE UNITED STATES DISTRICT COURT 
FOR THE WESTERN DISTRICT OF TEXAS 

AUSTIN DIVISION 

CROSSROADS SYSTEMS, INC., 

Plaintiff, 

v. 

(1) INFORTREND CORPORATION, 
(2) ABERDEEN LLC, 
(3) BOOST SYSTEMS, INC., 
(4) IXSYSTEMS, INC., and 
(5) STORAGEFLEX, INC., 

Defendants. 

§ 
§ 
§ 
§ 
§ 
§ 
§ 
§ 
§ 
§ 
§ 
§ 
§ 

CIVIL ACTION NO. 1:12-CV-104 

JURY DEMANDED 

PLAINTIFF CROSSROADS SYSTEMS, INC.'S 
COMPLAINT FOR PATENT INFRINGEMENT 

THE PARTIES 

1. Plaintiff Crossroads Systems, Inc. ("Crossroads") is a corporation incorporated 

under the laws of the State of Delaware and has its principal place of business at 11000 North 

MoPac Expressway, Austin, Texas 78759. 

2. Upon information and belief, Defendant Infortrend Corporation ("Infortrend") is a 

California corporation with a principal place of business of 2200 Zanker Road, Suite 130, San 

Jose, CA 95131. 

3. Upon information and belief, Defendant Aberdeen LLC ("Aberdeen") is a 

California company with a principal place of business of 10420 Pioneer Boulevard, Santa Fe 

Springs, CA 90670. 

4. Upon information and belief, Defendant Boost Systems, Inc. ("Boost") is a 

California corporation with a principal place of business of 11391 Sunrise Gold Circle, Suite 

300, Rancho Cordova, CA 95742. 
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C. That Defendants account for and pay to Crossroads all damages caused by 

the infringement of the '035 Patent; 

D. That Crossroads receive enhanced damages from Defendants in the form 

of treble damages, pursuant to 35 U.S.C. § 284 based on Defendants' 

willful infringement of the '035 Patent; 

E. That Crossroads be granted pre-judgment and post-judgment interest on 

the damages caused to it by reason of Defendants' infringement of the 

'035 Patent, including pre-judgment and post-judgment interest on any 

enhanced damages or attorneys' fees award; 

F. That Defendants Infortrend, Boost and Storageflex have infringed the '14 7 

Patent; 

G. That such infringement of the '14 7 Patent by Defendants lnfortrend, Boost 

and Storageflex has been willful; 

H. That Defendants Infortrend, Boost and Storageflex account for and pay to 

Crossroads all damages caused by the infringement of the ' 14 7 Patent; 

I. That Crossroads receive enhanced damages from Defendants Infortrend, 

Boost and Storageflex in the form of treble damages, pursuant to 35 

U.S.C. § 284 based on Defendants Infortrend, Boost and Storageflex's 

willful infringement of the '14 7 Patent; 

J. That Crossroads be granted pre-judgment and post-judgment interest on 

the damages caused to it by reason of Defendants Infortrend, Boost and 

Storageflex' s infringement of the '14 7 Patent, including pre-judgment and 

post-judgment interest on any enhanced damages or attorneys' fees award; 
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K. That each ofthe Defendants has infringed the '041 Patent; 

L. That such infringement of the '041 Patent by Defendants Aberdeen, Boost, 

iXsystems and Storageflex has been willful; 

M. That Defendants account for and pay to Crossroads all damages caused by 

the infringement ofthe '041 Patent; 

N. That Crossroads receive enhanced damages from Defendants in the form 

of treble damages, pursuant to 35 U.S.C. § 284 based on each of 

Defendants Aberdeen's, Boost's, iXsystems' and Storageflex's willful 

infringement ofthe '041 Patent; 

0. That Crossroads be granted pre-judgment and post-judgment interest on 

the damages caused to it by reason of Defendants' infringement of the 

'041 Patent, including pre-judgment and post-judgment interest on any 

enhanced damages or attorneys' fees award; 

P. That each ofthe Defendants has infringed the '040 Patent; 

Q. That such infringement of the '040 Patent by Defendants Aberdeen, Boost, 

iXsystems and Storagetlex has been willful; 

R. That Defendants account for and pay to Crossroads all damages caused by 

the infringement ofthe '040 Patent; 

S. That Crossroads receive enhanced damages from Defendants in the form 

of treble damages, pursuant to 35 U.S.C. § 284 based on each of 

Defendants Aberdeen's, Boost's, iXsystems' and Storageflex's willful 

infringement of the '040 Patent; 
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T. That Crossroads be granted pre-judgment and post-judgment interest on 

the damages caused to it by reason of Defendants' infringement of the 

'040 Patent, including pre-judgment and post-judgment interest on any 

enhanced damages or attorneys' fees award; 

U. That each of the Defendants has infringed the '311 Patent; 

V. That such infringement of the '311 Patent by Defendants Boost and 

Storageflex has been willful; 

W. That Defendants account for and pay to Crossroads all damages caused by 

the infringement of the '311 Patent; 

X. That Crossroads receive enhanced damages from Defendants Boost and 

Storageflex in the form of treble damages, pursuant to 35 U.S.C. § 284 

based on each of Defendants Boost's and Storageflex's willful 

infringement of the '311 Patent; 

Y. That Crossroads be granted pre-judgment and post-judgment interest on 

the damages caused to it by reason of Defendants' infringement of the 

'311 Patent, including pre-judgment and post-judgment interest on any 

enhanced damages or attorneys' fees award; 

Z. That Defendants pay Crossroads all of Crossroads' reasonable attorneys' 

fees and expenses; 

AA. That costs be awarded to Crossroads; 

BB. That Defendants, their agents, employees, representatives, successors and 

assigns, and those acting in privity or in concert with them, be preliminary 

and permanently enjoined from further infringement of the '035 Patent; 
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CC. That Defendants lnfortrend, Boost and Storageflex, their agents, 

employees, representatives, successors and assigns, and those acting in 

privity or in concert with them, be preliminary and permanently enjoined 

from further infringement of the '14 7 Patent; 

DD. That Defendants, their agents, employees, representatives, successors and 

assigns, and those acting in privity or in concert with them, be preliminary 

and permanently enjoined from further infringement ofthe '041 Patent; 

EE. That Defendants, their agents, employees, representatives, successors and 

assigns, and those acting in privity or in concert with them, be preliminary 

and permanently enjoined from further infringement of the '040 Patent; 

FF. That Defendants, their agents, employees, representatives, successors and 

assigns, and those acting in privity or in concert with them, be preliminary 

and permanently enjoined from further infringement ofthe '311 Patent; 

GG. That this is an exceptional case under 35 U.S.C. § 285; and 

HH. That Crossroads be granted such other and further relief as the Court may 

deem just and proper under the circumstances. 

DEMAND FOR JURY TRIAL 

Crossroads hereby demands a trial by jury on all issues. 

Dated: February 1, 2012 Respectfully submitted, 

By: Is/ Elizabeth J. Brown Fore 
Steven Sprinkle 

22 

State Bar No. 00794962 
Elizabeth J. Brown Fore 
State Bar No. 24001795 
Sprinkle IP Law Group, PC 

Oracle Ex. 1002, pg. 446



• Case 1: 12-cv-001 04 Document 1 Filed 02/02/12 Page 23 of 23 

23 

1301 W. 25th Street, Suite 408 
Austin, Texas 78705 
Tel: (512) 637-9220 
Fax: (512) 371-9088 
ssprinklcrq!sprinklclaw.corn 
cbrownforc(ij),sprinklclaw.com 

Oracle Ex. 1002, pg. 447



Case 1:12-cv-00104 Document 1 Filed 02/02/12 Page 2 of 23 

5. Upon information and belief, Defendant iXsystems, Inc. ("iXsystems") is a 

Delaware corporation with a principal place of business of 2490 Kruse Drive, San Jose, CA 

95131. 

6. Upon information and belief, Defendant Storageflex, Inc. ("Storageflex") is an 

Ontario corporation with a principal place of business of 3601 Highway 7, Suite 400, Markham, 

Ontario L3R OM3 Canada. 

JURISDICTION AND VENUE 

7. This action arises under the laws of the United States, more specifically under 35 

U.S.C. § 100, et seq. Subject matter jurisdiction is proper in this Court pursuant to 28 U.S.C. §§ 

1331 and 1338. 

8. Personal jurisdiction and venue are proper in this district under 28 U.S.C. §§ 

139l(c) and 1400. Upon information and belief, each Defendant has established minimum 

contacts with this forum such that the exercise of jurisdiction over each defendant would not 

offend traditional notions of fair play and substantial justice. 

9. This Court has personal jurisdiction over Infortrend. Upon information and belief, 

Infortrend regularly conducts business in the State of Texas and in this judicial district and is 

subject to the jurisdiction of this Court. Upon information and belief, Infortrend has been doing 

business in Texas and this judicial district by distributing, marketing, selling and/or offering for 

sale its products, including, but not limited to, products that practice the subject matter claimed 

in the Patents-In-Suit, and/or regularly doing or soliciting business and/or engaging in other 

persistent courses of conduct in and/or directed to Texas and this judicial district. 

I 0. This Court has personal jurisdiction over Aberdeen. Upon information and belief, 

Aberdeen regularly conducts business in the State of Texas and in this judicial district and is 
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subject to the jurisdiction of this Court. Upon information and belief, Aberdeen has been doing 

business in Texas and this judicial district by distributing, marketing, selling and/or offering for 

sale its products, and/or regularly doing or soliciting business and/or engaging in other persistent 

courses of conduct in and/or directed to Texas and this judicial district. 

11. This Court has personal jurisdiction over Boost. Upon information and belief, 

Boost regularly conducts business in the State of Texas and in this judicial district and is subject 

to the jurisdiction of this Court. Upon information and belief, Boost has been qoing business in 

Texas and this judicial district by distributing, marketing, selling and/or offering for sale its 

products, and/or regularly doing or soliciting business and/or engaging in other persistent courses 

of conduct in and/or directed to Texas and this judicial district. 

12. This Court has personal jurisdiction over iXsystems. Upon information and 

belief, iXsystems regularly conducts business in the State of Texas and in this judicial district 

and is subject to the jurisdiction of this Court. Upon information and belief, iXsystems has been 

doing business in Texas and this judicial district by distributing, marketing, selling and/or 

offering for sale its products, and/or regularly doing or soliciting business and/or engaging in 

other persistent courses of conduct in and/or directed to Texas and this judicial district. 

13. This Court has personal jurisdiction over Storageflex. Upon information and 

belief, Storageflex regularly conducts business in the State of Texas and in this judicial district 

and is subject to the jurisdiction of this Court. Upon information and belief, Storageflex has 

been doing business in Texas and this judicial district by distributing, marketing, selling and/or 

offering for sale its products, and/or regularly doing or soliciting business and/or engaging in 

other persistent courses of conduct in and/or directed to Texas and this judicial district. Further, 

Storageflex has engaged in activities in this judicial district relating to one or more products that 
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practice the subject matter claimed by at least one of the Patents-In-Suit by purchasing one or 

more products from this judicial district that were marked with at least one of the patents-in-suit. 

COUNT 1: INFRINGEMENT OF U.S. PATENT NO. 6,425,035 

14. Crossroads incorporates by reference the allegations set forth in the preceding 

paragraphs. 

15. On July 23, 2002, United States Patent No. 6,425,035 (the "'035 Patent") was 

duly and legally issued. A true and correct copy ofthe '035 Patent is attached hereto as Exhibit 

A. Crossroads is the assignee and the owner of all right, title, and interest in and to the '035 

Patent. The '035 Patent is entitled to a presumption of validity. 

16. Defendants Infortrend, Aberdeen, Boost, iXsystems and Storageflex have each 

directly infringed the '035 Patent. On information and belief, each Defendant continues to 

directly infringe the '035 Patent. 

17. Specifically, each of the Defendants has directly infringed the '035 Patent by 

making, using, offering for sale, selling and/or importing into the United States certain of their 

products including at least the following: EonStor RAID Systems with Fibre Host Interface 

and/or iSCSI Host Interface, EonStor DS RAID Systems with Fibre Host Interface and/or iSCSI 

Host Interface, ESV A iSCSI Host Series and ESV A Fibre Host Series (lnfortrend); XDAS D

Series RAID Systems with FC and/or iSCSI Host, XDAS iSCSI Series RAID Systems, XDAS 

F8 Series RAID Systems and Aberdeen P8 XDAS with Fibre Host Interface (Aberdeen); 

EonStor RAID Systems with Fibre Host Interface and/or iSCSI Host Interface, EonStor OS 

RAID Systems with Fibre Host Interface and/or iSCSI Host Interface, ESV A iSCSI Host Series 

and ESVA Fibre Host Series (Boost); Titan 316F, Titan 424F, ESVA iSCSI Host Series, and 
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ESVA Fibre Host Series (iXsystems); and FF1124 and HA3969 with FC or iSCSI Host 

Interfaces (Storageflex). 

18. Further, Defendant Infortrend has been and now is indirectly infringing the '035 

Patent, with knowledge of the patent and knowledge that its induced acts constitute patent 

infringement, by way of actively inducing infringement and/or contributing to the infringement 

ofthe '035 Patent by users of Defendant Infortrend's products, such as EonStor RAID Systems 

with Fibre Host Interface and/or iSCSI Host Interface, EonStor DS RAID Systems with Fibre 

Host Interface and/or iSCSI Host Interface, ESVA iSCSI Host Series and ESVA Fibre Host 

Series, by among other things, making, using, offering for sale, selling, importing into the United 

States, marketing, supporting, promoting, providing product instruction, and/or advertising 

certain of Defendant Infortrend's products and/or Defendant Infortrend's components for use 

with same, including EonStor RAID Systems with Fibre Host Interface and/or iSCSI Host 

Interface, EonStor DS RAID Systems with Fibre Host Interface and/or iSCSI Host Interface, 

ESV A iSCSI Host Series and ESV A Fibre Host Series and/or components for use with same. 

19. Further, Defendant Aberdeen has been and now is indirectly infringing the '035 

Patent, with knowledge of the patent and knowledge that its induced acts constitute patent 

infringement, by way of actively inducing infringement and/or contributing to the infringement 

of the '035 Patent by users of Defendant Aberdeen's products, such as XDAS D-Series RAID 

Systems with FC and/or iSCSI Host, XDAS iSCSI Series RAID Systems, XDAS F8 Series 

RAID Systems and Aberdeen P8 XDAS with Fibre Host Interface by among other things, 

making, using, offering for sale, selling, importing into the United States, marketing, supporting, 

providing product instruction, and/or advertising certain of Defendant Aberdeen's products, 

including XDAS D-Series RAID Systems with FC and/or iSCSI Host, XDAS iSCSI Series 
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RAID Systems, XDAS F8 Series RAID Systems and Aberdeen P8 XDAS with Fibre Host 

Interface. 

20. Further, Defendant Boost has been and now is indirectly infringing the '035 

Patent, with knowledge of the patent and knowledge that its induced acts constitute patent 

infringement, by way of actively inducing infringement and/or contributing to the infringement 

ofthe '035 Patent by users of Defendant Boost's products, such as EonStor RAID Systems with 

Fibre Host Interface and/or iSCSI Host Interface, EonStor DS RAID Systems with Fibre Host 

Interface and/or iSCSI Host Interface, ESV A iSCSI Host Series, and ESV A Fibre Host Series by 

among other things, making, using, offering for sale, selling, importing into the United States, 

marketing, supporting, providing product instruction, and/or advertising certain of Defendant 

Boost's products, including the EonStor RAID Systems with Fibre Host Interface and/or iSCSI 

Host Interface, EonStor DS RAID Systems with Fibre Host Interface and/or iSCSI Host 

Interface, ESV A iSCSI Host Series, and ESV A Fibre Host Series. 

21. Further, Defendant iXsystems has been and now is indirectly infringing the '035 

Patent, with knowledge of the patent, by way of contributing to the infringement of the '035 

Patent by users of Defendant iXsystems' products, such as the Titan 316F, Titan 424F, ESV A 

iSCSI Host Series and ESV A Fibre Host Series, by among other things, offering for sale, selling, 

and/or importing into the United States certain of Defendant iXsystems' products, including 

Titan 316F, Titan 424F, ESVA iSCSI Host Series, and/or ESVA Fibre Host Series. 

22. Further, Defendant Storageflex has been and now is indirectly infringing the '035 

Patent, with knowledge of the patent and knowledge that its induced acts constitute patent 

infringement, by way of actively inducing infringement and/or contributing to the infringement 

of the '035 Patent by users of Defendant Storageflex's products, such as the FF1124 and 
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HA3969 with FC or iSCSI Host Interfaces, by among other things, making, using, offering for 

sale, selling, importing into the United States, marketing, supporting, promoting, providing 

product instruction, and/or advertising certain of Defendant Storageflex's products and/or 

components for use with same, including the FF1124 and HA3969 with FC or iSCSI Host 

Interfaces and/or components for use with same. 

23. Each Defendant has been on notice of the '035 Patent since before this lawsuit 

through prior involvement in litigation involving the '035 Patent (lnfortrend), the purchase of a 

marked product (Storageflex) and/or through notification by letter that its products, including but 

not limited to the infringing products listed herein, have infringed and continue to infringe 

(Storageflex, Aberdeen, iXsystems, Boost), and no Defendant has ceased its infringing activities. 

The infringement of the '035 Patent by each Defendant has been and continues to be willful and 

deliberate. 

24. Crossroads has been irreparably harmed by each of Defendant Infortrend's, 

Storageflex's, Aberdeen's, Boost's and iXsystems' acts of infringement of the '035 Patent, and 

will continue to be harmed unless and until each of Defendant Infortrend's, Storageflex's, 

Aberdeen's, Boost's and iXsystems' acts of infringement are enjoined and restrained by order of 

this Court. 

25. As a result of the acts of infringement of the '035 Patent by Defendants, 

Crossroads has suffered and will continue to suffer damages in an amount to be proven at trial. 

COUNT 2: INFRINGEMENT OF U.S. PATENT NO. 7,051,147 

26. Crossroads incorporates by reference the allegations set forth in the preceding 

paragraphs. 
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27. On May 23, 2006, United States Patent No. 7,051,147 (the "'147 Patent") was 

duly and legally issued. A true and correct copy of the '14 7 Patent is attached hereto as Exhibit 

B. Crossroads is the assignee and the owner of all right, title, and interest in and to the '14 7 

Patent. The '14 7 Patent is entitled to a presumption of validity. 

28. Defendants Infortrend, Boost and Storageflex have directly infringed the '14 7 

Patent and, on information and belief, Defendants Infortrend, Boost and Storageflex continue to 

directly infringe the '14 7 Patent. 

29. Specifically, Defendants Infortrend, Boost and Storageflex have directly infringed 

the '14 7 Patent by making, using, offering for sale, selling and/or importing into the United 

States certain of their products including at least the following: EonStor Fibre-to-Fibre RAID 

Systems and EonStor DS Fibre-to-Fibre RAID Systems (Infortrend); EonStor Fibre-to-Fibre 

RAID Systems (Boost); and FF1124 (Storageflex). 

30. Further, Defendant Infortrend has been and now is indirectly infringing the '14 7 

Patent, with knowledge of the patent and knowledge that its induced acts constitute patent 

infringement, by way of actively inducing infringement and/or contributing to the infringement 

of the '147 Patent by users ofDefendant Infortrend's products, such as EonStor Fibre-to-Fibre 

RAID Systems and EonStor DS Fibre-to-Fibre RAID Systems by, among other things, making, 

using, offering for sale, selling, importing into the United States, marketing, supporting, 

promoting, providing product instruction, and/or advertising certain of its products and/or 

Defendant lnfortrend's components for use with same, including EonStor Fibre-to-Fibre RAID 

Systems, EonStor DS Fibre-to-Fibre RAID Systems and/or components for use with same. 

31. Further, Defendant Boost has been and now is indirectly infringing the '14 7 

Patent, with knowledge of the patent and knowledge that its induced acts constitute patent 
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