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uP Data 0-7, uP Data P, uPAdd 0-2, CS

These signals are used by a microprocessor to

address the programmable registers within the 'chip.

The odd parity signal uP Data P is only checked when

data is written to the Fifo Data or Checksum Registers

and microprocessor parity is enabled.

elk

The clock input is nsed to generate some of the

chip timing. It is expected to_be in the 10-20 Mhz

range.

Read En, Write En

During microprocessor accesses, while CS is true,

these signals determine the direction of the

microprocessor accesses. During data transfers in the

WD made‘ these signals are data strobes used in

conjunction with Port A Ack.

Port 3 00-07, 10-17, 20-27, 30-37, OP-3P

Port B is a 32 bit data port. There is one odd

parity bit for each byte. Port B OP is the parity of

bits 00-O7, PortB 1P is the parity of bits 10-17, Port

B 2P is the parity of bits 20-27, and Port B 3P is the

parity of bits 30-37.
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B select, 3 Req, B Ack, Parity Sync, B Output Enable

These signals are used in the data transfer mode

to control the handshake of data on Port 3. Port 3 Req

and Part B Ack are both gated with Port 8 Select.

‘The Port B Ack signal is used to strobe the data on the

Port B data lines. The parity sync signal is used to

indicate to a chip configured as the parity chip to

indicate that the last words of data involved in the

parity accumulation are on Port B. The gort B data

lines will only be driven by the Fifo chip if all of

the following conditions are met:

"the data transfer is from Port A to Port 3;

the Port 3 select signal is true;

the Port B output enable signal is true; and

the chip is not configured as the parity chip
or it is in parity correct mode and ‘the
Parity Sync signal is true.

Reset

This signal resets all the registers within the

chip'and causes all bidirectional pins to be in a high

impedance state.

0 o E on

ug;maL_Qpg;a;ign. Normally the chip acts as a

simple FIFO chip. A FIFO is simulated by using two RAM

buffers in a simple ping—pong mode. It is intended,

but not mandatory, that data is burst into or out of
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the FIFO on Port 8. This is done by holding Part B Sel

signal low and pulsing the Part B Ack signal. When

transferring data from Port B to Port A, data is first

written into RAM X and when this is full, the data.

paths will be switched such "that Port 8 may start

writing to RAM Y. _Meanwhile the chip willh begin

emptying RAM X to Port A. when RAM Y is full and RAM

if empty the data paths will be switched again such that

Port B may reload RAM X and Port A may empty RAM Y.

 . This is the default mode and

the chip is reset to this condition. In this mode the

chip waits for a master such as one of the SCSI adapter

chips 542 to raise Port A ‘Request for data transfer.

If data is available the Fifo chip will respond with

Port A Ack/Rdy.

ggrt A WD Mode. The chip may be configured to

run in the WD or Western Digital mode. In this mode

the chip must be configured as a slave on Port A. It

differs from the default slave mode in that the--chip

responds with Read Enable or Write Enab1e_ as

appropriate together with Port A Ack/Rdy. This mode is

intended to allow the chip to he interfaced to the

Western Digital 33C93A SCSI chip or the NCR 53090 SCSI

chip.

o Mas. e M . when the chip is configured

as a master, it will -raise Port A Ack/Rdy when it is
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ready for data transfer. This signal is expected to be

tied to the Request input of a DMA controller which

will respond with Port A Req when data is available.

In order to allow the DMA controller to burst, the Port

A Ack/Rdy signal will only be negated after every 8 or

16 bytes transferred.

29;; § ggggllgl wgigg Mode. In parallel write

node, the chip is configured to be the parity chip for

a parallel transfer from Port B to Port A. In this

mode, when Port B Select and Port 8 Request are

asserted, data is written into RAM X or RAM’! each

time the Part B Ack signal is received. For the first

block of 128 bytes data is simply copied into the

selected RAM. The next 128 bytes driven on Port B will

be exclusive-0Red with the first 128 bytes. This

procedure will be repeated for all drives such that the

parity is accumulated in this chip. The Parity sync
signal should be asserted to the parallel chip together

with'the last block of 128 bytes. This enables the

chip to switch_ access to the other RAM and start

accumulating a new 128 bytes of parity.

gort B Parallel Read fiode — Check Data. This

mode is set if all drives are being read and parity is

to be cheched. In this case the Parity Correct bit in

the Data Transfer Configuration Register is not set.

The parity chip will first read 128 bytes on Port A as

Attorney Docket No.:AUSP7209
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in a-normal read mode and then raise Port B Request.

While it has this signal asserted the chip will monitor

the Port 8 Ask signals and exclusive—or the data on

Port B with the data in its selected RAM. The Parity

sync should again be asserted with the last block of

128 bytes. In this mode the chip will not drive the

Port B data lines but will check the output of its

exclusive—or logic for zero. If any bits are set at

this time a parallel parity error will be flagged.

29;; 3 Eagallel ggad Mode — ggrregt Qata. This“

mode is set by setting the harity Correct bit in the

Data Transfer Configuration Register. In this case the

chip will work exactly as in the check mode except that

when Port B Output Enable, Port 8 Select and Parity

sync are true the data is driven onto the Port 3 data

lines and a parallel parity check for zero is not

_performed..

§ytg__§uap. In the normal. mode it is expected

that‘Port B bits 00-07 are the first byte, bits 10-17

the second byte, bits 20-27 the third byte, and bits

30-37 the last byte of each word. The order of these

bytes may be changed by writing to the byte swap bits

in the configuration register such that the byte

address bits are inverted. The yway the bytes are

written and read also depend on whether the CPU

interface is configured as 16 or 8 bits. The following

Attorney Docket No.:AUSP7209
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table shows _the byte alignments for the different

possibilities for data transfer using the Port A

Request / Acknowledge handshake:

CPU Invert Invert Port 8' Port n
I/F Addr 1 10-17

byte 1 byte 1 byte 0 byte 0

. uProc Port A uProc Port A
byte 1 byte 1 byte 0 byte 0

When the Fifo is accessed by reading or writing

the Fifo Data Register through the microprocessor port

in 8 bit mode, the bytes are in the same order as the

‘table above but the uProc data port is used instead of

Port A. In 16 bit mode the table above applies.

d n h Tran er . If the data transfer is

not a multiple of 32 fiords, or 128 bytes, the

microprocessor must manipulate the internal registers

of the chip to ensure all data is transferred. Port A

Ask and Port B Req are normally not asserted until all

Attorney Docket No.:AUSP7209
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32 words of the selected RAM are available. These

signals may be forced by writing to the appropriate RAM

status bits of the Data Transfer Status Register.

when an odd length transfer has taken place the

microprocessor must wait until both ports are quiescent

before manipulating any registers. It should then

reset both of the Enable Data Transfer bits for Port A

and Port B.in the Data Transfer Control Register. It

must then determine by reading their Address Registers

and the RAM Access Control Register whether RAM x or

RAM Y holds the odd length data. It should then set

the corresponding Address Register to a value of 20

hexadecimal, forcing the RAM full bit and setting the

address to the first word. Finally the microprocessor

should set the Enable Data Transfer bits to allow the

chip to complete the transfer. -

At this point the 1-‘iffo chip will think "that there

are now a full 128 bytes of data in the RAM and will

transfer 128 bytes if allowed to do so. The fact that _

some of these 128 bytes are not valid must be

recognized externally to the FIFO chip.

Attorney Docket No.:AUSP7209
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Register Address 0. This register is cleared by

the reset signal.

Bit 0 WD Mggg. Set if data transfers are to
use the Western Digital WD33C93A
protocol, otherwise the Adaptec 6250
protocol will be used.

garitx Quip. Set if this chip is to
accumulate Port B parities.

Parity Cggrec; Mode. set if the
parity chip is to correct ‘ parallel
parity on Port 3.

CPU 16 i i . If set,

the microprocessor data bits are
combined with the Port A data bits to

effectively produce a 16 bit Port. All
accesses by the microprocessor as well
as all data transferred using the Port A
Request and Acknowledge handshake will
transfer 16 bits.

Invert Port A b e addre . Set to

invert the least significant bit of
Port A byte address.

Invert Port A byte address . Set to
invert the most significant bit of Port
A byte address. '

Checkgum Carry Wrap. Set to enable the
carry out of the 16 bit checksum adder
to carry back into the least significant
bit of the adder.

geset. Writing a. 1 to this bit will
reset the other registers. This bit
resets itself after a maximum of 2

clock cycles and will therefore normally
be read as a 0. No other register
should be written for a minimum of 4

clock cycles after writing to this bit.

Attorney Docket No.:AUSP1209 .
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Register Address 1. This register is cleared by

the reset signal or by writing to the reset bit.

Bit 0  . Set to
enable the Port A Reg/Ack handshake.

Bit b Da r n n B. Set to

enable the Port B Reg/Ack handshake.

or o . If set, data
transfer is from Port A to Port B. If
reset, data transfer is from Port B to
Port A. In order to avoid any glitches
on the request lines, the state of this
bit should not be altered at-the same
time as the enable data-transfer bits 0
or 1 above. "

uPrggg§§gr Parity Enable. Set if parity
is to be checked on the microprocessor
interface. It will only be checked when
writing to the Fifo Data Register or
reading from the Fifo Data or Checksum
Registers, or during a Port A
Request/Acknowledge‘ transfer in 16 bit
mode. The chip will, however, always
re—generate parity ensuring that
correct parity is written to the RAM or
read on the microprocessor interface.

A Pa En . Set if parity is
to be checked on Port A. It is checked

when accessing the Fifo Data Register in
16 bit, mode, or during a Port —A-
Request/Acknowledge transfer. The chip
will, however, always re—generate parity
ensuring that correct parity is written
to the RAM or_ read on the Port Ainterface.

29;; 5 Rarity Enable. Set if Port B
data has valid byte parities. If it is
not set, byte parity is generated
internally to the chip when writing to
the RAMs. Byte parity is not checked
when writing from Port B, but always
checked when reading to Port E.

Attorney Docket No.:AUSP1209
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§hggK§§m_§n§hLg. Set to enable writing
to the 16 bit checksum register. This
register accumulates a 16 bit checksum
for all RAM accesses, including
accesses to the Fifo Data Register, as
well as all writes to the checksum

register. This bit must be reset before
reading from the Checksum Register.

 . Set if Port A is to
operate in the master mode on Port A
during the data transfer. -

a us Re ' r e n1

This register is cleared by

- the reset signal or by writing to the reset bit.

Bit 0 - Data in RAM 3 or RAM Y. Set if any bits
are true in the RAM X, RAM,Y, or Port A
byte address registers.

Pr P rt P E or. Set if the

uProc Parity ‘Enable bit is set and a
parity error. is detected on the
microprocessor interface during any RAM
access or write to the Checksum Register
in 16 bit mode. -

Port A garity Errgg. Set if the Port A
Parity Enable bit is set and a parity
error is detected on the Port A

interface during any RAM access or write
to the Checksum Register.

P 1 ri ‘ . set if

the chip is configured as the parity
chip, is not in parity correct mode, and
a non zero result is detected when the

Parity Sync signal is true. It is also
set whenever data is read out onto Port

B and the data being read back through
the bidirectional buffer does not

compare. '

o B B e 0- ari E . Set

whenever the data being read out of the

RAMS on the Port B side has bad parity.

Attorney Docket No.:AUsP7209
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Register Address 3. This register is cleared by

the reset signal or by writing to the reset bit. The

Enable Data Transfer bits in the Data Transfer Control

Register must be reset before attempting to write to

this register, else the write will be ignored.

Bit 0 £2rt_A_hxxs_address_Q- This bit is the
least significant byte address bit. It
is read directly bypassing any inversion
done by the ‘invert bit in the Data

Transfer Configuration Register.

22rL_AtJu¢s_a§drsss_l- "This bit is the
most significant byte address bit. It
is read directly bypassing any inversion
done by the invert bit in the Data
Transfer Configuration-Register.

Port A to RAM Y. Set if Port .A

accessing RAM Y, and reset if it
accessing RAM X .

P B o Y. set if Port B is

accessing RAM Y, and reset if it is
accessing RAM X . ‘

;gng_figr§§. If the chip is configured
to transfer data on Port A as a master,
amd this bit is reset, the chip will
only negate Port A Ack/Edy after every 8_
bytes, or 4 words in 16 bit mode, have~
been transferred. If this bit is set,
Port A Ack/Rdy will be negated every 16
bytes, or 8 words in 16 bit mode.

Bits 5-7 ugg Used.

dd i R ad Wri e

Register Address 4. This register is cleared by

the reset signal or by writing to the reset bit. The

Enable Data Transfer bits in the Data Transfer Control

Attorney Docket No.=Ausp72o9'
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Register must be reset before attempting to write to

this register, else the write will be ignored.

Bits 0-4 RAM X word address

Bit 5 . RAM X full

Bits 6-7 Not Used

r R ' ' e

Register Address 5. This register is cleared by

the reset signal or by writing to the reset bit. The

Enable Data Transfer bits in the Data Transfer Control

Register must be reset before attempting to write to

this register, else the write will be ignored.‘

Bits O-4 RAM Y word address

Bit 5 RAM i full

Bits 6-7 Not Used

ata e iste ' e d W ite

Register Address 6. The Enable Data Transfer bits

in the Data Transfer Control Register must be reset

before attempting to write to this register, else the

write will be ignored. The Port A to Port B bit in the

Data Transfer Control register must also be set before

writing this register. If it is not, the RAM controls

will be incremented but no data will be written to the

RAM. For consistency. the Port A to PortB should be

reset prior to reading this register.

Attorney Docket No.:AUSP7209
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Bits 0-7 are Fifo Data. The microprocessor may

access the FIFO by reading or writing this register.

The RAM control registers are updated as if the access

was using Port A. If the chip is configured with a 16

bit CPU Interface the most significant byte will use

the.Port A 0-7 data lines, and each Port A access will

increment the Port A byte address by 2.

ggr; A Checkgum Register fkgadlflriggl

Register Address 7. This register is cleared by

the reset signal or by writing to the reset bit.

Bits 0-7 are Checksum Data. The chip will

accumulate a 16 bit checksum for all Port A accesses.

If the chip is configured with a 16 bit CPU interface,

the most significant byte is read on the Port A 0-7

data lines. If data is written directly to this

register it is added to the current contents rather

than overwriting them. ‘It is important to_note that
the Checksum Enable bit in the Data Transfer Control

Register must be set to write this register and reset

to read it.

M O HIP

In general the fifo chip is programmed by writing 4

to the data transfer configuration and control

registers to enable a data transfer, and by reading

Attorney Docket No.:AUSP7209
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the data transfer status register at the end of the

transfer to check the completion status. Usually the

data transfer itself will take place with both the Port

A and the Port B handshakes enabled, and in this case

the data transfer itself should be done without any

other microprocessor interaction. In some

applications, however, the Port A handshake may not be

enabled, and it will be necessary for the

microprocessor to fill or empty the fifo by repeatedly

writing or reading the Fifo Data Register.

- since the fifo chip has no hnowledge of any byte

counts; there is no way of‘ telling when any data

transfer is complete by reading any register within

this chip itself. Determination of whether the data

transfer has been completed must therefore be done by

some other circuitry outside this chip.

The following C language routines illustrate how

the parity FIFO chip may be programmed. The routines

assume that both Port A and the microprocessor port are

connected to the system microprocessor, and return a

size code of 16 bits,'but that the hardware addresses

the Fifo chip as long 32 bit registers.

Attorney Docket No. :AUSP7209
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atruct FIFO_regs (
unsigned char config,al,a2,a3 ;
unsigned char contro1,b1,b2,b3;
unsigned char sratus,cl,c2,c3;
unsigned char ram_access_control,dl,d2,d3;
unsigned char ram_x_addr,e1;e2,e3;
unsigned char ram_Y_addr,f1,f2,fJ;
unsigned long data;
unsigned int checksum,h1;
I;

#define FII.-‘O1-((struct l?IFO_regs*) I-‘IFO_BASE__ADDB.ESS)

#define FIFO_flESET 0x80
#define FII-‘O_l6_BI'l'S 0x08
aderine FIFO_CARRY_WRAP 0x40
#define I-‘Ill-‘O_POR‘l‘__A__ENABLE 0x01
#define FIFO_PORT_B_ENABLE 0x02
#define FIFO_PORT_ENABLES 0x03
{marine I-‘IFD_PORT__A_TO_B 0x04
#define FIFO_CHECKSUM_ENABLE 0x60
fidefine FIFO__DA'1'A_IN_RAH 0x01
gdefine 1=mo_ronca_v;An_1=uLL 0x20

aaetine PORT_A_'1'O_POR'1'_B(‘fifo) ((fifo—> control ) 5. 0x04)
#define PORT_A_BYTE_ADDRESS(fifo) ((fife->ram_aceess_contro1) &

0x03) _

adetine PORI;fi;jO_§AM_Y(£ifo) ((fifo-)ranL§ccess_pontrol ) &
-0x04)

fidetine PORT_B_I0_RAM_Y(fifo) ((fifo—) ram_access_eontro1 ) &
0x08)

/itRttkkttfitflktflifiatfitttflkfiflkflttfifiktfl€ttfi$**#tt#tfitttttktttt

The following routine initiates a Fifo data transfer using
two values passed to it. '

config_data This is the data to be written to the
configuration register.

contra1_data This is the data to be written to the Data
Transfer Control Register. If the data'trans£er
is to take place automatically using both the
Port Aand Port 3 handshakes, hoth data transfer
enables bits should be set in this parameter.

fitttttttttttttttttfittttttttttttttttttfifittttfittz=:t::tt22:::/

FIFO_initiate_data_transfer(config_data, contro1_data)
unsigned char config_data, control_data;
C

FIFOI-)config = config_data I FIF0_RESET; /‘ Set
Configuration value-& Reset */

Attorney Docket No.:AUSP7209
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FIFO1-)¢ontro1 - contro1_data G ('FIFO_PORT_ENABLES); /* Set
"everything but enables */

FIFO!->control = contro1_data ; /* Set data transfer
enables */
I

/kifififitttfifikktktttfittktktfititttkttttktttkttRtttttfiktttttkttk

The following routine forces the transfer of any odd bytes
that have been left in the Fifo at the end of a data transfer.

It first disables both parts, then forces the Ram Full bits, end'
then re-enables the appropriate Port.
afltatttktttattfikktkfit##3##stat:ktatt:t*tt*#:&:**&t&t*tk*k#t/

EIFO_force_odd_1ength_transfer()
( .

FIFO!-)cont:o1 &= "FIFO___PORT__ENABLE.S; /* Disable Parts A 5: B */
if (POR'1'_A__'.l'0_POR'I'_8(FIF0l)) I

if (PORT__A_'1'O__RAH_Y(FIFOl)) 1
PIF01->ram_Y__addr = Eu-'o_1=oncz_n.u'1_1=uLL;' /* Set am Yfull */

)
_ else FIFOI->r‘am_X_addr = FIFO__FORCE_RAM_FUI.L ; /* Set RAM

X full */

FI_l-‘O1->contro1 [= FIFO__PORT__B_ENA.BLE ; /"'~' Re-Enable
Port B *1

}
else ( ~

if (POR'1'__B_'1'0_RAM_Y(FI).-'01)) I
FIF0l—>ram__Y_addr - FIFO__FORCE__RAH_FUI.L ; /* Set

RAH Y full 3/
1

else FIFOI-)raq_x_addr - FIFO_FORCE_RAM_FULL ; /= Set RAM
X full */ .

FIFO1-)contro1 }= FIFO_PORT_A_ENABLE ; /* Re-Enable
Port A */

)
I H

/ttttttttttfitfifltttfitfiflfifitttfiakzflflfifitfiatfifltfikflfiflfifitfifififitflfifififi

The following routine returns how many odd bytes have been
left in the Fifo at the end of a data transter.
fit##**#*fifit*tttk#fifittfltttfitkfik*tfl3k*kkfia#tfitfi**3fikt3¥:ttt3:]

int FIF0_count_odd_pytes()
{

int numher_odd_bytes;
number_pdd_byces=0;

it (I-‘IP01->scatus a FIFO_DA'l'A__IN_RAH) (
i E (POR'1'_A_TO_POR'I.‘__B ( FI so 1 ) ) (

number_odd_bytes = (PORT_A_pYTE_ADDRESS(FIFOIJ) ;
i E (POR'l.‘_A__‘1‘O__R.AH_Y ( F1 F0 1 ) )

number_oqd_bytes += (FIF01—>ram_Y_pddr) = A ;

Attorney Docket No.:AUSP7209
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else number_odd_bytes +- (FIFO1->ren_x_addr) * 4 ;
}
else {

it (poaT_a_ro_3nM_Y(rIro1))
number_pdd_bytes - (FIFO!-)ron;Y_nddr) * 4

else number_odd_bytes = (FIF01~>rem_X_addr) * 6
)

I

return (numher_odd_bytes);
)

/:.-*.::=-r:-geese:-2.-:e::==-we-s-s-es:ktst:a--.::2-asea-:.-es:-e:='::-ea:-:.-::s:::::u::=e
The following routine tests the microprocessor interface of

the chip. It first writes and reads the first 6 registers. It
then writes Is, 0s, and an address pattern to the RAM, reading the
data back and checking it.

The test returns a bit significant error code where each
bit represents the address of the registers that failed.

Bit = config register failed
Bit a control register failed
Bit - status register failed
Bit ram access control register failed,
Bit ram X address register failed
Bit = ran Y address register failed
air = data register failed
Bit 7 = checksum register failed

aeeeteaeeretaeexeeeeseassessesaeaaeaaseeaseeeeeetsea*e:s:r:/

adefine RAH_DEPTH 64 - /* number of long words in Fife Ram */

reg_expected_data[6] = ( 027?, OXFF, 0x00, 0x1F, 0x3F, 0x3? };

char FIFo_uprocessor_interface_test()
I

unsigned long test_data;
char *register_addr;
int i; -
char j,error;

FIFOI->con£ig = FIFO_BESET; = reset the chip */
error=0;
register_addr =(char *) FIFOI;
j=1;

/* first test registers 0 thru 5 */

for (i=0; i<6; i++) [
*register_addr n OxFF; /* write test data *1
it (=register_addr != reg_expected_data[il) error := j;
*register_nddr - O;- /* write 0s to register */
if (=register_addr) error l= j;
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*register_addr - 0xFF; /* write test data again *1
if (*re3ister_addr In reg_expecced_data(i]) error 1- j;
FIF01—>config = FIFO_RESET; /* reset the chip */
it (*register;pddr) error := j; /* register should be 0 ‘I
register_addr++; ‘/* go to next register */
j <<=l;

/* now test Ran data & checksum registers
test is throughout Ram & then test Os *1

for (test_data = -1; test_data != 1; test_data++)
for is G Os */

' . F1!-‘O1->config = FII-‘O__RESET : I-‘IFO_l6__BIT5
FIFO!->contro1 = FIFO_PORT_A_TO_D;
for (i=0;i<RAH_DEPTH;i++) /* write data to RAH */

FIFO1-)data = test_data;
FIF01-)contro1 = 0;
for (i-0;i<RAH_DEPTH;i++)

. _ it (FIFOI->data l= test_data) error := j; /* read
5 check data */ '

if (FIFOI->checksum) error := 0x80; = checksum
should = 0 */

)
4-.
~ new test Ram data with address pattern
uses a different pattern for_every byte */

test_data=0x000l0203; /* address pattern start */
FIFO1->config = FIFO_BES£T E FIFO_16_BITS 5 FIFO_CARRY_HRAP;
F1 F0 1—)com: rol = F! E'0_POR'I‘_A_‘rO_B :- FI FO_CHECKSUM_ENA.BLE;
for (i=0;i<RAH_DEPTH;i++) ( ‘

FIFO1->data = test_data; /* write address pattern */
test_data += 0x04040404;

1

test_data=0x00010203; * address pattern start */
FIFO!->control = FIEO_pHEcKSUM_ENABLE;
for (i=0;i<RAM_DEPTH;i++) [

it (I-‘IP01->status l= FIFO_DA'rA__IN_RAM)
error l= 0x04; /* should he data in ten */

if (FIFO!->data != test_data) error I= j; /* read &
check address pattern */

test_data += 0x04040404;
] .
if (FIF01—>checksum != 0x0l02) error := 0x80; /* test

checksum of address pattern 3/

FIFO1->conEig = FIF0_RESET : FIFO_l6_BIT : /* inhibit carry
wrap */

FIFO1->checksum = 0xFEFE;' /* writing adds to checksun */

Attorney Docket No.:AUSP7209
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if (FIFO!->checksum) error 5-=0x80; I" checksum should he 0 */
it (1-‘IF0l—>aI:aI:ua) error :- 0x04; /* status should be 0 */
return (error);

J
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CLAIMS

1. Network server apparatus for use with a data

network and a mass storage deyice, comprising:

an interface processor unit coupleable to said

network and to said mass storage device;

a host processor unit capable of running remote

procedures defined by a client node on said network;

means in said interface processor unit for

satisfying requests from said network to store data
from said network on said mass storage device;

means in said interface processor unit for

satisfying requests from said network to retrieve data

from said mass storage device to said network; and

means in said interface processor unit for

transmitting predefined categories of nessages from

said network to said host processor unit for processing

in said host processor unit, said transmitted messages

including all requests by a network client to run '

client-defined procedures on said network server

apparatus.

2. Apparatus according to claim 1, wherein said

interface processor unit comprises: i

a network control unit coupleable to said network;

a data control unit coupleable to ‘said mass ‘

storage device;_p “
a buffer memory;

Attorney Docket No. : I AUSPTZOWCF/GBR/USU
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means in said network control. unit for

transmitting to said data control unit requests from

said network to store specified storage data from said

network on said mass storage device;

means ins said network control unit for

transmitting said specified storage data from said

network to said buffer memory and from said buffer

memory to said data.contro1 unit;

means in said network control unit for"

transmitting to said data control unit requests from

said network to retrieve specified retrieval data from

said mass storage device to said network;

means in said network control unit for

transmitting said specified retrieval data from said

data control unit to said buffer memory and from said

buffer memory to said network; and

means in said network control unit for

transmitting said. predefined categories of messages

from said network to said host processing unit for-

processing by said host processing unit.

3. Apparatus according to claim 2, wherein said

data control unit comprises:

a storage processor unit coupleable to said mass

storage device;

.a file processor unit;

means on said file processor unit; for translating

said file system level storage requests from said

-134-
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network into requests to store data at specified

physical storage locations in said mass storage device;.

means on said file processor unit for instructing

said storage processor unit to write data from said

buffer memory into said specified physical storage

locations in said mass storage device;

means on said file processor unit for translating

file system level retrieval requests from said network

into requests to retrieve datarfrom specified physical

retrieval locations in said mass storage device;

means on said file processor unit for instructing

said storage processor unit to retrieve data from said

specified physical retrieval locations in said mass

storage device to said buffer memory if said data from

said specified physical locations is not already in

said buffer memory; and

means in said .storage processor unit for

transmitting data between said buffer memory and said

mass storage device.

4, -Network server apparatus for use with a data

network and a mass storage device, comprising:

a network control unit coupleable to said network;

a data ‘control unit coupleable to said mass

storage device;

a buffer memory;

means for transmitting from said network control

unit to said data control unit requests from said

-135-
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network to. store specified storage data from said

network on said mass storage device;

means for transmitting said specified storage data

by DMA from said network control unit to said buffer

memory and by DMA from said buffer memory to said data

control unit;

means for transmitting from said network control

unit to said data control unit requests front said

network to retrieve specified retrieval data from said

mass storage device to said network; and

means for transmitting said specified retrieval

data by DMA from said data control unit to said buffer

nemory and by DMA from said buffer memory to said

network control unit. .

5. Apparatus according to claim 1, for use

further with a buffer memory, and wherein said requests

from said network to store and retrieve data include

file system level storage and retrieval requests

respectively, and wherein said interface processor unit

comprises:

a storage processor unit coupleable to said mass

storage device;

a file processor unit;

means on said file processor unit for translating

said file system level storage requests into requests

to store data at specified physical storage locations

in said mass storage device;

-136-

Attorney Docket Ilo.: AU$P7209|lCF/GER/USU
USU/ausplTZ0?.claims



NetApp Ex. 1002, pg. 624

095447/4

means on said file processor unit for instructing

said storage processor unit to write data from said.

buffer memory into said specified physical storage

locations in said mass storage device;

means on said file processor unit for translating

said file system level retrievatilerequests into requests

to retrieve data from specified physical retrievab1e

locations in said mass storage ‘device;

means on said file processor unit for instructing

said storage processor unit to retrieve data from said

specified physical retrievablelocations in said mass

storage device to said buffer memory if said data from

said specified physical locations is not already in

said buffer memory; and

means in said storage processor unit for

transmitting data between said buffer memory and said

mass storage device .
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6. Networkserver apparatus for use with a data

network, comprising:

a network controller coupleable to said network to

receive incoming information packets over said network.

said incoming information packets ‘. including certain

packets which contain part or all of a request to Said

server apparatus, said request being in either a first

or a second class of requests to said server apparatus;

a first additional processor,-

an interchange bus different from said network

coupled between said network controller and said first

additional processor;

means in said network controller for detecting and

satisfying requests in said first‘ class of requests

contained in said certain incoming information packets,

said network controller lacking means in said network

controller for satisfying requests in said second class

of requests;

means in said network controller for detecting and

assembling. into assembled requests, requests in said

second class of requests contained in said certain

incoming information packets;

means for delivering said assembled requests from

said network controller to said first additional

processor over said interchange _bus; and

means in said first additional processor for

further processing said assembled requests in said

second class of requests.
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. 7. ‘Apparatus. according to claim '6 wherein said

packets ' each include a network node destination

“address. and wherein said means in "said network

controller for detecting and assembling_ into assembled

requests, assembles said assembled requests in a format:

which omits said network node destination addresses. -

' 8. Apparatus according to claim 5- wherein said

means in said network controller for detecting and

satisfying requests in said first class of requests,

assembles said requests in said first class of requests

into assembled requests before satisfying said requests

inisaid first ‘class of requests. -

. 9. Apparatus "according to claim "6, wherein said

packets each include a network «node — destination

address. wherein said means in saidnetwork controller

for detecting and assembling into assembled requests,

assembles said assembled requests in a- format which

omits said network node‘ destination addresses, and

wherein said means in said network controller for

detecting and satisfying requests in said first class

ofrequests, assembles said requests in said first

class of requests, in a format which omits said network

‘node destination addresses, before satisfying said

requests in said first class of requests.

-139-
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10. Apparatus according to claim 6, wherein said

means in said networki controller for detecting and
satisfying requests in said first class includes means

for preparing an outgoing message in response to one of

said first class of requests, means for -packaging said

outgoing message in outgoing information packets

suitable for transmission over said network, and means

for transmitting said outgoing information packets over

said network .

11, Apparatus according to claim $,_ further

comprisinga buffer memory coupled to said interchange

bus, and'- wherein said" means for delivering said

assembled requests comprises:

means’ for transferring the contents of said

assembled requests over said interchange bus into said

buffer memory; and I A ‘

means for notifying said first additional

processor of the presence of said contents in said

buffer memory.

.12; Apparatus according to claim 5, wherein said

means in said first additional processor for further

processing said assembled requests includes means for

preparing an outgoing message in response to one of

said second class of requests, said apparatus further

comprising means for delivering said outgoing message

from said first‘ additional processor to said network

controller over said interchange bus, said network

controller, further comprising means in said network

controller for packaging said outgoing message in

outgoing infoznation packets suitable for transmission

: said network, and means in said network controller

for transmitting said outgoing information packages

over said networks _ 140_
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13. Apparatus according to claim 5, wherein said

first class of requests comprises requests for an

address of ' said server apparatus. and wherein _said

means in said network controller for detecting and

satisfying requests in said first class comprises means

for preparing .a response packet to such an address

request and means for transmitting said response packet

over said network.

14, Apparatus according to claim 5 for use

further with a second data network, said network

controller being coupleable further to said second

network, wherein said first class of requests comprises

requests to route a message to a destination reachable

over said second network, and wherein said means. in

said network controller for detecting and satisfying

requests in said first class comprises means for

detecting that one of said certain packets comprises a

request to route a message contained in said one of

said certain packets to a destination reachable over

said second network, and means for transmitting said

message over said second network.

'_15.g Apparatus according to claim 14 for use

further with a third data network, said network

‘controller further comprising means. in said network

controller for detecting particular requests in said

incoming information packets to route a message

contained in said particular requests, to a destination

resale over said third network, said apparatus

further comprising:
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a second network controller coupled to said

interchange bus and coupleable to said ‘third data

network;

means for delivering said message contained in

said particular requests to said second network

controller over said interchange bus; and

means in said second network controller for

transmitting said message contained in said particular

requests over said third network.

Apparatus according to claim for use

further with a third data network, said network

controller further comprising means in said network

controller for detecting particular requests in said

incoming information packets to route a message

contained in said particular requests, to a destination

reachable over "said third network, said apparatus

‘further comprising:

a second network controller coupled to said

interchange bus and coupleable to said. third data

network; ; '

means for delivering said message contained in

said particular requests to said second network

controller over said interchange bus; and

means in said second network controller for

transmitting said message contained in said particular

requests over said third network.

Qttorney Docket |lo.: AUSP7209HCF/GBR/VSV
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.17. Apparatus according to claim ’6 for use

further with a mass storage device, wherein said first

additional processor comprises a data ‘control unit

coupleable to said mass storage device, wherein said

second class of requests comprises remote calls to

procedures ‘for managing a. file‘ system in said mass

storage device, and wherein said means in said first .

additional processor for further processing said

assembled requestsin said second class of requests

_comprises means. for executing file system procedures on
said mass storage device in response to said assembled

requests.

18;“ Apparatus according to claim 12 wherein said

file system procedures include a read procedure for

reading data from said mass storage device,

said means in said first additional processor for

further processing said assembled requests including

means for reading data from a specified location in

said mass storage device in response to a remote call

to .said read procedure, ‘

said apparatus further including means for

delivering said data to said network controller,

said network controller further comprising means

on said network controller for packaging said data in

outgoing information packets suitable for transmission

over said network, and means for transmitting said

outgoing information packets over said network.

- 143 -
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'19. Apparatus according to claim 1:83,. wherein said

means for delivering comprises:

a system buffer memory coupled to said interchange

bus;

means in said data control unit for transferring

said data over said interchange bus -into said buffer

memory; and I

means in said network controller for transferring

saidldata over said interchange bus from said system

‘buffer memory to said network controller.

- 2.0‘, Apparatus according to claim 17_,_ wherein said

file system procedures include a read procedure for

reading a specified number of bytes of data from said

-mass storage device beginning at an address specified

in logical terms including a file system ID and a file

ID, said means for‘ executing file system procedures

comprising: ~

‘ means for converting the logical address specified

in a ‘remote call to said read procedure to a physical

address; and

means for reading data from said physical address

in said mass storage device.

21,’ Apparatus according to claim‘ 20, wherein said

mass storage device comprises a disk drive having a

numbered tracks and sectors, wherein said logical

-address specifies said file system ID, said file ID,

Attorney Docket Ilo..- AUSPHDQICF/GBR/USU
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and a byte offset, and wherein said physical address

specifies a corresponding track and sector number.

'22- Apparatus according to claim ‘l_7. wherein said

file system procedures include a read procedure for

reading a specified number of bytes of data from said

mass storage device beginning at an address specified

in logical terms including a file system ID and a file

ID’ ‘

said data control unit comprising a file processor

coupled to said interchange bus and a storage processor

coupled to said interchange bus and coupleable to said

mass storage device,

said file processor comprising means for

converting the logical address specified in a remote

call to said read procedure to a physical address,

said apparatus further comprising means for

delivering said. physical address to said- storage

processor.

said storage processor comprising means for

reading data from said physical ' address ‘in said mass

storage device and for transferring said data over said

interchange bus into said buffer memory; and

means in said network controller for transferring

said data over said interchange bus from said system

buffer memory to said network controller.

23.. Apparatus according to claim .11, wherein said

file system procedures include a write procedure for

- 145 -
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writing data contained in an assembled request, to said

mass storage device,

said means in said first additional processor for

further processing said assembled requests including V

means for writing said data to a specified location in

said mass storage device in response to a remote call

to said read procedure.

_ 24.; Apparatus according to claim 6__. wherein said

first additional processor comprises a host computer

coupled to said interchange bus,‘ wherein said second

class.of requests comprises remote calls to procedures

other than procedures for managing a file system, and

wherein said means in said first additional processor

for further processing said assembled requests in said

second class of requests comprises means for executing

remote procedure calls in response to said assembled

requests .

25- Apparatus according to claim 24, for use

further with a mass storage ‘device and a data control

unit coupleable to said mass storage device and coupled
to said interchange bus, wherein said network

controller further comprises means in said network

controller for detecting and assembling remote calls,

received over said network, to procedures for managing

a file system in said mass storage device, and wherein

said data control unit comprises means for executing

file system procedures on said mass storage device in

- 146 -
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response to said remote calls to procedures for

managing a file system in said mass storage device.

:26. Apparatus according to claim 24,. further

comprising means for delivering all of said incoming

information packets not recognized by said network

controller to said host computer over said interchange

bus.

.27_‘. Apparatus according to claim,§.‘6, wherein said

network controller comprises:

a microprocessor;

a local instruction memory containing local

instruction code;

a local bus coupled between said microprocessor

and said local instruction memory;

bus interface means for interfacing said

microprocessor with said interchange bus at times

determined by said microprocessor in response to said

local instruction code; "and

network interface means for interfacing said

microprocessor with said data network,

said local instruction memory including all

instruction code necessary for said microprocessor to

perform said function of detecting and satisfying

requests in said first‘ class of requests, and all

instruction code necessary for said microprocessor to

perform said function of detecting and assembling into

-147-
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assembled requests,‘ requests in said second class of

requests.

'28. Network server apparatus for use with a data

network, comprising:

a network controller coupleable to said network to

receive incoming information packets over said network.

said incoming information packets including certain

packets which contain part or all of a message to said

server apparatus, said message being in either a first

or a. second class of messages to said server apparatus,

said messages in said first class of messages including

certain messages containing requests;

a host computer;

an interchange bus different from said network and

coupled between said. network controller and said host

computer;

means in said network controller for detecting and

satisfying said requests in said first class of

messages ,-

means for delivering messages in said second class

of -messages from said network controller to said host

computer over said interchange bus; and '

means in said host computer for further processing

said messages in said second class of messages.

29. Apparatus according to claim 28, wherein said

packets each include a network node destination

address, and wherein said means for delivering messages

- 148 -
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in said second class of messages comprises means in

‘said network controller for detecting said _messages in

said second class of messages and assembling them into

assembled messages in a format which omits said network

node destination addresses._

'30. Apparatus according to claim 28, wherein said

means in» said network controller. for detecting and

satisfying requests in said first class includes means

for preparing an outgoing message in response to one of

said requests in said first class of messages, means

for packaging said outgoing message in outgoing

information packets suitable for transmission over said

network, and means_ for transmitting said outgoing

information packets over said network.

Apparatus according to claim 28, for use

further with a second data network, said network

controller being coupleable further to said second

network, wherein said first class of messages comprises

messages to be routed to a destination reachable over

said second network, and wherein saidimeans in said

network controller for detecting and satisfying

requests in said first class comprises means for

detecting that one of said certain packets includes a

request to route a message contained in said one of

said certain packets to a_ destination reachable over.

said second network, and means for transmitting said

message over said second network.

- 1‘49"-
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.32. Apparatus according to claim 28_,.. for use

further with a third data network, "said network
-controller ‘further comprising means in said network

controller for detecting particular messages in said

incoming information packets to be routed to a

destination reachable over said third network, said

apparatus further comprising:

a second network controller coupled to said

interchange bus and coupleable to said third data

network; I

means tor delivering said particular messages to

said second network controller over said interchange

bus, substantially without involving said host

computer; and

means in said second network controller for

transmitting said message contained in said particular

requests over said third network, substantially without

involving said host computer.

.33. Apparatus according to_ claim 28',“ for use

further with a mass ‘storage device, further comprising

a data control unit coupleable to said mass storage

device,

said network controller further comprising means

in said network controller for detecting ones of said

incoming information packets containing remote calls to

procedures for managing a file system in said mass

storage device, and means in said network controller

- 1~'5o --
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for assembling said remote calls from said incoming

packets into assembled calls. substantially without

involving said host ‘computer, i

said_ apparatus further comprising means for

delivering said assembled file system calls to said

data ‘control unit over said interchange bus

substantially without involving said host computer, 3”“:

said data control unit comprising means in said data

control unit for executing file system procedures on

said mass storage device in response to said assembled

file system calls, substantially without involving said

host computer.

3_4. Apparatus according to claim 28!. further

comprising means for delivering all of said incoming

information packets not recognized by‘ said network

controller to said host computer over said interchange

bus. .

35. Apparatus according to claim 25,, wherein said

network controller ._ comprises :

a microprocessor;

a local instruction memory containing local’

instruction code;

a'local bus coupled between said microprocessor

and said local instruction memory;

bus interface means for interfacing said

microprocessor with said interchange bus at times

Attorney Duziet No.: AUSPTZOVHCF/GER/USU
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determined by said microprocessor in response to said

local instruction code; and

network interface means. for interfacing said

ndcroprocessor Qith said data network,

said local instruction memory including all‘

instruction code necessary for said microprocessor to

perform said function of detecting and ‘satisfying

requests in said first class of requests.

For the App1iéa
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INVENTORS: .

EDWARD JOHN ROW, LAURENCE B. BOUCHER,

WILLIAM H. PITTS, STEPHEN E. BLIGHTHRN

QBQ§S;BEEEBENQE_IQ_BBLAIED_AEELI£BTIQfl§

The present application _is related to the:

following U.S. Patent -Applications, all filed

concurrently herewith:

1. MULTIPLE FACILITX OPERATING SYSTEM-

ARCHITECTURE, invented by David Hitz, Allan Schwartr,

Janos Lau and Guy Harris;‘

2. ENHANCED VMEBUS PROTOCOL UTILIZING;

PSEUDOSYNCHRONOUS HANDSHAKING AND BLOCK_ MODE DATA’

TRANSFER, invented by Daryl Starr; and

3.-BUS LOCKING FIFO HULTI-PROCESSOR COMMUNICATIONS:

SYSTEM UTILIZING PSEUDOSYNCHRONOUS HANDEHAKING AND

_BLOCK MODE DAmA TRANSFER invented by Daryl D. Starr,

William Pitts and Stephen Blightman.

The above applications are all assigned to the

Vassignee of the present invention and are all expressly

incorporated herein by reference.

R UND O

1 of ' v

The invention relates to computer data networks,

and more particularly; to network file server

architectures for computer networks.

Attorney Docket No.:AUSP7209
WPI/WSW/ABS?/7209.001 8/24/89-7



NetApp Ex. 1002, pg. 655

m¢ 

pver the past ten years, remarkable increases in‘

hardware price/performance ratios have caused a;

startling shift in both technical and office computing:‘

environments. Distributed workstation-server networks?

are displacing the once pervasive dumb terminal

attached to mainframe or minicomputer. To date,

however, network ‘I/O limitations have constrained the;

potential performance available to workstation users.‘

This situation has developed in part because dramatic;

jumps in microprocessor performance have exceeded;

increases in network I/O performance. A I

In a computer network,‘ individual user:

workstations are referred to’ as clients, and sharedé

resources for filing, printing, data storage and wide-E

area communications are referred to as server-s.é

Clients and servers are -all considered nodes of aé

network. client nodes use standard communications;

protocols to exchange service requests ‘and responses,
with server nodes.

Present-day network clients‘ and servers usually

run the. Dos, Maclntosh os, as/2, or Unix operating;
systems. Local networks are usually Ethernet or Token;

Ring at the high‘ end, Arcnet in the midrange, or;

Localralk or StarLAN at the low end. The client-server:

Attorney Docket No. :MISP7209 ' _ ~
W91/WSW/AUSP/7209.001 4 8/24/89-7.
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communication protocols are fairly strictly dictated by

the ‘operating system environment -- usually one of

several proprietary schemes for PCs (fletware, 3P1usé

Vines, Lanuanager, ALANServer); Applefalk for

Hacrntoshes; and TCP/IP with RPS or RPS for Unixi

These protocols are all well-knofin in the industry: I
Unix client nodes typically feature a 164 or 32%

hit microprocessor with 1-8 MB of primary memory, a

640 x 1024 pixel display, and a built-in network -

interface. A 40-100 MB local disk is often optional;

Low—end examples are 80286-based PCs or 68000-based

MacIntosh I's; mid—range machines include 80386 PCS;

HacIntosh II's. and 680x0-based Unix _workstations;

high-‘end machines include RISC-based nsc, HP, and Sun
Unix workstations. servers are typically nothing more

than repackaged client nodes, configured in 19-inchv

racks rather than desk sideboxes. The extra space of

a 19-inch rack is used for additional hackplane slots;

disk'or tape drives, and power supplies. '

Driven by RISC and CISC .microprocessor

developments, client workstation performance has‘

increased by more than a factor of ten in the last fee

years. Concurrently, these extremely fast clients

have also gained an appetite for data that remote

servers are unable to satisfy. Because the I/0

shortfall is most dramatic in the Unix environment, the

Attorney Docket No.:AUsP7209 _
WP1/WSW/AUSP/1209.001 ‘ 8/24/89-7
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description of the preferred embodiment of the present%
invention will focus on Unix file servers. The;

architectural principles that solve the Unix server I/O5!

problem, however, extend easily to server performance;

bottlenecks in other operating system environments as;

well. similarly, the description of the preferred!

_embodiment will focus on Ethernet implementations,

though the principles extend easily to -other types of’
networks.

In most Unix environments, clients ‘and servers;

exchange file data ‘using the Network File System?

(‘NI-‘s'), a standard promulgated by Sun Kicrosystems and;

now widely adopted by the Unix community. NI.-‘s isl

defined in a document entitled, -mvs: Network File:

system Protocol Specification,” Request For Comments;

(RFC) 1094, by sun Microsystems, Inc. (March 1989).:

This document is incorporated herein by reference in:

its entirety.-

‘iimiie simple and reliable, urs is not optimal.

Clients using NPS place considerable demands upon

networks and NFS servers supplying clients with

.-data. This demand is particularly acute for so-called?

diskless clients that have no local disks ands

therefore depend on a file server for application?

binaries and virtual memory paging as well as data.:

For these Unix client-server configurations‘, the ten-é

Attorney Docket No . : AUSP7209 f
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to-one increase in client power has-not been natched byg
a ten-to-one increase in Ethernet capacity. in disk

speed, or server disk~to-network I/O throughput.

The result is that the number of diskless clients:

that a single modern high-end server can adequately;
support has dropped to between 5-10, depending‘ on;

client power and application. workload. For' clientsg

containing small local disks for applications and:

paging, referred to as dataless clients, the client-

to-server ratio is about twice this, or between 10-20.

Such low client/server ratios cause piecewise§'

network configurations in which each local Ethernet;
contains isolated traffic for its own 5-10 (diskless)

clients and dedicated server.’ For overall

connectivity, these local networks are usually joined:

together with an Ethernet backbone or, in the futuref

with an FDDI backbone. These backbones are typicallyg

connected to the local networks either by IP routers or:

Macélevel bridges, coupling the local networks together;

directly, or by a second server fiunctioning as a?

network interface, coupling servers for all the local

networks together. -

In addition to performance considerations, the low?
client-to-server ratio creates computing problems in?

several additional ways:

Attorney Docket fio.:AUsP1209 —
WP1/WSW/AUSP/7209.001 ‘ 8/24/89-7
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1. §.h.a£.iIL<I- Development groups of more than
10 people cannot share the same server, and thus cannot

easily share files without file replication and nanual,§

multi-server updates. Bridges or routers are a partiafi

solution but inflict ‘a performance penalty due to more
» ' a

network hops. _

2.  . System administrators:

must maintain many limited—capacity servers rather thani

a few more substantial servers. This burden includes

network administration, hardware maintenance, and usexi
account administration. K

3.  . System administrators

operators must conduct multiple file‘ ‘system backups,
which can be onerously time consuming tasks. It is

also expensive to duplicate backup peripherals on eacli

server (or every few servers.i£ slower network backugi

is used). ‘

4. I With only 5-10 clients:
per server, the cost of the server must be shared

on1y'a small number of users. The real cost of at;

entry-level Unix workstation is therefore significantly;

greater, often as much as 140% greater, than the costf

"of the workstation alone.

The widening I/O gap,l as well as administrative:
and economic considerations, demonstrates a need for;

higher-performance, larger-capacity Unix file servers;

Attorney Docket No. :AUsP‘l209 ‘ ’
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Conversion of a display-less workstation into a. server?

may address disk capacity issues, but does nothing to;

address fundamental I/O limitations. As an NI.-‘S server,f
the one-time workstation must sustain 5-10 or more;

times the network, disl<,_ backplane, and file system%
thrggghpgt than it was designed to support as ag

client. Adding larger disks, more network adaptors,g
extra primary memory, or even a faster processor do not;

resolve basic architectural I/O constraints;
throughput does not increase sufficiently. I

other prior art computer architectures, while not;

specifically designed as file servers, may potentially:
be used as such. In one such we1l—known architecture,%

a CPU, a memory unit, and two I/O processors areg
connected to a single bus.» One of the I/O processors;

operates a set of diskdrives, and if the architecture:

is to he used as a server, the other I/0 processorg
would be connected to a network. This architecture is%.

not optimal as a file server,.however, at least hecauseé

the two _]:/0 processors cannot handle network file;

requests without involving the can. All network file

requests that are received by the network I/0 processoré

are first transmitted to the CPU, which makes;

appropriate requests to the disk-I/0 processor for;

satisfaction of the network request.

Attorney Docket No . :AUSP7209 ;
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NetApp Ex. 1002, pg. 661

-3-

In another such computer architecture, a disk;

controller CPU manages access to‘ disk drives, and;

several other CPUs, three for example, may be;
clustered around the disk controller CPU. Each of the;

other CPUs can be connected to its own network. The: V

network cPUs are each connected to the disk controller;

CPU as well as to each other for interprocessori

communication. one of the disadvantages of
computer architecture is that each CPU in the system;

runs its own complete operating system. ‘Thus, network;

file server requests must be handled by an operating;

system which is also heavily loaded with facilities and;

processes for performing a large number of other, ‘non?

file—server tasks. Additionally, the interprocessorg
communication is not optimized for file server type;
requests. I

In yet another computer_architecture._ a plurality}:

of CPUs, each having its own cachememory for data and;

‘instruction storage, are connected to a common bus with;

a system memory and a disk controller. The diskg
controller and ‘each of the CPUs have direct memory;

access to the system memory, and one or more of the;
Cl’Us can be connected to a network. This architecture?

is disadvantageous as a file -server‘ because, among:

other things, both file data and the instructions for;
the CPUs reside in the same, system memory. There will;

Attorney Docket No. :AUSP7209 5
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be instances, therefore, in which the CPUs must stop

running while they wait for large blocks of file data

to be transferred between system memory and the network

CPU. Additionally, as with ‘both of the previously

described computer architectures, the entire operating

system runs on each of the CPUs, including the network
CPU.

‘ In yet another type of computer architecture, a

large number of CPUS are connected together in a

hypercube topology. one of more of these CPUs can be

connected to networks, while another can be connected
to disk drives. This architecture is also

disadvantageous as a file server because, among other
things, each processor. runs the entire operating
system. Interprocessor communication is also not

optimal for file server applications.

§EM!AEX_QE_IfiE_INNENE1QE

The present invention involves a new, _server~

specific I/O architecture that is optimized for a Unix

file server’: most common actions —- file operations.

Roughly stated. the invention involves a file server

architecture icomprising one or more network.

controllers, one or more file controllers, one or more

storage processors, and a system or buffer memory, all

connected over a message.passing bus and operating in

Attorney Docket No.:AUSP7209

WP1/WSW/AUSP/7209.001 8/24/89-7



NetApp Ex. 1002, pg. 663

-10-

parallel with the Unix host processor. The network

controllers each connect to one or more network, and

provide all protocol processing between the network

layer data format and ‘an internal file server format

for communicating client requests to other processors

in the server. Only those data packets which cannot be;

interpreted by the network controllers, for example

client requests to run a client—defined program on the

-server, are transmitted to the Unix host for

processing. Thus the network controllers, file

controllers and storage processors contain only small

parts of as ‘overall operating system, and each is

optimized for the particular type of work to which it

is dedicated.

client requests. for file operations are

transmitted to one of the file controllers which,

independently‘ of the ‘Unix host, manages the ‘virtual

file system of a mass storage device which is coupled

to the storage processors. The file controllers may
also control data buffering hetween the storage

processors and the network controllers, through the

system memory. The file controllers preferably each

include a local buffer memory for caching file control

information, separate from the system‘ memory ' for

caching file data. Additionally, the network

controllers, file processors and storage processors are

Attorney Docket No. :AUSP'I209 .
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all designed to avoid any instruction fetches from the

system memory, instead keeping all instruction memory

separate and local. This arrangement eliminates

contention on the backplane between microprocessor

instruction fetches and transmissions of message and

file data.

BBIEE.DE5£BIEIlQN_Q£_IflE_DBAflINGfi

The invention will be described with respect to

particular embodiments thereof, and reference will be

made to the drawings, in which:

Fig. 1. is a block diagram of a prior art file

server architecture;

Fig. 2 -is la block diagram ‘of a file server

architecture according to the invention;

Fig. 3 is a block diagram of one of the network

controllers shown in Fig. 2;

Fig. 4 is a block diagram of one of the file

controllers shown in Fig._2;

Pig. 5 is a block diagram of one of the storage

processors shown in Fig. 2;

Fig. 6 is a block diagram of one of the system

memory cards shown in Fig. 2:

Figs. 7A—C are a flowchartl illustrating the

operation of a fast transfer protocol BLOCK WRITE

cycle; and

Attorney Docket No.:AUsP7209
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Figs. BA-C are a flowchart illustrating the

operation of a fast transfer protocol BLOCK READ

cycle.

QE2A1LED_DE§§EIEILQH

For comparison purposes and background, an

illustrative prior-art file server architecture will

first be described with respect to Fig. 1. Fig. 1 is

an overall block diagram of a conventional prior—art

Unix-based file server for Ethernet networks. It

consists of a host CPU card 10 with a single

microprocessor on board. The host CPU card 10 connects

to an Ethernet #1 12, and it connects via a memory

management unit (MMU) 11 to a large memory array 16.

The host CPU card 10 also drives a keyboard, a video

display, and two RS232 ports (not shown). It also

connects via the EMU 11 and a standard 32-bit VHE bus

20 to various peripheral devices, including an SHD'disk

_ controller 22 controlling one or two disk drives 24, a

SCSI host adaptor 26 connected to a SCSI bus 23, a

tape controller 30 connected to a quarter-inch tape

drive 32, and possibly. a network #2 controller 34

connected to a second Ethernet 36. The SMD disk.

controller 22 can communicate with memory array 16 by

direct memory access via bus 20 and HMO 11, with either

the disk controller or the MMU acting as a bus master.

Attorney Docket No.:AUSP7209
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This configuration is illustrative; many variations

are available.

The system communicates over the.Ethernets using

‘industry standard TC?/IP and NPS protocol stacks. A

description of protocol stacks in general can he found

in Tanenbaum, ‘Computer Networks‘ (second Edition,

Prentice Hall: 1988). File server protocol stacks are

described at pages 535-546. The Tanenbaum reference is

incorporated herein by reference.

Basically, the following protocol layers are

implemented in the apparatus of Fig. 1:

fle§ug;x;Laze;. The network layer converts data‘

packets between a formal specific to Ethernet: and a

format which is independent of the particular type of

network used. the Ethernet-specific format which is

used in the apparatus of Fig. 1 is described in Hornig,

“A standard For The Transmission of IP Datagrams Over

Ethernet Networks,“ »RPC 894 (April 1984), which" is

incorporated herein by reference.

 .This laY91‘

provides the £unctions_necessary to deliver a package

of bits (an internet datagram)’ from a source to a

destination over an interconnected system of networks.

For messages to be sent from the file server to a

client, a higher level in the server calls the IP

module, providing the internet address of the
\

Attorney Docket No.:AUSP7299
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destination client and the message to transmit. The IP

module performs any required fragmentation of the
message to accommodate packet size limitations of any

intervening gateway, adds internet headers to each

fragment, and calls on the network layer to transmit

the resulting internet datagrans. The internet header. .

includes a local network destination address

(translated-from the internet address) as well as other

parameters.

For messages received by the IP layer from the

network layer. the IP module determines frond the

internet address whether the_ datagram is to be

forwarded to another host on another network, for _

example on a second Ethernet such as 36 in Fig. 1, or

whether it is intended for the server itself; If it is
intended for another host on the second network, the IP

module determines a local net address for _the

destination and calls on the local network layer for

that network to send the datagram. If the datagram is

intended for an application program within the server,

the IP layer strips otf. the header and passes the

remaining’ portion of the message to the appropriate

next higher layer. The internet protocol standard used

in the illustrative apparatus of Fig. 1'is specified in

Information sciences Institute, ‘Internet Protocol,

DARPA Internet Program Protocol specification,‘ RFC 791

' Attorney Docket No.:AUSP7209
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(September 1981), which is incorporated herein by-

reference.

I§2[fln£_Lagg;. This layer is a. datagram service

with more elaborate packaging and addressing options

than the IP layer. For example, whereas an IP datagram

can hold about 1,500 bytes and be addressed to hosts,

UDP datagrams can hold about 64KB and be addressed to a

particular port within a host. TCP and UDP are

alternative protocols at this layer; applications

requiring ordered reliable delivery of streams of data

may use TCP) whereas applications (such as NPS) which

do not require ordered and reliable delivery may use

UDP.

The prior art file server of fig. 1 uses both TCP

and UDP. ‘It uses UDP for file server—related services,

and" uses TCP for certain other services which the

server provides to network clients. The GDP is

specified in Postel, ‘User Dntagram Protocol,‘ RFC 768

(August 28, 1930), which is incorporated herein by

reference. TCP is specified in Pastel, ‘Transmission

control Protocol,‘ RFC 761 (January 1980) and REC 793

(September 1981), which is also incorporated herein by

reference.

xQB1R£QfLa1g;. This layer provides functions

callable from higher level programs to run a designated

procedure on a remote machine. It also provides the

Attorney Docket No.:AUSP7209
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decoding necessary to permit a client machine to

execute a procedure on the server. For example, a

caller process in a client node may send a call message

to the server of Pig. 1. The call message includes a

specification of the desired procedure, and its

parameters. The message is passed up the stack to the

REC layer, which calls the appropriate procedure within

the server. When the procedure is complete, a reply

message is generated and RFC passes it back down the

stach and over the network to the caller client. REC

is.described in sun Microsystems, Inc., ‘REC: Remote

Procedure Call Protocol specification, Version 2,‘ RFC

1057 (June 1988), which is incorporated herein by
reference.

RPC uses the XDR external data representation

standard to represent information passed to and from

the underlying UDP layer. XDR is merely a data .

‘encoding standard, useful for transferring data between

different computer architectures. -Thus, on the network

side of the XDR/REC layer, information is machine-

independent; on the host application side, it may not

be. XDR is described in Sun Microsystems, Inc., 'XDR:

External Data Representation Standard,‘ RFC 1014 (June

1987), which is incorporated herein by reference.

EE§rL§1gr. The UPS (‘network file system‘)
layer is one of the programs available on the server

Attorney Docket No.:AUSP1209
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which an RPC request can call. The combination of host

address, program number, and procedure number in an RPC

' request can specify one remote NFS procedure to be

called.

Remote procedure calls to NFS on the file server

of Fig. 1 provide transparent, stateless, remote access

to shared files on the disks 24. NPS assumes a file

system that is hierarchical, with directories as all

but the bottom level of files. Client hosts can call

any of about 20 NFS procedures including such

procedures as reading a specified number of bytes from

a specified file; writing a specified number of bytes

to a specified file: creating. renaming and removing

specified files; parsing directory trees; creating and

removing directories; and reading and setting file

attributes. The location on disk to which and from

which data is stored and retrieved is always specified

in logical terms, such as by a file handle or Inode

designation and a byte offset. The details of the

actual data storage are hidden from the client. The

NPS procedures, together with possible higher -level

’ modules such as Unix VPS and UPS, perform all

conversion of logical data addresses to_physical data

addresses such as drive, head, track and sector

identification.’ NFS is specified in sun Hicrosystems,

Inc., 'NPS: Network File System Protocol
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specification,‘ RFC 1094 (March 1989)} incorporated

herein by reference.

with the possible exception of the network layer,

all the protocol processing described above is done in

software, by a single processor in the host CEU card

10. That is, when an Ethernet. packet arrives .on

Ethernet 12, the host CPU 10 performs all the protocol

processing in the NFS stack, as well as the protocol

processing for any other application which may be

running on the host 10. RPS procedures are run on the

host CPU 10, with access to memory 16 for both data and

program code being provided via MMU 11. Logically

specified data addresses are converted to-a much more

physically specified form and communicated to the SHD

disk controller 22 or the SCSI bus 28, via the VME bus

20, and all disk caching is done by the host CPU 10

through the memory 16. The host CPU card 10 also runs

procedures for performing various other functions of_

the file server, communicating with tape controller 30
via the VH8 bus 20. Among these are client-defined

remote procedures requested by client workstations.

If the server serves a second Ethernet 36, packets

from that Ethernet are transmitted to the host CPU 10

over the same VHE bus 20 in the form of IP datagrams.

- Again,_a1l protocol processing except for the'network~

layer is performed by software processes running on the
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host CPU 10. In addition, the protocol processing for

any message that is to be sent from the server out on

either of the Ethernets 12 or 36 is also done by

processes running on the host CPU 10.

It can be seen that the host CPU 10 performs an

enormous amount of processing of _data, 'especially_if

5-10 clients‘ on each of the two Ethernets are making

file server requests and need to be sent responses on a

frequent basis. The host CPU 10 runs a multitasking"

Unix operating system, so each incoming request need

not wait for the previous request to be completely

processed and returned before being processed.

Multiple processes are activated on the host CPU 10 for

performing different stages of the processing ‘of

different requests, so many requests may he in process

at the same time. But there is only one CPU on the

card 10, so the processing of these requests is not

accomplished in a truly parallel manner. The processes

are instead merely time ‘sliced. The CPU 10 therefore

represents a major’ bottleneck in the processing of file

server requests. A

Another bottleneck occurs in mm 11, which must

transmit both instructions and data between the_ CPU

card 10 and the memory 16. All data flowing between

the disk drives and" the network passes through this

interface at least twice.
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Yet another bottleneck can occur on the VH3 bus-

20, which must transmit data among the SKD disk

controller 22, the SCSI host adaptor 26, the host CPU

card X0, and possibly the network I2 controller 34.

In Fig. 2 there is shown a block diagram of a

network file server 100 according to the invention. It

can include multiple network controller (NC) hoards,

one or more file controller (PC) boards, one or more

storage processor (SP) boards, multiple system memory

boards, and one or more host processors. The

particular embodiment shown in Fig. 2 includes four

network controller boards 110a~1l0d, two file

controller boards 112a-112b, two storage processors

114a—114b. four system memory cards 116a-116d for a

total of 192MB of memory, and one local host processor

118. The boards 110, 112, 114, 116 and 118 are

connected together over a VHS bus 120 on which an
enhanced block transfer mode as described in the

rNHANCED VHEBUS PROTOCOL application identified above

may be used. Each of the four network controllers 110

shown in Fig. 2 can be connected to up to two Bthernets

122, for a total capacity of 8 ‘Ethernet: l2;a—122h.

Each of the storage processors 114 operates ten

parallel SCSI busees, nine of which can each support up
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to three SCSI disk drives each. The tenth SCSI channel

_ on each of the storage processors 114 is used for tape

drives and other SCSI peripherals.

The host 118 is essentially a standard Sunos Unix

processor, providing all the standard Sun Open Network

Computing (ONC) services except NPS and IP routing.

Importantly, all network requests to run a user-

defined procedure are passed to the host for

execution. ‘Each of the NC boards 110, the FC boards

112 and the SP boards 114 includes its own independent"

32-bit microprocessor. These boards essentially off-

load from the host processor 118 virtually all of the

NFS and disk processing. Since the vast majority of

messages to and from clients over the Ethernets 122

involve NFS requests and responses, the processing of

these requests in parallel by the NC, FC and SP

processors, with minimal involvement by the local host

118, vastly improves file server performance. Unix is

explicitly eliminated from virtually all network. file,

and storage processing.

L RE R TIO D A OW

Prior to a detailed discussion of the hardware

subsystems shown in Fig. 2, an overview of the software

structure. will now be undertaken. The software

organization is described in more detail in the above-
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identified application entitled MULTIPLE FACILITY

OPERATING SYSTEM ARCHITECTURE.

Most of the elements of the software are well

known in ‘the field and are found in most networked Unix

systems, but there are two components which are not:

Local NFS ('LNFs") and the messaging kernel (“I-at!)

operating system kernel. These two components will be

explained first.

The various processors in-

file server 100 communicate with each other through the

use of a messaging kernel’ running on each of the

processors 110, 112, 114 and 118. These processors do

not share any instruction memory, so task-level

communication cannot occur via straightforward

procedure calls as it does in conventional Unix.

Instead, the messaging kernel passes messages over VME

bus 120 to accomplish all necessary inter—processor

communication. Message ‘passing is preferred over _

remote procedure calls for reasons of simplicity and

speed .

Messages passed by the messaging kernel have a

fixed ' 128-byte length. Within a single processor,

messages are sent by reference; between processors,, .

they are copied by the messaging kernel and then.

delivered to the destination process by reference. The

processors of Fig. 2 have special hardware, discussed
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below, that can expediently exchange and buffer inter-

processor messaging kernel messages.

 .The 22-function. ’ N1-‘s

standard was specifically designed for stateless

operation using unreliable communicstion. This means
that neither clients not server can be sure if they

hear each other when they talk (unreliability). In

practice, in an ~§thernet environment, this worksQ
well.

Within the server 100 , however. NI-‘S level

datsgrams are also used for communication hetween
processors. in particular ‘between the network

controllers 110 and the file controller 112, and

between the host processor 118 and the file controller

112. For this internal communication to be both

efficient and- convenient, it is undesirable and

impractical «to have complete statelessness or

unreliable communications. Consequently, a modified

form "of NFS. namely LNPS, is used for internal

communication of NFS requests and responses.. LNFS is

used only githin the file server 100; the externel

network protocol supported by the server is precisely

standard, licensed NFS. LNFS is described» in more_ V
detail below.

The Network Controllers 110 each run an NFS server

which, after all protocol processing is done up to the
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N1-‘S layer, converts between external N1-‘S requests and

responses and internal LN!-‘S requests and responses.

For example, NFS requests arrive as RPC requests with

XDR and enclosed in a UDP datagraxn. After protocol

processing, the N1-‘S server translates the NFS request

into LNFS form and uses the messaging kernel to send

the request to thefile controller 112.

J The file controller runs an LN1-‘S server which

handles LNFS requests both from_network controllers and

from the host 118. The LNFS server translates LNFS

requests to a form appropriate for a file system

server, also running on the file controller, which

manages the system memory file data cache through a

block I/0 layer. '

An overview of the software in each of the

processors will now be set forth.

 Lm ‘,

"l‘he optimized dataflow of the server 100 begins

with the ‘intelligent network controller 110. This

processor receives Ethernet packets from client

workstations. ' It quickly identifies NFS-destined

packets and then performs full protocol processing on

them to the NFS level, passing the resulting LNFS

requests directly to the file controller 112. This

protocol processing includes IP routing and reassembly,
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UDP demultiplexing, XDR decoding. and NFS request

dispatching. The reverse steps are used to send an NPS

reply back to a client. Importantly, these time-

consuming activities are performed directly_ in the

Network Controller 110, not -in the host 118.

The server 100 uses conventional NFS ported from

sun Microsystems, Inc., Mountain View, CA, and is NFS

protocol compatible.

Non-NFS network traffic is passed directly to its

destination host processor 118.

The Ncs 110 also perform their own IP routing.

Bach network controller 110 supports two fully parallel

Bthernets. There are four network controllers in the

embodiment of the server 100 shown in Fig. 2, so that

server can support up to eight Ethernets. For the two

Bthernets on the same network controller 110, IP

routing occurs completely within the network

controller and generates no backplane traffic. lhus

attaching two mutually' active Ethernets to the same

controller not only minimizes their inter-net transit

time, but ‘also significantly reduces backplane

contention on the VHS bus 120. Routing table updates

are distributed to the network ‘controllers from the

host processor 118, which runs either the gated or

routed Unix demon.
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While the network controller described here is

designed for Ethernet mus, it will be understood that

the“ invention can be used just as readily with other

network types, including PDDI.

In addition to dedicating a separate processor ‘for

hrs protocol processing and IP routing, the server 100

also ‘dedicates a separate processor, the intelligent

file controller 112, to be responsible for all file

system processing. ‘It uses conventional Berkeley Unix

4.3 —file system code ‘and uses a binary—compa.tib1e data

representation on disk. These two choices allow all

standard file system utilities (particularly block-

level tools) to run unchanged.

The file controller 112 runs the ‘shared file

system used by all Ncs 110‘ and the host processor 118.

Both the Ncs and the host processor communicate with

the file controller 112 using the LN!-‘S interface. The

Ncs 110 use LNI-‘S as described above, while the host

processor 118 uses LNFS as a plug-in module to sunOs's

standard Virtual File System ("VFS") interface.

"When an NC’ receives an NFS read request from a

client workstation. the resulting HIPS request passes

to the PC 112. The PC 112 first searches the system

memory 116 buffer cache for the requested data. If
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found, a reference to the buffer is returned to the NC

110. If not found, the LRU (least recently used) cache

buffer in system memory 116 is freed and reassigned for

the requested block. The PC then directs the SP 114 to

,read the block into the cache buffer from a disk drive

array. when complete, the SP so notifies the PC, which

in turn notifies the NC 110. The uc-110 then sends an

NFS reply. with the data from the buffer. back to the

NPS client workstation out on the network. Note that

the SP 114 transfers the data into system memory 116,

if necessary. and the NC 110 transfers the data from

systen memory 116 to the networks. The process takes

place without any involvement of the host 118.

§I9Zfl9£_E£Q£§§§Q£

The intelligent storage processor 114 manages all

disk and tape storage operations. Whtle autonomous,

storage processors are primarily directed by the file

controller 112 to move file data between system memory"

116 and the disk subsystem. The exclusion of both the

host 118 and the PC 112 from the actual data path helps

to supply the performance needed to service many

remote clients.

Additionally, coordinated by a server Manager in

the host 118, storage processor 114 can execute server

hackup by moving data between the disk subsystem and

Attorney Docket No.:AUSP7Z09

WP!/WSW/AUSP/1209.001 8/24/89-1



NetApp Ex. 1002, pg. 681

-23-

other archival peripherals on the SCSI
tape or

accessed by host
i;)channels. Further, if directly

processor 118, SP 114 can provide a much higher
conventional disk interface for Unix,

performance
In Unix nomenclature,

virtual memory, and databases.
unt boot, storage swap,

the host processor 118 can mo
ns via the storage processors 114.

and raw partitio
r 114 operates ten parallel,

Each storage processo

synchronous SCSI channels (busses)fully

e of these channels support
three

10 simultaneously. Nin

s of nine SCSI disk drives ea

gned to a different SCSI cha

ch, each drive in an
array

nnel. The
array being assi

tenth SCSI channel hosts up to seven tape and other
In addition to performing reads and

SCSI peripherals.

114 performs device-

directs device error
writes, SP level optimizations

s disk seek queue sorting,
DMA transfers

such a

between the
recovery, and controls

devices and system memory 116.

mu 

al host 118 has three main purposes: to runThe loc

' Unix, to provide standard ‘ONC network services for
clients, and to run a Server Manager. Since Unix and

m the standard Sunos Release 4 and
ONC are ported fro

rver 100 can provide
ONC Services Release 2, the se

atihle high-level ONC services such as
identically comp
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the Yellow Pages, Lock Manager, DES Key Authenticetor,

Auto Mounter, and Port Mapper. Sun/2 Network disk

booting and more general IP internet services such as

Telnet, FTP, SHTP, SNMP, and reverse ARP are also

supported. Finally, print spoolers and similar Unix

' demons operate transparently.

The host processor 118 runs.the following software

nodules: C

 . The Transport Control

Protocol ('TcP'), which is used for _certain server.

functions other than NFS, provides reliable bytestream

communication between two processors. sockehiare used
to establish TCP connections.

!E§_intgr£agg. The Virtual File System ('VPs')

interface is a standard Sunoe file system interface.

It paints a uniforn file—system picture for both users

and the non-file parts of the Unix operating system,

hiding the details of the specific file system. Thus

standard NFQ, LNFS, and any local Unix file system can

coexist harmoniously.

fl£§_intg;£ngg. The Unix File System (‘UPS’)

interface is the traditional and well-known Unix

interface for communication with local-to€the-processor

disk drives. In the server 100, it is used to

occasionally mount storage processor volumes directly,

without going through the file controller 112.
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Normally, the host 118 uses LNFS and goes through the

file controller.

nexige_Layg;. The device layer is a standard

software interface between the Unix device model and

different physical device _imp1eaentations.' In the

server 100, disk devices are not attached ‘to host

processors directly, so the disk driver in the host's
device layer uses the messaging kernel to communicate

with the storage processor 114.

The Route and Port

Mapper demons are Unix user-level background processes

that maintain the Route and Port databases for packet

routing. They are mostly inactive. and not in any

performance path.

 -The Yellow

Pages and Authentication services are~Sun-ONC standard
network services. Yellow Pages is a widely used

multipurpose name-to-name directory lockup service.
The Authentication service uses cryptographic keys to

authenticate, "or validate, requests to insure that

requestors have the proper privileges for any actions

or data they desire.

§er1er_flanager. The server Manager is an

administrative application’ suite that controls

configuration, logs error and performance reports, and

provides- a monitoring and tuning interface for the
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system administrator. These functions can be exercised

from either system console connected to the host 118,

or from a system administrator's workstation.

The host processor 118 is a conventional OHM Sun

central processor card, Model 38/120. It incorporates

a Motorola 68020 microprocessor and 4MB of on—board

memory. other processors, such as a SPARC-based

processor, are also possible.

The structure and woperation of each of the

hardware components of server 100 will now be described

in detail.

Fig. 3 is a block diagram showing the data path

and some control paths for an illustrative one of the

network controllers 110a. It comprises a 20 MHz 68020

microprocessor 210 connected to a 32-bit microprocessor

data bus 212. Also connected to the microprocessor

data'bus 212 is a 256K byte CPU memory 214. The low

order 8 bits of the microprocessor data bus 212 are

connected through a bidirectional buffer 216 to an 8-

bit slow—speed data bus 218. on the slow-speed data

bus 218 is a 128K byte. anon 220, a 32 byte 29.014 222,

and a multi-function peripheral (MrP) 224. The EPROM

220 contains boot code for the network controller 1103,

while the PROM 222 stores various operating parameters
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such as the Ethernet addresses assigned to each of the

two Ethernet interfaces on the board. Ethernet address

information is read into the corresponding interface

control block in the CPU memory 214 during

initialization. The HF? 224 is a Motorola 68901, and-

performs various local functions’ such as timin§,

interrupts, and general purpose I/0. The MFP 224 also

includes a UART for interfacing to an RS232 port 226.
These functions are not critical to the invention and

will not be further described herein.

The low order 16 bits of the microprocessor data

bus 212 are also coupled through a bidirectional buffer

230 to a 16-bit LAN data bus 232. A LAN controller

chip 234, such as the An799O LANCE Ethernet controller

manufactured by Advanced Micro Devices, Inc. Sunnyvale,

CA., interfaces the LAN data bus 232 with the first

Ethernet 122a shown in Fig. 2. Control and data for

the LAN controller 234 are stored in a 512K byte LAN

memor§ 236, which is also connected to the LAN data bus

232. A specialized’ 15 to 32 bit FIFO chip 240,

referred to herein as a parity FIFO chip and described

below, is also connected to the LAN data bus 232. Also

connected to the LAN data bus 232 is a LAN DMA

controller 242, which controls movements of packets of _

data between the LAN memory 236 and the FIFO chip 240.
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The LAN DMA controller 242 may he a Motorola M68440 DNA

controller using channel zero only.

The second Ethernet 1221) shown in Fig. 2 connects

to a second LAN data bus 252 on the network ‘controller

card 110a shown in Pig. 3. The LAN data bus 252’

connects to the low order 16 bits of the

microprocessor data bus 212 via a bidirectional buffer

250, and has similar components to those appearing on

the LAN data bus 232. In particular, a LAN controller-

254 interfaces the LAN data bus 252 with the Ethernet

1221), using LAN memory 256 for data and control, and a"

LAN DMA controller 262 controls mm transfer of data

between the LAN memory 256 and the_ 16-bit wide data

port A of the parity FIFO 260.

The low order 16 bits of microprocessor data bus

212 ‘are also connected directly to another parity FIFO

270, and also to a control port of a VME/FIFO DHA

controller 272. The FIFO 270 is used. for passing

messages between the CPU memory 214 and one of the

remote boards 110, 112, 114, 116 or 118 (Fig. 2) in a

manner described below. The VH3/FIFO DNA controller

272, which supports three round-robin non-prioritized

channels for copying data. controls all data transfers

between one of the remote boards and any of the FIFO:

240, 256 or 210, as well as between the FIFOs 240 and

250.
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32-bit data bus 274, which is connected to the 32-

bit port 8 of each of the PIFOs 240, 260 and 210. is

thezdata bus over which these transfers take place.

Data bus l74 communicates with a local 32-bit bus 216

via a bidirectional pipelining latch 218, which is also

controlled by VHE/FIFO DHA controller 272 which in

turn communicates with the VHS bus 120 via a

bidirectional buffer 280. O

The local data bus 276 is also connected to a set

of control registers 282, which are directly

addressable across the VHS bus 120. The registers 282

are used mostly for system initialization and

diagnostics.

The local data bus 276 is also coupled to the

microprocessor data bus 212 via a bidirectional buffer

284. when the NC 110a operates in slave node. the CPU

memory 214 is directly addressable from VH3 bus 120.

one of the remote boards can copy data directly tron

the CPU memory 214 via the bidirectional buffer 284.

LAN memories 235 and 256 are not directly addressed

over VME bus 120.

The parity FIFOs 210, 260 and 270 each consist of

an ASIC; the functions and operation of which are

described in the Appendix. The PIFOs 240 and 260 are

configured for packet data transfer and the FIFO 210 is

configured for message passing. Referring to. the
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Appendix C, the PIFOs 240 and 260 are programmed with the

following bit settings in the Data Transfer

Configuration Register:

ELL ueiinition Snliini

0 W0 Mode N/A

Parity Chip H/A

Parity Correct Mode H/A

8/16 bits CPU & Portn interface 16'bits (1)

Invert Port A address 0 no (0).

Invert Port 1 address 1 yes (1)

Checksum Carry Wrap _yee (1)

Reset ' no (0)

The Data Transfer control Register is programmed

as follows:

nit D.ef.ini.t.Lon Ssttins

0 Enable Porthukeq/Ack yes (1)

Enable PortB Reg/Ack yes (1)

Data Transfer Direction. (as desired)

CPU parity enable no (0)

Perth parity enable no_c0)

§ortB parity enable‘ no (0)

Checksum Enable V yes (1)

Porth Hester. ' yes (1)

Unlike the configuration used on FIFOs 240 and

260, the microprocessor 210 is responsible for loading

and unloading Port A directly. The microprocessor 210
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reads an entire 32-bit word from port A with a single

instruction using two port A access cycles. Port A

data transfer is disabled by unsetting hits 0 (Enable

PortA Req/Ack) and 7 (Portn Master) of the Data

Transfer Control Register.

The remainder of the control settings in FIFO 210

are the same as those in FIFOs 240 and 260 described

above.

The NC 110a also includes a command FIFO 290. The

command FIFO 290 includes an input port coupled to the

local data bus 276, and which is directly addressable

across the VME bus 120, and includes an output port

connected to the microprocessor data. bus 212. As

explained in more detail below, when one of the remote

boards issues a command or response to the NC 110a, it

does so by directly writing a lrword (32-bit) message

descriptor into NC 110a's command FIFO 299. Command

FIFO 290 generates a ‘FIFO not empty‘ status to the

microprocessor 210. which then reads the message

descriptor off the top of FIFO 290 and processes it.-

If the message is a command, then it includes a VH3

address at which the message is located (presumably an

address in a shared memory similar to 214 on one of the

remote boards). The microprocessor 210 then programs

the FIFO 270 and the VME/FIFO DMA controller 272 to
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copy the message from the remote location into the CPU

memory 214.

Command FIFO 290 is a conventional two-port FIFO,

except that additional circuitry vis included. for

generating a Bus Error signal on VNE bus 120 if an

attempt is made to write to the data input port while

the FIFO is full. Command FIFO 290 has space for 256

entries.

A noteuorthy feature of the architecture of NC

110a is that the LAN buses 232 and 252 are independent

of the microprocessor data bus 212. Data packets being

routed to or from an Ethernet are stored in LAN memory

235 on the mm data bus 232 (or 255 on ‘ta’; my data bus

252i, and not in the CPU memory 2l4. Data transfer

between the LAN memories 236 and 256 and the Ethernet:

122a and 122b, are controlled by LAN controllers 234

and 254, respectively, while most data transfer between

LAN memory 236 or 256 and a remote port on the VME bus

120 are controlled by LAN DMA controllers 242 and 262,

PIPOS 240-and 260, and VH/FIFO DMA controller 272. An

exception to this rule occurs when the size of the data

transfer is small, e.g.. less than 64 bytes, in which

case microprocessor 210 copies it directly without

using DNA. The microprocessor 210 is not involved in

larger transfers except in initiating them and in

receiving notification~when they are complete.
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The CPU memory 214 contains mostly instructions

for microprocessor 210, messages being transmitted to

or from a remote board via FIFO 270, and various data

blocks for controlling the FIFOS, the DMA controllers

and the LAN controllers. The ‘microprocessor 210

accesses the data packets in the hAN memories 236 and

256 by directly addressing them through the

bidirectional buffers 230 and 250, respectively, for

“protocol processing. The local highéspeed static RAM

in CPU memory 214 can therefore provide zero wait state

memory access for microprocessor 210 independent of

network traffic. This is in sharp contrast to the

prior art architecture shown in Fig. 1, in which all

data and data packets, as well as microprocessor

instructions for host CPU card 10, reside in the memory

16 and must communicate with the host CPU card xo via

the HMO 11.

While the LAN data buses 232 and 252 are shown as

separate buses in Fig. 3, it will be understood that

they may instead be implemented as a single combined

bus.

H@IHQEK_§QEIBQLLEB_Q£EEI19!

In operation, when one of the LAN controllers

(such as 234) receives a packet of information over its

Ethernet 122a, it reads in the entire packet and stores
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it in corresponding LAN memory 236. The LAN controller

234 then issues an interrupt to microprocessor 210 via

H}.-‘P 224, and the microprocessor 210 examines the status

register on LAN controller 234. (via bidirectional

buffer 230) to determine that the event causing the

interrupt was a ‘receive packet completed.‘ In order

to avoid a potential lockout of the second Ethernet
l22b caused by the prioritized interrupt handling

characteristic of MFP 224, the microprocessor 210 does

not at this time‘ immediately process the received

packet’; instead, such processing‘ is scheduled for a

polling function.

When the polling function reaches the processing

of the received packet, control over the packet is

passed to a software link level receive module. The

link level receive- module then decodes the packet

according to either of two different frame formats:

standard Ethernet format or SNAP (IEBE 802 LCC) format.

An entry in the header in the packet specifies which

frame format was used. The link level driver then

determines which of threeftypes of messages is

contained in the received packet: (1) IP, (2) ARP

packets which can be handled by a local ARE module. or

"(3) ARP packets and other packet types which must be

forwarded to the local host 118 (Fig. 2) for

processing. If the packet is an AR? packet which can

Attorney Docket No. :AUSP7209
WP1/WSW/AUSP/7209.001 B/24/89-7



NetApp Ex. 1002, pg. 693

-40-

be handled by the NC 110a,.such as a request for the

address of server 100. then the microprocessor 210

assembles a response packet in LAN memory 236 and, in a

conventional manner, causes LAN controller 234 to

transmit that packet back over Ethernet 122a. It is

noteworthy that the data manipulation for accomplishing

this task is performed almost completely in LAN memory

236, directly addressed by microprocessor 210 as

controlled. by instructions ‘in. CPU memory 214. The

function is accomplished also without generating any

traffic on the VME backplane 120 at all, and without

_ disturbing the local host 118.

If the received packet is either an ARP packet

which cannot be processed completely in the NC 110a, or

is another type of packet which requires delivery to

the local host 118 (such as a client request for the

server 100 to erecute a client-defined procedure),

then the microprocessor. 210 programs LAN DMA

controller 242 to load the packet from LAN memory 236

‘into FIFO 240. programs FIFO 240 with the direction of

data transfer, and programs DMA controller 272 to read

the packet out of FIFO 240 and across the VME bus 120

into system‘ memory 116. In particular, the

microprocessor 210 first programs the LAN DMA

controller 242 with the starting address and length of

the packet in LAN -memory 236, and programs the
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controller to begin transferring data from the LAN

memory 236 to port A of parity FIFO 240 as soon as the

FIFO-is ready to receive data. second, microprocessor

210 programs the VME/FIFO DHA controller 272 with the

destination address in system memory 116 and the length

of the data packet. and instructs the controller to

begin transferring data from part B of the FIFO 260

onto VH8 bus 120. Finally, the microprocessor 210

programs FIFO 240 with the direction of the transfer to.

take place. The transfer then proceeds entirely under
the control of DNA controllers 242 and 262, without any

further involvement by microprocessor 210.

The microprocessor 210 then sends a message to

host 1l8 that a packet is available at a specified

‘system memory address. The microprocessor 210 sends
such a message by writing a message descriptor to e

eoEtware—emulated command FIFO on the host, which

copies the message from CPU memory 214 on the NC via

buffer 284 and into the host's local memory, in

ordinary VHE block transfer mode._ The host then copies

the packet from system memory 116 into the host's own

local memory using ordinary Vflé transfers.

If the packet received by NC 1103 from the network

is an IE packet, then the microprocessor 210 determines

whether it is (1) an IP packet for the server 100 which

is not an Nfs packet; (2) an IP packet to be routed to

a
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a different network; or (3) an NPS packet. If it is an

IP packet for the server 100, but not an NPS packet,

then the microprocessor 210 causes the packet to be

transmitted from the LAN memory 236 to the host 118 in

the same manner described above with respect to certain

ARP packets. ' '

If the IP packet is not intended for the server

100, but rather is to be routed to a client on a

different network, then the packet is copied into the

LAN memory associated with the Ethernet to which the

destination client is connected. If the destination

client is on the Ethernet 122b, which is on the same

NC" board as the source Ethernet 122a, then the

microprocessor 210 causes the packet to be copied from

LAN memory 236 into LAN 256 and then causes LAN»

controller 254 to transmit it over Ethernet 122h. (Of

course, if the two LAN data buses 232 and 252 are

combined, then copying would be unnecessary; the

microprocessor 210 would simply cause the LAN

controller 254 to read the packet out _of the same

locations in LAN memory to which the packet was

written by LAN controller 234.)

The copying of a packet from LAN memory 236 to LAN

memory 2256 takes place similarly to the copying

described above from LAN memory to system memory. For

transfer sizes of 64 bytes or more, the microprocessor
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210 first programs the LAN DMA controller 242 with the

starting address and length of the packet in LAN memory

236, and programs the controller to begin transferring

data from the LAN memory 236 into port A of parity FIFO

240 as soon as the FIFO is ready to receive data.

second, microprocessor 210 programs the LAN one

controller 262 with a destination address in LAN memory

256 and the length of the data packet, and instructs

that controller to transfer data from parity FIFO 260

into the LAN memory 256. Third, microprocessor 210

programs the VM/FIFO DMA controller 272 to clock words

of data out of port B of the FIFO 240, over the data

bus 214, and into port B of FIFO 260. Finally, the

microprocessor 210 programs the two FIFOs 240 and 260

with the direction of the transfer to take place. The

transfer then proceeds entirely under the control of

DMA controllers 242, 262 and 272, without any further

involvement by the microprocessor 210. Like the

copying from LAN memory to system memory, if the

transfer size is smaller than e4_ bytes, the

microprocessor 210 performs the transfer directly,

without DMA.

When each of the LAN DMA controllers 242 and 262

complete their work, they so notify microprocessor 210

by a. respective interrupt provided through MP? 224.

when the microprocessor 210 has received both
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interrupts, it programs LAN controller 254 to transmit

the packet on the Ethernet 1221:’ in a conventional
manner .

Thus, IP routing between the'two Ethernet; in a

single network controller 110 takes place over data

bus 274, generating no tra££ic'over VHE bus 120. Nor

is the host processor 118 disturbed for such routing.

in contrast to the prior art architecture of Fig. 1.

Moreover, all but the shortest copying «work is

performed by controllers outside microprocessor 210,
requiring the involvement of the microprocessor 210,

and bus traffic on microprocessor data bus 212, only

for the supervisory functions of programming the DMA

controllers and the parity 1-TIFOs-and instructing them

to begin. The VH3/FIFO DHA controller 212 is

programmed by loading control registers via

microprocessor data bus 212; the LAN DMA controllers

242 and 262 are programmed by loading control registers

on the respective controllers via the microprocessor
data bus 212, respective bidirectional buffers 230 and

250, and respective LAN data buses 232 and 252, and the

parity FIFOs 240 and 260 are programmed as set forth in!

the Appendix C, 4 !|I

If the destination workstation of the 1!’ packet to

be routed is on an Ethernet connected to 3 different

one of the network controllers 110, then the packet is
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copied into the appropriate LAN memory on the NC 110 to

which that Ethernet is connected. Such copying is

accomplished by first copying the packet into system

memory 116, in the manner described above with respect

to certain ANP packets, and then notifying the

destination NC that a packet is available. when an NC.

is so notified, it programs its own parity FIFO and DNA

controllers to copy the packet from system memory 116

into the appropriate LAN memory. It is noteworthy that

though this type of IP routing does create YM bus

traffic, it still does not involve the host CPU 118.

If the IP packet received over the Ethernet 122a

and now stored in LAN memory 236 is an NFS packet

intended for the server 100, then the microprocessor

210 performs all necessary protocol preprocessing to

extract the NPS message and convert it to the local NFS

(LNFS) format. This may well involve the logical

concatenation of data extracted from a large number of

individual IP packets stored in LAN memory 236,

resulting in a linked list, in CPU memory 214, pointing

to the different blocks of data in LAN memory 236 in

the correct sequence.

The exact details _of the LNFS format are not

important for an understanding of the invention, except

to note that it includes commands to maintain a

directory of ‘files which are stored on the disks
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attached to the storage processors 1 14 , commands for

reading and writing data to and from a file on the

disks , and various configuration ‘management and

diagnostics control messages. ‘The directory

maintenance commands which are supported by LN1-‘S

include the following messages based on conventional’

NPS: get attributes of a file (GE'1‘A'l‘1‘R); set attributes

of a file (SI:-:'1‘A‘1'I'R); look up a file (LOOKUP); created a

file (CREATE); remove a file (REMOVE); rename a file

(RENAME); created a new linked file (LINK); create a

'symlink (SYMLINK); remove a directory (RMDIR); and

return file system statistics (S'1'ATFS)'. The data

transfer commands supported by LNFs include read from a.

file (READ); write to a -file (WRITh); read from a

directory (READDIR); and read a linlf; (READLINK). LNPS

also supports a buffer release command (RELEASE), for

notifying the file controller that an NC is finished

using a specified buffer in system memory. It also

supports a VOP-derived access command, for determining

whether a given type access is legal for specified

credential on a specified file.

If the LHFS request includes the writing of file

data from the LAN memory 236' to disk, the NC lltla first
requests a buffer in system memory 116 to be allocated

by the appropriate PC 112. when a pointer to the

bufferis returned, microprocessor 210 programs LAN DMA
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controller 242, parity FIFO 240 and VME/FIFO DMA

controller 272 to transmit the entire block of file

data to system memory 116. The only difference between

this transfer and the .transfer described above for

transmitting IP packets and ARE packets to system

memory 116 is that these data blocks will typicallf

have portions scattered throughout LAN memory 236. The

microprocessor 210 accommodates that situation by

programming LAN DMA "controller -242 successively’ for

each portion of the data, in accordance with the linked

list, after receiving notification that the previous

portion is complete. The microprocessor 210 can

program the parity FIFO 240 and the VMB/FIFO DNA

controller 272 once for the entire message{ as long as

the entire data block is to be placed contiguously in

system memory 116. If it is not, then the

microprocessor 210 can program the DMA controller 272

for successive blocks in -the same manner LAN DMA

controller 242.

If the network controller 110a receives a message

from another processor in server 100, usually from file

controller 112, that file data is available in system

memory 116 for transmission on one of the Ethernets,

for example Ethernet 122a, then the network controller

110a copies the file data into LAN memory 236 in a

manner similar to the copying of file data in the
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opposite direction. In particular, the microprocessor

210 first programs VME/FIFO DHA controller 272 with the

starting address and length of the data in system

memory 116, and programs the controller to begin

transferring data over the VHS bus 120 into port 3 of

parity FIFO 240 as soon as the FIFo is ready to receive

data. The microprocessor 210 than programs the LAN DHA

controller 242 with a destination address in LAN memory
536 and then length of the file data, and instructs

that controller to transfer data from the parity FIFO

240 into the LAN_ memory 236. Third, microprocessor

210 programs the parity FIFO 240 with the direction of

the transfer to take place. the transfer then proceeds

entirely under the control of DNA controllers 242 and

272, without_ any further involvement by the

microprocessor‘ 210. Again, if the file data is

scattered in multiple blocks in system memory 116, the

microprocessor 210 programs the VME/FIFO DHA controller

272 with a linked list of the blocks to transfer in the

proper order. ' g

when each of the am controllers 242 and 252

complete their oork, they so notify microprocessor 210:

ithrough HFP 224. The microprocessor 210 then performs

all necessary protocol processing on the LNFS message

in LAN memory 236 in order to prepare the message for

transmission over the Ethernet 122a in the form of
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Ethernet IP packets. as set forth above, this protocol

processing is performed entirely in network controller

110a, without any involvement of the local host 118.

It should be noted that the parity FIFOs are

designed to move multiples of 128-byte blocks most

efficiently. The data transfer size through port 8 is-

always 32—bits wide, and the VME address corresponding

to the 32-bit data must he quad-byte aligned. The data

transfer size for port A can be either 8 or 16 bits.

For bus utilization reasons, it is set to 16 bits when

the corresponding local start address is doub1e—byte

aligned, and is set at 8 bits otherwise. The TCP/IP

checksum is alwafs computed in the 16 bit mode.

Therefore, the checksum word requires byte swapping if

-the local start address is not double-byte aligned.

Accordingly, for transfer from port-B to port A of

any of the FIFOs 240, 260 or 270, the microprocessor

210 programs the VME/FIFO DMA controller to pad the

transfer count to the next 128?byte boundary. The

extra 32-hit word transfers do not involve the VME bus,

and only the desired number of 32-bit words will be

unloaded from port A.

For transfers from port A to port B of the parity

FIFO 270, the microprocessor 210 loads port A word$by-

word and forces a FIFO full indication when. it is

finished. The FIFO full indication enables unloading
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from port B. The same procedure also takes place for

transfers from part A to port B of either of the parity

FIFOS 240 or 260, since transfers of fewer than 128

bytes are performed under local microprocessor control

rather than under the control of LAN DEA controller 242

or 26d. For all of the FIFOS, the VME/FIFO DMA.

controller’ is programmed to unload only the desired

number of 32-bit words.

0 ER

The file controllers (PC) 112 may each be a

standard off-the-shelf microprocessor board. such as

one manufactured by Motorola Inc. Preferably,

however, a more specialized board is used such as that

shown in block diagram form in Pig. 4. n

Fig. 4 shows one of the PCs 112a, and it will be

understood that the other PC can be identical. In many

aspects it is simply a scaled—down version of the NC

110a shown in Fig. 3, and in some respects it is scaled

up. Like the no 110a, so 112a comprises a 201492 65020

microprocessor 310 connected to a 32ebit microprocessor

data bus 312. Also connected to the microprocessor

data bus 312 is a 256K byte shared CPU memory 314.

The low order 8 bits of the microprocessor data bus 312

are connected through a bidirectional buffer 316 to an

8-bit slow-speed data bus 318. On s1ow—speed data bus
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318 are- a 128K byte _PRDK 320. and a multifunction

peripheral (HEP) 324. The functions of the PROM 320

and HF? 324 are the same as those described above with

respect to BPROH 220 and HF? 224 on NO 110a. PC 112:

does not include 2-non like the man 222 ‘on Na uoa,

but does include a parallel port 392. The parallel

port 392 is mainly for testing and diagnostics.

. Like the NC 110a, the FC ll2a 15 connected to the
VME: bus 120 via a bidirectional buffer 380 and a 32-

bit local data bus 316. A set of control registers.382

are connected to the local data bus 376, and directly

addressable across the VHS bus 120.. The local data hue

316 is also coupled to the microprocessor data bus 312

via a bidirectional buffer 384. This permits the

direct addressability of CPU. memory 314 from VH3 bus
120.

FC 112: also includes a command FIFO 390, which

includes an input port coupled to the local data bus

376 and which is directly addressable across the VHS

bus 120. The command FIFO 390 also includes an output

port connected to the microfiroceeeor data bus 3l2. The

structure. operation and purpose of command FIFO 390‘

are the same as those descrioed above with respect to
command FIFO 290 on NC lioa.

The FC 1123 omits the LAN data buses 232 and 252

which are present in NC lloa, but instead includes a 4
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megabyte 32-bit wide FC memory 396 coupled to the

microprocessor data bus 312 via a bidirectional buffer

394. As will be seen, I-‘C memory 396 is used as a cache

memory for file control information, separate from the

file data information cached in system_memory 116.

The file controller embodiment shown in Fig. 4

does not include any DMA controllers, and hence cannot

act as a master for transmitting or receiving data in

any block transfer mode, over the VME bus 120. Block

transfers do occur with the CPU memory 314 and the FC'

memory 396, however, with the PC 112a acting as an VME

bus slave. In such transfers, the remote master

addresses the CPU memory 314 or the PC memory 396

directly over the VME bus 120 through the bidirectional

buffers 384 and, if appropriate, 394;

BR T

The purpose of the PC 112a is basically to provide

virtual file system services in response to requests

provided in LNFS format by remote processors on the

VHE bus 120. Most requests will come from a network

controller 110, but requests‘ may also come from the

local host 118.

The file related commands supported by LNPS are

identified above. They are all specified to the FC

112a in terms of logically identified disk data blocks.
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For example, the LNFS command for reading data from a

file includes a specification of the file from which to

read (file system ID (Esra) and file ID (inode)), a"

byte offset, and a count of the number of bytes to

read. The FC 112a converts that identification into

physical form, namely disk and sector numbers, in order

to satisfy the command.

r The F9 112a runs a conventional Fast File System
(FPS or UPS), which is based on the Berkeley 4.3 VAX/

‘release. This code performs the conversion and also

performs all disk data caching and control data

caching. However, as previously mentioned, control

data caching is performed using the PC memory 396 on PC

112a. whereas disk data caching is performed using the

system memory 116 (Fig. 2). Caching this file control

information within the PC 112a avoids the VME bus

congestion and speed degradation which would result if

file control information was cached in system memory
116."

The memory on the PC 112a is 'directly' accessed

over the VKE bus 120 for three main purposes. First,

and by far the most frequent, are accesses to PC memory

396 by an SP 114 to read or write cached file control

information. These are accesses requested by PC 112a

to write locally modified file control structures

through to disk, or to read file control structures
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from disk. second, the FC’s CPU memory 314 is accessed

directly by other processors for message transmissions:

from the PC 1123. to such other processors.‘ For

example, if a data block in system memory is to be

transferred to an s}? 114 for writing to disk, the FC

112a first assembles a message in its- local memory 31.4» '

requesting such a transfer. The PC 1123 then notifies

the SP 114, which copies the message directly -from the

CPU memory 314 and executes the requested transfer.

A third type of direct access to the I-‘C's local

‘memory occurs when an LNFS client reads directory

entries. When PC 112a receives an LNFS request to

read directory entries, the PC 112a formats the

requested directory entries in FC memory 396 and

notifies the requester of their location. The

requester then directly accesses I-‘C memory 39_6 to read’

the entries.

The version of the UPS’ code on PC 112a includes

some modifications in order to separate the" two caches.

In particular, two sets of buffer _headers are

maintained, one for the ‘PC memory 396 and one for the

system memory 116. Additionally, a second set of the

system buffer routines (GETBLKO, BREI.SE(), EREADO,

BWRITEO. and BREADAU) exist, one for buffer accesses

to PC Mem 396 and one for buffer accesses to system

memory 116. The UPS code is further modified to call
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the appropriate buffer routines for PC memory 396 for

accesses to file control information, and to call the

appropriate buffer routines for the system memory 116

for the caching of disk data. A description of UPS may

be found in chapters 2, 6, 7 and 8 of ‘Kernel structure

"and Flow,‘ by Rieken and Webb of :5}: consulting (Santa

Clara, California: 1988), incorporated hereinlby

reference.

when a read command is sent to the EC by a

requester such as a network controller, the FC first

.' converts the file, offset and count infornation into‘

disk and sector information. It then locks the system

memory‘ buffers iorhich contain that I information...

instructing the storage processor.114 to read them from

disk if necessary. when the buffer is ready, the PC

returns a message to the requester containing both the

attributes of the designated file and an array of

buffer descriptors that identify , the locations in

system memory 116 holding the data.

After the requester has read the data out of the
buffers, it sends. a release request hack to the PC.

The release request is the same message that was

returned by the PC in response to the read reguest; the

PC 112a uses the information contained therein to

determine which buffers to free.
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A write command is processed by PC 112a similarly

to the read. command, but the caller is expected to

write to (instead of read from) the locations in system

memory 116 identified by the buffer descriptors

returned by the PC 112a. since F0 112a employs write-

through caching, when it receives the release command

from the requester, it instructs storage processor 114

to copy the data from system memory 116 onto the

appropriate disk sectors before freeing the system

memory buffers for possible reallocation.

The READDIR transaction is similar to read and Al

write, but the request is satisfied by the PC 112a

directly out of its own PC memory 396 after formatting

the requested directory information specifically for

this purpose. The PC 112a causes _the storage

processor read the requested directory information from

_ disk if it is not already locally cached. Also, the

specified offset is a-‘magic cookie! instead of a byte

offset, identifying directory entries instead of an

absolute byte offset into the file. No file attributes

are returned.

The READLINK transaction also returns no file

attributes, and since links are always read in their

entirety, it does not require any offset or count.

For all of the disk data caching performed through

system memory 116, the #0‘ 112a acts as a central
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authority for dynamically allocating, deallocating and«

keeping track of buffers. If there are two or more PCs

112, each has exclusive control over its own assigned

portion of .system memory 116. In all of these

transactions, the requested buffers are locked during

the period between the initial reqiest and the release

‘request. This prevents corruption of the data by other

clients.

Also in the situation where there are two or more

Fcs, each file system on the disks is assigned to a

particular one of the PCs. FC’#0 runs a process called

FC_YICE_?RESIDENT, which maintains a list of which file

systems are assigned to which FC. ' When _a client

processor (for example an EC 11d) is ahout_to make an

'LNFS request designating a particular file system, it

first sends the fsid in a message _to the

PC_VICE_PREsIDENT asking which. PC controls the

specified file system. The tC_VICE_?R£sIDENT responds,

and the client processor sends the LNFS request to the

designated PC. The client processor also maintains its

own list of fsid/PC pairs as it discovers them, so as

to minimize the number of such requests to the

'PQ_VICE4PRESIDENT;

RA E R E HAR W ‘
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In the file server 100; each of the storage

processors 114 can interface the VHS bus 120 with up to

10 different SCSI buses. Additionally. it can do so at

the full usage rate of an enhanced block transfer

protocol of 55MB per second.

Fig. 5 is a block diagram of one of the SP3 114a.

§P 114b is identical. SP lids comprises a
microprocessor 510, which may be. a Motorola 68020.

microprocessor operating at 20MHz. The microprocessor

510 is coupled over a 32-bit microprocessor data bus

'512 with CPU_nemory 514, which may inoludeiup to [MB of

static RAM. The microprocessor 510 accesses

instructions, data and status on its own private bus

512, with no contention from any other source. The

‘microprocessor 510 is the only master of bus 512.

The low order 16 bits of the microprocessor data

bus 512 interface‘ with a control bus 516 via a

bidirectional buffer 518. The low order 8 bits of the

control bus 516 interface with a slow speed bus 520 via

another bidirectional buffer 522.‘ The slow speed bus

520 connects to an MEP 524, similar to the HEP 224 in

NC 110: (Fig. 3), and with a PROM 526, similar to PROM -

220 on NC lloa. The PROM 526 comprises 128K bytes of"

EPROM which contains the-functional code for s2.1x4a.;

Due to the width and speed of the 'PEOM 526, the:
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functional code is copied to CPG memory 514 upon reset

for faster execution.

MFP 524, like the MFP 224 on NC 1103, comprises a

Motorola 68901‘ multifunction peripheral device. It.~ \

provides the functions of a vectored interrupt‘

controller, individually programmable I/O pins, four

timers and a UART. The HART functions provide serial
communications across an R5 _232 bus (not shown’ in Fig.

5) for debug monitors and diagnostics. Two of the four

timing functions may be used as general—purpose timers

by the microprocessor 510, either independently or in

cascaded fashion. A third timer function_provides the

refresh clock for a DMA controller described below, and

the fourth timer generates the UART clock. Additional

information on the MP2 524 can be found in ‘NC 68901

Mu1ti—Function_ Peripheral specification,‘ by Motorola,

Inc., which is incorporated herein by reference.

The eight general-purpose I/O hits provided by KI-‘P

524 ere configured according to the folloviing table:
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input Power Failure is Imminent — This
functions as an early warning.

input SCSI Attention - A composite of the
SCSI. Attentions from all 10 SCSI
channels.

input Channel Operation Done - A composite of
the channel done bits from all 13
channels of the DNA controller,
described below.

_output -DMA Controller Enable. Enables the DMA
Controller to run.

input VMEbus Interrupt Done - Indicates the
completion of a VMEbus Interrupt.

input Command Available - Indicates that the
sP'S command Fifo. described below,

contains one or more commend pointers.

output External Interrupts Disable. Disables
externally generated interrupts to the.
microprocessor 510.

output Command Fife Enable. Enables operation
of the SP'S -Command Fifo. Clears the
Command Fifo when reset.

Commands are provided to the SP 114a from the VME

bus 120 via a bidirectional buffer 530, a local data‘

bus 532, and a command rrro 534. The command 212-0 534

is similar to the command FI1-‘Os 290 and 390 on no 1105.

and PC 112a, respectively, and has a depth of 256 32-

bit entries. The command FIFO 534 is ‘a write-only

register as seen on the VME bus 120, and as a read-

only register as seen by microprocessor 510. If the

FIFO is full at the beginning of a write from the VME

bus, a VME bus error is generated. Pointers are
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removed from the command FIFO 534 in the order

received, and only by the microprocessor 510. Command‘

available status is provided through I/O bit 4 of the

HEP 524, and as a long as one or more command pointers

are still within the command FIFO 534, the command. .

available status remains asserted.

As previously mentioned, the SP 114a supports up

to 10 SCSI buses or channels 540a-540j. In the typical

configuration, buses 540a-540i support up to 3 SCSI

disk drives each, and channel 5403 supports other SCSI

peripherals such as tape drives, optical disks, and so
on. Physically, the SP 114a connects to each of the

SCSI buses with an ultra-miniature D sub connector and

round shielded cables. six 50-pin cables provide 300f

conductors which carry 18 signals per bus and 12

grounds. The cables attach at the front panel of the

_ SP 114a and to a commutator board at the disk drive

array. ‘Standard S0-pin cables connect each SCSI device

to the commutator board. Termination resistors are

installed on the SP 114a.

The SP 114a supports synchronous parallel data,

transfers up to SHE per second on each of the SCSI

buses 540, arbitration, and disconnect/reconnect

services. Each SCSI bus 540. is connected to A

respective SCSI adaptor 542, _which in the present

embodiment is an AIC 6250 controller IC manufactured by
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Adaptec Inc., Milpitas, California, operating in the

non—mu1tiplexed address bus mode. The AIC 6250 is

described in detail in ‘AIC—6250 Functional

Specification,‘ by Adaptec Inc., which is incorporated

herein by reference. The SCSI adaptors 542 each provide

the necessary hardware interface and low-level

electrical protocol to implement its respective SCSI

channel.

The 8—bit data port of each of the SCSI adaptors

542 is connected to port A of a respective one of a set

of.ten parity FIFOs 544a-544j. The FIFOs 544 are the

same as FII-‘Os 240, 260 and 270 on NC 1103., and are

connected and configured to provide parity‘covered data

transfers between the 8-bit data port of the respective
SCSI adaptors 542 and a 36-bit (32-bit plus 4 bits of

parity) common data bus 550. The F1FOs 544 provide

handshake. status, word assembly/disassembly-and speed

matching EIPO buffering for this purpose. "The FIFOS

544 also-generate and check parity for the 32-bit bus,

and for RAID 5 implementations they accumulate and

check redundant data and accumulate recovered data.

All of the SCSI adaptors 542 reside at a single

location of the address space of the microprocessor

510, as do all of the parity FIFOs 544. The

microprocessor 516 selects individual controllers and

FIFOs for access in pairs, by first programming a pair
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select register (not shown) to point to the desired

pair and then reading from or writing to the control

register address of the desired chip in the pair. The

microprocessor 510 communicates with the control

registers on the SCSI adaptors 542 via the control bus

'5l6 and an. additional bidirectional buffer 546, and

communicates with the control registers on FIFOs 544

via the control bus 515 and a bidire-ctional buffer 552. '

Both the SCSI adaptors 542 and FIFOB 544 employ 8-bit

control registers, and register addressing or the PIEOs

544 is arranged such that such registers alias in

consecutive byte locations. This allows the

microprocessor 510 to write to the registers as a

single 32-bit register, thereby reducing instruction

overhead.

The parity FIFO: 544 are each configured in their

Adaptec 6250 made. Referring to the Appendix Chthe

FIFOs 544 are programmed with the‘ following bit

settings_in the Data Transfer Configuration Register:

0 we Mode ’ - (0)

Parity Chip (1)'

Parity correct Mode (0)

8/16 bits CPU & Perth interface .(0)

Invert Port A address 0 " (l)

Invert Port A address 1 p (1)
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‘Checksum Carry Wrap (0)

Reset (O)

The Data Transfer Control Register is programmed

as follows:

5 fl.‘L\'. Jlefiinitien . §_e.t.tins -

9 Enable Portk Req/Ack (1)

i ‘ Enable PortB Req/Ack (1)'

2‘ Data Transfer Direction as desired

3 CPU parity enable (0)

Porta parity enable it ' (1)

Portn parity enable (1)

Checksum Enable (0)

Porta Master ' . (0)

‘In addition, .bit ,4 of the RAN Access Control

Register (Long Burst) is programmed for 8-byte bursts.

SCSI adaptors 542 each generate a respective‘

interrupt signal, the status of which are provided to

microprocessor 510 as 10 bits of a _16—bit SCSI

interrupt register 556. The SCSI interrupt register

556 is connected to the control bus 516.

Additionally, a composite Scsl interrupt is provided.

through the‘ Mr? 524 whenever any one of the SCSI

adaptors 542 needs servicing.

An additional parity FIFO S54 is also provided in

the SP 114a, for message passing. Again referring to
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the Append1xC_the parity FIFO 554 is programmed with

the following bit settings in the Data Transfer

Configuration Register:

ELL‘ nsiinitinn _£§£t1n9

o wn Mode . 3(0)

Parity Chip 7 (1)

Parity Correct Node (0)

8/16 bite CPU & Portn interface (1)

Invert Port A address 0 (1).

Invert Port A address 1 ‘(1)

checkaum Carry Wrap (0)

Reset . _ (0)

The Data Transfer Control Register ta programmed

as follows:

m-‘ngmum s_e.tJ:.1.ns

Enable Portl Req/Ack (0)

Enable PortB Reg/Ack (1)

Data Transfer Direction as desired

CPU parity enable . ‘ (0)
Perth parity enable (0)

Ports parity enable _ (1)

checksum Enable I ‘ (0)

Forth Master ‘ (0)

In addition, bu: 4 es the nu Access Control'

Regieter (Long Burst) is programmed tor I-byte berets,
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Port A ‘of FIFO S54 is connected to the 16-bit

control bus 516, and part B is connected to the common

data bus 550. FIFO 554 provides one means by which the

microprocessor 510 can communicate directly’ with _the

VME bus 120, as is described in more detail below.

The microprocessor 510 manages data movement

using a set of 15 channels,.each of which has an unique

status which indicates its current state. Channels are

implemented using a channel enable register 560 and a

channel status register 562, both connected to the .

control bus 516. The channel enable register 560 is a

16-bit write-only register; whereas the channel status

register 562 is a 16-bit read—only register. The two

registers reside at the same address to microprocessor

510. The microprocessor 510 enables a particular

channel by setting its respective bit in channel enable

register 560, and recognizes completion of the

specified operation by testing for a 'done' bit in the

channel status‘register 562. The microprocessor 510

then resets the enable bit, which causes the respective

'done"bit in the channel status register 562 to be

cleared.
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The channels are defined as follows:

QHANNELEUNCIIQH

0:9 These channels control data movement to and
from the respective FIFOs 544 via the common
data bus 550. When a FIFO is enabled and a

request is received from it, the channel
becomes ready. Once the channel has been
serviced a status of done is generated.

These channels control data movement between
a local data buffer -564, described below,
and the VME bus 120. When enabled the
channel becomes ready. Once the channel has
been serviced a status of done is generated.

When enabled, this channel causes the DRAM in
local data buffer 564 to be refreshed based

on a clock which is generated by the HFP 524.
The refresh consists of a burst of 16 rows..

This channel does not generate a status of
done.

The microprocessor's communication FIFO S54
is serviced by this channel. When enable is
set and the FIFO 554 asserts a request then
the channel becomes "ready. This channel
generates a statue of done.

Low latency writes from microprocessor 510
onto the VNE bus 120 are controlled by this
channel. when this channel is enabled data is

moved ‘from ’a special 32 bit register,
described below, onto the VME bus 120. This
channel generates a done status.

15' This is a null channel for which neither a

ready status nor done status is generated.

Channels are prioritized to allow servicing of the

more’ critical requests first. Channel priority is

assigned in a descending order starting at channel 14.

That is, in the event that all channels are requesting

service, channel 14 will be the first one served.
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The common data bus 550 is coupled via a

bidirectional register 570 to a 36-bit junction bus

572. A second bidirectional register 574 connects the

junction bus 572 with the local data bus 532. Local

data buffer 564, which comprises [MB of :DRAH, with

parity, is coupled bidirectionally to the junction bus

512. It is organized to provide 2563 32-bit words with

byte parity. The SP 114a operates the DRAMs in page

mode to support a very high data rate, which requires

bursting of data instead of random -single-word

accesses. It will be seen that the local data. buffer

564 is used to implement a RAID -(redundant array of
inexpensive disks) algorithm, and is not used for

' direct reading and writing between the V143 bus 120 and

a peripheral on one of the SCSI buses 540.

A read-only register 515; containingall zeros, is

also connected to the ‘junction bus 572. This register '

is used mostly for diagnostics, initialization. and

clearing of large blocks of data in system. memory 116.

The movement of data between the P'IFOa 544‘ and

554, the local data buffer‘ 564. and a remote entity.

such as the system memory 116 on the VHS bus 120, is

all controlled by a VH3/|='IE."0 DNA controller 580. The

- vus/an-'0 mu controller 550 is similar to the VHS/PIPO

DMA controller 212 on network" controller 110a (Fig. 3),

and is described in the Appendix A. Briefly, it

Attorney Docket No. :1\UsP7209 4
WP1/WSW/AUSP/1209.001 8/24/B9-7‘



NetApp Ex. 1002, pg. 722

-59-

includes a bit slice engine 582 and a dual-port static

RAM 534. One port of the dual-port static mm 584

communicates over the 32-bit microprocessor data bus

512 _with microprocessor S10, -and the other port

communicates over a separate 16-bit bus with the bit

slice engine 582. The microprotessor 510 places

command parameters in the dual-port RAM 584, and uses

the channel enables 560‘to signal the VME/FIFO DMA

"controller 580 to proceed with the command. The

VME/FIFO DMA controller is responsible for scanning the

channel status and servicing requests,‘ 'and returning

ending status in the dual-port RAM 584. The dual-port

RAM 584 is organized as 1K it 32 hits at the 32-bit port -

and as 2K 2: 16 hits at the 16-bit port. An example

showing the method by which the microprocessor 510

controls the VME/FIFO DNA controller 580 is as_ follows.

First, the microprocessor 510 writes into the dual-port.

RAM 584 the desired command‘ and associated parameters

for ‘the desired channel. For example, the command

might be, v'copy a block of data from FIFO S44h' out into

a block of system memory 116 beginning at a specified

VME address.‘ second’. the microprocessor sets the

channel enable bit in channel enable register 560 for
the desired channel.

At the time the channel enable bit is set, the

appropriate FIFO may .not yet be ready to send data.
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only when the VH1-'.'/FIFO DNA controller 580 does receive

a "ready" status from the channel, will the controller

580 execute the command. In the meantime, the DNA

controller 580 is free to execute commands and move

data to or from other channels.

when the DHA ‘controller 580 does receive a status

of ‘ready’ from the specified channel, the controller

fetches the channel command and parameters from the

dual—ported RAM 584 and executes. When the command is

complete, for example all the requested data has been

copied, the DMA controller writes status back into the

dual-port RAM 584 and asserts. ‘done’ for the channel in

channel status register 562. The microprocessor 510 is

then interrupted, at which time it reads channel status

register 562 to. determine which channel interrupted.

The microprocessor 510 than clears the channel enable

for the appropriate channel and checks ‘the ending

channel status in the dual—port RAM 584.

‘In this way a high-speed data transfer can take

place under the control of DNA controller 580, fully in

parallel with other activities" being performed by

microprocessor S10. , The data transfer takes place over

husses different from microprocessor data bus 512,

thereby avoiding any interference with ‘microprocessor

instruction fetches .
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The SP 114a also includes a high—speed register

590, which is coupled between the microprocessor data

bus 512 and the local data bus 532. The high-speed

register S90 is used to write a single 32-bit word to

an VME bus target with a.mininun of overhead. The

register is write only as Viewed from the

nicroprocessor 510. In order to write a word onto the

THE bus 120, the microprocessor 510 first writes the

word into the register S90, and the desired VH8 target

address into dual-port Rfih 584. ‘When the

microprocessor 510 enables the appropriate channel in

channel enable register 560, the DH! controller 580

transfers the data from the register 590 into the VHE

bus address specified in the dual-port RAM 584. The

DNA controller 580 then writes the ending status to the

dual-port RAM, and "sets the channel 'done" bit_ in

channel status register 562.

‘This procedure is very efficient for transfer of a

single word of data, but becomes inefficient for large

blocks of data. Transfers of greater than one word of

data, typically for message passing, are usually

performed using the FIFO 554.

The SP 114a also includes a series of registers

S92, sinilar to the registers 282 on NC 110a (Fig. 3)

and the registers 352 on PC 112a (Fig. 4). The details
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of these registers are not important for an

understanding of the present invention.

5IQBB§E_28QQE§§QB_9E£BB1IQN

The 30 SCSI disk drives supported by each of the

srs 114 are visible to a client processor, for example’

one of the_fi1e controllers 112, either as three large,

logical disks or as 30 independent SCSI drives,

depending on configuration. ‘ when the drives are

visible as‘ three logical disks, the SP uses RAID 5

design algorithms to distribute data for each logical

drive on nine physical drives to minimize disk arm

contention.’ The tenth drive is left as a spare. The

RAID 5 algorithm (redundant array of inexpensive

drives, revision .5) is described in 'A' Case For a

Redundant Arrays of Inexpensive Disks (RAID)', by

Patterson et a1., published at ACM SIGMOD Conference,

Chicago, Ill., June 1-3, 1988, incorporated herein by

reference.

In the RAID 5 design, disk data are divided into

stripes. Data stripes are_ recorded sequentially on

eight different disk drives. A ninth.parity strips, the

exclusive-or of eight data stripes, is recorded on a

ninth drive. If a stripe size is set to BK bytes, a

read of 8K of data involves only one drive. A write of

BK of data invo1ves'two drives: a data drive and a
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parity drive. Since a write requires the reading back

of old data to generate a new parity stripe, writes are

p also referred to as modify writes. The ,8? 114a

supports nine small reads‘ to nine SCSI drives

concurrently. when stripe size is set to BK, a read of

54:: of data starts all eight iscsx 'drives, with each

drive reading one SK stripe worth of data. The parallel

operation is transparent to the caller client.

The parity stripes are rotated among the nine

drives in order to avoid drive contention during write

operations. The parity stripe is used to improve

availability of data. when one drive ‘is aawa, the sp

.114a can reconstruct the missing data from a parity

stripe. In such case, the SP 114a is running in error

recovery mode. When a bad drive is repaired, the SP

114a can be instructed to restore data on the repaired

drive while the system is on-line.

when the SP 114a is used to "attach thirty

independent SCSI drives, no parity stripe is created

and the client addresses each drive directly.p

The SP 114a processes multiple messages

(transactions, commands) at one time, up to 200

messages per second. The SP'1l4a does not initiate any

messages after initial system configuration. The

following SP 114a operations are defined:
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01 No Op

02 send Configuration Data

03 Receive Configuration Data

05 Read and Write Sectors

06 Read and Write Cache Pages

01 IOCTL operation

on Dump SP 114a Local Data Buffer

O9 start/stop A SCSI Drive

OC Inquiry

03 Read Message Log Buffer

0? Set SP 1143 Interrupt

The above transactions are described in detail in

the above-identified application entitled MULTIPLE

FACILITY OPERATING SYSTEM ‘ARCHITECTURE. For an

understanding of the invention, it will be useful to

describe the function and operation of only two of’

these commands: read and write sectors, and read and-s

write cache pages.

Beed_end_Hrit§_§ectnrn

This command, issued usually by an EC iii, causes

the SP [Ida to transfer deta between a specified block

of system memory and a specified series.o£ contiguous

sectors on the SCSI disks. As previously described in

connection with the file controller 112, the particular

sectors are identified in physical terms; In
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particular, the particular disk sectors are identified

by SCSI channel number.(O-9), SCSI ID on that channel

number (0-2), starting sector address on the specified

drive, and a count of the number of sectors to read or

write. The SCSI channel number is zero if the SP 114a

is operating under RAID 5. _ _

The SP 114a can execute up to 30 messages on the

do SCSI drives simultaneously. i Unlike most of the

commands to an SP 114, which are processed by

microprocessor 510 as soon as. they- appear on the

command FIFO 534, read and write sectors commands (as

well as read and write cache memory commands) are first

sorted and queued- Hence, they are not served in the

order of arrival.

when a disk access command arrives, the

microprocessor 510 determines which disk drive is

targeted and inserts the message in a queue for that

disk drive sorted by the target sector address. The

microprocessor S10 executes commands on all the queues

simultaneously, in the order present in the queue for

each disk drive. In order to minimize .disk arm

movements, the microprocessor 510 moves back and forth

among queue entries in an elevator fashion.

If no error conditions are detected from the SCSI

disk drives, the command is completed normally. When a

data check error condition occurs and the SP 114a is
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configured for RAID< 5, recovery actions using

redundant data begin automatically. when a drive is

down while the SP 114a is configured for RAID 5,

recovery actions similar to data check recovery take

place.

Bsad£H:its_Qa2he_Re§ss

" This command is similar to read and write sectors,

except that multiple VMB addresses are provided for

transferring disk data to and from system memory 116.

Each VMB address points to a cache page in system

memory 116, the size of which is also specified in the

command. When transferring data from a disk to system

memory 116, data are scattered to different’ cache

pages; when writing data to a disk, data are gathered

from different cache pages in system memory 116.

Hence, this operation is referred to as a scatter-

gather function.

'The target sectors on the SCSI disks are specified

in the command in physical terms, in the same manner

that they are specified for the read and write sectors

command. Termination of the command with or without

error conditions is the same as for the read and write

sectors command.

The dual-port RAM 584 in the DMA controller 580

maintains a separate set of commands for each channel
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controlled by the hit slice engine 582. As each

channel completes its previous operation, the

microprocessor S10 writes a new DNA operation into the g

dual-port RAM 584 for that channel in order to satisfy

the next operation on a disk elevator queue.

The commands written to the DMA controller V580

include an operation code and a code indicating

nhether the operation is to be performed in non-block

mode, in standard VME block mode; or in enhanced block

mode. The operation codes supported by DNA controller

580 are as follows:

QE_QQDfi QREEAIIQE

0 . NO-OP

ZEROES -> BUFFER Hove zeros from zeros

register 576 to local
data buffer 564.

ZEROES -> F190 Move zeros from zeros
- register 576 to the

currently selected FIFO

on common data bus 550.

ZEROES -> Vufihus Hove zeros from zeros
register 576 out onto the
VHS bus 120. Used for
initializing» cache
buffers in system memory
116.
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Vflflbus -> BUFFER

Vuzhus -> FIFO

Move data from the VHS
bus 120 to the local data
buffer 564. This

operation is used during
a write, to'move target
data intended for a down

drive into the buffer for
participation in
redundancy generation.
Used only for RAID 5
application.» ‘

New data to be written
from VME bus onto a
drive. Since RAID 5

requires redundancy data
to be generated from data
that is buffered in local
data buffer 564, this

operation ‘will be ~used
only if the SP 114a is

i not configured for RAID
5.

vmibus -> BUFFER & FIFO

_ VHE bus

BUFFER -> Vflfibus

BUFFER -> FIFO

FIFO —> VHEbus
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used.
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transferred to create
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FIFO -> BUFFER U‘s e d t o m o v e

participating data for
_recovery .and modify
operations. Used only in
RAID 5 applications.

FIFO -> VMEbus & BUFFER

This operation is used to
save target data for
participation in data

- recovery. Used only in
RAID 5 applications.

§I§IEH_HEMQEI

Fig. 6 provides a simplified block diagram of the

preferred architecture of one of the system 'memory

cards 116a. Each of the other system memory cards are

the same. Each memory card 116 operates as a slave on

the enhanced VME bus 120 and therefore requires no on-

board CPU. Rather, a timing control block _61O is

sufficient to provide the necessary_ slave- control

operations. In particular, the timing control block

610, in response to control signals from the control

portion of the enhanced VHE bus 120,.enables a 32-bit

wide buffer 612 for an appropriate direction transfer

of 32-bit data between the enhanced VME bus 120 and av

multiplexer unit 614. The multiplexer 614 provides a

multiplexing and demultiplexing function, depending on

data transfer direction, for a six megabit by seventy-

two bit eord memory array 620. An error correction

code (ECC) generation and testing unit 622 is also

connected to the multiplexer 614.to generate or verify,
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again depending on‘ transfer direction, eight bits of

ECG data. The status of ECG verification is provided

back to the timing control block 6l0.

flM 

VHS’ bus 120 is physically the same as an ordinary

‘_IHE bus, but each of the tics and SP8 include additional

circuitry and firmware for transmitting data using an

enhanced VHE block transfer protocol. The finhenced

protocol is described in detail in the above-identified

application entitled ENHANCED VHBBUS PROTOCOL UTILIZING

PSEUDOSYNCHRONOUS IIANDSHAKING AND. BLOCK MODE DATA

TRANSFER, and summarized in the Appendix 3 hereto,

Typically transfers of mass file data between Ncs and

systennemory, or between sPs and system memory, and

transfers of packets being routed from one NC to

another through eyeteu memory, are the only type: of

transfers that use the enhanced protocol in server 100.

All other data transfers on VHS bus 120 use either

conventional VME block transfer protocols or ordinary

non-block transfer protocols.

.u£§§e§s_ge§§1u§ I . ;
as is evident from the above description. the

different processors in the server 100 communicate with‘

each other via certain types of messages. In software,
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these messages are all handled by the messaging kernel,

described in detail in the MULTIPLE FACILITY OPERATING

SYSTEM ARCHITECTURE application cited above. In

hardware, they are implemented as follows.

Each of the Ncs 110, each of the PCs 112, and each

of the SP3 114 includes a- command or communication FIFO

such. as 290 ‘on NC 110a. The host 118 also includes a
command FIFO, but since the host is an unmodified

purchased processor board, the FIFO is. emulated in

software. The write port of the command FIFO in each

of the processors is directly addressable from any of

the other processors over VME bus 120. '

Similarly, each of the processors except SP5 114

also includes shared memory such as CPtl memory 214 on

NC 110a.’ This shared memory is ‘also directly

addressable by any of the other processors in the

server 100.

. If one processor, for example network controller

110a," is to send a message or command to a second

processor. for example file controller 112a. then it

does so as follows. First, it forms the message in its

own shared memory (e.gL, in CPU memory 214 on NC 110a).

second, the microprocessor in the sending processor

directly writes a message descriptor into the command

I-‘I1-‘to in the receiving processor. For a command being

sent from network controller 110a to file controller

. Attorney Docket No. :AUSP7209 , ‘
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, 112a, the microprocessor 210 would perform the write

via buffer 284 on NC 110a, VME bus 120, and buffer 384

on file controller 112a.

The command descriptor is a single 32-p-hit word"

containing in its high order 30 hits a VH3 address

indicating the start of a qnad-aligned message in the

sender's shared memory. The low order two bits

indicate the message type as follows:

0 Pointer to a new message being sent

Pointer to a reply message.

Pointer to message to be forwarded

Pointer to message to be freed;
also message acknowledgment

All messages are 128-bytes long.

when the receiving processor reaches the command

descriptor on its command FIFO, it directly accesses

the‘ sender’ 5 shared memory- and copies it into the

receiver's_own local memory. For a command _issued from

network controller 110a to file controller 112a, this

would be an ordinary VME block or non-block mode.

transfer from NC CPU memory 214, via buffer 284, VHE.

bus 120 and buffer 384, into FC CPU memory 314. The PC

microprocessor 310 directly accesses NC CPU memory 214

for this purpose over the V143 bus 120.

When the receiving processor has received the

command and has completed its work, it sends a reply
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message ‘back to the sending processor. The reply

message may be no more than the original command

message unaltered, or it may be a modified version of

that message or acompletely new message-. If the reply

message is not identical to the original command

message, then the re‘ceiving_proc_essor ‘directly accesses‘

the original sender's shared ‘memory to modify the

original command message or overwrite it completely.‘

For replies. from the PC 112a to the NC 1103., this

involves ’an ordinary VME block or non-block mode
transfer from the PC 112a, via buffer 384, VHE bus 120,

buffer 284 and into NC CPU memory 214. _Aga.in, the PC

microprocessor 310 directly accesses NC CPU memory 214

for this purpose over the bus 120.

Whether or not the original command message

been changed, the receiving processor ' then writes a

reply message descriptor directly into the original

_ sender's command PIl_?O. The reply message descriptor

contains‘ the same VME address as the original command

message descriptor, and the low. order two bits of the

word_ are modified to indicate that this is a» reply

message. For replies from the PC 112a to the Ncil-10a,

the message descriptor write is accomplished by

microprocessor 310 directly accessing command FIFO 290

via buffer 384,'VME bus 120 and buffer 280 on the,NC.

Once this is done, the‘ receiving processor can free the
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buffer in its local memory containing the copy of the

command message.

when the original sending processor reaches the

reply message descriptor on its command FIFO, it wakes

up the process that originallp sent the message and

permits itv to‘ continue. After examining‘ the reply‘

message, the original sending processor can free the

original command message buffer in its own local shared
memory.

As mentioned above, network controller Iloa uses

the buffer 284 data path in order to write message

descriptors onto the VHB bus 120, and uses VHE/FIFO DNA

controller 272 together with parity FIFO 270 in order

to copy messages from the VME bus 120 into CPU memory

214. other processors read from CPU memory 214 using

' the buffer 284 data path.

File controller 112a writes message descriptors

onto the VME.bus 120 using the buffer 384 data path,

and copies messages from other processors’ shared

memory via the same data path; Both take place under

the control of microprocessor 310. other processors

copy messages from CPU memory 314 also via the buffer

384 data path.

Storage processor 114a writes message descriptors’

onto the VHS bus using high-speed register 590 in the

manner described above, and copies messages from other
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processors using DMA controller 580 and FIFO 554. The

SP 114:: has no shared memory, so it uses ahowever,

buffer in system memory -116 to emulate that function.

That is, before ‘it writes a message descriptor into
another processor's command FIFO, the SP 114a first

copies the message into its own previously allocated’

buffer in system memory 116 using DMA controller 580
and FIFO 554. The VH3 address included in the message

descriptor then reflects the V143 address of . the message

in system memory 116.

In the host 118, the command FIFO and shared

. memory are hath emulated in. software.

The invention has been described with respect ‘to

particular embodiments thereof, and it will "be

understood that numerous modifications and variations

are possible within the scope, of the invention.
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!HEL£I£Q_DMA_Q9n:r9ller

In storage processor 114a, nun controller 580

manages the data path under the direction of the

i microprocessor 510. The DNA controller, 580 is a

microcoded 16-hit bit-slice implementation executing.

pipelined instructions at a rate of one each 62.5ns.

It is responsible for scanning the channel status 562

and servicing request with parameters stored_in the

dual-ported ram 584 by the microprocessor 510. Ending

status is returned in the ram 584 and interrupts are

generated for the microprocessor 510.

QgntrQl_§tggg. The control store. contains the

microcoded instructions yhich _control the DMA

controller 580. The control store consists of 6 1K x 8

proms configured to yield a 1K x 48 _bit microword.

~ Locations within the control store are addressed by the

sequencer and data is presented at the input of the

pipelineuregisters.

.£§gugncer. The sequencer controls program flow by

generating control store addresses based upon pipeline
data and various status bits. The control store

address consists of 10 hits. Bits 8:0 of the control

store address derive from a multiplexer having as its

inputs‘ either an ALU output or the output of an

incrementer. The incrementer can be preloaded with
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pipeline register hits 8:0, or it can be incremented as

a result of a test condition. The 1K address range is

divided into two pages by a latched ‘flag such that the

microprogram can execute from either page. Branches,

however remain within the selected page. Conditional

sequencing is performed by having the test condition

‘increment the pipeline provided address. A false

‘condition allows execution from the pipeline address
while a true condition causes execution from the

address 4» 1. The alu output is selected as an address

source in order to directly vector to a routine or..Ain

order to return to a calling routine. Note that when

calling a subroutine the calling routine. must reside

within the same page as the subroutine or the wrong

page will beselected on the return.

ALE. The alu comprises’ a single ID'l‘49C402A

integrated circuit. It‘ is '16 bits in width and most
closely resembles four 2901s with 64 registers. The alu

-is -used primarily for incrementing, decrementing,

addition and bit manipulation. All necessary control

signals originate‘ in the control store. The ID‘l‘ HIGH

A PERFORMANCE CMOS i988 DATA BOOK», incorporated’ by

reference herein, contains additional information about

the alu.

 - The 48 bit microword comprises

several fields which ‘control various functions of the
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DMA controller 580. ‘The format of the microword is

defined below along with mnemonics and-a description of

each function.

AI<8:0> 47:39 (Alu Instruction bits 8:0) The AI bits
provide the instruction for the 49c402A
alu. Refer to the IDT data book for a

complete definition of the alu.
instructions. Note that the I9 signal
input of the 49C402A is always low.

CIN ’ 38 (Carry INputI This bit forces the carry
input to the alu.

RA<5:0> 37:32 (Register A address bits 5:0) These bits
- - select one of 64 registers as the ‘A’

operand for the alu. These bits also
provide literal bits 15:10 for the alu
bus.

RB<5:0> 31:26 (Register 8 address bits 5:0) These bits
select one of 64 registers as the '3'
operand for the alu.‘ These bits also
provide literal bits 9:4 for the alu
bus.

(Latched Flag Data) When set this bit
causes the selected latched flag to be
set. when reset ‘this bit causes the

selected latched flag .to be cleared.
This bits also functions as literal bit
3 for the alu bus.

LFS<2:0> 24:22 (Latched Flag Select bits 2:0) The
meaning of these bits is dependent upon
the selected source for the alu bus. In
the event ’that the literal field is
selected as the bus source then
LFs<2:0> function as literal bits <2:0>
otherwise the bits are used to select

one of the latched flags.
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Lfifisziflz §ELEQIED_£LA§

selects a nullThis value
flag.

When set this bit enables the

buffer clock. when reset this
bit disables the buffer
clock. ’

When this bit is cleared VME
bus transfers, buffer
operations and RAS are all
disabled.

NET USED

when set this bit enables vue
bus transfers.

when set this hit enables
buffer operations.

When set this hit asserts _the
row address strobe to the dram
buffer.

when set this bit selects page
0 of the control store.

SRC<1,0> 20,21 (alu bus SouRCe-select bits 1,0) These
bits select the data source to be
enabled onto the alu bus.

flB 

O
I
2
3

PF<2:0> 19:17

alu ‘

. dual ported ra
literal
reserved-not defined

(Pulsed Flag "select bits 2:0) These bits
select a flag/signal to be pulsed.
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EE$2;fl2 £119

0 null

1 SGL_CLK
generates a single transition
of buffer clock.

SE‘I'_VB
forces vme and buffer enable
to be set.

CL_PERR
clears buffer parity error
status. '

SE‘1‘__DN .
set channel done status for

the currently selected
channel. -

INC_ADR
increment dual ported ram
address.

6:7 RESERVED - NOT DEFINED

DBST<3:0> 16:13 (DEST1nation select'hits 3:0) These
bits select one of 10 destinations
to be loaded from the alu bus.

l2E§_':5.3_:_0.zD_es3;:Lna1;1.szn

0 null

1 WR_RAM
causes the data on the alu bus
to be written to the dual

ported ran.
D<15:0>.v> ram<15:0>

WR_BADD
loads- the data -from the alu
bus into the dram address
counters.

D<14:7> —> nux addr<8:0>
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WR__VADL
loads the data from the alu

bus into the least significant
2 bytes of the VHS address
register. '
D<1S:2> —> VME addr<15:2>
D1 -> ENB_ENH
Do —> ENB_BLK

ws_yans, .
loads the most significant 2
bytes of the VME address
register.
D<15:0> -> VH£.addr<31:16>

‘WK RADD

loads the dual ported ram
address counters.
D<10:0> -> ram addr <10:0>

WR_wCNT
loads the word counters.
D15 -> count enable‘
D<14:8> -> count <6:0>

ws_co
loads the co—channel select

register.
D<7:4> -> CO<3:0>

W'R_NX'I' .
loads the next-channel select

register.
D<3:O>'-> NEXT<3:0>

WR_CUR
loads the current-channel

select register.
D<3:O> —> CORR <3:o>

g RESERVED — fiOT DEFINED
JUMP
causes the control store

sequencer to select the alu
data bus.

D<8:0> —> cs_s<a:o>
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‘1'ES'1‘<3:0> 12:9 (TEST condition select bits 3:0) Select
one of 16 inputs to the test
multiplexor to be used as the A carry
input to the incrementer.

0 FALSE -always false

1 TRUE —always true

ALU_COU'I.‘ -carry output of alu

ALU_!-IQ -equals output of
alu

ALU_OVR -aiu overflow

ALU_NEG -alu negative _

XFR__DONE —t:.-‘ansfer complete

PAR_ERR —huf:Eer parity. error

TIMOUT -bus operation
"timeout.

ANY'_ERR ‘-any error status
RESERVED -NOT DEFINED

15 CH_RDY '—next channelready

NEX'I'__A<8:0> 8:0 (NEXT Address hits 8:0) Selects an
instructions from the current page of

-- the control store for execution.

 . The dual ported ram is the

medium by which command, parameters and status are

communicated between the DMA controller 580 and the

microprocessor 510. The ram is organized as.1K x 32 at

the master port and as 2K x 16 at the DMA‘port. The ram

may be both written and read at either port.

The ram is addressed by the DMA controller 580 by

loading an 11 bit address into the address counters.
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"Data is then read into bidirectional registers and the

address counter is incremented to allow read of the

next location.

Writing the ram is accomplished by loading data

from the processor into the registers after loading theD A .

ram address. successive writes may be performed on

every other processor cycle.

The ram contains current block pointers, ending

status, high speed bus address and parameter blocks.

The following is the format of the ram:
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,OFPSET 31

0

44

The Initial Pointer is A 32 bit value which points

the first command block of a chain. The current pointer

is a sixteen bit value used by the DNA controller 580

.to point to the current command block. The current

command hlock pointer should be initialized.‘ to 0x0O00

‘by the microprocessor 510 before enabling the channel.

Upon detecting a valne of 0x0000 in the current block

pointer the DMA controller 580 will copy the lower 16'

bits from the initial pointer to the current pointer.

Once the DMA controller 580 has completed the specified
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operations for the parameter block the current pointer

will be updated to point to the next block. In the
event that no further parameter blocks are available

the pointer will be set to 0x0000.

The status byte indicates the enqing status for

the last channel operation performed. The following

status bytes are defined:

§1AI!§ MEANING

o no muons

1 ILLEGAL or cons

‘BUS opaaanox TIMEOUT

ans opsaa-non smog

DATA PATH PARITY mmori

The format of the parameter block is:

OFFSET 3 1 0
 .

0 I FORWARD LINK fl
. ___e_ 

_4 I NOT USED ,1 WORD COUNT ' I
______ 

8 | VKE ADDRESS 31:2, BNH, BLK I
.- 
C I TERM 0 I OP 0 I BUP ADDR 0 I

V _

_______;_______________________________
c+(4xn) I TERM n | GP n I BOP ADDR n :

____________________________________

FORWARD LINK - The forward link points to the

first word of the next parameter block for execution.

It allows several parameter blocks to be initialized
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and chained to create a sequence of operations for

execution. The forward pointer has the following

format:

A31:A2,o,o

-The format dictates that the parameter block must start

‘on a quad byte boundary. A pointer of 0x00000000 is a

special case which indicates no forward link exists.

WORD COUNT - The word count specifies the number

of quad byte words that are to be transferred to or

from each buffer address or to/from the VME address. A

word count of 64K words may be specified by

initializing the word count with the value of 0. The

-word count has the following format:

:D15lD14|D13|D12lDl1|D10lD9iD8lD7lD6lD5|D4|D3:D2:D1|DOl

The word count is updated by the DMA controller

580 at the completion of a transfer to/from the last

specified. buffer address. Word count is "not updated

after transferring to/from each buffer address and is

therefore not an accurate indicator of the total data

moved to/from‘ the buffer. Word count represents the

amount of data transferred to the VNB hus or one of the

FIFOS 544 or 554. '

VHE ADDRESS - the VME address specifies the

starting address for data transfers. Thirty hits allows

the address to start at any quad byte boundary.
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ENE‘ - This bit when set selects the enhanced

block transfer protocol described in the above—cited

ENHANCED VMEBUS PROTOCOL UTILIZING PSEUDOSYNCHRONOUS

HANOSHAKING AND BLOCK MODE DA'1'A TRANSFER application,

to be used during the VH bus transfer. Enhanced> a

protocol will be disabled automatically when

performing any transfer to or from 24 bit or 16 bit.

address space, when the starting address is not 8 byte

aligned or when the word count is not even. _

ELK - This bit when set selects the conventional

VHE block mode protocol to be used'during the Vuh bus

transfer. Block mode will be disabled automatically

when performing any transfer to or-from-16 bit address

space.

BUP ADDR - The buffer address specifies the

istartingv buffer‘ address '£62" the ‘adjacent operation.

only 16 bits are available for a 1M byte buffer and as

a result the starting address always falls on a 16 byte

boundary. The programmer must ensure that the starting

address is on a modulo 128 byte boundary. The buffer

address is updated by the DNA controller 580 after

completion of each data burst.

|Al9IAl8IAl7IAl6IAl5lAlhlA13{kl2!A11IAl0IA9:A8£A7IA6IA5EA4!

TERM — The ‘last buffer address and operation

within a parameter block is identi£ied_by the terminal

bit. The DNA controller 580 continues to fetch buffer
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addresses and operations to perform until this bit is

the last operation within theencountered. Once

parameter block is executed the word counter is updated

and if not equal to zero the series of operations is

zero therepeated. Once the word counter reaches

forward link pointer is used to access the next

parameter block.

l010l0}0E0£°€°l0E'1'l

OP - Operations are specified by the op code. The

op code byte has the following format:

I0£O|0:0jOP3lOP2:0P1:0P0:

The op codes are listed below ('FIFO' refers to any of

the FIFOs 544 or 554):
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QP_QQQE QEERAIIS21!

NO-OF

ZEROES BUFFER

ZEROES FIFO

ZEROES Vflmbus

VMEbus BUFFER

VMEbus FIFO

VMEbus BUFFER & FIFO _

BUFFER VHEbus

BUFFER FIFO

FIFO VHEbus

FIFO BUFFER

FIFO Vflfibus & BUFFEE

RESERVED

RESERVED

RESERVED

RESERVED.

Atfiorney Docket No.:AUSP7209
WP1/WSW/AUSP/7209.001 3/24/39-1



NetApp Ex. 1002, pg. 753

A2££NDIX;E

 

The enhanced VME block‘ transfer protocol is a

VMEbu's compatible pseudo—synchronous fast transfer

handshake protocol for use on a VKE backplane bus

having a master functional module and a slave
functional nodule logically interconnected by a data

transfer bus. _ The data transfer bus includes a data

strobe signal line and a data transfer acknowledge

signal line. To accomplish the handshake, the master

transmits a data strobe signal of a given duration on

the data strobe line. The master then awaits the

reception of a data transfer acknowledge signal from

the slave module on the‘ data transfer acknowledge

signal line. The slave then responds by transmitting

data transfer acknowledge signal of a given duration on

‘the data-transfer acknowledge signal line.

Consistent with the pseudo-synchronous nature of

the handshake protocol, the data to be transferred is

referenced to only one signal depending .upon whether

the transfer operation is a READ or WRITE operation.

In transferring data from the master functional unit. to

the slave, the master broadcasts the data to be'

transferred. The master asserts a data strobe signal

and the slave, in response to the data strobe signal,

captures the data broadcast by the master. Similarly,
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‘in transferring data from the slave to the master, the

slaue broadcasts the data to be transferred to the

master unit. The slave than asserts a data transfer

acknowledge signal and the master, in response to the

data transfer acknowledge signal, captures the data

broadcast by the slave.

The fast transfer protocol, while not essential to

the present invention, facilitates the rapid transfer_

of large amounts of data across a VHF. baclcplane bus by

substantially increasing the data transfer rate. These

data rates are achieved by using a handshake wherein

the data strobe and data transfer acknowledge signals

are functionally decoupled and by specifying’ high

current drivers for all data and control. lines.

'1‘he_enhanced pseudo-synchronous method of data
transfer (hereinafter referred to as ‘fast transfer

mode‘) is implemented so as- to comply and be compatible’

with the _IEEE VME backplane bus standard. The

protocol utilizes user-defined address modifiers,

defined in the Vufibus standard, to indicate use of the

fast transfer mode. conventional Vulibus functional

units, capable only of implementing standard Vmibus

protocols, will ignore transfers made using the fast

transfer mode and, as a result, are fully compatible

with functional units capable of implementing the fast

transfer mode .
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The fast transfer mode reduces the number of bus

propagations required to accomplish a handshake from

four propagations, as required under conventional

vMEbus protocols, to only two bus propagations.

Likewise, the number of bus propaqations required to

effect a BLOCK READ.or BLOCK WRITE data transfer is

reduced. Consequently, by reducing the propagations

across the VMEhus to accomplish handshaking and ‘data

transfer functions, the transfer rate is materially

increased.

The enhanced protocol is described in de_tai1 in

the above—c:i.ted ENHANCED VM'EBOS PROTOCOL application,

and will only be summarized here. Familiarity with the

conventional VME bus standards is assumed.

In the fast transfer mode handshake protocol, only

two bus propagations are used to V accomplish a

handshake, rather than four as required by the

conventional protocol. At ‘the initiation of a data

transfer cycle, the master will assert and deassert

DsO* in the form of a pulse of a given duration. The

deassertion of‘Ds0* is accomplished without regard as

to whether a response has been received from the slave.

The master‘ then waits for an acknowledgement from the

slave. Subsequent pulsing of DSO* cannot occur until a

responsive D‘1'ACK* signal is received from the slave.

Upon receiving the slaves assertion of D'I‘ACK*, the
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master can then immediately reassert data strobe, if so

desired. The fast transfer mode protocol does not

require the master to wait for the deassertion of

DTACK* by _the slave as a condition precedent to

subsequent assertions of D50‘. In the fast transfer

mode, only the leadino edse (i.e., the assertion) of a

signal is significant. Thus, the deassertion of either

550* or DTACK* is completely irrelevant for completion

of a handshake. The fast transfer protocol does not

employ the DS1* line for data strobe purposes at all.

The fast transfer mode protocol may be

characterized as pseudo-synchronous as it includes both

synchronous and asynchronous aspects. The fast

transfer mode protocol is synchronous in character due

to the fact that DsO* is asserted and deasserted

without regard to a ‘response from the slave. The

asynchronous aspect of the fast transfer mode protocol

is attributable to the fact that the master may not

subsequently assert Ds0* until a response to the prior

strobe is received from the slave. .Consequently.

because the protocol includes both synchronous and

asynchronous components, it is most accurately

classified as ‘pseudo-synchronous.‘

The transfer of data during a BLOCK WRITE cycle in

the fast transfer protocol is referenced only to D80‘.

The master first broadcasts valid data to the slave,
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and then asserts D80 to the slave. The slave is given

a predetermined period of time after the assertion of

Ds0* in which to capture the data. Hence, slave

modules must be prepared to capture data at any time,

. as DTAcK* is not referenced during the transfer cycle.

‘Similarly, the transfer of data ‘during a BLOCK

READ cycle in the fast transfer protocol is referenced

only to DTA_CK*. The master first asserts user. The

slave then broadcasts data to the master and then

asserts D‘1‘AcK*. The master is given a predetermined

period of time after the assertion of DTACK in which

to capture the data. Hence, master modules must be

prepared to capture data at any time as -DSO is not

referenced during the transfer cycle.

Fig. 7, parts A through '0,‘ is a flowchart

illustrating the operations involved in accomplishing

the fast transfer protocol BLOCK WRITE cycle. To

initiate a BLOCK WRITE cycle, the master broadcasts

the memory address of the data to be transferred and

the addressmodifier across the» DTB ‘bus, The master

also drives interrupt acknowledge signal (IAdK*) high

and the LWORD* signal low 701. A special address
modifier, for example '1F,' broadcast by the master

indicates to the slave. module that the fast transfer

protocol will he used to accomplish the BLOCK WRITE.

The starting memory address of the data to be
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transferred should reside on a 64-bit boundary and the

size of block of data to he transferred should be a

multiple of 64 bits. In order to remain in compliance

with the VMEbus standard, the block must not cross a

256 byte boundary without performing a new" address

cycle.

The slave modules connected to the DTB receive the

address and the address modifier broadcast by the

master across the bus and receive LWORD* low and IACK*

high 703. shortly after broadcasting the address and

address modifier 101, the master drives the AS* signal

low 705. The slave modules receive the AS‘ low signal

707. ’ Each slave individually determines whether it
will participate in the data transfer by determining
whether the hroadcasted address is valid for the slave

in question 709. If the address is not valid, the data

transfer does not involve that particular slave and it

ignores the remainder of the data transfer cycle.
The master drives WRITE* low to indicate that the

transfer cycle about to occur is a WRITE operation 7112

The slave receives the WRITE* low signal 713 and,

knowing that the data transfer operation is a WRITE

operation, awaits receipt of a high to low transition

on the DS0* signal line 715. The master will wait

until both DTACK* and BEER‘ are high 718, which
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indieates that the previous slave is no longer driving

the DTB.

The master proceeds to place the first segment of

the data to he transferred on data lines D00 through

D31, 719. After placing data on D00 through D31, the

master drives Ds0* loh 121 and, after 3 predetermined

interval, drives DSO* high 723.

. In response to the transition of DSO* from high to

low, respectively 721 and 723, the slave latches the

data being transmitted by the master over data lines

non through 1131, 725. The master places the next

segment of the data to be transferred on data lines D00

throngh"b31, 727, and awaits receipt of a DTACK*_signal

in the form of a high to low transition signal, 729 in

Fig. 7B.

Referring to Fig. 7B, the slave then drives DTACK*

low, 731, and, after a predetermined period of time,

drives DTACK high, 733. The data latched by the slave,

725, is written to a device, which has been selected to,

store the data 735. The slave also increments the

_device address 735. The slave then waits for another

transition of Ds0* from high to low 737.

To commence the transfer of the next segment of

the block of data to be transferred, the master drives

Ds0* low 739 and, after a predetermined period of

time," drives DSb* high 741. In response to the
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transition of D50’ from high to low, respectively 739

and 141, the slave latches the data being broadcast by

Thethe master over data lines D00 through D31, 743.

master places -the next segment of the data to ‘be

745, andtransferred on data lines D00 through D31,

awaits receipt of a D‘l'ACK* signal in the form of a high

‘to low transition‘, 747.

The’ slave then drives D'l'ACK* low, 749, and, after

drives DTACK'a predetermined period of time, high,

751. "The-data latched by the slave, 743, is written to

the device selected to store the data and the device

address is incremented 753. The slave ‘waits for

another transition of DSO* from high to low 737.

The transfer of data will- continue in the above-

described manner until all -of -the has been

transferredfirom-the master to the slave. After all of

the data has been" transferred, the master will release

the address lines, address modifier lines, data lines,

IACK" line, LWORD* line and D80‘ line, 755. ‘The

master will then wait for-receipt of a DTACK* high -to

The slave will drive D'1‘ACK*low transition 757 . low,

759 and, after a predetermined period of time, drive

DTACK*
high 761. In response to the receipt of the

D'I'ACK* high to low transition, the master will drive

As*'high 763 and then release the AS‘ line 765.
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Pig. 8, parts A through ‘C, is a flowchart

illustrating the operations involved in accomplishing

the fast transfer protocol BLOCK READ cycle. To

initiate a BLOCK READ cycle, the master broadcasts the

memory address of the data to he transferred and the

address modifier across the DTB bus 851. The master

drives the LWORD* signal low and the IACK* signal high

501. As noted previously, a special address modifier

indicates to the slave module that the fast transfer

protocol will be used to accomplish the BLOCK READ.

The slave modules connected to the DTB receive the

address and the address modifier broadcast by the

master across the bus and receive LWORD* low and IaCK*

high 803. Shortly after broadcasting the address and

address modifier 801, the master drives the AS‘ signal

low 865. The slave modules receive the As* low signal

807. Each slave 'individually determines whether it

will participate in the data transfer by determining

whether the hroadcasted address is valid for the slave

in question 809. If the address is not valid, the data

transfer does not involve that particular slave and it

ignores the remainder of the data transfer cycle.

The master drives wRITE* high to indicate that the

transfer cycle about to occur is a READ operation 811.

The slave receives the WRITE‘ high signal 813 and,

knowing that the data transfer operation is a READ
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operation. places the first segment of the data todhe

transferred on data lines D00 through D31 819. The

master will wait until both Di‘AcK* and B!-SR8‘ are high
818, which indicates that the previous slave is no

longer driving the DTE.

The nester then drives D80‘ low 621 and, after a

predetermined interval, drives Ds0_' high 823. The

master then awaits a high to low transition on the

DTACK‘ signal line 524. As shown in Fig. as{ the slave

then drives the D'1'ACK' signal low 825 and, after a

predetermined period of time, drives the D'rACK* signnl

high 821.

In response to the transition of DThCK* from high
to low, respectively 825 and 821, the master iatches

the data being transmitted by the slave over data lines

D00 threugh D31, 831. The data latched by the naster,

831, is written to a device, which has been selected to

store the data the device address is incremented 833. -

The slave places the next segment of the data to

he transferred on data lines 000 through D31, B29, and

then waits for another transition of D80‘ from high to

low 835.

To commence the transfer of the next segment of

the block of data to be transferred, the master drives

D50‘ low 839 end. after a predetermined period 0!
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time, drives DSO* high 841. The master then waits for

the D'I'ACK* line to transition from high to low, 843.

The slave drives DTACK* low, 845, and, after a

predetermined period of time, drives DTACK* high, 847.

In response to the transition of DTACK* from high to

low, respectively 839.and 841, the master latches the

data being transmitted by the slave _over data lines D00

through D31, 845. The data latched by the master, 845,

is written to the device selected to store the data,

851 in Fig. 8C, and the deviceaddress is incremented.

The slave places the next segment of the data to he

transferred on data lines D00 through D31, 849.

The transfer of data will continue in the above-

described manner until all of the data to be

transferred from the slave to the‘ master has been

written into the device selected to store the data.

After all of the data to be transferred has been

‘written into the storage ‘device, the master will

release the address lines, address modifier lines, data

lines, the ~IAcK* line, the LWORD line and Ds0* line

852. The master will then wait‘ for receipt of a DTACK*

high to low transition 853. The slave will drive

DTACK* low 855 and, after a predetermined period of

time, drive oncxt high s57_. In response to the

receipt. of the D‘1‘ACK* high to low transition, the
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master will drive AS* high 859 and release the AS* line

861.

To implement the fast transfer protocol, a

conventional 64 mA tri-state driver is substituted for

the 48 ma open collector driver conventionally used in

VME slave modules to. drive DTACK*. ‘Similarly, the

conventional VHEbus data drivers are replaced with 64

Ea tri-state drivers in so-type packages. The latter

modification reduces the ground lead inductance of the

actual driver package itself and, thus, reduces ‘ground

bounce‘ effects which contribute to skew between data,

DSO* and DTACK*. In addition, signal return inductance

along the bus backplane is reduced by using a connector

system having a greater number of ground pins so as to

minimize signal return and mated-pair pin inductance.

one such connector system is the "High Density Plus‘

connector, Model No. 420-8015-000, manufactured by

Teradyne Corporation.‘
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The parity FIFOs 240, 260 and 270 (on the network

controllers 110), and S44 and 554 (on storage

processors 114) are each implemented as an ASIC. All

the parity FIFO; are identical, and are configured on

power—up or during normal operation for the particular

function desired. The parity FIFO is designed to allow

speed matching between buses of different speed, and

to perform the parity generation and correction for

the parallel SCSI drives.

The FIFO comprises two bidirectional data ports,

‘Port A and Port 3, with 36 x 54 bits of am buffer

between them. Port A is 8 bits wide and Port 8 is 32

bits wide. The sum. buffer is divided into two parts,

each 36 x 32 hits, designated RAM X and RAM Y. The two

ports access different halves of the buffer alternating

to the other half when availab1e.~ when the chip is

configured as.a parallel parity chip (e.g. one of the

PIPOS 544 on SP 1143), all accesses on- Port B are

.monitored and parity is accumulated in RAM X and RAM Y

alternately.

The chip also has a CPU interface, which may be 8

or 16 bits wide. In 16 bit mode the Port A pins are

used as the most significant data bits of the CPU
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interface and are only actually used when reading or

writing to the Pifo Data Register inside the chip.

A REQ, ACK handshake is used for data transfer on

both Ports A and B. The chip may be configured as

either a master or a slave on Port A in the sense that,

in master mode the Port A ACE / RDY output signifies

that the chip is ready to transfer data on Port A, and

the Port A REQ input specifies that the slave is

responding. In slave node, however, the Port A RBQ

input specifies that the master requires a data

transfer, and the chip responds with Port A ACE / RD!

when data is available. The chip is a master on Port B

since it raises Port B R30 and waits for Port 3 ACK'to

indicate completion of the data transfer.

§I§§hL_DE§£BI2IlQ!§

Port A 0-7, P

Port A is the 8 bit data port. Port A P, if used,

is the odd parity bit for this port.

‘A Req, A Ask/Rdy

These two signals are used in the data transfer

mode to control the handshake of data on Port A.
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uP Data 0-7, uP Data P, uPAdd 0-2, CS

These signals are used by a microprocessor to

address the programmable registers within ‘the chip.
The odd parity signal uP Data P is only checked when

data is written to the Fife Data or Checksum Registers
u

and microprocessor parity is enabled.

The clock input is used to generate some of the

chip timing. It is expected to he in the 10-20 Mhz

range.

Read En, Write En

During microprocessor accesses, while cs is true,

these signals determine the direction of the

microprocessor accesses. During data transfers in the

WD mode these signals are data strobes used in

conjunction with Port A Ack._

Port 3'00-07, 10-11; 20-27, 30-37, 02-32

Port 8 is a 32 bit data port. There is one odd

parity bit for each byte. Port 3 OP is the parity of

bits 00-07, Ports IP is the parity of bits 10-11, Port

B‘2P is the parity of bits 20-21, and Port B 39 is the

parity of bits 30-37.
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B Select, 8 Reg, 3 Ack, Parity Sync, 3 Output Enable

These signals are used in the data transfer mode

to control the handshake of data on Part 3. Port 8 Reg

and Port B Ac): are both gated with Port Select.

The Port B Ack signal is used to strobe the data on the

sort 3 data lines. The parity sync signal is used to

indicate to a chip configured as the parity chip to

indicate that the last words of data involved in the

parity accumulation are on Port 3. The Port 3 data

lines will only be driven by the Fife chip if all of

the tollowing conditions are met:

a. I the data. transfer is from Port A to Port 3;

the Port ‘B select signal is true;

the Port 3 output enable signal is true; and

the chip is not configured as the parity chip
or it is in parity correct mode and the
Parity Sync signal is true.

Reset

This signal resets all the registers within the

chip "and causes all bidirectional pins to be in a high

impedance state .

.fl 

 . . Normally the chip acts as a

simple FIFO chip. A FIFO is simulated by using two RAM

buffers in a simple ping-pong mode. It is intended,

but not mandatory, that data is burst into or out of
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the FIFO on Port 3. This is done by holding Part B Sel

signal low and pulsing the Port B Ack signal. When‘

transferring data from Port B to Port A, data is first

written into RAM x and when this is full, the data

~ paths will he switched such that Port B may start

writing to RAM Y. Meanwhile the chip will begin

emptying RAH X to Port A. when RAM 2 is full and RAM

empty the data paths will be switched again such that

Port may reload RAM X and Port A may empty RAM Y.

 . This is the default mode and

the chip is reset to this condition. In this mode the

chip waits for a master such as one of the SCSI adapter

chips 542 to raise Port A Request for data transfer.

If data is available the Fifo chip will respond with

Port A Ack/say.

39;; A WD Mfig. The chip may be configured to

‘run in the WD or western Digital mode. In this mode

the chip must be configured as- a slave on Port A. It

differs from the default slave node in that the chip

responds with Read Enable or Write Enable as

appropriate together with Port A Ac):/Rdy. This mode is

intended to allow the chip to be interfaced to the

Western Digital 33C93A SCSI chip or the N011 53C9O SCSI

chip.

 . when the chip is configured

as a master, it will raise Port A Ack/Rdy when it is
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ready for data transfer. This signal is expected to be

tied to the Request input of a DNA controller which

will respond with Port A Req when data is available.

In order to allow the DMA controller to burst, the Port

A Ack/Rdy signal will only be negated after every_8 or. n

16 bytes transferred.

 . In Paral-1&1 Write

node, the chip is configured to be the parity chip for

a parallel transfer from Port B to Port A. In this

mode, when_ Port 3 select and Port B Request are

asserted, data is written into RAN X or RAM Y each

time the Port B Ack signal is received. For the first

block of 128 bytes data is simply copied into the

selected RAM. The next 128 bytes driven on Port 3 will

'be exclusive-Oxed with the first- 128_ bytes. This

procedure will be repeated for all drives such that the

parity is accumulated in this chip. The Parity sync

signal should be asserted to the parallel chip together

with‘the last block of 128 bytes. ,This enables the

chip to switch access to the other RAM and start

accumulating a new 128 bytes of parity.

E2sL_E_J5u3A11L_B§mi_H2d2_;_&m&2h_2ata- This

mode is set it all drives are being read and parity is

to be checked. In this case the Parity Correct bit in

the Data Transfer Configuration Register is not set.

The parity chip will first read 128 bytes on Port A as
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in a- normal read node and then raise Port 8 Request.

While it has this signal asserted the ;chip will monitor

the Port 3 Ask signals and exclusive-or the data on

Port B with the data in its selected RAM. The Parity

sync should again be asserted with the last block of

128 bytes. In this mode the chip will’ not drive the

Part B data lines but will check the output of its

exclusive-or logic for zero. If any bits are set at

this time a parallel parity error will be flagged.

This '

mode is set by setting the Parity Correct bit in the

Data Transfer Configuration Register. In this case the

chip will work exactly as in the check node except that

when Port 3 Output Enable, Port 3 Select and Parity

sync are true the data is driven onto’ the Port -3 data

lines and a parallel parity check for zero is" not

performed.

 . In the normal mode it‘is expected

that ‘Port B bits 00-07 are the first byte; bits 10-17

the second byte, bits 20-27 the third byte, and bits

30-37 the last byte of each word. The order of these

bytes may be changed by writing to the byte swap bits

in the configuration register such that the byte

address bits are inverted. The way the bytes are

written and read also depend on whether the CPU

interface is configured as 16 or 8 hits. The following
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table shows the byte alignments for the different

possibilities for data transfer using the ,Port A

Request / Acknowledge handshake:

CPU Invert Invert Port 5 Port 3 Port 8 Port B

1/!’ Add: 1 Mar 0 00-07 10-17 20-27 30-37_—._-___.j_j ____ ___-._.____...._...___ ___

8 False False Port A Port A Port A Port A
byte 0 byte 1 byte 2 byte 1

Port A Port A . Port A Port A

byte 1 byte 0 byte 3 byte 2

Port A Port A Port A Part A

byte 2 byte 3 byte 0 byte 1

Port A Part A Port A Port A

byte 3 byte 2 byte 1 byte 0

Port A uProc Port A uPrec

byte 0 byte 0 byte 1 byte 1

uPro<: Port A uProc Port A

byte 0 byte 0 byte l— byte 1

Port A uProc Port A uPx-cc

byte 1 byte L byte 0 byte 0

True True uProc Port A uProc Port A

byte l byte 1 byte 0 byte 0

when the Fife is accessed by reading or writing

the fife Data Register through the microprocessor port

in 8‘bit mode, the bytes are in the same.order as the

table above but the uProc data port is used instead of

Port A. In 16 bit mode the table above applies.

 . If'the data transfer is

_ not a multiple of 32 words, or 128 bytes, the

microprocessor must manipulate the internal registers

of the chip to ensure all data is transferred. Port A

Ack and Port 3 Reg are normally not asserted until all
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32 words of the selected RAM are available. These

signals may be forced by writing to the appropriate RAM

status bits of the Data Transfer Status Register.

When an odd length transfer has taken place the

microprocessor must wait until both ports are quiescent

before manipulating any registers. It should then

reset both of the Enable Data Transfer bits for Port A

and Port B in the Data Transfer Control Register. It

must then determine by reading their Address Registers

' and the RAM Access Control Register whether RAH X_or

RAH Y holds the odd length data. It should then set

the corresponding Address Register to a value of 20

hexadecimal, forcing the RAM full bit and setting the

address to the first word. Finally the microprocessor

should set the Enable Data Transfer bits to allow the

chip to complete the transfer. T '

At this point the Fife chip will think that there

are now a full.12§ bytes of data in the RAM and will

transfer 128 bytes if allowed to do so. The fact that

some of these 128 bytes are not valid must be

recognized externally to the FIFO chip.
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Register Address 0. This register is cleared by

the reset signal.

Bit 0 set if data transfers are to

use the Western Digital WD33C93A
protocol, otherwise the Adaptec 6250
protocol will be used.

 .

HD_M9§£-

set if this chip is to
accumulate Port 8 parities.

 - Set if the
parity chip is to correct
parity on Port B.

parallel

Q23 1n;g;f;gg' 15 hits gigg. If‘ set,
the microprocessor data bits are
combined with the Port A data bits to

effectively produce a 16 bit Port. All
accesses by the microprocessor as well
as all data transferred using the Port A
Request and Acknowledge handshake will
transfer 16 hits.

Inv A . Set to

invert the least significant bit of
Port A byte address.

Set to
invert the most significant bit of Port
A byte address.

 - Set to enable the
carry out of the 16 bit checksum adder
to carry back into the least significant
bit of the adder.

Bgfigg. Writing a 1 to this bit will
reset the other registers. This bit
resets itself after a maximum of 2

clock cycles and will therefore normally
be read as a 0. No other register
should be written for a minimum of 4

clock cycles after writing to this hit.
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Register Address 1. This register is cleared by

the reset signal or by writing to the reset bit.

Bit 0  . Set to
‘ enable the Port A Req/Ack handshake.

Bit 1  . Set to
enable the Port B Req/Ack handshake.

Bit 2 Egg: A :9 29;; 3. If set, data
transfer is from Port A to Port 8. If

reset, data transfer is from Part B to
Port A. In order to avoid any glitches
on the request lines, the state of this
hit should not be altered at the same
time as the enable data transfer bits 0
or 1 above.

 - Set if Par!’-1'-Y
is to be checked on the microprocessor
interface. It will only be checked when
writing to the Pifo Data Register or
reading from the Fifo Data or Checksum
Registers, or during a Port A
Request/Acknowledge transfer in 16 bit
mode. The chip will, however, always
re—generate parity ensuring that
correct parity is written to the RAM or
read on the microprocessor interface.

 - Set if parity 18
to be checked on Port A. It is checked

when accessing the Fifo Data Register in
16 bit mode, or during a Port A
Request/Acknowledge transfer. The chip
will, however, always re-generate parity
ensuring that correct parity is written

to the RAM or read on_ the_ Port Ainterface."

 . Set if Port 8
data has valid byte parities. If it is
not set, byte parity is generated
internally to the chip when writing to
the RAMS. Byte parity is not checked
when writing from Port 8, but always
checked when reading to Port 3.
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 . Set to enable writing
to the 16 bit checksum register. This
register accumulates a 16 bit checksum
for all RAM accesses, including
accesses to the Fifo Data Register, as
well as all writes to the checksum

register. This bit must be reset before
reading from the Checksum Register.

 . Set if Port A is to
operate in the master node on Port A
during the data transfer. -

 m

Register Address 2. This register is cleared by

the reset signal or by writing to the reset bit.

Bit 0  - Set if EH11’ bits
' are true in the RAM X, RAH Y, or Part A

byte address registers.

 . set if the"
uProc Parity Enable hit is set and a
parity error. is detected on the
microprocessor interface during any RAM
access or write to the Checksun Register
in 16 bit mode.

Set‘ if-the Port A
Parity Enahle bit is set and a parity
error is detected on the Port A

interface during any RAM access or write
to the Checksum Register.

 - Set if
the chip is configured as the parity
chip, is not in parity correct mode, and
a non zero result is detected when the

Parity sync signal is true. It is also
set whenever data is read out onto Port

3 and the data being read back through
the bidirectional buffer does not
compare.

 . Set
whenever the data being read out of the
RAMS on the Port B side has bad parity.
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Register Address 3. This register is cleared by

the reset signal or by writing to the reset bit. The

Enable Data Transfer bits in the Data Transfer Control

Register must be reset before attempting to write to

this register, else the ‘write will be ignored.

Bit 0  . This bit is the
least significant byte address bit. It
is read directly bypassing any inversion
done by the invert bit in the Data
Transfer Configuration Register. ‘

 . This bit is the
most significant byte address bit. It
is read directly bypassing any inversion
done by the invert bit _in the Data
Transfer Configuration» Register.

 - Set if Port A is
accessing RAH Y, and reset if it is
accessing RAM X .

Egg 3 :32 3.35 X. _ -‘Set if Port. 3 is
accessing RAM Y,‘ and reset if it is
accessing RAM X’ ._

 . If the chip is configured.
to transferdata‘ on Port A as a master,
and this bit is reset, the chip will

only negate Port A Ack/Rdy after every 8
bytes, or 4' words in 16 bit mode, have
been transferred. If this bit is set,

Port A Ack/Rdy will be “negated every 16
bytes, or 8 words in 16 bit mode.

Bits 5-7 }!9.L.!1Sfl.-

 J:.e.l

Register Address 4. This register is cleared by

the reset signal or by writing to the reset bit. The

Enable Data Transfer bits in the Data Transfer Control
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Register must be reset before attempting to write to

this register, else the write will be ignored.

Bits 0-4 RAM X word address

Bit 5 ' RAM x full

Bits 6-7 Not Used

BAHrX_Address_Besisxe:_1BsadLflri:el

b Register Address 5. This register is cleared by

the reset signal or by writing to the reset bit. The

Enable Data Transfer bits in the Data Transfer Control

Register must be reset before attempting to write to

this register, else the write will be ignored.
Bits 0-4 RAH Y word address

31: 5 _ RAM Y full h
Bits 6-7 Not Used

Eif9_Qate_Begisrer_lBead1Erirel

‘ Register Address 6. The Enable bate Transfer bits

‘in tHe Data Transfer Cbntrol Register must be reset

before attempting to write to this register, else the

write will be ignored. The Port A to Port 3 bit in the

Data Transfer Control register must also be set before

writing this register. If it is not, the RAM controls

will be incremented but no data will be written to the

RAM. For consistency, the Port A to Porta should be

'_reset prior to reading this register.
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Bits 0-7 are I-‘ifo Data. The microprocessor may'

access the FIFO by reading or writing this register.

The RAM control registers are updated as if the access

was using Port A. If the chip is configured with a 16

bit CPU Interface the most significant.byte will use

the Port A 0-7 data lines, and each Port-A access will

increment the Port A byte address by 2.

 

Register Address 7. This register is cleared by.

the reset signal or by writing to the reset bit.

Bits 0-7 are Checksum Data. The chip will

accumulate a 16 bit checksum for all Port A accesses.

If the chip is configured with a 16 bit CPU interface,’

the most significant byte is read on the Port A 0-7 4

data lines. If data is written directly to this

register it is added to the current contents rather

than overwriting. them.‘ It ‘is important to note that

the Checksum Enable ‘bit in the Data Transfer Control

Register must be set to write this register and. reset

to read it .

 

In general the fifo chip is programmed by writing

to the data transfer configuration and control

registers to enable a data transfer, and by reading
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the data transfer status register at the end of the

transfer to check the completion status. Usually the

data transfer itself will take place with both the Port

A and the Port B handshakes enabled, and in this case

the data transfer itself should be done without any

other microprocessor interaction.’ In some

applications, however, the Port A handshake may not be

enabled, and it will as necessary for the

microprocessor to fill or empty the fifo by repeatedly

writing or reading the Pifo Data Register.

since the fifo chip has no knowledge of any byte

counts, there is no way of telling when any data

transfer is complete-by reading any register within

this chip itself. Determination of whether the data

transfer has been completed must therefore be done by

some other circuitry outside this chip.

The following C language routines illustrate how

the parity FIFO chip may be programmed. The routines

assume that both Port A and the microprocessor port are

connectmd to the system microprocessor, and return a

size code of 16 bits, but that the hardware addresses

the Fifo chip as long 32 bit registers.
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struct EIFO_regs (
unsigned char contig,al,a2,aJ ;
unsigned char contro1,b1,b2.b3;
unsigned char status,cl,e2,c3;

unsigned char ram_access_control,dl,d2,d3;
unsigned char ram_X_pddr,e1,e2,e3;
unsigned char ram_Y_addr,f1,f2,f3;
unsigned long data;
unsigned int checksum,h1;
}; » -

odefine FIFO1 ((struct FIFO_regs*) FIFO_lASE_ADDRESS)

fidetine FIFO_RESET 0280
#detine FIFO_l6_BITS 0:08
fidefine FIFO_CARRY_flRAP 0x40
fidetine FIFO_POR‘1'_A__ENABI.E 0:01
adetine FIFO_PORT_B_ENABI.E 0x02
fidetiue FIFO_PORT_ENABLES 0x03
adetine FIFO__POR‘r__A_‘1‘O_B axon
{fdetine FII?0_CEBCKSUH_ENABI.E oxao
1}-define FIFO_DA'l'A_IN_RA.H 0x01
fidetine PIFO_FORCE_§AM_FULL 0x20

#define PORT_A_jO_PORT_B(fi£o) ((fi£o-> control ) & 0x06)
gdetine PORT_A_BYTE_ADDRESS(tito) ((tito->ran_sccess_pontro1) &

0x03)

’ gdefine POBI;§;jO_§AH;Y(£i£o) ((2i£o->raq_access_contro1 ) E
-0205) '

fidefiue PORT_B_10_RAM_Y(£ifo) ((ti£o-> ran_access_contro1 ) &
0x08)

/fltflttfltfitt*fl**'kt*fl%’S\’fltk'kfl**#t*tS’k*#k*fl#fi***Q:!#*flfl'kt#tttI!**

The following routine initiates a Fire data transfer using
two values passed to it. '

con:Ig_data This is the data to be written to the
configuration register.

concro1_datn This is the data to be written to~the Data
Transfer Control Register. If the data transter
is to take-place automatically using both the
Port Asnd Port 3 handshakes, both data transfer
enables bits should he set in this parameter.

eazezeeszeseeeeeeeseaeaaeseaatassaasesaseeezsae::as:as:a3::/

F1F0_initiate_data_transfer(config_data, contro1_data)
unsigned char config_data, coutro1_dats;
(

FIFO1->config = con£ig_data l,FIFO_BESET; /* Set
Configuration value-& Reset */
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PIFOI->eontto1 - eontro1__dsta 5 ("FIFO_POR'l‘_ENABLES);’ /* Set
everything but enables 1/

FIFO!->contro1 - contro1_dsts ; /* Set data transfer
enables VI
1

/fitikiitiktflwt!!!flttkikkfitiiflflttfltflfifiikikttkflttkktkttkitktfifl
The tonowing routine torees the transfer or any odd bytes

that have been left in the Pita at the end of a data trsnstet.
It tirst disables both ports, then forces the Ram Full bits, and
then re-enables the ‘appropriate Port. _ _ .
-asans“eauaannwwuneeeteqeaxawaaatxwaueaeaeanaaa:muomemn~:/

EIFO_force_odd_1engI:h_tx:anster()
[ . .

FIF01->contto1 &- "FIFO_PORT__BNABLES; /* Disable Port: A & B */
if (POR'r_A__'10_POR'.l'_B ( FIFO 1 ) ) (

if (POR'r_A_TD_BAH_Y(FIE'Ol))
FIFO].->rsm_Y_addr - FIFO_FORCE_RA1l_FULL.

full */
1
else FIF01-)raIn_X_addr - FIFO_FOB.CE_RMl_FIlLI. ; I* Set RAM

2: run *1 ’
FIF01->contro1 := FIF0_P0R'1‘_B_ENAnLE ; /* Re-Enable

Port 3 */
)
else ( -

it (POR'1'_B_'r0_RAH_Y(FIF01)) { . .
FIFO1->tam_Y__eddr - r1ro_1=onc3_nm_mI.L ; ' 1* Set

RAK‘Ytu11‘-‘r/ > ,. ' W _ ,
_ ) .

else FIFO1->ren_X_nddr - FIFO_FORCE_BAH_FULI. ; I‘-9 Set RAH
X tull 3/

FIFO].->contro1 1-= FIE-‘O__PORT_A_ENABLE /* lie-Enable
Port A */ ‘ '

)
I ..

/kfiiitfltwkfltttttfittktitfit#*iiiflttfiRififitttfltfltitflkfltflttitfitit
The following routine returns how many odd bytes have been

left in the Filo at the end of a data transfer.
ttitittfitttfittttatktktttttfitttttktfittfltfiitttttittt**tn#ttt*/

int PIF0__count_odd_bytes ()
I .

int numher_odd_hytes;
nuInbet_odd_I:ytes-0;
‘if (FIE-‘O1->status 6: Fl'.E'0_DA'l'A_IN_BAH) (

5. r (POB.‘l'__A_TO__POR'1‘_B (FIFO!) ) {
nuuber_odd__bytes =- (POR1.'_A_BY'X‘E_ADDRESS ( FIFO1) ) ;
if (POB.'1'_A_'l.'0_RAM_Y(I-‘IFO L) )

number__oc!d_bytes +- (F1 F01->tan__Y_addr) * A -, »
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else nuuber_odd_bytes +- (FIF0l->ran_X_addr) * 4 ;
1
else (

if (PORT_B_IO_fiAH_Y(FIF01))
number_pdd_bytes - (FIFO!-)ran_X_addr) * 5

else number_odd_bytes - (F1301->ram_x_addr) * A
)

}
return (numher_odd_hytes);

}

ffitfittkkfikfifltkttfifitttttktfittéttt'A't*1!‘k*f***fi*#‘.¥tfit£*a"k*t".‘k'ktfit
The following routine tests the microprocessor interface or

the chip. It first writes and reads the first 6 registers. It
then writes ls, Os, and an address pattern to the RAM, reading the
data back and checking it.

The test returns a hit significant error code where each
bit represents the address of the registers that failed.

contig register failed
control register tailed
status register tailed
ran access control register tailed
ran X address register tailed
ram Y address register tailed
data register failed

Bit 7 checksum register tailed
ktittttttttfitattttttttkttttttttttfittflttttttttatfltatt#ttt*tt/

Bit
Bit
Bit
nit
nit
Bit

fidetine RAH_D£PT3 64 /* number of long words in Biro Ran fil

reg_expected_data[6} - [ 0x7F, oxrr, oxoo, ox1r, 0x3F, 023? 1;

char FIFO_nprocessor_interface_test()
I

unsigned long test_data;
char *register_addr;
int i;
chat j,error;

FIFO!->config - FIFO_RESBT; /t reset the.chip :1
error-0;

register_pddr =(char =) F1301;
5-1;

/* first test registers 0 thru 5 */

for (i=0; i<6; i++) (

*register_addr - 0xFF; /* write test data */
if (*register_addr ls reg;expected_data[i]) error := j;
*register_sddr = 0;- /* write Os to register */
if (*register_addr) error := j;
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t:egi,a:er_gdd: - oxps; /* write test data again */
it (*tegister__addr I-.reg_expected_‘_data[i]) error :- j;
FIFO!->config - FIFO_RESE'1'; /* 1181!! the chip */
it (*register_addr] error E‘ J; /* register should be 0 */
|.'egist¢|:_addr++; />': go to next register */ ‘
1' ((-1; '

/* now test Ban data & checksum registers
test-ls throughout Ram & then test 05 ‘I

for (te.st__data - -1; test_data l- 1; test_data-H-) ( /* test
for Is 6: Us */ . '

FIFO].-)confi.g - FIFO_RESET_I I-'IFO_16_BITS ;
EIF01-)contro1 - FIFO__POR‘1‘_A__'1‘0_B;
for (i-0;:'.<BAH_‘DEP'1'H;i.++) . /* write data to RAH */

FIF01->data = test_data;
FIFO1->control - 0;

for (:i.-0;i<RAH_DEP'.l'H;i++)
it (17IF01—>data l- test_data) error I- j; /1’ read

6: check date */ '

it (FIF01->checksum) error := 0280; /* checksum
should - 0 */

I

/* now test Ram data with address pattern ,
uses a different pattern for every byte */-

test_data-Ox0001O2O3; /* address pattern start */
FIFO!->conf:Lg - FIFO__RESET : EIFO_16_3I'r5 : FIE‘0_CAB.RY_WRAP;
FIF01->contro1 - FIFO_POR'1‘__A__T0_B I FIFO_CEECKSUH_ENA.BLE;

‘for (i.-O;i(RAH_DEP'1'!I;i++) { - ' T
FIF01->data = test_data;, /* write address pattern */
test_data +5 0x04040404;

) .

test_data-0x00010203; - /3* address pattern start “I
FIFO’!->contro1 =- l'IFO_CEECKSU2(_l.'1NA.BLB;
for (i-0;i.<RAI(_DE:P'.l'E; i++) [

it (FIFOI->status I3 FIFO_DATA_IN_BAll)
error 3- Oxoh; /* should be data in ram *1

it (FIFO).-)data l- test_dnca) error 3- J’; /* read &
check address pattern 3/ '

test_data +-= 0204040404;
) .
it (FIF01->checksum I-= 014.0102) error l= 0x80; /* test

checksuln of address pattern */

FIFO].-Dconfig - FIFO_RESE'l.‘ E FIFO_16__BI'l‘S ; /* inhibit carry
wrap */

FIFO].->checksum - 0xFEFE;. /* writing adds to checksun */
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it (FIFOI->checksun) error |-0:80; /* checksuu should be 0 *1
it (FIFO!-)scatus) error :- oxoé; /* status should be 0 */
return ‘(rt-ror);

}
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1. Network server apparatus for use with a data

network and a mass‘ storagendevice, comprising:

an interface processor unit coupleable to said

network and to said mass storage device;

a host processor unit;

means in said interface processor mzic -for

satisfying requests from said network to store data from

said network on said mass storage device;

means in said interface processor unit for

satisfying requests from said network to retrieve data

from said mass storage device to said network;

means in said interface processor unit for

satisfying requests/' from said host processor unit to

store data from said host processor unit on said mass

storage device; and

‘means in said interface processor unit for

satisfying requests from said host processor unit to

retrieve data from said mass storage device to said host

processor unit .

2, Apparatus according to claim 1, wherein said

interface processor unit comprises:

a network control unit coupleable to said network;

a data control unit coupleable to said mass storage
device,-

a buffer memory;
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means in said network control unit for transmitting

to said data control unit requests from said network to

store specified storage data from said network on said

mass storage device;

means in said network control unit for transmitting

said specified storage _data. from said network to said '

buffer memory and from said buffer memory to said data

control unit;

means in said network control unit for transmitting

to said data control unit requests from said network to

retrieve specified retrieval data from said mass storage

device to said network; and

‘ means in said network control unit for transmitting

said specified retrieval data from said data control

unit to said buffer memory and from said buffer memory
to said network.

3- Apparatus according.to claim 2. wherein said

data control unit comprises!

a storage processor unit coupleable to said mass

storage device;

a file processor unit;

means on said file processor unit for- translating

said file system level storage requests from said

network into requests to store data at specified

physical storage locations in said mass storage device;
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means on said file processor unit for instructing

said storage processor unit to write data from said

huffer memor; into said specified physical storage

locations in said mass storage device;

means on said file processor unit for translating

file system level retrieval requests from said network '_

into requests to retrieve data from specified physical

retrieval locations in said mass storage device;

means on said file processor for instructing

said storage processor unit to retrieve data from said

specified physical retrieval locations in said. mass

storage device to said buffer memory’ if said data‘ from

said specified physical locations is not already in said

buffer memory; and

means in said storage processor unit for

transmitting data between" said buffer memory and said

mass storage device. ‘

4. Apparatus . according to claim 1, for use

further with a buffer memory, and whereinsaid requests

from said network to store and retrieve data include

file‘ system level storage‘ and retrieval requests

respectively, and wherein said interface processor unit

comprises :

a storage processor unit coupleable to said mass-

storage“ device;

a file processor unit,-
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means on said file processor unit for translating

said file system level storage requests into requests to

store data at specified physical storage locations in

said mass storage device;

means on said file processor unit for instructing

said storage processor unit to write data from said‘

buffer memory into said specified physical storage

locations in said mass storage device;

means on said file processor unit for translating

said file system level retrieval requests into requests

to retrieve data from specified physical retrieval

locations in said mass storage device;

means on said file‘ processor unit for instructing

said storage processor unit to retrieve data from said

specified physical retrieval locations in said mass '

storage device to said buffer memory if said data from

said specified physical locations is not already in said

buffer Inemory; and

means in said storage processor unit for

transmitting data between said "buffer memory and said

mass; storage device .

5. Network server apparatus for use with a data

network, comprising:

a network controller coupleable to said network to

receive incoming information packets over said network,

said incoming information packets including certain

packets which contain part or all. of a request to said
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server apparatus, said request being in either a first

or a second class of requests to said server apparatus;

a first additional processor,-

an interchange bus different from said network and

coupled between said network controller and said first

additional processor; _ _

means in said network controller for detecting and

satisfying requests in said first class of requests

contained in said certain incoming information packets,

said network controller lacking means in said network

controller- for satisfying requests in said second class

of requests; and

means in said network controller for satisfying

requests received over said interchange bus from said

first additional processor.

6. Apparatus according to claims 5, wherein said

means in said network controller for detecting and

satisfying’ requests in said first class of requests,‘-

assembles said requests in said first class of requests

into assembled requests before satisfying said requests

in said first class of requests.

7. Apparatus according to claim 5, wherein said

packets each include a network node destination address.

wherein said means in said network controller for

detecting and satisfying requests in said first class of

requests, assembles said requests in said first class of
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requests. in a format which omits said network node

destination addresses, before satisfying said requests

in said first class of requests. i

3, Apparatus according to claim 5, wherein said

means in said network controller for detecting and

satisfying requests in said first class includes means '

forpreparing an outgoing message in response to one of

said first class of requests, means for packag"_'1g said

outgoing message in outgoing information’ packets

suitable for twmission over said network, and means

for transmitting said outgoing information packets over

said network. V
9. Apparatus according to claim 5, wherein "said

first class of requests comprises requests for an

address of said server apparatus, and wherein said means

in said network controller for detecting and satisfying

requests in said first glass comprises means for

I preparing a response packet" to such an address request

and means for transmitting said response packet over

said network .

10. Apparatus according to ‘claim ‘5, for use
further with. a second data network, i said network

controller being coupleable further to said second

network, wherein said first class of requests comprises

requests to route a message to a destination reachable

over said second network, and wherein said means in said
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network controller for detecting and satisfying requests

in said first class comprises means for detecting that

one of said certain packets comprises a request :o route

a message contained in said one of said certain packets

to a destination reachable over said second network, and

means for transmitting said message over said second’

network.

11_ Apparatus according to claim 10, for use

further with a third data network, said network

controller further comprising means in said network

controller for detecting-particular requests in said

incoming information packets to route a message

contained in said particular. requests, to a destination

reachable over said ‘third network, said apparatus

further comprising:

a second network controller coupled to said

interchange bus and coupleable to said third data

network;

means for delivering said message contained in said

particular requests to said second network controller

over said interchange bus; and

means‘ in said second network controller for

transmitting said message contained in said particular

requests over said third network.

12, Apparatus according to ‘claim 5, for use

further with a third data network, said network
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controller further comprising means in said network

controller for detecting particular requests in said

incoming information packets to route a message

contained in said particular requests, to a destination

reachable over said third network, said apparatus

further comprising:
- u

a second network controller coupled to said

interchange bus and coupleable to said third data"

network; —

means for‘ delivering said message- contained in said

particular requests to said second network controller

over said interchange bus; and

means in said second network controller for

transmitting said message contained in said particular

. requests over said third network.

13. Apparatus according to claim 5, for use

"further with a mass storage device, wherein said first

. additional‘ processor comprises a data control unit

coupleable to said mass storage device, wherein said

second class of requests comprises remote calls to

procedures for managing a. file system in said’ ‘mass

storage device, and wherein said means in said’ first

additional processor for further processing said

assembled requests in said second class of requests

comprises means for executing file system procedures on
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said mass storage device in response to said assembled

requests. 1

14. Apparatus according to claim 13. wherein said

file system procedures include a read procedure for

reading data from said mass storage device,

_ said means in said first additional processor for =

further processing said assembled requests including

means for reading data from a specified location in said

mass storage device in response to a .remote call to said

read procedure,

said apparatus further including means for

delivering said data to said network controller,

said network controller further comprising means on

said network controller for packaging said data in

outgoing infornation packets suitable for transmission

over said network, and -means for transmitting said

[outgoing infomation packets over said network.

.15, Apparatus according to claim 14 ,' wherein said

means. for delivering comprises:

I a system-buffer memory coupled to said interchange

bus; ‘ . .-

means in said data control unit for transferring

said data over said interchange bus into said buffer

memory; and
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means in said network controller for transferring

said data over said interchange bus from said system

buffer memory to said network controller.

16. Apparatus according to claim 13, wherein said

file system procedures include a read procedure for

reading a specified number of bytes of data from said ‘

mass storage device beginning at an address speciiied in

logical terms including a file system.ID a file In,

said means for executing file system ‘procedures

comprising:

means for converting the logical address specified

in a remote call to said read procedure to a physical

address; and

means for reading data from said physical address

in said mass storage device.

17. ‘Apparatus according to claim 16, wherein said

mass storage device comprises a disk drive having a

numbered tracks and sectors,‘ wherein said logical

address specifies said file system 113, said file ID, and

a byte offset. and wherein said physical address

specifies a corresponding track’ and sector number.

18. Appamtus according to claim 13', wherein said

file system procedures‘ include a read procedure for

reading a specified number of bytes of data from ‘said

mass storage device beginning at an address specified in

logical terms including a file system In and a file ID,
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said data control unit ‘comprising a file processor

coupled to said interchange bus and a storage processor

coupled to said interchange bus and‘ coupleable to said

mass storage device,

said file processor comprising means for converting

the logical address specified in a remote call to said '>

read procedure to a physical address,

said apparatus further comprising means for

delivering said physical address to said storage

processor,

said storage processor comprising means for reading

data from ‘said physical address in said mass storage

device and for transferring _said data over -said

interchange bus into said buffer memory; and

means in said network controller for transferring

said data over said interchange bus from said system

buffer memory to said network controller.

19. Apparatus according to claim 13. wherein, said

file system procedures include a write procedure for

writing data contained in an assembled request, to said

mass. storage device ,

said means in said first additional processor for ‘

further processing said assembled requests including

means for writing said data to a specified location in

said mass storage device in response to a remote call to

said read procedure.
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20. Apparatus according to claim 5, wherein said

network controller comprises:

a microprocessor;

a local instruction memory containing local

instruction code;

a local bus coupled betueen said microprocessor and '

said local instruction manory;

bus interface means for interfacing said

microprocessor "with said interchange bus at times

determined by said microprocessor in response to said

local instruction code; and

network interface means for interfacing said

microprocessor with said data network,

said local instruction "memory including all

instruction code necessary for said microprocessor ‘to

perform said function of detecting and satisfying

requests in said first class of requests.

21. Network server apparatus for useiwith a data

network, comprising:

a network controller coupleable to said network to

receive incoming information packets over said network,

said incoming information packets including certain

packets which contain part or all of a message to said

server apparatus, said message being in either a first

or a second class of messages to said server apparatus,
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- messages ; and

said messages in said first class of messages including

certain messages containing requests;

a host computer;

an interchange bus different from said network and

coupled between said network controller and said host

computer;

means in said "network controller for detecting and

satisfying said requests in said first class of

means for satisfying requests received over said

interchange bus from said host computer. V

22. Apparatus according to claim 21, wherein said

means in said.network controller for detecting and

satisfying requests in said first class includes means

for preparing an outgoing message in response to one of

said requests in said first class of messages. means for

packaging said outgoing message in outgoing information

packets suitable for transmission over said network, and

means for transmitting said outgoing information packets

over said network. _

23. Apparatus according to claim 21, for use

further with a second data network, said network

controller being coupleable further to said second

network, wherein said first class of messages comprises

messages to be routed to a destination reachable over

said second network, and wherein said in said
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network controller for detecting and satisfying requests

in said first class comprises means for detecting that

one of said certain packets includes a request :: route

a message contained in said one of said certain packets

to a destination reachable over said secondnetwcrk, and

means for transmitting said message over said second -> .

network .

24, Apparatus according to claim 21, for use

further with a third data network, said network '

controller further comprising means in said network

controller for detecting particular messages in said

incoming intonation packets to be routed to a

destination reachable over said third network, said»

apparatus further comprising:

a second. network controller coupled to said

interchange bus and coupleable to said third data

network; -

means for delivering said particular messages to

I said second network controller over said interchange

bus, substantially without involving said host computer;

and

means in said second network controller for

transmitting said message contained in said particular

requests over said third network, _substa.ntia.lly without

involving said host computer.
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25. Apparatus according to claim 21. for use

further with a mass storage device, further comprising
a data control unit coupleable to said mass storage
device ,

procedures for managing a file system in sai
storage device

., and means in said network controller for

assembling said remote calls from said incoming gackets
into assembled ‘calls, substantially without involving

comprising means for

delivering said assembled file system calls to said data

control unit over said interchange bus ‘substantially
without involvin and said data

storage device
in response to said assembled file system

calls, substantially without
computer .

involving said host

26. Apparatus according to claim 21, wherein said
network controller comprises:

a microprocessor;

a local instruction memory containing local
' instruction code,-
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a local bus coupled between said microprocessor and
said local i:s:ruction memory;

bus izzerface means for i:::erfaci::; said
microprocessor with said interchange bus a:
determined by said microprocessor in

times

response :3 ‘said

local instruction code; azd

network interface means for’ iaterfacizg said
microprocessor with said data network, '

said lc:al instruction memory includizg all
instruction csde necessary for said microprocessor to
perform 'saicZ function of

detecting and satisfying
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[Means to Solve the Problems ]

Following to storage means 22 and this program which house
unit 6 of the plural and common bus VBUC and program
which connect unit of the plural , it designates that it has
allotment means 24 which allots theright each unit to use
common bus , to deterministic as feature.

preferably , program is drawn up, means 20 which is written
to theaforementioned storage means furthermore has.

In addition, preferably , aforementioned storage means
consists of memory bank ofplural , with writing from central
control system to a certain bank and theaforementioned
allotment means from other bank reading is donein arrayed .

ln addition, preferably , aforementioned allotment means ,
following toaforementioned program , transfers address and
operating mode in each unit .
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1997-9-22

[Claim (s )]

[Claim 1 ]

Following to storage means and this program which house
unit of the plural and common bus and program which
connect unit of the plural , computer device . which
designates that it has allotment means which allots right each
unit to use common bus , to deterministic asfeature

[Claim 2 ]

computer device . which is stated in Claim I which designates
thatfurthennore it has central control system which possesses
means which draws upaforementioned program , writes to
aforementioned storage means asfeature

[Claim 3 1

Aforementioned storage means consists of memory bank of
plural ,

computer device . which is stated in Claim 2 which designates
that with the writing from central control system to a certain
bank and aforementionedallotrnent means from other bank

reading is done in arrayed asfeature

[Claim 4 ]

As for aforementioned allotment means , following to
tlreaforementioned program , computer device . which it states
in Claim 1 whichdesignates that it is something which
transfers address and the operating mode in each unit as
feature

[Claim 5 ]

program which is housed in aforementioned storage means
consists of the entry which includes reading destination
address , writing destination address and number of
repetitions ,

As for aforementioned allotment means , transferring display
toeach unit on basis ofaddress which is included in this

entry ,following operation which increment it does said
address , to theaforementioned number of repetitions ,
computer device . which it states in Claim 1 whichdesignates
that it is something which it repeats as feature

[Claim 6 1

If as for aforementioned allotment means , when display
whichincludes writing destination address in unit ahead
writing was transferred, the data which corresponds to this
display did not exist is on common bus ,

Way does not do increment of said address , it does not do
writing vis-a-vis unit ahead writing , display computer
device . which isstated in Claim 5 which designates thing

Page 5 Paterra® lnstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)
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which is done asfeature

[Claim 7 ]

Aforementioned storage means consists of memory bank of
plural ,

In each memory bank computer device . which is stated in
Claim 1 which designatesthat it is something where program
which becomes basis ofdisplay to target unit which
corresponds respectively is housed as feature

[Claim 8 ]

As for aforementioned allotment means each one of

theaforementioned target unit interleave doing
aforementioned common bus , inorder to use, computer
device . which is stated in Claim 7 which designatesthat it
allots as feature

[Claim 9 ]

From storage unit reading it is buffer memory unit which
remembers data atone time and,

communication control unit which sends out data of buffer

memory to communications line witheach user as addresee
and.

common bus which connects these unit and,

means. which houses program

Following to this program , continual data sewer device .
which designates that ithas means which allots right each unit
to use common bus , to deterministic as feature

[Claim 10]

In order for data which it should you send out to each user
address with fixed spacing from buffer memory unit to be
taken in to the communication control unit , continual data
server device . which is stated in Claim 9 whichdesignates
that furthennore it has central control system which possesses
means which draws up program which allots use of common
bus , writes toaforementioned storage means as feature

[Claim 1 1 ]

It is through communication control unit from bulfer memory
timing of feed of the data to communications line with slot
unit means. which display is done

Aforementioned slot in fixed position inside each
[minisurotto ] which isdivided into equal parts in plural , in
order to be able to allot theuse of common bus in order to take

in data which it should yousend out to each user address to
communication control unit , program is drawn up, Continual
data server device . which is stated in Claim 9 which

designates thatfurthermore it has central control system which
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possesses means which iswritten to aforementioned storage
means as feature

[Claim 12]

program which aforementioned central control system writes
is drawn up with theaforementioned [minisurotto] unit ,

As for aforementioned allotment means , continual data sewer
device . whichis stated in Claim 1 I which designates that it is
something whichuses number of divisions amount this
program of slot over again as feature

[Claim 13 1

It is through communication control unit from buffer memory
timing of feed of the data to communications line with slot
unit means. which display is done

_Aforementioned slot of a quantity which responds to bit rate
of the data which it should you send out to each user address
Micros lot which is divided into equal parts in plural , in order
to be allotted,as use period ofcommon bus in order to take in
said data to communication control unit program is drawn up,
Continual data server device . which is stated in Claim 9

which designates thatfurtherrnore it has central control system
which possesses means which iswritten to aforementioned
storage means as feature

[Claim 14 ]

program which aforementioned central control system writes
consists of entry which includes number of repetitions which
corresponds to quantity of address , aforementioned Micros
lot inside buffer memory unit and communication control
unit ,

As for aforementioned allotment means , following
operationwhich transfers display to each unit on basis of
address which is included in this entry , to aforementioned
number of repetitions , thecontinual data server device . which
it states in Claim 13 which designates that itis something
which allots use period which responds to theaforementioned
bit rate by repeating, as feature

[Claim 15 ]

Case where data which reads out from storage unit is taken in
to buffer memory unit continual data server device . which is
stated in Claim 9 whichdesignates that furthennore it has
central control system which possesses means which draws up
program which allots use of common bus , writes
toaforementioned storage means as feature

[Description of the Invention ]

[0001]
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[Technological Field of Invention ]

this invention computer device which has unit of plural which
isconnected to common bus and, regards continual data server
device which at leastutilizes common bus in data transfer

between unit of part.

[0002]

[Prior Art ]

common bus is adopted to be wide as inexpensive method
which connects unit of plural with computer system which
handles digital data .

When constructing system which uses common bus problem
is that the dope width neck of common bus is easy to occur.

In order to increase dope width of common bus , you can
think that the operating frequency of common bus is increased
whether it increases quantity of signal line , but it means to
cause increase of cost to in each case.

[ooos]

While avoiding increase of cost, you can think improvement
ofusage of common bus as effective method which prevents
dope width neck of the common bus .

But when unit of plural is connected to common bus
generally,arrange operation centering on use right of common
bus beingnecessary, because fixed time is necessary in
arrange operation, whenthis raises usage of common bus , it
had become damage .

[0004]

In addition, among computer system which large number uses
memory there ismany a thing where inexpensive DRAM is
used as memory .

As for DRAM when you use with high speed page mode etc,
as for dope width itcomes off largely, but there is a problem
that also [reetenshi ] is large.

Therefore, when data transfer is done between DRAM and
common bus , the[reetenshi ]joins to arrange operation,
furthermore usage of common bus decreases.

[0005]

By way, in one ofcomputer system which uses common bus ,
there is acontinual data server device .

Continual data server device which handles continual data

like image and audio while synchronization designating
continual data which storage is made storage device as time
vis-a-vis reading , terminal apparatus has thefunction which
sends out (Inside constant period constant amount ) data to....—d~. _. - A . . n ~ ~ -and 41»...
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continuous in real time .

Continual data server device a this way storage does motion
picture or other video data of plural and through video ‘on
‘demand , network which sends out motion picture of option
incompliance with request from terminal is used with online
shopping or other field which offers product data with image .

Consequently, because in continual data server device , from
user of the plural request is sent to random , simultaneously '
without breakvis-a-vis multiple user does feed of respective
different continual data it means that capacity which is
required.

[0006]

You explain in detail below, concerning conventional
continual data server device .

In one of conventional continual data server device , there are

some which havekind of configuration which is shown in
Figure 19 .

access demand for continual data which was given out with
the user or application program in continual data sewer
device a this way, is sent wifli communication between
process and communication etc which goes by way of the
network .

this access request, through common bus 721 from network
section 706, is conveyedby central control system 720,
acceptance is done.

central control system 720 conveys reading of continual data
which is requiredto storage unit section 704.

As for data storage control device 714 of storage unit section
704, continual data which the display is done reading ‘, is
written to buffer memory 718 from data storage device 712.

feed ofdata on buffer memory 718 display it designates
central control system 720,215 network section 706.

network section 706 sends out continual data vis-a-vis

forwarding destination which is appointed with access
request.

These operations are done fixed time interval which usually,
is called the slot as unit .

When disk drive is used is many in data storage device which
remembers thecontinual data , but when optical disk and
magneto—optical disk device etc are used, it is.

It is in addition to disk drive , also times when RAM and the
EEPROM or other semiconductor storage device are used.

Page 9 Paterra® lnstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



NetApp Ex. 1002, pg. 834

JP1 997251437A

[0007]

it. 20 l:7T<'<3’J:5l:¥§H%‘:§|l0)Zl~l/—"/’
‘E6704 Efii. 1'3a)5Et:*c-'1-‘—5§5a‘€tL'Ct§%l
§§IJl:£o'Cfifizt%m=-J'Za7~l~5»ri:°>0‘t3lI;~z*.
EEFFlLf:«*.=;0)7‘J‘&a%>.

Chli. ?—9iEi£fi“éiJ(5€t)I<:/F|l1E)’é7<%<
L. lil-OJEEIE?-9’\.J;U§fi0)J.—*ffJ‘l§l
3‘-§l:7’J‘lzX*sl'§>C<’:€'T=Ifi‘é:lZ?'6.Zé:€EB‘J»’;
L'Cl.\%>o

[0003]

:0)§0)iiE3lE0)i§$FE?—’5“2‘-I<§§E'C'l;l:. 1
I~lz—~‘/"Eli 704 «‘=#~-yI~'7—0§l! 706 betas: (x
721 mlifiifiatélflbt a_=Lfatl.\EHl$"ai§E75‘
fifiéfiu. EFli1€£fi1%L7‘;xI~t/—~>”.°:l3 704
*\‘==?~~yI~7—'7€.‘l! 706 iatétifiziz 721 some
‘CI<'y77$-‘EU 7l8t0)fia'i0)'?—’2'$z';i£’E’fi5.

0':-3'6. §‘5ll$§Jl’l5lZ§"3'6l33fl’§lfJ‘§¥iEI{X 721
d)fifli$’&lE.‘F$1a‘. l§l8$rl:77tx'E%é:L
—+f§zb‘t&‘F$#L'ct,i5.

$7‘; E¥:*:7—’5‘*1'—/ \'§sEE‘C*l¢:L—“ffifi3Efill
‘G0)§$§'=l=Ei$ttf£l.\T:6f)l:, %:I.—*;F!a"fi5lE
lZ—E0)B?‘fFafiFa1lfi'C'-EEG)-'r’—5|’éFa‘l Bif£<
§Ei£"3'?a:tE’-é."l:l§'<.§.iE‘J'%>LIZ~§fJ‘#v50)‘C*.
C0)£§§iE0)f:6?'>lZ. Iixwlifiifiifiefééto
'Cl§<lll17'L'C35(..

fiat. J:‘E§Efi§EEL/J’). 3tiE/</'<tI){EFfi37=
El?-].té1i'%'>¥)if:72£li*I2iiFi7'J‘¥$1't'CL\%>..

(0009)

(%I!)iI:‘fi23'eL.l:-‘;é:'d'%>§E)

tiéslé. §¥fiI§ZlZ'—¥§$?|:31L1':?§&0):l.Z“Jl~§
#§'J§+E§§EcI2t. atia/txwfififilfiéan
<'o-ca>al$§1t'H:—Ea>B%Fa'1tz<5E§a=n. .:
1l't.7'J‘4ti§I<X0){§fi3$"a_'*Ei1¢>%>.l:‘C'fi§t7'.‘«J‘.o
-Cl:\T:0

it. DRAM ease; tza)Fa‘lt-¥—’;7§z':i£7b<fi
bn6%é\ fi$EJt’£I:u—7‘-*/~>r:<71n1ot).
3-slzatié/\'xa>&Fl%$*&t&'Fé1t6l’=-‘lfibtab
91:9

[0010]

it. me. §Em§Bo)1:vI~Fafi?—9$ii£
l:4*£fi/ixéitlfi’-l*4'%>Elli:‘E5-'—'SI*:l'—I ($2?-‘E
r-lat. a36:L—+ffisEl:'.>L\‘c—Eo)B§Fa*1ltafi
fi‘c~—;i§0>-‘r'—9='&I%afifit;<!£5£3‘«5:t*é
".~i§‘l:fi‘.-a’1lEL.'J'). ma/<xa>tafii$érE1J:31a*
6C¢':liE¥§'C'5‘.>T:a

1997-9-22

[0007]

In addition, as shown in Figure 20 , there are some which
apply [sutoraipingu ] technique where it has storage unit
section 704 of plural array , divides thecontinual data of one
and it disperses it houses over the plural array .

This enlarges data transfer capacity (Entire dope width ),
compared to multiple user simultaneously hasdesignated that
it makes that access it does possible as objective to same
continual data .

[0008]

With conventional continual data server device of this kind,
storage unit section 704 and network section 706 makes use
demand for common bus 721, storage unit section 704 where
unshown anange device arrangements, acquires useright and
network section 706 using common bus 72], data transfer
between the buffer memory 718 is done.

Therefore, time when it requires in arrange operation usage of
common bus 721 decreasing, simultaneously number of users
which access it ispossible decreases.

In addition, because with continual data server device because
regeneration on user terminal side is not discontinued, it is
necessary normally to guaranteethat in each user terminal data
ofconstant amount is transferred with thefixed time interval

without break, for this guarantee, taking Yutaka excessively,
you hold down usage of bus low.

Therefore, while doing above~mentioned guarantee, new
technology whichimproves is desired usage ofcommon bus .

[0009]

[Problems to be Solved by the Invention]

Until recently, with computer device which has unit ofplural
whichis connected to common bus , fixed time was wasted by
arrange operation,centering on use right of common bus when
this raises usage of common bus , had become damage .

In addition, when data transfer is done between DRAM and
common bus ,[reetenshi ] joined to arrange operation,
furthermore usage of common bus was a problem which
decreases.

[0010]

In addition, until recently, with continual data server device
which in the data transfer between unit of device interior

utilizes common bus , data ofconstant amount while normally
guaranteeing that is transferred with thefixed time interval
without break concerning a certain user terminal , usage of the
common bus as for improving it was difficult.
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[001 1]

As for this invention, considering to above-mentioned
situation , beingsomething which it is possible, it makes thing
objective which offers computer device which makes
improvement of usage of common bus possible.

In addition, this invention while normally guaranteeing that in
each user terminal data of constant amount is transferred with

fixed time interval withoutbreak, makes thing objective which
offers continual data sewer device whichmakes improvement
of usage of common bus which it uses for the data transfer
with device interior possible.

[0012]

[Means to Solve the Problems ]

computer device relating to this invention (Claim l ), unit of
plural (Following to allotment ofbelow-mentioned
[maikurosukej uura ], you use the common bus ) with,storage
means which houses common bus and program which connect
unit of plural ( [maikurosukejuuruteeburu ] ) with, following
to this program , designates that it hasallotment means
( [maikurosukejuura] ) which allots right each unit to use the
common bus , to deterministic as feature.

[0013]

Depending on bus use request from each unit , it is not
toarrangement bus use right , in order to allot bus use right
with scheduling which it decides beforehand, you can
guarantee bus use time ofeach unit decide.

Furthermore, (in preceding issuing display to memory to
depend), [reetenshi ] of memory hiding is possible making
uscof this.

Therefore, it can actualize efficient use (Improvement of
usage ) of bus .

[0014]

this invention (Claim 2 ) draws up aforementioned program in
Claim 1 ,designates that furthermore it has central control
system which possesses means which is written to
aforementioned storage means as feature.

As for this invention (Claim 3 ), as for aforementioned
storage means it consists of memory bank of plural in Claim
2 , it designates that with writing from central control system
to a certain bank and aforementioned allotment means from

other bank reading is done in arrayed as feature.

[0015]

As for this invention (Claim 4 ), in Claim 1 , as for
aforementioned allotment means , following to
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aforementioned program , in each unit address (reading
destination address /writing destination address) and
computer device . which is stated in Claim 1 which designates
that itis something which transfers operating mode (reading
command /writing command ) as feature

[0016]

Transferring display to each unit on basis of address whichas
for this invention (Claim 5 ), as for program which is housed
in theaforementioned storage means in Claim 1 , consists of
entry whichincludes reading destination address , writing
destination address and number of repetitions , as for
aforementioned allotment means , is included in this entry ,
operation which increment does said address , Following to
aforementioned number of repetitions , it designates that it
issomething which it repeats as feature, if as for this invention
(Claim 6 ), as foraforementioned allotment means , when it
transferred display which includes writing destination address
in unit ahead writing , data whichcorresponds to this display
did not exist is on common bus in Claim 5 ,increment of said
address action, In order not to do writing , vis—a-vis unit ahead
writing itdesignates that display it does as feature.

[001 7]

As for this invention (Claim 7 ), as for aforementioned
storage means it consists of memory bank of plural in Claim
1 , it designates that it issomething where program which
becomes basis ofdisplay to the target unit which corresponds
respectively is housed as feature in each memory bank .

[0018]

As for this invention (Claim 8 ), as for aforementioned
allotment means eachone of aforementioned target unit
interleave doing aforementioned common bus , in order to
use, it designates that it allots as feature in the Claim 7.

[001 9]

As for continual data server relating to this invention (Claim
9), reading it is communication control unit which sends out
data of buffer memory unit and buffer memory
whichremember data at one time to communications line with

each user as the addresee (These unit following to allotment
of below-mentioned [maikurosukejuura ], use common bus)
with, following to means. this program which houses common
bus and the program which connect these unit from storage
unit , right each unit to use common bus , It designates that it
has means which is allotted to detenninistic asfeature.

[ooze]

Continual data is sent by communication control unit with
fixed spacing inaddition to acting effect which is explained
concerning invention of Claim 1 , you can guarantee that
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continual data is sent out to communications line with

consequently , fixed spacing .

Therefore, until communication control unit sends out

continual data to communications line ,it can make capacity
of buffer which keeps packet which itreccives capacity of
packet memory which remembers said data at one timeit can
make little, in addition, communications line existing first, in
the user terminal which regeneration does continual data little.

[0021]

this invention (Claim 10 ) in order for data which it should
you send out toeach user address in Claim 9, with fixed
spacing from buffer memory unit- to be taken in to
communication control unit , draws up program which allots
useof common bus , designates that furthennore it has central
control system whichpossesses means which is written to
aforementioned storage means asfeature.

[0022]

communication control unit it is through this invention (Claim
1] ), in Claim 9, from buffer memory the timing of feed of
data to communications line with slot unit means.
aforementioned slot which display is done in fixed position
insideeach [minisurotto] which is divided into equal parts in
plural , In order to be able to allot use of common bus in order
to take in data being supposed you send out to each user
address to the communication control unit, it draws up
program , it designates that furthermore it has central control
system which possesses means which is written to
theaforementioned storage means as feature.

[0023]

Because of this, with fixed spacing of small unit, you
canguarantee that continual data is sent to communication
control unit in comparisonwith slot .

Therefore, capacity of buffer of packet memory and user
terminal furthennore can be made little.

[0024]

As for this invention (Claim 12 ), as for program which
aforementioned central control system writes in Claim ll , it
is drawn up with aforementioned [minisurotto]
unit ,aforementioned allotment means designates that it is
somethingwhich uses number ofdivisions amount this
program of slot over again as feature.

[0025]

Because of this, capacity of aforementioned storage means
can be madesmall.

Asfor this invention (Claim 13 ), in Claim 9, it is through
communication control unit from the buffer memory ,
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aforementioned slot ofa quantity which to bit rate of the data
which it should you send out to means. each user
addresswhich timing of feed of data to communications line
with slot unit display is done responds Micros lot which is
divided into equal pans in plural , In order to be allotted, as
use period ofcommon bus in order to take in said data to
communication control unit it draws up program , it
designates thatfirrthermore it has central control system which
possesses means which iswritten to aforementioned storage
means as feature.

[0026]

Because of this, bus use period which responds to request bit
rate of each user ,can be guaranteed inside each slot .

When ( Those which furthermore divide [minisurotto ] Micros
lot doing ) it uses claim 11 [minisurotto ] with combining
furthermore it is good.

[0027]

Operation which transfers display to each unit on basis of
address which as for this invention (Claim 14 ), as for
program which theaforementioned central control system
writes in Claim 13 , consists of entry whichincludes number
of repetitions which corresponds to quantity ofaddress ,
aforementioned Micros lot inside buffer memory unit and
communication control unit as for theaforementioned

allotment means , is included in this entry , Following to.
aforementioned number of repetitions , it designates that it
issomething which allots use period which responds to
aforementioned bit rate by repeating, as feature.

[0023]

Because of this, capacity ofaforementioned storage means
can be madesmall.

this invention (Claim IS ) case where data which reads out
from storage unit in Claim 9, is taken in to buffer memory
unit draws up program which allotsuse of common bus ,
designates that furthermore it has central control system
which possesses means which is written to aforementioned
storage means as feature.

In addition, providing this means for central control system of
Claim 10 , the configuration it is possible also to do.

[0029]

Furthermore, each invention ofClaim 2 ~8 is applicable even
in thecontinual data server device of Claim 9.

When Claim 6 is applied to Claim 9, if as for
aforementionedallotment means , when display which
includes writing destination address in buffer memory unit
was transferred, data which corresponds to this display did
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notexist is on common bus , it does not do increment of said

address , in ordemot to do writing , vis-a-vis buffer memory
unit display it does, itrequires.

[0030]

When Claim 7 is applied to Claim 9, as for aforementioned
storage means it consists of memory bank which is provided
in communication control unit correspondence of plural ,
program which becomes basis of the display to
communication control unit which corresponds respectively is
housed requiresin each memory bank .

[0031]

When Claim 8 is applied to Claim 9, interleave doing display
forrespectively to aforementioned communication control unit
it transfers theaforementioned allotment means it requires.

In addition, each invention of Claim 11 ~14 is applicable even
in thecontinual data server device of Claim 15 .

In these cases, central control system of Claim I5 , from
storage unit timing of reading of data to buffer memory unit
furthennore including means which display is done with slot
unit , aforementioned slot with Micros lot unit which is

divided into equal parts in plural is goodallotting use of
aforementioned common bus .

[0032]

Furthermore, aforementioned storage means configuration is
good doing makinguse of memory .'

In addition, NOPcommand which nothing is done as program
which ishoused in aforementioned storagemeans can be
housed is good requiring.

[0033]

In addition, transfer road which transfers data in order
totransfer address and operating mode in each unit , (common
bus ) with it is goodusing same transfer road and, it is good
using transfer roadwhich is provided separately fi-om transfer
road which transfers said data .

[0034]

[Embodiment of the Invention ]

While below, referring to drawing , you explain Embodiment
of Invention .

With this embodiment , detenninistic following to allotment
with [maikurosukejuura] whichrelates to this invention ,
responding simultaneously to access demandfor continual
data ofplural as computer device which possesses the unit of
plural which uses common bus , it picks up continual data
server device which does service of image and audio or other
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continual data .

[0035]

When with first embodiment and second embodiment this

invention is applied to network section of continual data
sewer , being attached, when with embodiment of third this
invention it applies to network section and storage unit
section ofcontinual data server device , being attached, you
explain.

[0036]

(embodiment I ) First, you explain concerning embodiment l.

configuration of continual data server device which relates to
this embodiment in the Figure l is shown.

[0037]

As for continual data server device of this embodiment ,

storage unit section 4 whichconsists ofdata storage controller
14 which read-out does data fi'om data storage device 12 and
said data storage device 12 of specified number of devices
which houses continual data , from said storage unit section 4
reading it is network section 6 of plural (Here 2 it does )
whichsends out data of buffer memory 18, said buffer
memory 18 which remembers data at one timeto network 30
with each user terminal 32 as addresee , Until data reading ‘
is sent out to network 30 fiom data storage device l2 storage
unit section on basis of request from common bus VBUS,
terminal 32 whichconnects 4 and buffer memory 18 and
network section 6, program of [maikurosukejuum ]which is
decided by central control system 20, said central control
system 20 which controls system entirety with thesetting of
scheduling , network as beginning, is housed
[maikurosukejuuruteeburu ] 22, Following to said program ,
decide it allots right to use common bus VBUS for network
section.6 [maikurosukejuura] it has 24. '

[0038]

storage unit section 4, network section 6, role ofbuffer
memory 18 is similar to unit and basic to which respectively
Figure 19 and Figure 20 correspond,but with this
embodiment, as for central control system 20 as in storage
unit section operation command of slot (Fixed time interval )
unit is put out 4 and network section 6,
[maikurosukejuuruteeburu ] In 22 program of
[maikurosukejuuru] writing , [maikurosukejuura ) 22 controls
use ofthe common bus VBUS decide in storage unit section 4
and network section 6 in accordance with this program .

Depending on bus use request from namely, each unit , it
isnot to arrangement bus use right , bus use time ofeach unit
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isguaranteed decide by allotting bus use right with
[maikurosukejuuru ] which is decidedbeforehand, it has
required.

Now, continual data of constant amount is sent by network
section 6 withfixed spacing , while guaranteeing that
continual data of the constant amount is sent out to

communications line with fixed spacing , can assure
theimprovement of usage ofcommon bus , simultaneous
service possible number of users can improve.

In addition, until network section 6 sends out continual data to
communications line , there is also a benefit which can make
capacity of buffer which keeps packet which it receives
capacity of packet memory 18 whichremembers said data at
one time in user terminal which it can make |ittle,in addition,
communications line existing first, regeneration does
continual data little.

[0039]

Below, this embodiment is explained fiirthermore in detail.

First, you explain central control system 20, storage unit
section 4, concerning basic constitution of network section 6.

[0040]

configuration it does central control system 20, from similar
CPU , to for example electronic computer and memory device
it can acquire function by executing software whichdescribes
control for system entirety with CPU .

central control system 20, in order to control system entirety ,
has managed, data inside system such as communications line
which can connect arrangement state , each network section 6
to disk drive 12 of specification , each continual data of
eachcontinual data which storage has been made inside
system entirely, or it can know.

As specification ofcontinual data , to other than data in
orderspecific to do continual data name or IDcord or other
each continual data ,you can think all data length of for
example each continual data and thequantity etc of entire
block when continual data consists ofblock of plural .

[0041]

data storage device I2, with those in order to remember image
and audio or other continual data , can use magnetic disk
device , optical disk device , magneto-optical disk device or
other disk drive .

In addition, various ones such as RAM and EEPROM or other
semiconductor storage device can be used inaddition to disk
drive .

Continual data which is remembered in data storage device 12
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is data which has structure where bit or byte which is
continuedlines up.

Continual data storage * is managed with unit of one Matome
ballsuch as preferably , block .

In addition, as for data storage controller 14 continual data
which is rememberedin respectively , data storage device 12
is written to address which display ofbuffer memory 18
isdone reading , this.

With this embodiment , use magnetic disk device which has
SCSI interface as data storage device 12 be|ow,reading disk
12, data storage controller 14 SCSI controller 14, data storage
device 12 explain.

Furthermore, as for representative example ofcontinual data
with video ‘data ,in case of this continual data server device
is called video server generally.

[0042]

network section 6 continual data sends out reading , this from
the address where buffer memory 18 is appointed vis-a-vis
communications line of network 30.

ATM network and Ethemet , FDD] etc can be connected to
network section 6.

With this embodiment , it designates network 30 as ATM
network , as for network section 6 it explains as those which
configuration are done making use of ATM controller 16, but
case you connect to network which is based on theother
protocol , interface function which responds to network which
isconnected as needed it provides inside network section 6, it
is good.

[0043]

Here, you explain concerning structure of network section 6
of the this embodiment .

one example of internal configuration of network section 6 is
shown in Figure 2 .

As in figure network section 6 configuration is done fi'om
ATM controller 16 and network processor 162.

[0044]

network processor 162 control & memory of ATM controller
16 (control memory ) sets 166 on basis of display of central
control system 20.

Setting or other data of buffer while setting and packet
memory of the circuit of ATM is set to control & memory
166.
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data from buffer memory l8 compilation makes once packet
memory 164 of ATM controller 16 VBUSinterface (Below,
VBUSIF you inscribe. ) via I63.

It unites data which is sent to packet memory 164, to ATM
packet SARtip (Below, SARCHIP you inscribe. )»with 165
and stand and others * afier being converted to signal of
physical layer, through physical layer interface 167, it is sent
out to the ATM network 30.

[0045]

At below, sequential you explain [maikurosukejuura] in
regard to 24.

First, outline operation of this embodiment is below, it groans.

When regeneration demand for continual data is issued from
user terminal 32 vis-a-vis continual data server device ,
central control system 20 searches, continual data which is
required to which portion ofwhich disk drive 12 of storage
unit section 4exists, in order for disk access not to compete
with request fi'omother user tenninal , draws up schedule of
disk access .

[0046]

Furthermore, because generally, as for disk drive 12 when
continued thelarge unit is done access , efficiency of access is
good, withcontinual data server device digitization it is done
and when data which wascompressed with relatively large
unit in (for example l28KByte ) buffer memory 18 reading ,
thisis read out at for example 4Mbps extent 250 msec extent
being required, regeneration it does.

Ifyou pay attention to here, access ofdisk of 128 KByte the
fully being quicker than speed 250msec of regeneration ,
ending at for example 60msec extent, it understands that
demand for continual data ofthe plural can be handled
simultaneously with disk drive of 1.

[0047]

With central control system 20, [sukejuura] with request from
user of plural will bearrangemented with sofiware which is
called, doing efficient scheduling where competition of access
will be with disk drive 12, it does service vis-a-vis request
from multiple user .

In order to make control simple [sukejuura] decides
scheduling of thefollowing slot in every cut of for example
slot with fixed time interval whichis called slot as unit , gives
command vis-a-vis SCSI controller 14 of storage unit section
4.
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[0048]

SCSI controller l4 of storage unit section 4 which can give
command from the central control system 20 which did
aforementioned [kejuuringu ] on basis of regeneration request
from user tenninal 32 sequential houses data which reading ,
reads out data which is required from disk drive 12 to
designated address of buffer memory I8.

[0049]

In same way central control system 20 decides scheduling
which forwards data to tenninal 32 in slot unit , gives
command vis-a-vis ATM controller 16 of network section 6,

as for buffer memory 18 to [maikurosukejuura] following
control of 24,data , reading , network section 6 to
[maikurosukejuura] following control of 24, takes in data
which reads out.

[0050]

And, from network section 6 in network 30 in user tenninal
32 of each client the addressee ‘, continual data of constant
amount is forwarded in every constant period .

Well, [maikurosukejuura] 24, [maikurosukejuuruteeburu ]
following to program of [maikurosukej uuru] which is housed
in22, controls use ofcommon bus VBUS which connects
buffer memory 18 and network section 6.

namely, [maikurosukejuura] as for 24, just corresponding
unit which can give control command control command of
predetennined fonnat (Figure 4 reference) which includes
operation command for target unit
[maikurosukejuuruteeburu ] at a time one by giving to target
unit which uses reading , bus grant fi'om entry of table inside
22, hasdesignated common bus as usable .

Furthennore, with Figure l , [maikurosukejuura] as for 24
command is given to each network section 6 common bus
VBUS with control bus which becomesindependent, but like
Figure 3 using common bus VBUS, it takes part the command
in each network section 6 requiring, it does not care.

However, usage of bus where configuration of Figure 1 is
highercan be acquired.

[005 1]

program ofabove-mentioned [maikurosukejuuru ] scheduling
is done by said central control system 20,
[maikurosukejuumteeburu ]is housed in 22.

[maikurosukejuumteeburu ] 22 configuration is done making
use of SRAM , etc corresponds toeach slot from central
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control-system 20 and is rewritten.

This corresponds although control of disk drive 12 is
modified every slot .

[0052]

Funhermore, [maikurosukejuuruteeburu ] 22 configuration is
done from memory bank of plural , the writing from central
control system 20 to a certain bank and, it is possible with
[maikurosukejuura] 24from other bank to execute reading in
arrayed .

[0053]

Next, you explain [maikurosukejuuruteeburu ]
[maikurosukejuuruteeburu ] as concerning format of program
which iskept inside 22.

[maikurosukejuuruteeburu ] 22 has kept control command of
format like for example Figure 4 with table form .

Like Figure 4(a), at least, command and reading destination
address (source ‘address )with command of writing
destination address( [disutineeshon] ‘ address) is written in
entry of one .

With this embodiment it mentions later details, but like Figure
4 (b ),furthermore adding command of number of times which
repeats entry , ithouses.

[0054]

memory controller ofbuffer 18 (not shown ) with, command
to ATM controller 16 ofnetwork section 6 is housed in field

which displays "command ".

With this embodiment , there are next 2 kinds as this
command .

From (1) forwarding command :buffer memory transfer to
packet memory of ATM controller

(2) It reads, from command :ATM controller transfer to buffer
memory

Even in addition, when RAID is adopted for storage unit
system , it ispossible to memory controller to send command
which calculates RAID the display from [maikurosukejuura ].

In case of this , central control system detects breakdown of
disk drive ,writes command for RAID in
[maikurosukejuuruteebum ].

[0055]

In case of "Forwarding command ", as for reading destination
address with start address of reading of the buffer memory 18
where data is housed, writing destination address becomes
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data of the address of packet memory 164 inside ATM
controller I6 which becomes target unit .

ln case of "Reading command ", it becomes opposite.

[0055]

In Figure 5 , one example of format of
[maikurosukejuuruteeburu ] is shown.

[maikurosukejuuruteeburu ] configuration is done in fonn
which plurality arranges the command of [maikurosukejuura ]
which is shown in Figure 4 .

[maikurosukejuura] This at a time 1 entry it executes 24, in
sequence .

[0057]

for. example [maikurosukejuura] pointer counter which keeps
entry position of [maikurosukejuuruteeburu ] which
isexecuted next inside 24 is provided, [maikurosukejuura] 24
content of entry ofposition which pointer counter indicates
buffer memory 18 (memory controller ) with puts out the
command of data transfer to network section 6 (ATM
controller 16 ) on basis of, sendingout data to network section
6 which becomes target unit from the buffer memory 18
where data is housed, Or from network section 6 which

becomes target unit data is madeto read to buffer memory 18.

[0058]

By way, with Figure 5 , field of number of repetitions is
provided in each entry of [maikurosukejuumteeburu ].

Afier field of number of repetitions what time executing each
entry , data whether it advances to following entry of, is
shown.

Therefore, repeatedly while being, value ofpointer counter
requires is notrenewed command of same entry position .

[0059]

Furthermore, it mentions later details, but like Figure 7 also it
ispossible to divide [maikurosukejuuruteeburu ] into bank of
plural , changeover toexecute bank .

Aforementioned way with this embodiment, when with
[sukejuura ] ofcentral control system 20 scheduling of disk
access is done, [maikurosukejuuruteeburu ] is drawn up
simultaneously.

this [maikurosukejuuniteebum ] in unusual is controlled with
small unit incomparison with slot.
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With for example this embodiment it designates 4 word (16
byte ) as minimum unit of control, readout this data with 4
clock .

As for this minimum unit when unit of continual reading of
buffer memory (burst size of for example
SynchronousDRAM )with it does, efficiency is good.

minimum unit, later, calls Micros lot .

Therefore, [maikurosukejuura ] 24 in every Micros lot starts
reading data from [maikurosukejuuruteebum ],to execute thismeans.

[0060]

When by way, [maikurosukej uumteeburu ] is prepared
equivalent of 1 slot (for example 60msec ), 1 clock
approximately 380 Kentry become necessary as 40 nsec ,
[maikurosukejuuruteeburu ] memory cost of business and
transfer time from central control system 20 become
problem .

Then, holding down quantity of entry with following method ,
[maikurosukejuuruteeburu ]it can compress memory cost of
business.

[0051]

method of first is method which number ofdivisions amount

of slot uses [maikurosukejuuruteeburu ] over again.

When memory of for example IKentry is prepared, this it is
something which380 repetitive use is done.

Because of this, it is possible, with above-mentioned
exampledecreases to 1/380 to reduce capacity ofmemory .

[maikurosukejuura] counter such as is providedjust does this
method , is realizable easily inside 24.

[0062]

It is method ofsecond , as shown in Figure 5 etc, to provide
field which shows number of repetitions in entry of
[maikurosukejuuruteeburu ], something timeto execute entry
ofone .

[0063]

In addition, if2 method above arejointly used, it is possible
todecrease memory capacity of [maikurosukejuuruteebum ] in
effective .

Here, you explain Micros lot , in this embodiment
[minisurotto ], concerning therelationship ofslot .

[0064]
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Figure 6 Micros lot , [minisurotto ], is figure which shows
relationship of slot .

First, Micros lot aforementioned way configuration is done
from thefixed bus cycle , with this example configuration
does Micros lot with 10 cycle .

Because Micros lot ofone corresponds to command of one of
[maikurosukejuumteeburu ], with Micros lot which Figure 6
expands data to the user a is sent.

[0065]

Micros lot getting together, equal to fixed number
[minisurotto ] is done the configuration .

Just data transmission to user a and data transmission to user e

have been shownin Figure 6 .

With this example, as for data to user a 9 Micros lot are
occupiedinside 1 [minisurotto ].

this way, plural Micros lot continuing same transfer command
inside the[minisurotto ], means which it executes is realizable
easily with method ofaforementioned second .

[0066]

slot configuration is done with [minisurotto ] of fixed number.

With this example it has become 1 slot with 10 [minisurotto ].

[minisurotto] one time according to method of
aforementioned first isround of [maikurosukejuuruteeburu ].

Because this [minisurotto ] repeatedly is executed, as shown
with Figure 6 ,continual data is sent by network section 6 with
fixed spacing ofsmall unit in comparison with slot, it
becomes possible toguarantee that transfer of data to each
user tenninal inside 1 slot isdone with fixed rate .

In addition, when it is guaranteed, that transfer of data is
donewith fixed rate , it is possible to decrease quantity of the
packet memory I64 ofATM controller 16interior .

[0057]

slot configuration is done with [minisurotto] of fixed number.

With this example it has become I slot with 10 [minisurotto ].

[minisurotto ] one time according to method of
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aforementioned first isround of [maikurosukejuuruteeburu ].

Because this [minisurotto ] repeatedly is executed, as shown
with Figure 6 ,you can guarantee that inside slot transfer of
data to each user tenninal is done with fixed rate .

When it is guaranteed, that transfer of data is done with
thefixed rate , packet memory 164 of ATM controller
l6interior and capacity of buffer of the user terminal 32 can
be made little.

[0068]

paraphrase ‘ with, according to this embodiment , slot in
fixed position inside each [minisurotto] which is divided into
equal parts in plural , inorder to be able to allot use of
common bus in order to take in the data which it should you
send out to each user terminal address to network section 6, to
draw up program of [maikurosukejuuru ], it to be possible
Following to this program , with fixed spacing of small unit ,
youcan guarantee that continual data is sent to network
section 6 bycontrolling bus use, in comparison with slot .

Control ofbus use a this way is realizable easily with the
method ofaforementioned first and jointly using method of
the second .

[0069]

In addition, slot of a quantity which responds to bit rate of the
data which it should you send out to each user terminal
address Micros lot which is divided into equal parts in plural ,
in order to be a|lotted,as use period ofcommon bus in order to
take in said data to network section 6 in drawing up program ,
following to this program andcontrolling bus use depending,
bus use period which responds to request bit rate of each user
terminal , can be guaranteedinside each slot . '

method of one which actualizes this, aforementioned
wayfollowing to number of repetitions inside entry , is
something which allots the use period which responds to bit
rate by repeating execution.

In addition, like Figure éjointly using [minisurotto ], it
actualizes when,from, it is a effective .

[0070]

Next, you explain concerning example which divides
[maikurosukejuuruteeburu ] into the bank of plural .

Figure 7 is example which divides
[maikurosukejuuruteeburu ] into 2 bank .

This corresponds as shown with Figure l , when network
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section 6 is a two .

Each bank corresponds to [maikurosukejuuru ] ofeach
network section.

[0071]

[maikurosukejuura] 24 executes Bank0 and Bankl alternately
in every Micros lot .

In Figure 8 2 network sections (0) with timing of transfer to
( l)is shown from common bus VBUS.

[0072]

Effect is to ease dope width neck of packet memory section
164 of A_TM controller 16 by fact that this method is used.

Continuing in for example network section (0), when request
is done, every packet memory 164 of network section (0)
decides that clock writing occurs, stops beingaccepted request
from SARCHIP 165 to feed of ATM packet the hindrance
causes might.

As shown in for example Figure 9 , access it cannot designate
SARCHIPl65 as the packet memory 164 with data transfer
fi-om VBUSIFIG3.

configuration it can think of packet memory 164 with dual
port memory that it does, butincrease of cost is caused.

[0073]

Then, [maikurosukejuura ] like this embodiment dividing
command from 24 into two , il2 network sections (0) with it
executes it requires alternately in the(l), transfer from buffer
memory 18 to packet memory l64 becomes half, dope width
neck is eased.

[0074]

Next, you explain [maikurosukejuuruteeburu ] with
concerning relationship of bank between Micros lot .

Figure 10 is 2 bank which are explained with this embodiment
and somethingwhich displays relationship of Micros lot .

As for one scale of Figtre 10 as for feed to ATM controller
(0) in the BANKO, as for feed to ATM controller (I) it is
described to BANKl with 1 Micros lot.

feed to user terminal where alphabet of lower case
differsrespectively in Figure 10 has been shown.

It starts sending to ATM controller (0) in order of a, a, a, b, b,
c, c, c, c, c, to ATM controller (1) to order ofe, f, g, h, i,j, j,j,
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-75. 1<%1i‘H3ti§d>.t5tzEtu*:?—9*>*—/<§§
fi§%‘i.T:i%1%. I <“277:¢=E'J<‘:=?~-yt~'7—9f.‘i!
a):<'r~yI~x=E'J«a>$ii£I:. Eta-'r‘——51+t—;t
§E0)*f7l€—l~‘3'%»:1.-—*f0Jfif:'lfi'~\'=i'~)bfl
Meir. 7‘cHz~y+h5< DMA §1z~yI~LE'§'tD
li7El‘t‘."‘J‘U'lZtO'CfJ‘tJ-"J0)fit§l:7§5o

[0078]

::ta ?4'1 nz'r~>‘;——5 24 E DMA :1‘/H:
—5tl,‘Cfi4I>t. *2‘7H—I~T=Tfit-ft;-3":->=t~;La)
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j has sent out.

Like this example with common bus VBUS ATM controller
(0) with data to the ATM controller ( I) interleave making
every Micros lot, it is used.

[0075]

With embodiment case where you divided into bank of two
was explained, but this 3 or 4 configuration which has divided
into the bank above as for possible thing does not have
necessity to sayin network section or connection with with
ATM controller .

[0076]

By way, number ofdivisions amount of slot you use
[maikurosukejuuruteeburu ], over again like and/or Figure 5
and Figure 7 command you do number of repetitions of each
entry ,follow to this data and when each entry repeatedly is
executed, the source address of entry and field of
[disutoneeshonadoresu ] are renewed to degreewhich
repeatedly is executed.

When entry of for example [maikurosukejuuruteeburu ] is
executed one time, when data of] 6 byte is transferred,
increment of 16 byte is done.

Renewal function of this address [maikurosukejuura] 24 has
shown fact that itoperates-as DMA controller .

Generally DMA controller supporfhas done only number of
channels which is limitedby constraint ofhardware resource .

DMA controller of for example Zchannel can do transfer
vis-a-vis address pair of the source I [disutoneeshon ] where
two differs, but when transfer of 2 channel or moreis
necessary, set doing again to do resource of DMA with
processor , it becomes necessary to transfer.

[0077]

On one hand, when ofcontinual data server device like this

embodiment was thought,as for transfer to packet memory of
buffer memory and network section, the support ofcontinual
data server device equal to quantity of user which isdone
quantity ofchannel being necessary, as for those where the
processor set does again to do DMA it becomes
considerableburden for processor .

[0078]

When here, [maikurosukejuura] you look at 24, as DMA .
controller because quantity of support possible channel means
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£1117»f’7E1x'7§;;—1L-7——7‘1La)I>l~'J0)
&‘C'tt|ll5Ea‘:t1.%>:.1_-I:t.t<‘.><7>‘C~. 7«r9n7U7~)
.1.-)la7'—7)l«7bU-'E') f*%fié:t1.'CL\Zaf:Af>
1:. Wllili 1000 -7~«»z.1»v1:a>+Hr:'—1~v£.fi1
fialztté.

?47EIZ‘7"J:1.—'3 24 Efiili. DMA a>f;zo
0)‘lz‘y|~fJ‘i-‘.’a'n'/11 74:!-7H: l lEl‘C'E<. Z1:I‘y|~
l7§'Gl3: DMA UH:-yI~LLEL€-'§'9.E>f:a1)1:7"n«tz
‘fi1'75‘§llU :‘L1?+'G€l&E0)ri=!3‘i’c“$1'Lé:tfJ‘f.4I
L‘.,

(0079)

1521:, 1—+fifiX¥f;11:1>€—uvo>A:»r;7
—7:47§EIz~s37—9E7v7’1:1—F3“étee
I:'.>L\'C§$tEfil?'Za.

7"y7’CI—t~‘l1. 551?:-7"—’2H;+—/<’;*sEEl:¥v‘iT:
72:21‘/-7"J‘V§7JD7'L7a>1%‘:§l:aZ\¥79Ii§i’E‘C'§)
§O

7v7u—1~‘I1. 911211: ATM tfi 30 |:7—1J47‘
ism?-‘EfJ\-‘a§!t:*:7"-61% ATM /€/7'-;H:l.‘ci£U
tflL»1'~vI~'J—’Jé‘l1 6 b\1‘a?.:"c«B5Aa’::7:7;‘z".‘\‘->. =?~-y
l~'7—’)’.3‘{1 6 t:Ei§-7--7-7-‘z\'«r:<2¥>43L\l2t-7-'4
X7-?/<4X¥r€—¥§$:’EL‘C€i%J+iAt:7ii£7f£El:
3:‘). itifi/ix v13us I:-F—5~'€—i1’.fL5A{.‘{.a)
'C'fi:%uo

(0080)

7“J7°EI—l~'l:§$l.\‘Ctu E-7+:‘Ai:rLf:-7-‘-911
l'E‘lt§I:7«rb1:17.’r~>';—-‘J 24 lzxtlfifiafllz
$IJtfi1Z<n6’Ms>’J't-étifizix VBUS 1:529)
H1311. Jtifilix VBUS (7)-'r'—'3li/<1‘/772‘-‘E
U 18 Izeeflizh. {'UJ&l:/\'~y77fi~x‘.') 18
b\-37~1~1/—~>°%13 4 I:§%5A§:h.4I>.

(00811

ATM fifJ\5§l11':-F-‘iii. SAR Cl-HP165 1:
JIU/i‘r“Jl~;¢=E'J 164 I:%€=5A$7rL%>.

/<’r"J|~2€%') 154 It. ATM $3 30 afifii-‘-9
"1'-/<§E0)f'|5i0JI\"y77tL'C§l<.=

IV?"/i~x-‘E') 134 Matt. fi11i1i'Jv'J‘t2Ea>n'
-y77tL'c§‘$én. ATM IE 30 ouseesaer;

&5*fl~7i':*f'/9(Write Pointer)fJ‘£3$. ')—F7i'~°
4‘J’;l(Read Pointer)fDfil32Zl2l‘y |~§l:?»f7
|:'l2.’7"'/':1.—Il«7'-711/E'EQELT:fiT£l1’*'y|~
'7—97’c1-1:-yfi 162 1:J:o'Ci&&>Em.%>.

5§'$‘lZ5*f|*7i‘°‘f‘J5'(Write 1>oimer)a>'é‘¥I: s
AR c1111>15s I:.1:o‘cfit.tbirL%>o

(0082)
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to be restricted at quantity ofentry of
[maikurosukejuuruteeburu ], because
[maikurosukejuuruteeburu ] is actualized with memory , even
with the support above for example l000charmel it becomes
possible.

if [maikurosukejuura] 24 is used, set for DMA at highest is
good to l slot being one time , inside slot set of DMA to
dodoes again times when in order to do processor is
discontinuedtreatment with interrupt are not.

[0079]

When next, data upload is done from archive device where
user terminal or content enters, being attached, you explain.

upload , when new content is added to continual data server
device , isnecessary operation.

As for upload , method of reading to for example ATM
network 30 from feed network section 6 with continual data

as ATM packet from archive device . Directly connecting tape
device or disk device etc to network section 6, the data sink it
is something which is packed in common bus VBUS with the
method etc which it reads.

[0030]

Regarding upload , data which is read is sent out by common
bus VBUS with timing which is controlled decide by
[mail-turosukejuura] 24 in same way,data of common bus
VBUS is written by buffer memory I8, after that from the
buffer memory 18 is written to storage unit section 4.

[0081]

data which is received from ATM network is written to packet
memory 164 by SARCHlP165.

packet memory 164 works as bufier between ATM network
30 and continual data server device .

When packet memory 184interior is managed writes from
ATM network 30 as bufler of the for example ring , write
pointer (WritePointer ) advances, lead pointer (ReadPointer )
equal to amount whichis set every slot with
[maikurosukejuuruteeburu ] is advanced with network
processor 162.

As for management of write pointer (WritePointer ) it is done
usually with SARCHIPIGS.

[0082]
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7»f':u;L’7~>‘:t—;Ln‘~—7’)L1:1:. ATM 2*/l~
I:I—-3-160)/V7-yI~:¢=&') 154 75¢;/\’-y77:¢a":'J
I8 I:§€riM:afi%’.~_‘-§1.~'cr3<°

:.a)€fi%1:J:U ATM :1-/1421-5 16 U)/V7-‘/|~
2415') 164 75u2.1;t;=t5E/<7. VBUS 1:-T-—'3i2<i3§
1511., /W77}-E‘) 18 litéfiifil {X VBUS J20)
7v7’u—F-F-642/<~y77x«E'J 18 I:§%5A
{:0

(0033)

.:0>t%%. %.L,ATMfl30 zbusv)/€17-yl~x=e'J1
54 «a)¥——51{4ttebt747nz*r°/‘.1—=; 24 ‘E
ll&L\J:l'f65§EJ:U5El'HLli. /<~y77f=‘Eii0J
'J‘/’7'/V1777?!‘ empty l:7.'i'J'Cl.§:)7§“l‘;L1'!.7§1‘-
L\.,

1‘-.pl.l45é¥375‘5.Sl."Df.I"¢J"l-Z empty l~‘—7f-J‘-63:. 74’?
1:17‘/7°/‘:.—5 24 b\50)t’r=?.'7‘n1:$«~1£‘t:*a“%>-‘r’—’;1
ifiétifiz<z.l:I:#Z£Lm\Wi§i:<fi$*J'§:t
l:7:;%>0)‘C'. >t~~yl~'7—’Jf-:.'l3 6 02$-yl~'7—071:1
t-ye 162 :5 empty =Ht§£-fitlib. 7470147
~‘/1-5 24 ii‘: t-‘r-yI~><¥U 164 a3§z*:J+H: LEE
I‘-r3.5’;=»rE>7"C*$|l1fi1lE%='.»:«1i:L,'c. Jtifiatx
VBUS 1:I:?—9{'§tHf;L\sk5I:*d'%>..

it. ¥—51b<;t;§n';< VBUS 1:?-a'c1.v::1.\A
are. 7«r’:I:1zI7~).-t—5 24 1:1‘/1~')rt=a)7
l~'lzZ’E‘f‘/7‘J>“/l~‘t!‘§".IW77}=E'J 13 1:
.H':')l:§%_*5A«7>\Ev€"'r7éI7l9>t;L\.,t*‘)¥§7'1'=?'%‘.~».

[0084]

_1;aao>§1¢1:. ATM 1% 30 bvsiléélz’-yl~I/—l~
/J‘—E‘Gtil.\%‘%’C'. t:‘vI~b—1~i:<—$a>%
‘érl:l:.l:§E0)&%EEJf:\1t7:£(t£/€’7"y|~>¢=E
‘J 164 fJ(I\"‘)77<’:l.‘C§1J§. /V7“/l~>¢=¢‘:') 164

i)‘ empty l.‘.73I6C2:ldIfa‘l.‘o

-75. l:"y|~l/—l~2b*-:E‘E7:tL\i%‘$li7»f7D
1'7-~>'n—5 24 1:1:t$fiérL6§2t0)1/—1~'c~
ATM ta 30 75\E>0).fi<7i~lifiL0)€1’=“-'1’=‘€'Jk1’L'C3‘:3
av. §1I:2tl,f:§E€€-E12h\1tétE1.\..

(0035)

M11. —l§1J&L'C. ATM W»-5 vsus time?
‘y7°:I-I~'¥—’5¢%€=iAt.‘7:'5£E'7T<Lf:75‘. VBU
s I:Et§¥—9*&9tias'e+‘/<41:-airézt
2!:‘iIfi‘é‘G5%a:tl2tL\5§t'tt£L\.

(0036)

321:. ‘M')nx'r~):t—5 24 a‘sJ:U7«r'2I:Iz
’r~>.-t—11»-?—7;L 22 a)1’§1i*z1:oL\tE5tBJi*d'
60
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command which from packet memory 164 of ATM controller
[6 is written to buffer memory 18 iswritten to
[maikurosukejuuruteebum ].

data is sent by common bus VBUS from packet memory 164
ofATM controller 16 by the this command , buffer memory
18 writes upload data on common bus VBUS to buffer
memory 18.

[0083]

In case of this , if it is slower than speed which data supply to
packet memory 164 from ATM network 30 sucks up with
[maikurosukejuura] 24, ring buffer ofbuffer region becomes
empty, might.

Supply without overtaking, when it becomes empty, because
[maikurosukejuura] itmeans that state where data which
corresponds to display from 24 does not exist on common bus
occurs, network processor 162 of network section6 detects
emptystate , [maikurosukejuura ] control signal is put out with
timing to which24 requires reading of packet memory 164,
data is not placed to the common bus VBUS, requires.

In addition, because data is not riding in common bus VBUS,
[maikurosukejuura ] as for24 address in entry increment it
does not do, in order not to do writing in memory , display it
does buffer memory 18.

[0084]

Above-mentioned condition when with when bit rate which

comes from ATM network 30 is not fixed, bit rate is fixed not
being able to use theabove-mentioned mechanism , packet
memory 164 it works as buffer , there are nottimes when
packet memory I64 becomes empty.

On one hand, when bit rate is not fixed, in
[maikurosukejuura] 24 command of the reading from ATM
network 30 is inserted with maximum rate which is

expected,when function which is mentioned earlier is useed it
is good.

[0085]

Above, as one example , from ATM network upload data is
written method which was shown with VBUS going by way
of, but as for being possibleto attach device which directly
supplies data to VBUS itis not necessary to say.

[0086]

Next, you explain [maikurosukejuura] 24 and
[maikurosukejuuruteeburu ] concerning configuration of 22.
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11 1:. 74’7EI7~'7~>’:L—-3 24 0>17s.‘a‘l3¥§iiEa‘$
J:U74'Ju;U'r~>‘.1—1L—‘r—71L 22 mama;
-filéfiti.

(0037)

'M’71:1;U7~>':t—1L-7-—711, 221:1: SRAM E
MEL. =t=9&$1lifl1I§fi 20 f:»3§%5M>%>J:51:
t$:9_Cla\6o

11 antmeix. SRAM22 2'M«yI~U—’J£.'B 1
6 0>§z1:f=*1a*¢*c:9a>/<9’) Bank0 t Bank]

5:‘!-r«3nra=stJ( 7 are). %;<=1'='J/\‘*/71:1:
{’1l'L‘?1’L3‘l’lrT~?'é5‘—’J:“Jl*—'|-I-‘yl*’\0)¥'E:1'7T<
a>§tt;z>7‘1:1 d5At1<t§t=1i1a‘=irvB.

zhizzmbr. &i2l33‘%:71~'1/xi1rb>9a*s.,t
Uf€'i'="JfiL,1J'7:/5-'<‘:£. 2 tfifiofifitéo

:7l'L-5ifiJ§i%>a)l:t 11 rlIl::T=l,T; BANK
l§%'C*b%>°

BANK lE'%l3:.l 7«r7nzI:1v1~:t1: 1 .1; o
0JE§z':’E¥§lJi§'§'l‘§'%'G5J%>.

Z#'I.E1l:J:9‘Ct '3'-’7’“Jl~:L.’—'J|'~0)‘?1'L‘?i'Ll:
3'51‘-3'%>?‘1§17'fi’é' 1 747E1XEl“Jl~C'."¢’:lZ*{>’;'"J—
7L'C§ii£'C‘$%:a|:5l:L‘CL\E>.

[0088]

7v(b1:17Jr~J;L-)1fi—7IL 22 iwsvaranz
'7~‘/‘:L—5 24 m1:§raa+u1$nr;+‘—91¢—§.
U’/'19 241 l:§iEm%>..

Cntttlz. €fi%a>74—)1«1~‘0)1*1§1:<fi£1fl
€a%1o>t%é.*1:1at. I{“J77J‘-"EU I8 1:‘/—x7
I~’L»xtfiB%25‘. ATM :1yl~1:1—5 l6 1:11-fix
-T-4>i'~—°/a‘J71=1/Jttrfifisfate»/z$z':i£‘c*=irL.
fEré&+iA69a?:%J0)%é.*1:1:. /W77)!-T:'J l8
lZ"r'»fX'?'-{»‘?~—‘>a/7l~'lzZtt$1“3‘fJ‘. ATM
:1‘/I~1:1—5 16l:l:3:‘/-X7l~'|/7<¢’:‘1$‘%7fi‘§’z
iiiiéné.

[oos9)

‘/—z7I~‘1/:<a‘:s.tzfi+‘—r:<I~rt~—~‘/s1>7'I~'t»x

11. -fit-E"1’L»f>7'J>‘>|~%§ 243,242 l:J:'-J. 1
71’b1:1xn-y|~'GiEE$ih.6+‘-5-'§l:$E £1?”
6/<‘y770)7F|/7»$}1‘5l'r4>7'J2i>|~é7n.T:
&. §%:‘M+’7’—l~ 244 I:J:‘)7«"f’JD3<’7°/'2.
—)I»7‘--7)!» 22 ifiueeasns.

(0090)

CONT t:‘-ul~1:;. tJmlLE_b< 1 1:t-yhén. zone
ecvxa 241 o>&u5s1.1§1&¥—5m<1a'i29ssi,
7a'7>5« 243 5&1: 250 1:i:1—F3:n. com 1:‘
vI~1:I¢ 0 b<Eé’rE$=l1.§>.
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In Figure 11 , [maikurosukejuura] internal configuration of
24 and [maikurosukejuuruteeburu ] one example of
configuration of 22is shown.

[0037]

[maikurosukejuuruteeburu] You use SRAM to 22, can write
from central control system 20 it groans.

With configuration of Figure 11 , SRAM 22 adjusting to
number ofnetwork sections 16, bank Bank0 and Bank] min
of two ‘ and others‘ " time (Figure 7 reference), program
which becomes basis of display to the target unit which
corresponds respectively is housed in each memory bank .

Corresponding to this, also address counter and repetition
counter whichit mentions later exist, at a time 2 sets .

Fact that these are changed is BANKsignal which is shown in
the Figure 11 .

BANKsignal is signal which repeats inverting of l and 0 in
every Micros lot.

With these, interleave designating display target unit for
respectivelyas every Micros lot , it can transfer, it has
required.

[0088]

[maikurosukejuuruteeburu] data which [maikurosukejuura ]
reads out from 22 inside 24 once is stored in register 24].

When with this, content of field of command is "Forwarding
command ", in the buffer memory 18 source address and
command , by ATM controller 16 [disutineeshonadoresu ]
with command each aretransferred, when it is a "Reading
command ", in buffer memory 18 [disutineeshonadoresu]
with command , in the ATM controller 16 source address and
command each is transferred.

[0089]

[maikurosukejuuruteeburu] You write source address and
[disutoneeshonadoresu ], on 22 again equal to address
amountof buffer which is suitable to data amount which is

transferred withl Micros lot by respective increment vessel
243,242, increment afier beingdone, with writing gate 244
and are reset.

[0090]

As for CONTbit , initial value set makes 1, at time of the this
number of repetitions data of register 24] repeats and counter
248 or load makes250, 0 writes on CONTbit and is reset.
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&L):EL7:r7>9 243 §r:Ii2s0a)179<'e“sI:t.
Iyt~'Jb<%fia=1'L?>f§t: 1 '59-?’)U2<>t~é
rt. f§LJiEL7J'7>’$| 248 $7211 250 2% 0 Iztxo
1:5. >kI:%fi'9”67»{’7D7~'r~>':t—1L-7——7
1La>I~/I~I)i:zE=‘&#'.§L:T=3”-1-1’«r>c~'1b-‘JAI 25
1 ifzli 252 E’(>’7'J2‘:/l~’§'%>t<l:£-l:. EU
CONT t:'*y|~l: 1 fJ*%i’—3E$1‘L%>o

[0091]

11 ‘Eli. SRAM22 lat?-’;L7)l«7fi-l~l‘§IilZ'C*.
|1=£E$*Jt%t1:‘§E2o £7471:1;Ur~>‘;—5 24 am
7:TfJ\tS70‘lzX‘C'€"%>J:5l:faIo'CL\E>.

SRAM22 ='&-7-‘:r7)t»7ri’—l~l§r332‘c'latt.t<. #711,
I\"y77l‘§IifZl:*-.l'Zn:t=EtFIfi‘é'E$;%>..

:a>'ee.=1=9ea1aaa 20 b<—7:'a>;<~/91:
§=3iA/u'C'l.\%>Fa'i. £15-7:‘0)I<‘/7"¢'r'~?»(’7l3
z’r~>‘:i—575<%8Hfi’..

(0092)

‘M’;I:I:Ur911I»-?—71LoJt&U5ELl§lfi1:J:
U. t:‘-‘r‘=t'+f—/\‘§E'1:~1.i§f.;or;+‘—’;1L»—I~
o>t:‘-?7rE;EI£3*¢»z>:tI;7h<fiIEEt*fi;é..

fillili. VBUS afi-'—9iEi£i$Eé= 33M}-lz 32
bit 1- l056Mbit/sec ‘C'§;6¢‘:’aK 7«r’Juz'7~>‘:.
""50)I‘/l~')-‘H/J‘ 4096 tL.'cte‘EUiELlEl& 1
‘Eli 1056Mbit/4096 =258Kbit/sec ace.

4Mbit/sec a)fii.§I:1:;téU5§L,r§l§!I=& 16 1:?
%0

:a)¢t5l:t§':Ui§LI§I§z>&E9:E#'é.:tt'C'$S,I:
t:‘?7l'¥z':i£Lz—l~€'§QE‘-J'6Ctt1‘5IfiE'G&6.,

K0093]

iiissu-—I~1:I:: 258Kbit 0)E¥il:§§75‘1*-1‘=E*4‘
43:é:I:7::/525‘. task 32 -\*-1. ATM 2‘/I~1:1——-31
6 I:/<‘y777f1‘&z?o0)‘C'. :a)§¥1I:%.fiEI:x:1
9 I~§1:téL)iELlE1!&£-afirtzoct-c—Eo)$fi
EP9I:llSw>.79:tb('C*%%>.,

[0094]

7'f9DZ’f‘J:1.—5 24 €'fiof:%%0)3UJ§0)
—9l1. El§lZI{’1'75‘f‘JllS$1’l.T:79'lZXlZ
JI6/\'7~0)§7J$B‘J$'lFfi'(‘§26.

749EIx'7~>‘:t—5 24 E-Bit.\f:1%‘s. 121:
7T=3#L%>.l:'3l:/\'-y77x-‘E'J 18 fJ\I3Ii’~-7l~'7—7
‘E13 6 I:§=*c3+dta=#t2.‘fi—‘—6Ia>79txB?rFefiEK%
ilfifié. iavn-?—61='&fi-hH5L>t;b‘:3-?‘—5¢a)
iiiasffifilfifitfsb.

(0095)

1997-9-22

When repetition counter 248 or content of 250 at a time 1
decrement isdone in degree where corresponding entry is
executed andtherepetition counter 248 or 250 becomes 0, as
pointer counter 25! which indicates the entry position of
[maikurosukejuuruteeburu] which is executed next or 252 is
done increment , lwrites on CON'l'bit again and is reset.

[0091]

With Figure ll , SRAM 22 with dual port configuration ,
central control system 20 from [maikurosukejuura] the access
is possible both of 24, it groans.

SRAM 22 it is not a dual port configuration , also it is
possible to make double buffer configuration .

In case of this , while central control system 20 is writing to
bank of oneside, [maikurosukejuura ] reads out bank of
another .

[0092]

With number of repetitions of [maikurosukejuruteeburu ],
with video sewer device video of data rate whichdiffers it is

possible to exist together.

When data transfer speed of for example VBUS being 1056
Mbit/5 ec with 33 MHZ 32bit, thequantity ofentry of
[maikurosukejuura] with number of repetitions 1 1056 MB
/4096=258l(bit /s ago as 4096.

In transfer of 4 Mbit./s ec number of repetitions is designated
as 16.

"this way it is possible to set video transfer rate easily by fact
that number of repetitions is set.

[0093]

In transfer rate it means that quantization error of258 Kbit
exists, but becausethere is a bufl"er in tenninal 32 and ATM

controller 16, as for this quantization error by thefact that
number of repetitions is adjusted every slot it can supply
inside fixedrange.

[0094]

[maikurosukejuura] one of effect when 24 was used
high-level to pipeline is efiicient utilization of bus with access
which is converted.

When [maikurosukejuura ] 24 is used, as shown in Figure 12 ,
access time ofdata which reads out from buffer memory 18 in
network section 6 hiding it ispossible, at same time data
reading transfer ofdata becomes possible.

[0095]
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With conventional system , time to be required for arrange of
request of plural , furthermore because it cannot transfer data

and reading in parallel, all treatment is done in series array ,
but with [maikurosukejuura ] system like Figure 12 in
parallel, efliciency in use of bus quite is highby fact that ittreats.

[0096]

(embodiment 2 ) Next, you explain concerning embodiment 2.

configuration ofcontinual data sewer device which relates to
this embodiment in the Figure 13 is shown.

[0097]

Continual data server device of this embodiment consists of
data storage controller 14 which read-out does data from data
storage device 12 and said data storage device 12 of specified
number of devices which housescontinual data , storage unit
section 4 of plural (Here 4 system it does ), reading is the data
is remembered at one time from said storage unit section 4,
Corresponding to storage unit section 4, until reading * it
sends out the data to network 30 from data storage device 12
network section 6 ofplural (Here 2 it does )which it sends out
to network 30 data of buffer memory 18, said buffer memory
18 which isprovided with each tenninal 32 as addresee ,
storage unit section on basis ofrequest from common bus
VBUS, terminal 32 which connects 4 and buffer memory 18
and network section 6, with setting of scheduling , network as
beginning, program of [maikurosukejuuru ] which is decided
by central control system 20, said central control system 20
which controls the system entirety is housed
[maikurosukejuuruteeburu ] 22, following to said program
and right common bus VBUS to be used for network section 6

decide is allotted, [maikurosukejuura ] it has 24.

[0093]

It is something where namely, this embodiment, storage unit
section plural system (With Figure l3 4 system)
amount,connects 4 of embodiment l and buffer memory 18 to
common bus VBUS, each buffer memory 18 connects to
ATM controller 16 of each network section 6.

[0099]

Like this embodiment when storage unit section 4 ofplural
array is provided, [sutoraipingu ], itarranges data in disk drive
12, dope width of disk access it can makelarge by reading out
disk in parataxis , continual data the service is possible
simultaneously to many user .
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In addition, RAIDsystem configuration is possible portion of
storage unit section 4 which is plural array as parity code by
allotting.

[0100]

Figure 14 , when from each buffer memory l8 sending out
data to network section6, is something which shows
relationship of data which from command and buffer memory
18 from [maikurosukejuura ] is sent out to network section 6.

When with timing 1 reading demand I for buffer memory 18
is put out to each buffer memory 18 from [maikurosukejuura ]
24, way with time 6 data is outputted fiom the buffer memory
(0), with time 7 data is outputted from buffer memory (l),with
time 8 data is outputted from buffer memory (2), with the
time 9 data is outputted from buffer memory (3), data is read
out from buffer memory 18 of sequential 4table .

time 1 it starts reading important point, here, by factthat
response for request 1 has started from time 6, with pipeline
operation [reetenshi] of memory hiding it does.

[0101]

With this embodiment from [maikurosukejuura] 24 control
bus to buffer memory 18 and ATM controller 16 is provided
in dedicated , but in same way as embodiment 1,
[maikurosukejuura] withoutproviding pass of dedicated from
24, there is also a method whichshares common VBUS.

[0102]

(embodiment 3 ) Next, you explain concerning embodiment 3.

With embodiment 2 bus between ATM controller 16 and

buffer memory 18 wascontrolled with [maikurosukejuura]
24, but [maikurosukejuura] it is possible also to control bus
between SCSI controller 14 and buffer memory 18 with 24.

[0103]

configuration ofcontinual data server device which relates to
this embodiment in the Figure 15 is shown.
Continual server device of this embodiment is same

configuration as embodiment 2 in the basic , but
[maikurosukejuura] 24 point which controls bus use
oonceming the both of storage unit side and network side,
[maikurosukejuuruteeburu ] point which draws up the
program of [maikurosukejuuru ] which is housed in 22
concerning respectively of storage unit side and network side
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differs.

[0104]

Like this embodiment , when [maikurosukejuura] both of
storage unit side and network side iscontrolled with 24,
[maikurosukejuura ] 24 and [maikurosukejuuruteeburu ]
configuration of 22 is thought innext 2 cases.

[0105]

As shown with (1) Figure I6 , storage unit side is controlled
[maikurosukejuura ] 24 andcontrols
[maikurosukejuuruteeburu ] 22 and network side
[maikurosukejuura] configuration makes 24 and
[maikurosukejuuruteeburu ] 22independent.

[0 I 06]

As shown with (2) Figure 17 , controls storage unit side
[maikurosukejuura ] controls 24 and network side
[maikurosukejuura] 24 with common , has divided into two
of the portion which controls portion and network side where
[maikurosukejuuru ] administration table 22 controls storage
unit side.

[0] 07]

In addition, as shown in Figure 18 , internal configuration of
SCSI controller I4 replaces SARCHIP165 of internal
configuration (Figure 2 ) of ATM controller 16 of network
section 6 to the SCSI CHIPISS, packet memory 164 replaces
to storage unit memory 184, ATM network to outside replaces
to SCSI and * becomes landing net.

[0108]

With this embodiment, it is similar to embodiment 1 or

embodiment 2 concerning the portion ofnetwork side,, but
case where data which reads outfrom storage unit section 4
concerning storage unit side, is taken in to buffer memory 18
program of [maikurosukejuuru ] which allots use ofcommon
bus is drawn up.

[0 I 09]

With this embodiment , first, as for data which reads out from
disk drive 12 compilation it makes storage unit memory 184
of SCSI controller I4.

capacity of storage unit memory 184 of SCSI controller 14
than data size which access isdone is larger to disk drive 12
which is connected with 1 slot.

disk drive I2 which 64 KByteaccess is done being 1 slot with
for example lslot , when reading command is issued fi'om
SCSI controller 14 vis-a-vis 4, capacity of storage unit
memory 184 becomes 256 KByte.
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[0110]

At below, when double buffer where implementation is
easiest is used for the storage unit memory 184 being
attached, you explain.

data which with a certain slot reads out in storage unit
memory 184 istransferred to buffer memory 18 with
following slot .

Because double butter is used, while transferring to buffer
memory 18, bank of another means to transfer to storage unit
memory 184 from disk drive 12.

As for transfer between storage unit memory 184 and buffer
memory 18 with fixed speed ,using almost 100% bus ,
transfer is possible.

In case of this , storage unit memory 184 does function which
buffering does data which does not come out of disk drive 12
with fixed speed .

[0111]

On one hand, aforementioned way when content is done
load ,this bus works completely in direction of opposite.

data is transferred from namely, buffer memory 18
[maikurosukejuura] by display of24 in the storage unit
memory 184, next from storage unit memory 284 data is
transferred to disk drive 12.

In case of this , storage unit memory 184 works as bufier .

[0112]

Furthermore, with this embodiment, [maikurosukejuura] 24
also embodiment which controls bus use concerning just
storage unit side is possible.

In case of this , [maikurosukejuura ] from 24 means which
conveys data becomes unnecessary to network section 6 in
above-mentioned configuration ,[maikurosukejuura ] 24 and
[maikurosukejuuruteebum] 22 is provided in storage unit side
correspondence, in orderonly [maikurosukejuuringu ] for
storage unit side to do corrects central control system 20.

In addition, in case of this , as for configuration ‘ operation
concerning storage unit side being similar to description
above, configuration ‘ operationconceming network side
becomes similar to Prior Art , (Use right of common bus is
controlled by arrange device ).

[0113]
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With each embodiment above using SCSI , you connect disk ,
but itis not as for other disk interface necessary such as fiber
channel to say beingable to use.

ln addition, ATM is used for network section, but it is

theother network also it is desirable a one example of
embodiment whose such as Ethernet to use.

In addition, with embodiment above as for

[maikurosukejuura] l was in system ,but also it is possible to
provide in every buffer memory .

this invention, it is not something which is limited in
embodiment which thedescription above is done, various
deforming in technological range , it canexecute.

[01 14]

[Effects of the lnvention ]

According to computer device which relates to this invention
(Claim 1 ), depending on the bus use request from each unit ,
not to be to arrangement bus use right ,following to program
which is housed in storage means , it allots theright each unit
to use common bus with allotment means , to the
detenninistic because it required, In order to allot bus use
right with scheduling which is decidedbeforehand, bus use
time of each unit can be guaranteeddecide.

Because of this , because it can precede can issue display to
memory , [reetenshi ] of memory hiding is possible.

Therefore, it is possible to assure improvement of usage of
bus .

[0115]

According to continual data server which relates to this .
invention (Claim 9 ),following right to use common bus for
data transfer between buffer memory unit and communication
control unit , to program , it allots to deterministic , vis-a-vis
each communication control unit because it required, in
addition to Effect of Invention of Claim 1 , withfixed spacing
in communication control unit continual data sending, You
can guarantee that continual data is sent out to
communications line with consequently , fixed spacing .

Therefore, until communication control unit sends out
continual data to communications line ,it can make capacity
of buffer which keeps packet which itreceives capacity of
memory which remembers said data at one timeit can make
little, in addition, communications line existing first, in the
user terminal which regeneration does continual data little.

[Brief Explanation of the Drawing (5 )]
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[Figure 1 ]

Figure which shows configuration ofcontinual data sewer
device which relatesto embodiment 1 of this invention

[Figure 2]

Figure which shows one example of internal configuration of
network section

[Figure 3 ]

Figure which shows other configuration of continual data
server device whichrelates to same embodiment

[Figure 4 ]

[maikurosukejuuruteeburu ] Figure which shows one example
of fonnat of unit program which ishoused in 22

[Figure 5 ]

Figure which shows one example of fonnat of
[maikurosukejuuruteebum ]

[Figure 6]

Micros lot, [minisurotto ], figure in order to explain
relationship of the slot

[Figure 7]

Figure which shows other example of format of
[maikurosukejuuruteebum ]

[Figure 8]

timing chart which shows timing of transfer to 2 network
sections with bank changeover

[Figure 9 ]

Figure in order to explain flow of data in network circles

[Figure 10 ]

2 bank and figure in order to explain relationship of the
Micros lot

[Figure 1] ]

one example of internal configuration of [maikurosukejuura]
and figure which shows one example ofconfiguration of -
[maikurosukejuuruteeburu ]

[Figure 12 ]

Figure in order to explain pipeline processing in same
embodiment

[Figure 13]

Figure which shows configuration of continual data sewer
device which relatesto embodiment 2 of this invention
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[Figure 14 ]

When from each buffer memory sending out data to network
section, thefigure in order to explain relationship of data
which from command and buffer memory from
[maikurosukejuura] is sent out to network section

[Figure 15 ]

Figure which shows configuration of continual data sewer
device which relatesto embodiment 3 of this invention

[Figure 16 ]

In same embodiment, [maikurosukejuura] and figure which
shows one example of the configuration of
[maikurosukejuuruteebum ]‘

[Figure 17]

In same embodiment , [maikurosukejuura] and figure which
shows other example of configuration of
[maikurosukejuuruteeburu ]

[Figure 18]

Figure which shows one example of internal configuration of
SCSI controller 14 in same embodiment

[Figure 19]

Figure which shows one example ofconfiguration of
conventional continual data server device

[Figure 20 ]

Figure which shows other example of configuration of
conventional continual data server device

[Explanation of Symbols in Drawings]
12

disk drive

l4

SCSI controller

16

ATM controller

l62

network processor
163

VBUSIF

164

packet memory
[65

Page 38 Paterra® lnstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. IO/367,296)



NetApp Ex. 1002, pg. 863

JP1997251437A

SAR

1m

m§E4>97x—xfl

l8

fiv77%%U

1%

mg

m

¢xmm§e

n

740ux79;—»?—7»

M

740ux#9;—§

M1

biz?

2n

4>’7'J24‘/l~%§

M3

4/7'):‘>l~%§

M4 _
§éfl#$—b

MS

vwiiuofi

M6

%E§§§¥

N7

fiflfifii?

M8

f§"JiEL7J'7‘J7

249

fiEfififi¥

30

fivfibbfiyé

51

nuyaizra/;«

SAR

167

physical layer interface
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central control system
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[maikurosukejuuruteeburu ]
24

[maikurosukejuura ]
241

register
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increment vessel

243

increment vessel

244

writing gate

245

multiplexer
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logic computation element
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pointer counter

1997-9-22

Page 39 Patcrra® lnstantMT® Machine Translation (US. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



NetApp Ex. 1002, pg. 864

JPl997251437A

252

7fi’»ru97r7>9

253

'7}lz9"7l/9'5‘

30

-‘?~~yl~7—9

32

1—fifi$

4

zt~l»—~‘/"as

6

4%-yl~'7—Ofs‘l!

CHIP

166

CHIP

:1‘/l~D—)L-2‘-E‘)

CHIP

184

CHIP

xI~lz—->'2<£')

VBUS

‘,'t5§/ {X

Drawings

_rm1)

252

pointer counter

253

multiplexer
30

network

32

user terminal

4

storage unit section
6

network section

CHIP

166

CHIP

Control & memory
CHIP

I84

CHIP

storage unit memory
VBUS

common bus

[Figure l ]

1997-9-22

Page 40 Paterra® lnstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



NetApp Ex. 1002, pg. 865

JP1997251437A 1997-9-22

4 X |~ 11-35%
I.

F—?11ZC$CZ$L311$Z11Zi1X—IZC1—CI

12 F429

3 2 3.2

Page 41 Paterra® InstantMT® Machine Translation (U.S. Pal. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



NetApp Ex. 1002, pg. 866

JPl99725l437A 1997-9-22

[2]

Page 42 Pa1erra® InstantMT® Machine Translation (US. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



NetApp Ex. 1002, pg. 867

JP199725l437A 1997-9-22

24

_-_-“H _."..,.____——.‘ ——__—.A.a.n——In. ———:—————1

I 8

ATM

:7bn—5(1)

‘ }

"rs

ATM

:v$n—5(0) r....____.—..—.:—
....._........l

F

3-"; F7‘-73(0) g~~r|~'J-93(1)

[4] [Figure 4]

WE

anEWW

Page 43 Pa1erra® InstantMT® Machine Translation (US. Pat. Ser. No. 6,490,548; Pm. Pending Ser. No. 10/367,296)



NetApp Ex. 1002, pg. 868

JPl997251437A 1997-9-22

9-1-7Pvz ¥4z?4$—:«ay-Tmzz

V-2-rlwz 74zi44=—-‘/37-Trvz

aaaaaaaaa

‘-. .
I n.
' u

‘u
- ‘.‘I ‘.

I “.l , ._ \ I
-. . 2

~~.__5._ZEl'7 I‘

\

lfl 74?I:IzI3*/ f~
*H7Jlv

Page 44 Patena® lnstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



NetApp Ex. 1002, pg. 869

JP199725l437A _ 1997-9-22

'r'«1*?¢*-9:‘/-TFWI mama: -‘£‘JHJ1
‘J—z-7I~‘ux ?411"¢$-9:‘)-TFIJJ auszuu 1:2!-U2

-1-z-7H»: 7=4zr4?-9:7-rm»: atjigtfik

[Figure 8 ]

I v4anxug+ l v49uznyb I
BankO0749D Banklm740u

7.‘7'5":l.'N‘$¢IL Z‘5':7:.—J|~‘fi%

$ $

% I‘ 1
any I~9—mo«\m aw P-'7-99iiI'\ID
¥—9 ¥-9

<IIHIIMII4ID4flZ4Z#47D4Zb

#wr9—an1o #ab9-aflow

SARCHIFQ sARcH!Pm

K-U‘-y I*X’E|J'\0J /{dry l~JfE'.MlD
79t2 79tz

Page 45 Paterra® InstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



NetApp Ex. 1002, pg. 870

JP199725l437A 1997-9-22

[9]

fl‘
«Er

Page 46 Paterra® lnstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



NetApp Ex. 1002, pg. 871

JP199725l437A 1997-9-22

22 v49I=1’I¥=-II- 24 -«auzer-J;—5
5-1»

)-{)0
A
D
D
R
E
S
S

Page 47 Paterm® lnstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



NetApp Ex. 1002, pg. 872

JP1997251437A 1997-9-22

(a) fififii

749D
17552-9

(b)
74aux7¥;—5fi2 ”w77XEU

$9 l~9-flfl

(D 0- Pu 911 I-

®'745ux79;—5fi%

?—5E3.tt|:'.l.

i’-95%

<2)

G)

Page 48 Paterra® lnstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



NetApp Ex. 1002, pg. 873

1997-9-22

-7

M/
A_7

_
UL:.J3MT.A3

JP1997251437A

—--———-—¢—-—-———:—-——L—:.————————.‘l

$$$—$1Z1Z11Z$—&:111::1:3:‘
I

..._......................a'
12 ‘ 19 4 z+u—§fi

7‘ §___(2)
-----_---_-__- -_-__-_-.I

12 -"7fE_'"T"FL’—'.§=Ei'
T‘__ __ _ ;_ ;§:-I)

-TPWTVF-F W‘ Z ‘:1 191122111‘

___..___________________}

an-.1 +-2-933 co)



NetApp Ex. 1002, pg. 874

JPl997251437A 1997-9-22

(15)

Page 50 Pa1ena® InstamMT® Machine Translation (US. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



NetApp Ex. 1002, pg. 875

1997-9-22

8ATM:v+u—5«

-1

zbb—5fl

I

al
I

I4 E
L43

-:

5%$

-——————————-——h——— —u——————‘'

__

no

_

_nnIII-II-LuIIIIIIIIId.u .

(I)

=§?§ln

.IIIIIoIIII

4
i

4 1bu~*

; (2)

4 XI-I/—

: (3)

4 ELF-fififi

5 fie)
_ ___________________--__1

I z '-%Z'z'a""""""""‘

——————————__—I.___ ___————.i

———--n-I—In—Q—u-—h—-nnn.n——————-i

_IIIllIIlIL

JPl997251437A

I-
I
I
I
I
I
I
I

L
1 2 iarlfi

I
I
I
I
I
I
I
I
I
L.

1 2 5=4JK9



NetApp Ex. 1002, pg. 876

JP1997251437A 1997-9-22

[14]
run

749fll79a—9
t-6"w77a£%ll
N-Dflfi

If-JTVJIEUME
*4 H7-Qfllu’.
I’K9&3hr5’-7

J‘-‘EU

:2» I-I:I—5=\ =P9&$'l1iu§iJ:|J

7490

X5‘ 5} :L ‘-11’

:7--—7'1I«( A )

*2: I-'7'-9fi|’\

[Figure 17]

Page 52 Patena® lnstantMT® Machine Translation (U.S.Pa1. Ser. No. 6,490,548; Pat. Pending Scr. No. 10/367,296)



NetApp Ex. 1002, pg. 877

JP1997251437A > 1997-9-22

xeu

:y+n—5« zbu—fiM«

3-9 I"?-7fi'I’\

[Figure 18 ]
/"y7'.rX¥'J’\

14 SCSIZVFD-5

SCS|=|'Jl~D—"5

VBUS I F

Page 53 Paterra® lnstanm/1T® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pal. Pending Ser. No. 10/367,296)



NetApp Ex. 1002, pg. 878

JP199725 1437A _ 1997-9-22

Page 54 Patena® InstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



NetApp Ex. 1002, pg. 879

JP199725l437A

1

|~

5

4'

E

:r

9'
an

i
E

704 X|‘lI-‘J5
5.

________£____________-______---

714

-— —- fliliilfill

I I
Lfifi D—¢Q¢-——¢r_—u-—————————n———J

T12 704
s

____________________J__________

T14

_ ... zauisnml

III III '" III I
..-----......-..........____......___..J

712

I

704

f"““"""'"""""""""L“'"""‘--'--1
7 1 4

5-"—9iE‘.'I!

asflmam

712 étiilfx 721

1997-9-22

Page 55 Patena® InstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



NetApp Ex. 1002, pg. 880

PATENT ABSTRACTS or JAPAN

(11) PUb“°8'1’°n Mmbefi 09251437 A

(43) Data of ptbicatiun uf applitzfion: 22.0937

(51) Int 0' G06F 13I372

GOSF 13/00

GOGF 13I1 6

(21) Applicafion nurnbet: naos14s1 (71) Appsscmt rosman com:

(22) Data of filing: 15.03.93 (72) lnventon ASANO SHIGEHIRO

(54) COMPUTER DEVICE AND CONTINUOUS DATA
SERVER DEVICE

(57)AbstIaat

PROBLEMTOBES0LVED:Toi'11p1-avetheuserateofa
husbypannrtfinganallocefionmeanstoalloeahsa
riyrtforushgthecornrrlnrubusbymearmsufrespedive
unltslntarms afdedslon theory.

SOLUTION: A central otmtuiler 20 issues opaafion
commands in aslot (prescribed time Intarval)unit1n a
sinragepartdandanetworkpatfiarldwritesthe U1’:-
programatanncmschodmeintoamieroschadunatable I.

2.A_miuusd1eduler24defiriI2lyoomrd3|heuseuftheeemmonbusYBUS bylhes1nragepart4andthe ‘ """"5‘"
nahMurkpart6irIaeco1’dar1eewiththeprogram.Name!y.
the bus use ponoda of me respective units are
defw1itelygua1'anheednotbymecfiati1gebususerigl1t
trwnthomspecflveunlisbutaflocaflngthebususe
rightby1heprevioz.|slydecidedmia'nschad1.de.

COPYRIGHT: (C)1%7.JPO



NetApp Ex. 1002, pg. 881

(19)El$E4$i‘Ffi’ (J P) (12) 1;} E3 4% E? {2..\ g (A) (x1)4earwa/Ange}

4%“Bfi5F9 -251437
(43)’1.§BEE 5FB29fi5(l997) 95223

. (5l)lntCl.° flfilfiflfi ffwfiflfifi FI Efifiiffififif

G06F 13/372 G0 6F 13/372
13/00 3 5 3 13/00
13/16 5 2 0 13/16

sfiam xam Efimmkm oL (218H)

enwm§% fiE¥&£Mm GDEEA mmuwm
fifiéfifii

ammfia masfiumanwa wfimfimmmfizfimmnfim

«mama an fifi
w§mmmmm$zmmmzm1sm a
aa&xzm%mxt>9—m

«mama at am

1IF§}Il!%JIIl3fTf1‘$EIl\rr'a1fiEI?I 1 fiifl HE"
aéfifiimflflfitva-W

OOREA figi at as

Gfilfifiwfifil Hfi&§E&U§fi?*5fi—N£fi

(57) ($43)

(3%) #fiNzoE$$®mL&fi%¢?éfifi&
fiaéfififact.

{%&¥&] §fi®1LvF8t.Efl®JlvF&

fifi?5#fiNzVBUCt.7a75LémM?6$

M¥E22&.C®7D¥5AKfioT.§J;vF#

#fiNx&EmT6$fl%.&EfimK%0%t6%%
%8{24t>&fi;?.TcC£:>&4€fi<E'§'Z>. flit/<lI. 7

uyaaewmu.mamm¢&x§smu¢&2oe

36ccfi:‘c6. $75. £1735 b<I:.t. fifiE'Bt§3Vi¥E$fl:I?E#(
ox%un>am5uU.&5n>a«ommwm§E

maogsaaa.mon>amamw%$%%&x;

6fir7>*H1bUJ53E§UB’JbCfibh6. $?c. lFf'$b<l:t.
m%$¥¥&u.fifi7uu5AKfiot.§:;vb J

K7 Fl«:<Ew'Ib{’E=e—— F>&$ii£'IZ>. '_'x;"is NJ-DI (I)



NetApp Ex. 1002, pg. 882

1

tfififiiofifll
(fiifillfifiwnzvrb

E&®1;vP&fifi?6#fiNX&.
7u75A&$m?6mM%&¢.

C®7D7§AKfidT.§1lwF##fiNZ%E%

iafiflé.mE%mmflD§r6fl%%&t&fizk

cééfifitféfififififi.

(fi$¥2}Wfl7u7§A&Wfib,W%fifl%&K
§§flU¥&&fi?6¢%%@%E&é6KfiikCt

%%&¢v5%$a1w$fi®%fi%§E.
3 1 fifiéatamfifitiififiox -‘E -1 my Mus 2:;

U

&5N>5«®¢%fiW§§m6®§%fl&¢.fiofi
>amsom%a§$am;5fi&wuemnwmwfi

bhacaéfifietafiifizwafi®fi§&£E.

[fi$E41fiEfl%$&u.fi&7uyaAmfia
T.§117PK7Fb1&U%W%”F%§%T6§

®f&5C&%%fi&?6fi*E1K%fl®%fi%§
E.

{fi$E5)W%$m$&Kmm3h67nfi5M1
fiawb%7Fvz.§3fiafi7Fux&U&U£L

Efiéfifixyfumanb.
fifi%§¥&u.c®xyrUK3§h67FuzK§
dur§1:wr«®%fi&fi%btfi7FL2&4>

aux>+t5%¢%.fiflmbfiuflfiwfiarfib

£?6o?&6c&&%fi&?6fi$E1m%fi®%fi
gag.

[fiK¥6]fififl%¥au.§$£a%1;a+K§

8fl$%7FbX&§Ufifi&§%bk$%K.Cmfi

fiw%m?6?—a##fin2LwfiEbnmokn6
ti

fi7Fuz®J>7Uxy+&fibf.fisfiafin:

-2 l~ bc$'~1‘b§$iA»7:v>&fi'i9t:L=J: 53'é‘7T1'§"5 C <5 éfifiz

A¢?5fi§E5Kflfi®fifi§§E.
(#33257 J fiTJ§Ef§fi’i$E5tl1?§§€z0)x~T: ')1\'>71J>672t

W
§X%UN>7KM%h%hfiEf55~Vv#1:?

+«ofifi®§tma7n79AmmM$n5é®r&

écééfifiéiéfiifilxflfiwfififififi.
[$$fi81fififl§¥&Ufifi&v¥vr1;9FO

%h%h#fi%%finx&4>9U—7utE$?5&

5flU§f6Cé&%fit?6fi$§7m%fi®flfifi
£3.

[$*E9]ZFD—§m5fib$bh?*§%—fi%
t§'§"'.')’\'7Z77X-"E'}1L"/ Ft.

“'9 7 7 X-E '}0)?'~5“&§3--""}"£'fi5’t‘:& I/Cififfiflfi
K%0M?fiEflm1;v+¢.

ch61;yb&§fi?6#fiNz¢.

7u#5A&fiMT6¥fl&.

cm7u75Amfint.§1:wbm#fiNzéEm m

%fi$9—251437
2

iéfifié.RifiWKfl0§t6¥&téfiikc¢

é%fit?6fifi?—a#wN£E.

Ifiifilol§1—ffiK%Uwéh6N%?—9m
—E®fififNv77x%U1;vFWBEEWWJL

armmbfiihaxfiz.#fin2®&mé%U%t

67n79A&Wmb.fifl$m$&m§%flU$&%
fi?6¢kflW§Eé36Kfiikctéfiflttéfi

fiE9m%fim£fi?—a#—N§E.

Kfiifil1}fiEflm1:a+&flbkna77x%

U#6fiE%N®f*9®%U$b®?4EDVEZD

-1 |~$lfit‘?E7T<'¢6¥EQt.

W%xuur%mfiu%fiKfi%bk§s;xuabW

®—E®fiEK\§1*VfiKE0w3h6N$?—9

éfiEfiW1;vFmflbfibkwwfififizwfifiw

%O§f6h6i5K.7ud5A&Wmb.fi%fiM

$&x§3av$&¢&fi16mkflm§E&3smfi
ikCt&fifiti6fi$E9KEfiOflfif*¢#—
MEEE.

{$fi¥l2}%E¢%fiW§Efl§§flU7u75A

u.fifls:xuv%$mfWméh.

fi%%§$&u.XuvF®9flfifiC®7u7%A&

fi0£bTmu5§®T§5Ct&%@&T5%$fi1
1 Lc§E$3i0)iEfi7-51*?-I\'i€E.
Ifiifilalfi%flw1:v+éfibkNv77x&

Um5fiE%«®?~9®&UmLo&4syiéxn

vF$fiT%%T6¥Eé.
§1*VfiKEOw3h6*§F*9®EvFv~Fw

mukfio.fifizuvF&E&K%fimfi%Lkv4
buxuvkm.fi?—5&EEflW1:vFKmOfl

Ukb®#fiNZ®fi%%Etbf$0§f6h6x5

K,1naaA&Wfib.fi$%M%&m§$fiU%&

t&fi?6¢%flm§E&36Kfiikcééfifiéi
6fi*fi9K%fi®§fi?—av—N§E.

(fi$fi14}fi%¢KflW§E#§%flU7ud§A

51. l\' "J 7 7X~'f:'}1:- 9 !*RC)'iEF§$U’@3--7- *1 H7903
7Fb1.fifiv4auxuv+®flmflm?5§0£
oafiégnmyrumaum

fiEfl§$&u.C®xyfUK3§h57FvXKE

1mt§1:ar«®fifi&fifi?6mWé.fififib
fibflflmfiarfihfitcémxb.fiEEvbv«

+mmckfimflfié%0§r56®r$5c&&fifi

t15fi$E13Kfifi®EfiF»5v—N§E.
tfima151x+u—vmsfiamann¥—a&n

a77x%u1;armmnmvfiofimnzofimé

&0§t51u75A&fifib.fifififiiakfiéfl

v%Eéfit5¢kfiw§E&éBmmikcééfifi

é?5fi$E9KEfi®£fiF»&#*N§E.
Ififlwfiflfifiwl

(0001)

[5é“)i0)E?‘6?3‘<"fFi6}§¥l $§é|‘)3iI. étimlvxocffifiéé



NetApp Ex. 1002, pg. 883

3

hkfifl®1lvF&fi9%fi§§E$iU\9&(é

é—fl®1:a+M®7—afi$m#fiNx&flfi?6

§fi¥—&v—N§EKfi?5.
(0002)

lfifiwfiml?vywfi#&&5%E&vx%Arfi

fi®1:aré§fi?6§mafiE¢bt#fiNzmm

<&méhtm5.#mnxéfimLkvz7A&$§

?éLt®HEéu%fiNx®N>Ffi#vamfiib
Bhcéffié.%fiN2®N>Ffié@®?kwKu
%%fi®fi&@®?#.%fiNx®mWHfifiéLH5

ct#£i6namufh®@§M6:xrwfikém
<cauna

[0003]axrmmfiéfinnmeflfinxony

Ffiza7&m¢%%m&fi&auru#fimx®Em

$®mL#£i5h5.Lmu—&m%fiN2w§fl®
1:vb&fifibk%%.#fin2oEfi$%w¢at

omfimWmM§t$U.mfim¢mu—E®fimm%
§&®f.Ch##fiNx®fi%$é§w6if%§t
HOTPR.

{oo04]§k.x%U&§&mua%fi&vx%A

Tux%U&bT£fi&DRAM#fifi3h6C&fi§
u.DRAMuEE««v%»Fa£rfimté¢n>

Ffiufi3<&n6#.b—?>vbfi3u¢u5fifi

m&6.fia(.DRAMt§finx®mr¥—&E£

#fibh6£é.fl@%WKvw?>>#mbO.36
M#finz®fim$éfiTéfi6.

Ioooslacav.fifinxémuafififivxf

A®1GK.Efi?—5V*”§E#&6.%@¢%E
O;5U£fi7—@&m5§fif—&fi~N§Em,fl

fi§EKfimLn§&?—a&%awb.fiifiakfi
urfimm@yumm5u7w54Awfifimm(-3
MEwK~Eg®)f—a&£UwT%%éfic.C0

&5u£fiF—av—N§Eu.§fi®&E%®5fx

f—aé$Ebfi$m5®§$mwBrEE®&@éE

Owfefi-iy-f7>F.$vFU—5&fiLt
W@Ki6fi&fifi§§fiT5i754V9awEV7

n£®fifitfim3h6.%n@i.fifi?—¢vwN

KEKM.Efl®1«W#55>§Am§*wE6ht

<6®f.Efim§fi®1wfKflbT%h%h§U6

fifif—§®%Uwb&EM#<fi&5%fi#§$8h
acazua

[0oo6JuT.fi%®EE¥%&vwN§Emou
tfib<fi%#5.fix®fifi?«¢v~N§E®1o

w.®19KfiT;5kfimé§Gb®m%é.co:

bmfififwavwflfifixwur.1—V&6uu7

7U7—va>7u#5AK;atkfi5hk§fif«
?~®70tZ§$#_7utXmfiE@$y}9—g

&E$LkfiE%KxafE6hT<6.C®7bt2

Eiu.$vb7—bfl706m5%fiMx721&fi

bt¢RflW§E720KEi6h.&E3h6.¢k

30

S0

%m$9—251437
4

fiW§E720u.EK3hk£fif*7®%b$b&

z+u»vfl704wEz6.1hu%9%704®?

—@%fiHW§E714u\fifiEhkEfi?*§é?
»9fifi§E712m5fiawLt.Hw77x%u7

18K%§flU.¢%fl@£E720u.Nv71x%

U718L®f—&®§U$b&$vb7—bfl706

m%fi?5.$v+7«9fi706u.7atx§$K

r%E3nnfifi%wfib.£fi¥»y&fiDw?.c
n6flfiu.fi$.1nvbtWwh%~E®fifififi

éfiflébtfibha.£fi?—7é$fi?6f—7fl

Efiimu.?4X5§E&mu6%a#§u#.%f

4xbP%mfif4z7§E%&mu6%§6é6.f

4z7£EU%K6~RAM¢EEPROM%®$fl¢

Efififiémuacébba.
(0oo71:n.m2oxfivx5m§fi%wmz+

u~9w704éfiX.1oofifi$«a&fi%Ltfi

fi¥Wmfiarfififim?5xr54eydfi&%fim
bk$®w%6.Chu.?—&E%%h(mN>F

fi)éfi$<b.fi—®£fi%—a«;U§fi®n»V

#E%m7btx?6C&&fl%K?6C¢&E%&b
tu&

{0008)c®§®fi£®§fi?—¢v—N%Et

u.x+u—vfl7o4®$o+v—7fl7o6m#fi

nz721®fimEX&mb.Efibnufifififimfi

fiéfiu.Em&%fi@bkx+v—v%704¢$w
rv—7w706##finz721&EmLtny77

x%v718t®E®?~&fi%&fi5.fiut.fifi
%fiK§?6fifi##fiN272l®Em$EfiT3

fi.E%m7btzt§51—#flm%Tahtbi

5.§k.Efi?—¢v#N§E?u1wffi$Mr®
fi$%¢m8fimwkww.§1~Vfi$m—E®fifi

fifit—fi§of—a&mfim<fi%#5ca&fim%

fl?6¢Em&6®r.c®fifl®kmm.nxwfim
$’E{i??§’E&o'Cfi< §q1X'Ci6<. fi'>'C\ J:§E{¥3_IE’E

00?.#finzmEm$éfli3fi5finafimm§
§h'Cl.=6..
[0009]

{%E)i7b5fi¥i9&b.l:’2<‘:‘§5%E} fitik. é=EiEI<7~6C?§fi

éhn§fi®1:vr&%0flfi&%Eru.fifinz
®fimméw¢vt®fifififiK—E®fifi#m%3

n.cnm#fiNzmfifl$&fiw6Lrfi§tmar

u¢.ik.DRAM&#fiNx®m?f—9EfiMfi
bh6%é.%@fiwKu~%>y#mbU.éewfi

fiN2®fim$&fiTafi5fifimbok.

{00l0}§k.fi¥.§EWfl®1;vFfl?~3
fiEKfifiNz&flmT5§fiF—a#*N§Efm‘

$61»f%XKOuf—E®%MHfir—E§®?~
#&fifim<E%?5C¢%fiK§flb90.%fiNx

ofim$&mL3E5c¢u$fit&an.

{00ll}$%%u.iE$fiKfibIH3hk$®



NetApp Ex. 1002, pg. 884

5

tab.#finxoEm$®mLéfi%¢?5%fi§§

E&fifi?6C¢EW¢?6.ih.$%%u\§1*
vfi$K—E®fifififir—i§®F«a&mfi&<E

§T5c¢&#M%flLao.§EW$r®?—afi%

mfiu6%fiNxofim$®mLéHfi¢?6fifi?—
fiV””§E&§fi?5CtEW&?5.
(0012)

l§E&%&?5kw®$&)$%%(fi$E1)Kfi
6fifi&§Eu.Efi®1:v+(Tfiv4buz#§

;*5®%0§TKfiaf%fi”X&Em?5)é\@

fl®1L9F%EfiTé%fiNX&.7U75A&fim
TéfiM¥&(74buz7v;«w?—7w)¢\C

o7u¥5AKfiot.§1;7r##fiNx&&fi?

amflé.fli$mmaU§r5%%¥&(v4aux
7§1*9)t%fiikC&éfi$C?5.

(00131§1:w+m5®Mxfim§*KmfiLt
NxEmm®mfi&fi5®rmm<.¥wE®k2&9

a—uyyx;onx&mfiéa0§r5nw.31:

v+oHxEmfifl&miWmfifi?5c&#ts5.

88%.Ch&fl%br(x%U~®fi%&%fi%fiT
actuxv).x%u®u—%>vé%E?6c¢m

rsa.mot.nxom$mm@m(fim$®m:)
wifirsa.

(0014)$%%(fi$E2)u.fi$E1m$u
1.fiE7ai5A&fimb.fifimm¥&K§€flU

%&éfi#6¢%flW§§&é5mmikctéfifit

?6.$%%(%$E3)u.%#fi2m$ut.fi$
$M¥&uEfi®x%UN>bm6tU\b6Nvb«

®¢kfiw£Em6®§3flat.fimnyaweofi

Efl§%amx5fi$wb¢mfiWmufibh6cté
fifitffi.

(0015]$%W(fimE4)m_%#E1w$u

T.Wfi%§%&u,fi$7n79AKfiaT.§1;
a+K7Fvx(fi6mbfi7Fvx/§$fla%7F

vz)&UmW%«F(fiawbfié/Eaflbfié)

&E%?5s®?&5c¢&%fit?6fi$fi1xfifi
®fifi&§E.A

to 016]2!§§'€5}§ (éfitkfis) Lt. .=’:é:Rfi1cc:cst,=

1.fiflmM%&K%m3h67ndaAu.%bwu

%7Fux.§3fla%7Fvx&UfiU£b@fi&3
n;y+um5uO.fi%%§%&u,coxyrum

2§h57FuxK§1utgn;a+«®fifiéfifi
urm7Fu2&4>aux>+tamw&‘m$&b

fibafiwfiarfinfiibmrbacaéfiwai
5. zmae (EESIEEG) bx. Eaiiifisccistvc swam
fiifiu.§&flb%;;a+w§3flA%7Fu2&

3Ufifié§£Lk%%w,c®%fiMfi$?5F—¢

##fiNZLKfiEb&#ak&6fl.fi7Fbzo¥

ybuxybéfibf.§3fl$%1:v+K%L%$

fib%fib&u;5%fiT6Ctéfifit?5.

(0 %%$9—251437
6

[0 017J2K5tE€ (5331257) ax, Efiififilccisu
I‘Wfl%m¥&uEfl®x%un>a@6&U.§x
%UN>¢Ku%h%hfim?6#~¢v+1:vF~

®%fi®§&m57u75L#$MEh6§®T&6C

ééfifiéfb.
{00l8]$%%(fi*E8)u‘%$E7K$w

T.W%fl§$&flfiE§”TvF1:vF®%h%h

#fi$%fiNXé4>5U*7bffiW?6x5%0§
tactéfifltié.

(o019]$%%(fii§9)m%5§&¥~av«

Nu‘XFb~§#6fib$bk?*aé—%Efi?5
I\'“)77X"f':')1;v|~é:.1*v77X‘E')<7)?*‘5?’i'

Enwvéfifiébrfififixfihwifififlwnza
b(cn61:vrmTE®v47ux7vn—5®a

D%tMflof#fiHxéEfiT6)é.Ch61;v

F&fi%?6#fiNxt.7u75A&$M?6¥&
é,C®7ufi5AKfiot.§1:vF##mNZé

fififéfiflé‘RE$mKflU§T5$&t%fiik

Cééfifiéié.

[0020]fi*E1®%%Koutfi%bkW%%%
Kmi.—E®EfiffiEfiW1:vrKEfif*&w

%0fl§h.Outu.—i®fifiTfiE%m§&F—

amfi0man5c¢&fifi?5c¢#r%6.fic
t.fififlmnzwbmfififimfififwééfinwi

iffifwéé-fififiT6N7vFx%U®$E&&

n<r8.§n.fiE%®%mfiELr§fi?—a&fi

$?61—f%Xm$ur&ELnn#vbéfififé
Nv77®3E%QK(T$6.

(oo21)$£%(fi$E1o)u.fiifismsu

1,§1—#fiK%Um3h5~sf»5w—Eofifi
TNv77X%U1:vF#5fiEflW1:7FKWU

hinaxfim.%finx®@E&§U%r67u79

Aéfimb.fifi$m%&K§%EU$&éfi?6¢k
fiwfifiééskfiikctéfifitfé.

loo22J$&%(fi$E11)u.fiiasumu
1.fiEfiW1:vr&fibkHv77x%Um5fiE
%«®f—@®E0mL®¢Js>7ézuaFflmt

§fiT6¥&t.WflZDvF%E&K%QK9§bk

§s;xnvrWo—E®mEm.§1—VfiK%Ow
3h5N$7*?%fiEflWJ;7FKWUflUkw®

%fiNX®fim#%0§t6h6&5K.7uy9A&
flab.fi$$M¥&K§$EU$&t&fi?6¢kH

W£E&$6wfiikC&&fifi&?&
{0023)cnm:O.xuarxosmmwfiflw

—i®Efit.fiEfifi1:vfKfifif—¢mEOfl

£h6Cé&fifiT6C&#r$5.fiaf.Nbaf

x%U©1—V%X®Na77®$§éa6Kwk<T
$6.

(0024}$£%($*¥12)u.fififillma
W wf.fi$¢%WW§E#%§flU7Ufi5AM‘WE



NetApp Ex. 1002, pg. 885

7

s;xuvF$fiT¢fi3n,fifl%%%&u.xnv

b®fi%fific®7na5Aé&0£Lrmu5$®t
&5c¢&fifi¢?5.

(0o25}cnw;U.fi%fim¥&®$§ém3<

r36.$%%(%$E13)u‘fiifiswsut.
fiEHW1;vFéfibkNv77x%U#6fiE%~

®f«7®EU$b®?4syVézuyrfiflffifl

?6¥&t.%1~ffiKEDH8h5N3¥%&®E

v+u~bKmukfi®.fi%xua+éfimw%Bu
fi%bkv47uzuvb#.fi?«7&mEWm1:

arxmnmunwofimmzo&mmm¢ur%0§

tahaifiw.7u75A&Wflb.fi%$M$&K

§$flU$&&éfiT5¢kfl@§EééBxfiikc
¢éfifit?6.

loozslcnmxo.§1«v®§$Ea+u—b
mmukn2§mmm&.axnarwrmfivaca
mtéé.bu«A11®s;xnabtmbabfit
(s;2uvb%é5Kfiflbk6®&v4buxuw

P&bf)%u5&36mEu.

[0027L$%%(fiXE14)u.$*El3K$
wt.Wfl¢%flW§E#§$fiU7ufi5Au.Hy

77x%ua;yF&UfiEflm1;yrW®7Fu

X.fi%v47uxuv+®fiK%mT6&D£b@fi

&€U1yrUm6RD.fifl%%$fiu.Cwxyb
UK%§h67FuxK§duf§:;vr~®%%%

fiET6flW&.fifififlfibflflkfiotfiflfiic

azxn.fifiu7+u—rmmunmmmm&mo%

t6$®f&6Cb%fifit?6. .
[0028]cnK$0.WfifiM¥&®§E&m3<

t$6.¢%%(fi*fi15)u.$$fi9x3ut.
2+»—9me%amannf—aan»77xeu1

:7+mmUflU%®%finxwEm%$O§t67u

#5A&fifib.fifi%M$EK§$flU¥E&fi?6

mmwmgaesaxwzncaefiaara.in.

fiifil0®¢%wm§Em$¥&&fiirmm?6c
tbféé.

Ioozelmk.$fi§2~8®8£%u.%#E9

m§&¥—av#N§§mefimfi%rma.fimae
éfifiE9Kfim?6$é.fifi%%$&u.navy
x%U1:vrK§$£&fi7Fu2&3U%fi&fi%

bkfiém.c®%fiw%mT6?—&m%fiNxim
fifibmmokmau.$7Fvx@4>aUxyr&

fibT.Nw77x%U1:vFKfib§%flb&fib

muxfififitaxfikib.

[oo30)fi*¥7&%*E9mfim?6%$.Wfi
mm$&u@flomEwmn:»rfimxawsnnx

%uHyam6mU\§x%vn>oxu%h%hfim

iéfiéfiwlzvF~®fi7®§&u67nfl5Am
$M3h6&5K?6.

(0o31Jfi$¥8&fimE9mfim15%%\fifi

%mm9—251437
8

%%$&uWfifiEflW1;ah~®%h%hK%T6

fifié4>&U»1bffi%?6x5K?5.¥k.fi
ma11~14o§%wu.fim@15o§fif—av

—N§Em5EmWfir&6.ch6®fié.fl$E1
5®¢£flwfiEu.Xku~9m6Ha77x%U1

:7r~®f~7®fibwb®¢4sy7&2uw+$

fir%fi?a$a&36m3a.fi%#mmx®Emm

flngru.fi%xnuh&§&K%fiKfi%bnv4

9L'15<E1'7 |‘$fl'i'(’fi*)'C¢>El.3.

(o032}n$\fifi%m%&ux%uémwtfim

’ursaw.:k,mamm%ammmfa7nyaA
¢utfl$bmuNoPfi%é$mt35;fixbrs

Eu. _
{0033)§k\§1:v+K7Fvz&Umfi%—

Féfifivékwm.?«a&fi%?6§%%(#fiH
X)tfiDfifi%€fimbt6Eub.&f—5&fi§

?5E%%tuflK§wkfifi%éEfibt6Ew.

[0034] ._
{£%®%m®m@)uT.Efiééflbmmekwo

%m®fi%&%%v6.$%m%%tu.$fi%m%6
74¢ux#v;%5K;5RE$mmflU§tmfio

r#fiNz&E$?6§fi®1;vféfiiéfifikfi

Eébr.§&®§fif~a®77tx§$mfi%mm

§LtM&%%fi%®§&?—a®v—uzéfi5fifi
f—¢#~N§E&mULH5.

(00351filoimfifikxvfizmimfifitu

$%W%§fi?”5?¢N®$vFfiwfififlfifibk

méuowt.%3®¥fi%$tu$£%éEfif—a
V~H§E®$vb7—bfi$&Uzrb—vflKfim

Lkfiékoutfiwia.

[0036](%mfifi1)&mK.%wmE1Kdw
rfiwva.m1u$%mmmu%5afi$—av—n

fifimfifiéfit.

[0037}$¥m%$®mm?—a#—H§Eu.E

fi?—&&fimLtu6fiEfifi®f—¢Efi£E12
&af*¢Efi§E12#5?—#%fiw?f*§flfi

fim§E14am6k5z+p—9%4.az+L—v

fl4w6fi$wbk?w5&—%flfi?%Nv7vx%

U18,fiNv77x%u18®?—&&§1—VfiX
32&fi%&Lt$v+7—a30KE0wt§fi(c

cru2fiaT6)®$arU«7$6.z+v—9fl

4tI\'*)‘77J~E')18<‘.'.#~v I-'7—7%i36’&‘f§fi'9'Z>

RENXVBUS.%X32#6®§*K§dvt7*

¢Efi%E12m6f—&%fibflbr$vFv—93

0KEUwT§?®x&9;«u>y.$v+v—7w

flfiéucwtbt.vx?A£¢®fiW&fi&5¢R

flmfifizo.fi¢%fim§E2oK;DmE3hkv
¥7ux&§;—w®7n75AéfiMT674auz

#§;—w%—7w22.fi7nfl5AKfivr$vf

m v—9$6w#fiMzvBUSéfimtéfiflémiw



NetApp Ex. 1002, pg. 886

7 9

uflO§t5v49ux7v;~a24&fixtw6.

{0038]xbu—9%4.$vr7—7fl6.nv
77x%Ul8®&%mfi~®19¢E20®%fiT6

1:. -1 F &E2!i9‘JcCt1EV5i’C’$;57'J5. 21E¥kfi}f3fi..§‘C‘t1.

mkfiW%E20uxru»9w4t$arv—a%6
mznvr(—i®fifififi)$m®mW%%éw1¢

&6m_747uz7V;—w?—7w22K74bu

X79;~W®7U75A€§?fl$,7493179

;—522uc®7u75Amfiu2ru»vfl4$;

U$vr7%7w6m;6%fiNzVBUs®Eméfi

EWKflWbtw<.?ub5.§1;yrm6®Nx

fifi§Xmmfibtnz&%fi®fl@éfi5®rum

<.$wEwkv47ux7v;—»wxbNxEmE

&%0§r5c¢w;U.§1;a+®nx&mfiMé
mfimxfimvéxémurué.chx;at.—E
OEfiT$vF7*7%6K—E§®£fif*§#EU

flih.—E0fifitfiE%m~EE®fifif—@#fi

Uw3n5c&&fiflb00.#finx®&fi$®mL
éfiéctfifé,fifi#—&zfi%H1*ffi&flL

Efiéctmféé.§k.$vF7—b%6#fi%%

KEfi?—9&%Um?$t§f~§&—fifiE?6N

#arx%u18®§E&9n<r$.§m.fiE%®
fimfiELrflfi%—¢&E$?51«VfiXKbut

'§’f§b7cI\'7 -7 l~’5:{¥§r*F§‘5I\' -'1 7 7 ¢7)§E’E'97:£ < 'C’
saw§s@a.

IOOSQIHT.$%fifiEéé6K%b<fi%bt
u<.:f\m%Mm§E20.zbv—¥%4.$v

f7—7fl6®E$WUfimKGmffi%T6.

[0o40]¢kMw§E20u.fiku$¥flfi&&
WU;5KcPU¢xtu§Em6fimb.vx%A£

¢wfiT6H@&RfiLkv7+9x7&CPUt%fi
t6cam;0.%®%%&@6c&mr36.wkfl
W§E20M.9X?A£%éflW?6k®K.>X?

AWKflfibtu6§fifif»7®&fi.§§fif—@

®f4x7%E12«®EERfi.§$a+v»b$6
#Efi?%6fiE%HE‘>1?AW®fiflé?Nf%
Eurua.aauum5c¢mr$5.fifi¥—ao

&fitLru.fifiF«aza6wuID:wFnE®

§fifif—5%%E?5km@%fi®mu.Wiwéfi
fi?«¢®éf—&§¢.Efif—awfifio7uaa

m6k6$§®é7n77fikE#fii6h%.

(oo41)F—aEfi§E12u.m&%%E%®§
%f—5%Efi?6kw®$OT&D.wfif4z7§

E.%?4x7§E.%mfi?4xa§E%®f4zb

§Eémuac¢mt$6.$k.?4xa§Eu%m
6.RAM¢EEPROM%®¥@¢Efi%EuEEn

osoémuacamrsa.?waafi§E12xa

fi?a£&?—au.§fiLnua+w5uuN4+®

fiAfimfiéfiof«at$5.fifi?—au.fi$L

<m.1na7UE—&$U®$&TEfi-Efléh

10

20

SO

%fi$9—251437
m

6. §7c. ¥%5r§Et§fl%ilfilé€E1 4E;t9€»z. -?~5r§E.‘t§

%E12KEfi3hkEfi?—5%%bwL.Chéfi
777X%U18®%fi3hk7FbZK§§flU.$

iwmfiru.?»aflfi§E12torsCsl4>
57x~X%fi0Efi?4xbfifiémwéfiwtb.

uT.f—¢Efi%E12&f42bl2.fwfiflfi

flW£E14&SCSI:yFu—914&WAf.W

fléfifiéoéié.&$.§%f—3®RfiWuEf
7!‘ - ?'-—5r'C'db'J. C0)i§f§i§§*a-7—-5H)‘—I\'$€E&:t—

&mma%¢v~n¢#una.
[0o42]$a+7—7w6u,na77x%u1a

@%E3hk7Fbzm6EfiF—§EfibHb\Ch
E3»? }"7-*b300)iE{§3§5C§f‘Tb'CE'9H:i'§‘. 3?»-yf

7w7%6mu.ATMmP4*V$vF.FDDIH

6éEfiT6Ct#?%6.$%H%ETu.$vF7
—a30&ATMm¢L.$v+v—¢fl6uATM:

y+n—916&fiuffifiT6$®ébtfi%?5

m§m®7uraww§d<$wra—bm@m15$
em‘§fiv5#vrv«ammuk4>a7;»x§

fié$vf7—7%6WKfiE%whdEm.

[0043)ccf.$%%%%®$a+v~5%B®

fifimaurmwva.®2z$v+v-afisowfl
fim®—méfi?.E®x5k$v+v«7fl6uAT
M:yFu«516$$U$wF7—77utv#16

2m6mmana.
[o044)$vb7—a7utyv162u.wkfi

mfifizomfifimédwt.ATM:ybu—516

0):!‘/I-n—~)l«-;l~E') (Control Memo 1'

y)166®fiE%fi&5.=>ru—»-x%U16
Swu.ATM®@fi®&E.N#vFx%UW®Nv

77<7)%Ef.:<E‘0)f§$E>&&1f‘f6. I\'“177X*'E"} 1 8

m6®?*5uVBUS4>§7x~X%(uT,VB

USIFéflT)l63é§$bfATM:ybu—5

16®H7vFX%Ul64K—E§fi3h6.N77

bx%u164x£6hnf—au,sAR%v7%
(HT.SARCHlPtfi?)l65K$0ATMN

ivfwflfifiahwfifiwfifimfifiéhkfi.WE
E4>&71—x%167&fibtATMm30m£U

wana.

[0o45}uFtu.v4aux79=—524Kw

urmmamuru<.2f.¢;mmmmwmmmu
mF®;5wma.1«Vfi$32m5£&?—av—

N§Em%bt£%?—a®fi$§R#%fiénk&

3.mkflW§E20uxbu—9%4®a®?4xb
£312®E®$flK§*3hkfifi?—9#fiE?5

méfifib.f4z77atz#m®a«V%Xm5®

fiméfiéumux5K¥4xa7btx®xa9;—

wéfifiié.

(0046]m$.—&m.?4x7fiE12u§fiL

nfi$&$fi&7atx16¢7btx®%$m;u®



NetApp Ex. 1002, pg. 887

11

T.§fif—9vwN§ETu?495wkéhEfi8
nk?—3é&&Wfi$&$fiT(Mid128KBy
te)Nv77X£U18Kfifiwb.Ch%Mid4

MbpsEET%b$T§%Ku250msecfifim
matfi$?6.cct.128KByte®f42b
®7btXufi$®EE250msecIU+9E<,

WiflsomsecEET%T?6C&K%EThU.
1s®?4z7£Er§fi®Efif»ao§$&m%m
miacambma.

{0047}¢kflm§E20tu.x7v;%5tW

unavvr¢x7xxor§fl®n«Vm6®§¥é
¥@L\?4za&E12t7btxofiémuu;5

mfl$Euz#v;—uyiéfimorafimnwfm

6®%Xmfibtv—exéfia5.flwéfifiwvé
kwK27§n*5u2uvFtWflh%—E®fiEfi

fié$m¢Lt.Wimzuarmwhafimmmxu

yb®xa91«uyd&m$b_xrv—v%4@s
cs1:y+u»514m%bt%%&5i6.

(004811—v%$32m5ofi$§mm§dur

fifi©7v;«u>y&fion¢Rfi@§E2omsfi
%&5i5hkx+u»9%4®sCsInybuwa

14m.?4xa§E12m6§*éhk?—¢&fia

flu.fifi&3hk?—&&Nv77x%U18®%E
7Fux«mmmmra.

[0049]W§k¢%fim§E20uzuvb$mm

%X32Kf»¢é&w?5x&v;—Uy¢&&E
L‘$vF7*7fl6®ATM37Ffl*516Kfib

r%%&5i.Ha77xeu18uv47ux79;
—a24®fiwwfiat$—¢éfiawL.$v+v—

7fi6uv4bux&v;»a24®%fimfiar.fi
awann?—a&m0mn.
{0050}%bt.$vb7—7fi6#5$v+7«

b3ow§E$fio1»v%$32mfitr.—EMm

C¢w—E§®Efi?—a#§w3n6.3r,v47
uz&v;—a24u.v4anzvv;—»¢-1»

22KfiM3hk7Jbuxi§;—w®7n75AK

?3E'2"C. I\'977X~T:')18<E»‘?‘-'2 l"7*7§I56§'?§fi
?6#fiNxVBUS®EméfiW?5.?ubB.7

47UZ7§;—924U.@—VvF1;a¥K%?

6mWfi%é§UfiEo7»—vy+(E4§fl)®%
Wfi%év4anx7§;«»%«7»22W®%—7

wozyhvmsladcfiamp,nxmfiméfim

T6§*Vv¥JLwFK5i6CtK$U.fiWfi%

é5i6hkfi§1;vFfiwmfififizéfifififié
Lrua.&s.E1ru.v4anx7v;—a24

u%fiNXVBUStMflfibkfiWNZKJO§$v

rv—7fl6mfi%&5iru5m.mswxbxfifi

nxvBUs&Embr§$vrv—a$6x%%&5

axaxprsmbmu.kmo.m1o%mmfim;

951.:/(20JEF§$€‘?§5C£',fJ5'C'3'5.

%%¥9—251437
12

(0051lt$®v4aux79;«wo7u7aA

H.fl¢kfiW§E20K;0x#v;—U>fi$h.

v4auxv91«»7—1w22K%m3h5_v4
aux&va—»?—7w22u.sRAMmE&mm

rfifiéh.¢kflm§E20m6§zu7+Kfimo

t%$&i5h5.chu?4za§E12®fl@mx

uarfimfifiénaomfimbtwa.
(0052l&$.747u279:»»T*7»22

éfifimxeunyamsfimb.&5N>7«®¢k

fi@§E20m5®§%fla¢.m®N>am6®v4
7ux7vn«a24m;5fi&wL¢éfiWmm$fi

iactmfifirbé.

(0o53)ma_v49nx7v;—»?—7w22

Wkv4bux7v;»wi—7w¢utRfiéh57

u75A®7»—va+mamtfiw?5.747a;
&93—w%—7w22umkuE4®;5&7»—v
-2 l~0)$TlWfi!%’5:'7‘-‘7'Jlz}T3;'c§‘.‘C‘{%§«*§Lz'C‘«*3.'>. 4

(a)®x5K.1fi®1yFUKfi.9H<tb.fi

%é§bwb%7Fux(v—x-7Fux)tfiafi
a%7Fbx(f4z?4$—vay-7Fu2)®%

%#§%fl§h5.$%fi%$rmfiL<u&fi?6#

E4(b)®$5K.36K%®1yPU&fiO£?E

fi®%%éHmLr%m?5.
[0054]Vfi%J%§?74*WFKmNv771

8®x%U:>bu—9(Efifif)&.$vF7—7

fl6®ATM:yFuw918«®fi%MfiM3h6.

$%mm$tu‘c®fi%¢utm®2fifi#&5.
(1)awfi%:n777x%um5ATM:>ru—

5®N?vFX%U~®fi%

(2)%$fla@%:ATM:y+n«5m6Hv77
x%u«®fiE

émmmé.z+v—vvx%AxRAlD&§fibk

fiému,x%U:yrn—a«RA1D®Efiéfifi
15fi%&74§nz7¥a—5#5%6Cé#fifi?

$6.c®fié.¢£%m§Emf4z7§E®&Eé
fiwb.v49ux&9;—w?~7wERAlD®k

wo@%&§:uv.

(00551f%mfi%J®%é.%amL%7Fbz
n¥«9®$m3htu6Na77x%ulsofiaw
b®%fi7FL2t&O.§$flb%7Fbzu#—f

wF1;7FéH5ATM:yFu~516W®N7a

rx%u164®7Fvzofiflta5.Ffibfiafi

%Jo%au.%om¢ua.

[0056]E5K.v47nX79;~w?~7w®

7:—vvh®—Wé%?.v47uz7v;»wi«

7»um4wfiLkv4buz79;—5®@%&Efi

mt«nmrfimanrwa.v4aux7v;»a2
4&1. Chi’ 1 my l~ ')’5'311E§¢C%fib‘CL>< .

loo57)Wiu.v4auz7v;—a24WKm

m K¥fi?6v49ux#9J—w%w7m®1yrUm



NetApp Ex. 1002, pg. 888

B

Eé§fit5$4>7h¢>7&%w.v47ux#v
a—524u$4>fifiU>?®§bfiTflE®1>F

U®W3é6tMHy77x%U18(mxfivayr
u»5)t$vF7*7fl6(®ATM:>bu—51

6)K?—#fifi®%%&wb.faamfiméhtu

%Nv77i%Ul8@6§—V9FJLvF&fi6$
a+v—aw6«%—a&gomaa.a5uu¢»¢

7F1L7Ftfi6$vF7—7fl6#5Nv77X%

u1ax%—a&%au§fi6.
[O058]&C6T.E5Tu.747uX7§;*

w%*7»0§1>FUKfi0fibEfi®74—wF€

%Htu5.§O£b@fi®74—wFu%a®;yr

uw&fl@%fiurm6m®1y+U—mfiUm®fifl
#fi3htw6.fiat‘fi—®1yrUmE®fi%é

fiofiutuamu.$4>an¢>a®EuEfi3n
7JlAJZ5§C‘§’7.>.

[0059}&$\fib<UfiE?5#.E70&5K
7J7flX7Va~W?*7w€§fi®Ny7mfifl

u.nuaémgzumeifitacasmwraa.
fifi®x5m$¥w%%fu.¢£fiW§E2o®x7
9;—afuf4x777tx®z7va—U>#&fi

H§&flfimv4¢uz7v;—w%«7w&¢fi?
6.C®7¥7UZ79;—w?~7wuXuvFKk

~r#$mmmm$mrmmananmzu.$%mm
P?I‘&14wo r d (1 6 b y-t e) >E$|lfil0)§IJ\$ffl¢
b.c®f—¢&47uwatfiam?5®aLtu

6.cofim$munv77xeUm§%%3wL®$
fi‘L(9l1:?JiSyn c h r o n o u s DRAMO)I\'-—-Z I‘
v4z>¢v5¢m$mau.§m$mu.um.v4

buxuab&#$.fiat,vJbnx#v;»52
4m.747uxuvb§m74&nx&v;~w7—

7wm5fifléfi$fib.Ch&%fibtv<C¢KU
h

I0o60)¢c5@,vJ7ux&9;—»%«7m

Elxflyffl(WXfl60msec)$§?6t17

Uv7#40nsecébffi380KIVFU#M¥
MED,749uZ79J«w?—7wm®x%u:x

F6¢kHfl§E20m5®fi%fiE6EfiKm6.%
cf.X®fiEK;0I>+U®fiéWitv47nz
v9;—»%—7wm®x%u:xbéEfii6c¢m

'r§&

loosllfilfiaofimu.v4onz79;—»

7—7»&znah®9%fi9§UfiLrEm¢afiE

T56.WifllKxyfU®x%9&fiELn$éu
Ché380@fiU£bEmT56®T&6.Chm;

0.x%uo€§émfitac¢mr8.tfl®mrm

1/380Kfi¢?6.c@fiEu.?4aux79;

—a24WKn0v5&&H5mE?5KwtE5m%
fififitfia.

(9

40

%fi$9-251437
14

mv47nx7v;«»%«7w®;y+umgofip

Efi&%?74—wFé%H.—fi®1y+UéW@m
ififéctffié.

[0063]§k.HL®20®f&&fifi?hU.7

4buxa9;—w%—7w@x%u3§&%%mwfi
5TC&mT§5.CCT.$%m%EK$H574b

uzuyr.s;xuvb.xuar®w%Mamtm
%?A

{0064)E6u.7¥bnXnvf.S;xuv
F.xnwf®w%éfibk@t&5.§f.747u

xuv+uwfi®;5K—E®nxv4bwm6fima

h.c®W?m10v4awtv49nzuvré$fi
Lima.—O®7JbuzuvFfl74buz&?:

—»%~7»®—v®fi%Kflmbtuaor.E60

fixbkvJauxuvrru1«fa«®¥»5mi
6h‘CL=6.

[0065]v4bu2u7F#—E®fifiU%$at

s;xuvr#$fi3h%.fl6Km1%fa~®¥~

5£fl&1—Vc«®?~¢£&%HéfiLru5.C
QWTH.1*Va~®f—¢u1E;zavfWK9

747UZUvF%$®Tw5.C®i5K.SLXD

7fWTW‘§%@%€EH747DXUvFfifibf

%fi3&6$Eu.fimmfizfiaofifizxnfigm
%fififiT%&

(0066)Xuv+u—$®fi®s;XuvFTfifl
aha.C®W?u10s;zuvkT1znwrtn

atu6.s:2uab1@u.fifl@%1§E®fiE

K;hu74buX79;—w%*7wO—flT&é.

cos;zuy+#&Dfib%fi3n5®t.marfi

?x5M.xuab;Ubmmm$m®—E®mfit$
ar7—7fl6w£fi?«7#%Ufi§h.lzuvr

Wm$w5§1»Vfi$«o¥~a®fifim—i®p—

FTfibh6C¢&fifl?6C&#fl%éE6.it.

¥*§®fi%#~E®b—FTfibh6C¢m%fl3h
6t.ATM3>Fu—516Wfl®N7vFx%U1

64®fi&&H<T6C&mfi%T&6.

[0067]znvbu—E®fi®s:zuak€fifi
éhé.C®fltul0s;zuvbT1ZnvFt&

atué.s;zu7r1@u.fifi®%1§E®fi&

m;nuv4yuz79;«»%—7»m—flrm5.
c®s:zaa+#fiOfib%fiéh5®t.E6f%

txfimxuabWt§1»¢fiX«®f~aofi%m

—E®v~}rfibh6Ct&fiflT6C&#T36.
?*¢®fi%#—E®v*rtfibn5Ct#%fi3h

aé.ATM:y+u—a16mfi®N7a+x%u1

64@1”V%X32@N777®EE%?U<T5C

¢mra5.

rooa31§u&z5¢.$%mmEm;nu\zu

7+&§fim%fiKQflbk§s;xua+W®—E®

[O062}%2§E®fi&m.fl5&EK%bk&5 W QEK‘§1"V%$fiK%UWEh6N€?*7&$



NetApp Ex. 1002, pg. 889

5

7rvwawszmomnnwofifinzofimman
%f5h6$5K.7¥bDZ#§a—w®7n¥5A

%WfiT5Cé#?3.C®7U75LKfivTNXfi
mofiwéfiécauxn.zuarxnemmmmm
o~E®fiEr.$u+7«a%6wEfiF—am%U

fl§h5caefifli6c¢mr8%.cwxfiunz

fimoflmu.fim®fi1§E®fiE¢%2§E®fiE
émm?5c¢mxU.35K%fifi%r&6.

(0069)§k.§1—#fi$fiK£Dm3h6~3

7“7@EvFV”FK$Ukfl®.Zfivféfiflk
$9K9%bk747DXUvF#.3?*7&$vF

v—7$6wm0flUkw®%fiNxm&mMfi¢Lt

%O§t6h6&5w.7ufi5AéWfib.C®7u

#9AKfiotN1Efi®fiméfi5c¢K;U.§1

—v%Xo§$ta+v—+xmcnnz&mmmé.

§ZflvFWT$§T6C&MT36.Ch%¥fiT5
loofifiu.fiflwxfinxyruwofibfibfifl

Kfiot%fi&fiUfi?c¢K;U.Bv+v—+Km
cn&m%m&m0§rasorma.$n,@sox

5KS;XDvF&m$bf$fiT%&.iUfi%WT
ha.

{oo7o1mz.v4au27v;«»¢—7»em
fl®N>7m9%?5wKcurfi%T6.E7u.7
Jbux791»w?—7w&2donygxfimbk

Wfaé.Chufllffifiémivbvwbflfiw
2o&6%éwfl$Ltm5.3~®M>7u§am$
vF9—7%&®7J7uxv9n»»Kfl$btu
a

[00711747uX7§:—524u.vJbuX

D7F§KBank0&Bank1&§EK%fi?6.
E8K%fiNXVBUS@520®$vFU~7fi
(0)&(1)«®&%®a4s>7éfii.

[0072]C®fiEéfifiT6c&K;6%§u,A
TM:yru«516®naabx{u%164®N>

Ffi$77é§WT6CéK%5.WXH\$vFU*

fifl(0)Kflfibt¥$#fi&bh5t$vF7wb

fl(0)®H7y+x%u164u57ua7§%fla
#%$T6CéKm0.SAR cHIP165m6o

¥*é%HHH6h&<HvfATMH7vF®%U$
Lmifi&$kTw$bh&w.WiflE9Kfi?&5

‘KVBUSIFl63#6®?*fifi%K$0SAR

CHIP]65flN7vFX%U164K77tZT§

um.N7u+x%U164&F;7w$—bx%U?

$fi?5Ct6£X6h6w:Xbwfikéfiutbi
m

{0073}%CT,749UZ7§1—924#6®
®%é$%m%E®i5K2oMfiwt2a®$aF7

—afl(0)t(1)K§EK%fiéfi6;5K?h

K.Nivrx%u164«®Na77x%U18m6
®fi%u$flKmU.N>Ffi$w7mflm$h5. S0

fifi$9—251437
m

{0074]mK,747ux79;—»%%7w¢n

y7é74bnxnvF®fi%Kdh(fi%?6.E1
0u$¥fi%fiTfi%?62O®Ny7¢74buzu

vF®%%%§Lk6®T%5.E10®—Efiu1v

47nxuabrATM:yru»a(0)«®%0w
LMBANKOK.ATM:yru—a(1)«®&U

wLuBANK1mflm3htu5.El0T$Y$®
7»77«a+m%n%n§man:«vfi$~®é0

Mb&fibTm6.ATMnyFn—5(0)«fim
a.a.b.h.c.c.c.c.c®flT%Ufiu

ATM:y+n—a(1)«ue.f.g.h.i

j.j.J.j®mK£0wbru5.C®W®x5K
%fiNxvBUs?uATM:>bu»5(0)¢AT

M:>ru—5(1)~®?—amv4bnxuvb§

m4yau»7Lt&manru6.
[0075}¥fim%tu:ooNyamQwk%é&

mwbkfi.chm32ku4vuLmn>amMht

w6fifi$$vfU«bfl8xUATM:>bU—5¢
®fi%rfi%uctuu5:r6mw.
{0076)tC5f,74buz79;~w?—7»

ézuvb®fi%&9&0£brE%b.3:0/it
uE5¢E7®;6w§1>ru®fi0£b@fi&%%
L.C®fiflmfiot§1yrU&&UfiL%fi?5%
3.1>rUw®7—z7Fvx$;U?4x+$—>

a>7Fvx®74—wFu&U£b%fi3h6EwE
fi3h5.WiW.747UX79n—W7*7W®l

>bU*&—E¥fiT6&16byteofvéfififi

3n6$éu16byte®4>7Ux>rmfiubn
6.c@7Fux®Efi&fiu.v4auz7va—5

24flDMA:yFn—5tbTflWbth5Cé&fi

bfwé.—MKDMA:yFu—5uM—Ffi:7fi

fi®fi%K&U\EBhk?+>$wfi®a%##—P
Ltu5.Wiu2%+>$w®DMA:y+uw5

M.:7®§H7k7*X/74XF$*Va>®7F

ux~7mfloffi£é?6c&mr$6m.2¥+y
$WHi®fi&#M¥&%%.7ntv#K&0DMA

®fifi%tvbbEbffiE?éct#¢$Km5.

{0o77)—fi.$%fifi%®;6k§fif~&v—

Nfifififikfifi.Nv77X£U¢$vFV*7$
®N7arx%U«®fifim.§fif»¢V—fi§E®

V$~F?61—fDfiEH?+$w&#M§T.7n
t7V#DMA%tvFbE?®u7ntv#K&oT
mmooamxma.

[0078]CCT‘747uX&§J“924&DM

A:>Fu—5bbfE6é,v$—+flfi&?+>$

wofluv4bnx#v;—»?—7»ox>+Uofi

fwméhacémmaor.v47uxrv1»w?

»1wmx%ur%fi3htu6kwm.fliuloo
0?v$»uk®#$—Fr6fiflK&5.747uz

7§:—524%Eid.DMA®kw®tvFmEu



NetApp Ex. 1002, pg. 890

17

1xuabK1@tfi<.xu7rWruDMA®ta

bbfibéfékwwinty##$Dfl3fME®¢
fiééhécawau.

{0079]XK.1*V%X$kU3V?>7@Ac
k7—fi47fiEm6?*§&7v7u—FT5%$K

outfi%?5.7»7u»Fu.fifif—&v—M§

EKfiku:>%>v&mi6$éMM¥&&Wr&
7;. 7v7'cl— H21. WJ;UiATM3E30t<'.7*77~{7

§E@6§fi?*?%ATMN7vF&bT%UWL$
vF7v¢fl6fi6%bflUfiE®.$wF7w0%6

KE&?—7?N4x&5uu¥427fN4x%é&
fibffififlvfifikawxfl.#fiN2VBUSK?
waémbznsoraa.

[0 0 8 0) 7~;7'xJ— Fccicslnti-.>. Efibibihfcf

—¢ufl$m747ux7v;—524K;O$Emu
mwznaa42uyr%mnxvBusx%owa
h.#mHxvBUs®f«auna77x%u18M

§$£ih.%®&mna77x%U18m6xru—
v%4x§zm§na.

[0081}ATMflm6§Uk7*¢u.SAR C

HIP165K&OHivFX%U164K§3fl§h

5.N7aFx%U164u.ATMfi30&Efi?*
5"9‘*‘1"§§E0)f'a70D/\'*/77&b"C{§i1<. “"7"? I‘)?-‘f:

Ul84WWu.WXflU>Vfi®Nw77tbtEE
Eh.ATMfl30m6§3flU&i4b$¥>§(W
rite Pointer)flEb.U”F$4>§

(Read Pointer)®fiuZfi7b§K74
auxv9;—w%—7wcaEbhfiEw$vbv«

aiutvvlszmxatfiwené.fi$ua4+

$J>§(Write Pointer)®EEuSA
R CHlP165wxotfinbh5.

[0082]747U17§;«w?—7wKu\AT
M:>+n—516®N#w+x%u164m6Nv7

7X%Ul8K§8flUfi%é§ur$<.C0fi%K

';oATM:>+n—a16oN7v+xeu164m
5m#fiNzvBUsK?»¢w%6h.Na77xe

U18u#fiNxvBUsL®7a7u«F7w5&N
v77X%U18K§3flU.

Ioosalcofié.6bATMm30m5®n&y
bx%u164«o?—9#%mvJ7ux&9;~5

24r&u:wafi§xn£wnu_navyfifiou
>7Nv77MemptyK&ofb§§mbbhh

M.Bbfifi#fiuo@fKemptyKH5&,v4

anx&v;—a24m5®§fiKfi$T6¥—@m%

fiNXLK#EbHuflfi#%$?5C¢K&%®T.
$7F7*7%6®$vF7—77Dt7Vl62#e

mptyfiE&&wL.v4bux79a«924mN

#7rx%U164®fibEbE§X?674E>flt

fiWE%éwLt.#finxvBUsKuf—¢é¥fi

nu;5K15.§m.f—am%mNxvBUszfi

(10)

S0

fifi¥9—251437
m

otunuor.747uz&v;«a24uxy+u

¢®7FvX&¥>bUX>FfiT.Nv77X%Ul

suxfuwgafiaéfinbnmxéfifiva.
[0o84)Lfl®§#u.ATMm30m5%5ta

bv«rm—irmu%§t.ea+u~+m—E®m
émuLE®fifi&%mfiu<t6N7a+x£u16

4flNv77ébT@%.N7vFX%U164#em

ptym&5ctumu.—fi.Evbu-+m—it

mm$euv4aux7vJ~a24mu%mana§
flab»rtATMm30m6®fi$wL®@%éAn
t$a\fimLn%%&mmaa¢aw.

(0085)uL.—m¢bt.ATMmm5vBUs

&$r7a7u«F?~a§3fiUfiEé%Ln#.V
BUswE&?—aé#fi?6?N4x&ow6c¢m
Hmraactmuégtauw.

Ioosslmw.v47ux&v;~a24$;Uv

4aux79;—w%—7w2zwmmmourfiwt
6.E11m_v47u279n—524®Wflfifi$

xUv4buz7v;«w%«7»22®fim®—mé
if.

(0087)v4buxa91—w?~7»22xus
RAM&Efib.¢%fi@§E20m6%%flb%;5

KHofu%.fi1l®$fiTH.SRAM22#$v
F7—b$16®flKébfit:O®N>7Bank0

tBank1fiH6hf8U(fl7§H)\§XfU”
>0Ku%h?hfl$T5¢«#aF1;aFNQEE

o§tm57ny9Am$m3h5.chmfimbt.

fifi157Fuxh0ya$xU&0£ut¢>5a

6.2fldGfiET6.cn6&w§ia®uE11¢
KfibkBANKE%T%6.BANKE%u.171

¢nXUvFCéKl&0®Efi%fiUfiTE%Té
6.Ch5K;af.&—f7f1:a+®%h?hK

%?6fifié1v47uxna+c¢M4>¢u—7L
rfifitsaxamurwa.

[0088]7J9uX7§;»w%—7»22m5v
49nxvv;»924WKfibw3hkf—5u—

E.uvxa241m§i6hé.cn¢¢6K.fi%

®74~wF®Wfi#f%wfi%J®5éKu.Hv7
7x%U18K7—X7FbZ&fi%#.ATMJVF

n~a16muf42?4$—9ay7Fu2¢fi%m

§’?§1}.i£3h. T§?>*flJi€B¢:‘J CW5‘-%bC(i. N977

X%U18Kf4X?4$—>a>7FbZ&fi%M,
ATM:yru—a16muv—x7Fux¢fi%#§
ufifiéha.
[0089]v—x7Fux$;Uf4zr$—va>

7Fuzu.%h%h4>7uxy+§243.242

Kxfl.174&nzuvbTE%Eh6fw@§Km

§T5N777®7FbZfifiH4>7UxyFéhk
Q.%%fl$f—h244M;D?49uz&9n—»

%—7w22wfiU§$Eén6.



NetApp Ex. 1002, pg. 891

B

(0090JCONTEvFfl.mflfifilwtvfé

h.c®¢suvza241®&U£b@&?—¢m&
U£bfiO>?248§ku250KU«F3h.CO
NTEvrKu0#§§E3h6.&0fibfi¢>§2

48§ku250®W§u.$§I>fU#%fi3h6
Ezlficffiuxyrah.&0£Lboya248

zkuzsomoumone.mm¥fii5v47nz

7v;—»%—1w@x>rUmEé%bfi?#4>¢
flO>&251iku252é4>bUx>+?6&&

BK\fiUCONTEvFK1#%$E3h6.
Ioosllflllru.sRAM22u?;7w$»
rfimt.mmflm§E2o¢v4auxrv1«a2

4®fifim677txr36;5Kmoru6.SRA
M22&¥;7w$—+m&fuu<\§7»ny77

fimK¢6c¢efifit&6.c®%é.¢kfim§E

20#—fi®Ny7K§8flkTw6E.65-fi®H
ya&v4bux¢9a—9#fi$wt.

[0092]747uX7V;»?~7»®§0£b@
fimifl.E?##*N%ETu§Rok?~@v%f

®Ef#%flE3fi6Cé#fl%r&5.Wifl,VB
Us®f—7fi%fiE&33MHz 32bitTl0
56Mbit/sectéats.740ux7v;«

awzuru«fim4096tLtfiDfib@&1ru

l056Mbit/4096 =258Kbit/se

ctH6.4Mbit/sec®fiEKmfiDfib@fi
%16K?5.C®&6Kfi0fib@fiéfiE16Cé

r3EK5ftfi%v—b&%fiv6c¢mfl%r&
5

[0093]fiEv—FKu258Khit®E¥W§
§m#E1acamm5m.fiX32¢.ATM:>+
n—516KHv77m&6®f\CO§¥fl%§mz

no+fiK§DfibEfiéfi§f5car—E®fiEW
muwacémraa.

(0094)v47ux&9;—524é&an%é®
%%o—ou,EEmH4i94ym3hk7btxM
&6mx®%$WfifiT&6.74bu27va»52
4éfiuk%é.E12Kfi3h6;5KNa77x%

u18m6$v+7~7w6m%aw$hé?—a®7

fltxfifiéfifiré.mOf—&&fib$Lk#5f
—aw&%mm%¢m5.

Ioosslfifimfifiru.Efimubxzrofifi

Kfimmfimb.bm$f—§®fiEéfibmb&fifi
LrfiuiUumrétwwflmfiflkfimbném.
747ux7¥a«§fiKtuE1Zmxfimfifibt

aaxéfirx 5 c e ‘CI\'Z(7JffFFl§71$fJ3fi&)‘CEL>.
(0096)(%m%fi2)xm‘%m%E2mour

fiflié.El3K$%fifiEK%6£fi?w5v—N
fifiwmméfii.

(oo971$%mfi§oa&$—av—n§au.g

(11) %fi¥9—251437
m

a$F«§$E§El2m57—@éfiwTf~¢flfi

%W§E14tm6m6.@fi(cctu4%fi¢1

5)®x+u—v%4.fix+uw9%4m6fi&wu
k?—a&—fiflfi?6.x+u—v%4K%mLtfi
U6hkN977X%U18.fiNv77X%U18®

f—5&§fi$32&fi%tur$vb7—a3ow%

Uwififl(cctu2at?5)®1vrv«a%
6\ZFV—§$4&Nv77X%U18é$vF7*

a$6%§%?6%finzvBUs.fixazmeofi
iwgdwtfwéfifififil2m5?—#&fi$wb
t$yrv—a3om%0w?§r®x79;—u>

y.$arv»a®$E&uuw¢Lt.>z?Aé¢

®flméfin5¢kflm£E20,fi¢%%m%E20
mxOmE3hkv4auz7v;—»®7ufi5A&

%m?av4aux¢v;—w%—7»22.aiud
5AKfiot$wb7—7fl6w%fiNxVBUSéE
m?6mfl%mfiWm%U%t6747nx7v;~5
24&fiitu5.

{0o98}Tubb.$%mmfiu.fimfifilwx
ru~9fl4bxUNw7yx%U18&Efi§fi(E
13vu4%m)fi.fifiNxvBUsKfifib.§N
v77x%u18&§$arv«a%6®ATM:y+
u«a16wfifiLnb®t&a.

(0099)$¥mmfi®;5wfi&$W®x+u—v

fl4&%Hn£a.f4x7%E12m?—aéxr9
4EyyutEEb.74zaéfiWmfiaw1c&K

:0.f+z77btz®H>Ffiét$<t3.;U

§<®1—vmfifim&%?—@&%—ex15c¢m
€36.:k.fi&§Wb52rv—v%4@—fl%N

u%4fi%&Lt%U§racam;0.RA1Dvx
?A&$fiT6CéfiT§&

[0100] @1463. §/"7772?-'E"}1875H'33?~*1
+7«7$6mf—a&%Uw?¢$®747ux&§
;wam6®@%¢na77x%u18m5$v+v«

a%6x£0wana%*aow%&%Lneorm
6.&4s>d1?v49uX79;—324m6Nv
77X%U18®fib$b§*l#§Nv77X%Ul

8K&3h6&.fifl6?Nv77x%U(0)m6?
~9mwfl3h.fifl7rNa77x%u(1)m5f

—?#$fi8h.fifl8tHv77x%U(2)m6f

*?fi$fl3h.%%QTNv77X%U(3)$6?
—7#wfléh5tu5&5K.WR4fi®Nv7vx

%v18m57—a#%awéhru6.cctE¥m

fin.fiW1®%&fiu¥$1u%?6m§mfifl6m
Bfiiatuécét.N47é4>mfiK&OX%U
®vw%>vé%ELtu6.
[0101)$%mfiEtuv47uz79;«a24

m6Na77x%Ul8$xUATM:yru%516

«ofimnxeamxawtuam.fimfifilafifi

&f~&&$mbtu5fiEEfl®?—5Efi§E12 m K v¥7ux#9;—924m6$m0nx&$Hf



NetApp Ex. 1002, pg. 892

21

u.%fivBUs&#mf6fi&s&5.
(0102)(%fimfi3)mK.%m%fi3mcut

fimté.%mfi%2tuATM:y+u—a16¢N
a77x£v18m®Nz&7#auz7v;~a24

fflmbtukw.vJ7uX79;~524?SCS

l3>FU*5l4tNv77X£UISQEQNZE
flm?%C¢$t35.

(01031E15m$%mfi%m%a£&?—av~

naawmméfit.¢%mmgo§fiv—n§Em\
§$%mm%E%fi2&fiU#fiT%5w.v4bux
7v;—a24mxru—9w¢$vrv«7m®fifi
Kdufflxfifioflwéfififi.7Jbux7§;—
»?—7»22mfim?6v49nx79;—»®7u

d5Aéx+v—vm¢$wbv~am@xaxomt
Wmtéfimmfiia.

(o104)$%mfifi®;5w.v4bnx#v;—

524tx+u~9m¢$vbv—7m®fifi%flm¢
6%éu.v47ux&9;%524$;Uv4anz

av1—»¢—7»22ommmmo2ow&em2z
6h&

(0105)(1)E1etfi?;5x,zrv«vM
éfi®?5v4auz79;~524$;UvJaux

&v;—w7—7w22a$a+v—7méflm?av
*f7C1Xb‘°/':L*'52 4-'8JIU"‘7‘{7C1X7‘°/'3-'-‘)lI7‘
—1»22&&:Kfimf5.

(0106)(2)®17t%?;5K.xrv»vm
%fl@T5v49uz7§;—a24t$v+v—aM

%HmT6v4buz7v;«524u#fir,717
Ux#9:—wEEi«1w22Mx+u~9m%flW

Téflfit.$wF9—7M&fl@?5flflO20wfi
iJ>h‘CI.=E>.

-[0107J§k.El8K%Ti5K.SCSI:>
bn«a14®wfimflm.$vb7«7fi6®ATM
ayru—516®Wflfifl(E2)®sAR CHI

PIBSESCSI CHIP185KE$&i.N&

wFX%U164&ZFv—9x%U184KE8&

i.%%~®ATMm&sCsImE%mihka®¢
ma

Ioloslfifiwfimtu.$a+v~aM®%flu
aura.%mmE1&5wm%mfim2¢m&raa

#.Zbb—VMKomfu,x+v—Vfl4m5fib

wéhk¥»a&Nv7yx%Ulswmnflnfimfi
fiNzoEmém0§r5v47uz&9;~ww7u

#5A&¢m?5.

(O109]$$fi$%?fl.§T.f4Z&§E12
m6fi8m3hk$—7uSCSI:yFu—514@

z+u—9x%u184K§fiéh6.Scslayb

n«514®xru—Ux%u184®$§u.fifié

htf4z7£E12w12uvbT7btxéh5f
—5#4X;0fi$u.flifl.1zuvbT64KB

10

30

S0

%wm9—2s1437
n

Yte77tX3h5?4X7§E12#1XDvFT

4GKfibTfi3$bfi%éSCSI:ybn—?14

m5%fiv5%3u.x+v—9x%u1e4o§§
u_256KByte¢ma.

[0110]H?Tu_4>7Uxybfifi$§Ef%

577wHv77%Zbb~VX%U184KEmbk
fiémomtfiwia.%5xuvrtxrv—9x%

U184K%$m3hkF—¢u,mmxuabffiv

77X%U18KfiE3h5.§7wN777&Eaf
c>E>0)'C’\ I\’777x~1‘:') 1 Btcfiiiil/CL=£>I’afi. {>5
—fi®N>7uf4Xb§E12m6XFL—9x%U

184«®fifiéfiaru5c¢un6.xrv—9x
%U184tNv77x%Ul8fi®§fiU—E®fiE

t.&H100%Nxé&ar®fifi#fi%r&6.c
Qfié.2Fb—Vx%U184M?4Z5§El2w

6—E@EEf$tcmwf*a%Nw71Uyfiia

flééfifi. _
{0111)—fi.fifi®:5w:yiyv&uwF1

5&3.c®uxu$<fiofimwm<.?mb5.N
v77xeu18m5xru—yx%u184x74;

uz7v;—a24®%fiK;0f«7#fi%3h.K
xx+u—vx%u284m5¥+x7%E12xf—

amfifiaha.c®%éKé.zru—9x%u18
4fiNv77éLT@<.

(0l12}H$.$¥m%E?u.vJ&ux&9;
~524m1ru—vwEwKourNzfim®Hw&

fififimfifisfimtaa.c®%é.i%wmx$m
r,745nx#9;~a24m6$vr7—a%6«

fi%&Ez5%am$§¢u0.v4buzav;—a
24$;Uv47ux7v;—w%~7»2zuxru

«9m%$m%w5h\¢%Hw§E20uxru—v

mMw?5v47ux79;—u>7®afi5;5w@

E?6.$n.c®%é.x+u~vmkou1ofifi
'fi¢uL%¢fi§fbU.$vb7«7mkGvt0

fifi-flfiu.fiK&m¢fi%mm5(fifinx®fim

&u%fi§EKxU%W3h5).
(0113)UL®§¥fi%E?mSCS[&EEbr

fxxyéfifibtuafi.774N~?+$w%@®
$4z74>a7;~2#Emv36®uw5§t$m

u.§k.$vbU«7flKATMéfimbtm6#.

4—v$abm£fl®$a+v—a&mw5®6H$b

w¥mfi$®—Mtb5.:k.uL®%m%firuv
47nxa9;«am>x%AK1mt&akmnv7
7x%UfiK$H6Ctbfifi?&6.$&%m.ii

Ln%m®fifimmE3n6s®ruu<\%®&mW
fifiKsutEa§mLt%fiv5ctm?35.
[0114]

(%%®fl%}$£%(fi$E1)K%5%fifi§EK
xhm.§:;y+m6®nzfifi§mmmfiLrn2

fim$®m@&fi5®tum<.%M%&Mfim3nk



NetApp Ex. 1002, pg. 893

B

7U75AKfivT%§¥fiKi0\§11vF##fi
NxéEmT6§fl&$i$mK%0%t6;5Kbk

0?.¥wEwnx79;»u>dm;0mx&mmé

flnfitamw.%1:v+®Nx@mfiflémEmm
%fi?5c¢mt$5.c®kw.x%u«®%fi&%

fifififéctmtsaot.x%v®u—%>v&%

fitacamtsé.fiat.NxoEm$®mL&m
ac¢mrsa.

tollsltfifl(fi*E9)K%5fifi¥—&v—

Nxihfl,Nv77x%v1;g+¢fiEfi@1;y
F@ET®f—?fi&K#fiNXéEfiT6$flé.7

q75Amfiot§fiEflm1;abxfibflifimw
%0%f6:5Kbn®f.fi§El®%%®%%Km
X.—E®mEtfiE%wJ;vbK§fif—amiO

min.0utu.—E®fimTfiE%w§fif—a#

EUw3h6Cé&fifi#6C¢fit$%.fiaf.fi

Eflm1;a+mmE%K§fi¥—a&%U$tit§
?»a&—fiflfi?5x£u®§§é9m<t€.$
k.fiEE®fiKfiEbTEfif—§%fi$?%1~f

fiXK8UT§EbkN7vF%@fiT%Nv77®3
gé¢&<t%5.

Immomaumml

(E1)$%w®%m%fi1m%6fifi?—7v«N§
Ewfiméfifm

(E21$vrv*7fi®W%fim®—mé%?®

IE3)fi%fim$m%6fifi%~¢#—N§E®@®
mmeatm

(E4)v4aux79;—w?—7»22Kmm3h
5$m7uyaAo7x—7a+®—méfiTE

(E51v47ux79;»w?~7w®7»—v7r
®—Méfi?®

[E6]74bUXUvF,E:XflvF.XflvF®
m%éfi%T6km®E

[B7]v47u27fi;«w¢~7w®7x—7vF

flflmwéfitfl
{E8IN>7W§iK;629®$vF7—7%~®

fiE®a4s>d&iT§J2>fi?+~b

[E91*vrv—7flmr®fw@®mh%fiw?5

_k®®E
[E10]2G®mya¢v4auxnwr®m%ém

WT5k®®E

[E111v4aux791~a®wflfim®—w$;

U747ux7v;—wi—7w®fifl®—m&fiiE

{E12}fi¥fi%EK$H6N4794>ME€fi%
T6kw®E

(E13)$£%®%fi%E2K%6§fi?—¢#—N
fifiwfifiéfiim

10

%fi¥9—251437
M

{m14)gMw77x%um6$wrv«&flwf~

¢&fi0$?t3®747nx&v;—5m6®fi%¢
Nv77X%U#6$vF7*bflKfiUB3h5?*
a®m%émwtanw®m

(E15)$%%®$m%§3w%a£fif~&v—n
fiamfifiéfiim

{E16}fi%mm%K$w6v4auxa§;«5h

$074buz7v;—w%—7w®$fl®—Méfi?
E

(E171fi%mm%umwav4auz7v;«a$

;Uv4bux7v;—w%—7wommmm@me%
1E

{@181fi¥fifiEK$H6SCSI:yFu—5l

4mw%mmo—m2avm

(@191wxo§fi$—av—n§E®mm®—mé
fiffi

(E201mxm§fi$—av«n§aommomom
éfitfl

{fi%®fi%)
4mxru~Vfl

l2~f4X7§E
14~SCSl:>Fu~5

6~$v+v—7fl
l6~ATM:yFu~5

1B2~$7F7*77UfivV
163~vBUsIF

lB4~N7vfX%U
165 SAR CHIP

1s5m:yru»»-x%u

167~mEE4>¢7;—xfl
18~m»71x%u

20~¢%fiW§E
22mv47u27v;«»?—7»

24wv47ux&v;«5

VBUs~#fiNz
30w$aF7*5

szmnwvfix
241wu9xa

242.243~4>7Ux>+%
244m§3aa5—+

245,253wv»;7u7v

246.247.249w$EfiH#¥

243.250w&O£btOya
25].252m$4>&fi0>7
l85~SCSI CHIP

184wzbv—vx%U



NetApp Ex. 1002, pg. 894

’I§5fi3F9*251437

[ll [2]

I 7.H«——vB /t-,7nI£u-\
B *7 F7-73

,__-

ATM

:17}-D-5 (0)
,._-__.__.

7.

[IE4]

3:

In

|-.--__.-.....

(51

E V-WM -W-EH =*~'
I3“W!” =**“

vi?-53(0) -:l>~'J-93“)

{7}

“mm
B!-‘mm

‘l—1'7V|IX f41!I¥—9|‘J-YFMI IUELEIK \
K =4-7nzu1b$‘{7}b



NetApp Ex. 1002, pg. 895

"I§553F9-251437

(8) {mg}

‘:1-fanzngr v40l:I1u-;}~ '53

I I » I VBUSI F
Eankoaruau fllnlIOJ7-1'96
175:-IQ? 279:—A¢$

<s\cs\
$1}?-QBONO isffi-flfllfim
SL9 Y-9

K?al1¥U

3-, I-7-0411 I: *9 la-9800
SARCHIPO SARCHIFO
IV:-nxiu-xn K5-a V-JEIJ-\D70:2 79:1

(11)

11'49“’W'v'=-W 24 v4a:uwv_.—a
S

VIII---I-I1--I ‘__—

A r42.94¥—uuv-rim:

lgwwmmOO>)q>u mmmzuU>)d>U



NetApp Ex. 1002, pg. 896

‘P355-‘F9-251437

(b)
7«r7uz'r9;—5752 lVw71)‘¥'J

*wP'7—9B

(D ‘J-Wlbxzb

(17 7-19I=Ix¢'*J;-5516
Q 5-'—9flaE9fl5l.
Q 5-‘—9lE§

§A‘IM:l ‘J H:!—9'\/Du‘:

329,14: '1 F U—5'\

I 2 7712.9 I ——-——--————-

II

215?“



NetApp Ex. 1002, pg. 897

74 bIIx09a«5
fi€‘9771E U
‘\%9

'*17rJ‘!l|b\G
*1 NJ-96¢:
flyflthéf‘-9

[E16]

}¥'J
3uro—9fl

7490
X5’ 9 1 -19
¥'—7Ilv(A)

¢*flN§ltU

[18]

Kw7rl%U«

VBUSIF

1§W¥19-25 143'?

{E17}

1%‘)
=1‘/I~U—9'\ zH»—9fi$'\

I4 SCSIZUFD-5

SCS|=y$D—9



NetApp Ex. 1002, pg. 898

73452
.

9m.fl%

704 ZED-93



NetApp Ex. 1002, pg. 899

»JP1993181609A

Bibliographic Fields

Document Identity

(19)(%?-TE)

lEl$fi§4FFr(JP)

(12)l&.§$fi§SIl1

’x.\‘B$l4‘v’r§°F’z..‘$Ei(A)

(11)l2.\5fi§%1

$.’rEfi3F5—1 81 609

(43)[’z:I%%1E)

$fi.t5££_(1993)7F12aEI

Public Availability

(43)[’AE§1E)

5Fli‘Z55i‘-(1993)7H23E

Technical

(54)[§EBJia>% H1

/§—‘/')')L«:I‘Jt:"_'L—5“/X'T'.L\

(51)K’ig%l=’r§%‘fi% 5 RE)

GOGF 3/06 301 Z 7165-SB

lfifiskifimfil

1

REM

4

Filing

reagent) ‘

5lE§§3R

(21)[H:lfi§%)

=l#fi$4—333

(22){t1:flEi1

3FfiI4£1‘-(1992)1fi6E

Parties

Applicants

(71)[H5fiJk1

lfifillfi-E-I

000004237

llifixlififil

1993-7-23

(19) [Publication Ofiice]

Japan Patent Office (JP)

(12) [Kind of Document]

Unexamined Patent Publication (A)

(11) [Publication Number of Unexamined Application]

Japan Unexamined Patent Publication Hei 5- 181609

(43) [Publication Date ofUnexamined Application]

1993 (1993) July 23‘

(43) [Publication Date of Unexamined Application]

1993 (1993) July 23*

(54) [Title of Invention]

PERSONAL COMPUTER SYSTEM

(51) [International Patent Classification, 5th Edition]
G06F3/0630127165-SB

[Number of Claims]
1

[Number of Pages in Document]
4

[Request for Examination]

Unrequestcd

(21) [Application Number]

Japan Patent Application Hei 4- 333

(22) [Application Date]

1992 (1992) January 6‘

(71) [Applicant]

[Identification Number]
000004237

[Name]

Page 1 Paterra® lnstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)

8%
90



NetApp Ex. 1002, pg. 900

JP1993l81609A

El xfififififiti

ltififixlikififil

it-77.%‘I1?.§lZE.1’1T E 7§1 1%

Inventors

(72)[£8H%‘)

{Ears}

413$ ?$$

ltiflixlaiififil

fi‘E‘IiB%E‘z‘1iT E 7§1 -% E|2lS%fil%?i.a‘:‘
#101

Agents

(74)[’rtE)k)

(-flail

trsaxzaarm

EH .3

Abstract

(57)[¥%’~Jl

(E39)

fimaamfi-?4x7§E§fi§Az0>z<—‘J-Hvzu
‘/l:":L—’}"G3tF§‘C‘%5Il—‘J')‘}L:I‘/t:°1—’3
“x7~~’r1—\’£IzEz'lJt‘9“%>.

[Wit]

1fi§ta)mfi-'r‘4x0§E s~12 5. i-iru=.»a>e‘éE
essaesaeamava 1 lmwaifiiitfi-7’—rx
a§sEEt.7+t.;Lri'sIlifitJ'=.:*/E»mfi?»r:L7$iJ&l1&
1% 6 2:. {l!"zEi§fi"r'»rX’7%'§E0)§Ei§“iE1fi0J/t
--T-»r~>ay:tl:t‘€1E#'%>%I <—‘/-J-M,::yt:°
1-9 1,2,- - -0J77tz&EE‘£'9"%>/<-T-—r
~>a>-:ryI~u—;v-%—7u, 7 téfiifzfitft
-7-'-rxoitfitfifi 3 EEL. §I‘i—‘J')')L:I‘/E
1-9Ii-H1."E#1.0)77'lz7~t§l;LT:7‘J"2‘C{ii
Eiwsfi-7-'-rx'7§E(:70+z;L<s‘%:.,

1993-7-23

NEC CORPORATION (DB 69-054-1685)

[Address]

Tokyo Minato-ku grass 5-7-1

(72) [Inventor]

[Name]

Hirai Hideo

[Address]

Tokyo Minato-kn grass S-7-I NEC Corporation (DB
69—0S4-I685) *

(74) [Attomey(s) Representing All Applicants]

[Patent Altomey]

[Name]

Wakabayashi Tadashi

(57) [Abstract ]

[Objective ]

personal computer system which can share magnetic disk
device of plural with personal computer of the plural is
offered.

[Constitution ]

Regarding magnetic disk device 8~l2 of plural , hypothetical
magnetic disk device of 1 thoseall storage area are designated
as storage area , magnetic disk joint ownership device 3
which has partition * control & table 7 which manage access
privilege of each personal computer 1, 2, "* which it
appoints every partition of storage area of magnetic disk
control mechanism 6 and thehypothetical magnetic disk
device which it controls possessing, Following to respective
access privilege , access it designates each personal computer
as hypothetical magnetic disk device .
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[Claim (5 )]

[Claim 1 ]

In personal computer of plural and personal computer system
which includes magnetic disk device ofplural ,

Regarding magnetic disk device of aforementioned plural ,
hypothetical magnetic disk device of I all storage area of
magnetic disk device of said plural is designated as the
storage area , control means of magnetic disk device which it
controls and personal computer respective practical right of
aforementioned plural in storage area of the this said
hypothetical magnetic disk device magnetic disk joint
ownership device which has the security administration
means which manages possessing,

As for personal computer of aforementioned plural following
to therespective practical aforementioned right, personal
computer system . which designates that access it makes
aforementioned hypothetical magnetic disk device as feature

[Description of the Invention ]

[0001]

[Field of Industrial Application ]

this invention regards personal computer of plural and
personal computer system which includes magnetic disk
device of plural .

[0002]

[Prior Art ]

Until recently, only physical magnetic disk device of 1 be
able to correspond magnetic disk controller in personal
computer system vis-a-vis logic magnetic disk device of 1,
also magnetic disk management of upper position software
(operating system ) has become similar.

[0003]

In addition, magnetic disk device could not be shared with
personal computer of the plural .

[0004]

[Problems to be Solved by the Invention]

As for conventional magnetic disk control device which
description above is done, because itbecomes specification
which only physical magnetic disk device of I it can
correspond to the logic magnetic disk device of I, it is not
possible, to handle data which exceeds the capacity of

Page 4 Paterra® InstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



NetApp Ex. 1002, pg. 903

JP1993181609A

r;ttt’:fi+‘4x0§§E’¢‘t§&a>/€—v-J-2L:i>t°
_«.—9l:J:o‘C;tfi='=H"6:t7b"6§7:l.\é:L\5fiE
.§fi‘&f-:0

looosl

Zikfifiwfifitlli. t§&0>§£fi?4z7:’stEa>2
§e1a$Emé&r;M, 1 1'@a)a2t‘sf.-‘r‘4x'7§Eo>
fiatéfififitbrla/z 0)/<—‘/-1-)L:iyt°.1—9
b\57atx-r§».:.tI:J:U. —‘aa)£ttfi-3-‘arz
0§§Ea)5EEtE2'u3x-z«3a>?—5rEtL'z5:t
’c‘3IfiEl:*J'-E>£:&%l:. {E/:a);<—‘/-J-)i,:iyi:"
1-610970-t:XEE"é‘Et.'39. fifia)-«vrb
n:1‘/l:°:L—9l:J:—.a’C§fit1)1'zKfi€-'«r7«7§sEE
§3tFt1#4Ia:ta)‘c~a*<5«'azfi-':—'4;<0$1J%lI%E
’&fi?"5'~"f7DZII/l:':L—5?‘>1'7'1.x§'iz'z5=.l§-'E'*3'
éztfbéo

[0006]

lE."i:€'fl9l"i'é7‘:&)0)¥E£]

2li%flli0)I<—‘J')'Il«:i‘/t";1—’5*>1-7-Ali.
lfifioiiitfi-T-«r7~7§fi£-. -I-:h.>3$§§z0)m‘si
-'r‘4:<*J$:*Ea)2‘a‘Ef§€HWé*ea)‘.%E1Et-ffiiatt’-3“
6 1 0>fli§lKfi?«rZ7§§EtJ+t;t.'C$lli%l1
‘i'6fifi"r"4X7§§E0>fi|lifitl$E£c’:. i-wlfifi
ififi-T-4x’)§Ea>§Et§.$Eia"I::sH%>#§&a)
/t—v')-1L:>t:°;L—’5vZ-=lL‘?irt0)$IJFE?2IfiEt;
l§$lJ’.«."§E‘3'6t5l’—:i.')‘7‘4"‘é‘§$EE<’:’¢"fi7'L
f:§££‘i‘n.+‘-r7.0¢t7leT§E='&€l,.?§%z0>:€—‘/

f)')l«:i‘/l:":.—’iIi-E1’L‘F1‘I.¥1lFliFIfiEfllE¥lll:
l,7‘:Ii<o'C{E§Eitfi?—rx'7§sEEl:7’7tZ’4'
6.,

[0007]

WFFHI

lifi/z0)I§—‘/‘)‘}Iz:‘/l:":i.—’;‘ll:é:U. fifiom
'fi"r‘»{Z7§E0)2‘§ElEfifi"é?i;f:75\=£» 1 (E0)
5afi+‘4x7§s§Eo>EBt§fi1at'ca5éb\m;5I:
771z7d'%».:t’&fifiEtL. fa) 1 Eaaflifim
fi-'r‘4x’7%Em§'a1fi'iiEH2I:ifi‘61Efio>A’
—‘/-Hbzi‘/t:°;—5I-Ht-E‘110>#1JfiiHfiEw§
illliifii /z a)'\7»f7D:iyI£;L—'S!.:‘¢l_—I:?a‘1E$:l'L
Efléhza.

looos)

{$554911}

«II; I4E§BE0)%fi‘élfill:'3L\'Cfi’<~“:#P.$.l,r
‘§$tBJi3"6.

(0009)

1 li1l<%BJi0).fi§fi5-'-rx’7$tfii§fi"c“.‘aTt:
/<-‘/')’It»:i>l:‘:L-51*‘/7c7-.L\cT)-%fiEt§|l0J

1993-7-23

magnetic disk device of l deficiency that is ‘ there is a
deficiency that inaddition cannot share magnetic disk device
with personal computer of plural .

[0005]

As for object of this invention , as it makes that data of size
which exceeds capacity of magnetic disk device of single
platform by access doingfrom individual personal computer
with all storage area of magnetic disk device of plural as
storage area ofmagnetic disk device of I just, is handled
possible, while managing access privilege of individual
personal computer , It is to offer microcomputer system which
possesses magnetic disk controller which can share the
magnetic disk device of plural with microcomputer of plural .

[0006]

[Means to Solve the Problems ]

As for personal computer system of this invention , regarding
magnetic disk device of plural , thehypothetical magnetic disk
device of 1 all storage area of magnetic disk device of those ’
plural isdesignated as storage area, control means of
magnetic disk device which it controls and personal computer
respective practical right of plural in storage area of
thehypothetical magnetic disk device magnetic diskjoint
ownership device which has security administration means
which manages possessing, Following to respective practical
right, access it designates the personal computer of plural as
hypothetical magnetic disk device .

[0007]

[Working Principle ]

You take in individual personal computer , all storage area of
magnetic disk device of plural like whether it is a storage area
of magnetic disk device of 1 just of, it makes that access it
does possible, personal computer respective practical right of
plural for storage area ofhypothetical magnetic disk device of
l of that is appointedevery individual microcomputer and is
managed. V

[0008]

[Working Example (s )]

Next, referring to drawing oonceming Working Example of
this invention , youexplain.

[0009]

Figure 1 is block diagram which shows configuration ofone
Working Example of personal computer system which

Page 5 Paterra® lnstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. l0/367,296)



NetApp Ex. 1002, pg. 904

JP1993181609A

ififitéirrfin-yactaé.

[0010]

1 l:;r::t.\'c./t—-‘H-)L:i>i:":t—'3v:4:l7ls 1,
2,- - - I14:/5r7x—:<7t-I-F 4,5,- - -='.~_“-1‘rL'ciit
fi¥4xo;tF¥!£E 3 l:l§fi:$7l'L'Cl.\6.

it. liii-'1-firxbétfflfifi 3 t:I2l:§H’sr‘t7‘-'41’?
fifi 3~12 25<t£t:*n$11.'cL\6.,

6it§i?4X7§=Em§§E 3 I:t.£K‘i‘fi-‘4z7fl%|lifit|
mas.1;z<—7-49a>-:i>l~u—;L--7——:';L7
1Ju3$£iita‘=:h'cL\6.

(0011)

/<—‘J')')l«:1>l:"1—’5| 1,2,- - -n~»3ma+‘4x
me s~12 «o>771z:A§:§tI1. mi-?-rxa
m»r>@7x—xrr$—l~‘ 4,5,- - 'E5ElZ§K§i"I"4Z
esteem 6 I:ia£na<?rL.mft?4za$IJfi1w
ta 5 I:arsL\r6ttft-‘r‘—rx/Hstfi 8~l2 l:$f:fJ‘/5
flifiE‘J7'.‘£§§§H"»{Z7§'5§El:$¢=l'§'%>'7’7'tX¥
iltlzfiifiéhé.

131.1:0)mEI:J:U/<—‘J'J-)L:I>E:t—5!2lil7li
1»-31:. 6§fi~'r'4x7§E 8~l2 E. £§‘sr‘rF—r7J2
EE 8~12 aaéfififififitité aswsazisaezar
6lIi§{I:a=1'tf:—oo)ms.'r‘t-'r‘4x*7§Et1:Lt
t&5:.l_-ifiEIfi2tf.;6.

(00121

‘lz#;L'fi'4"e"El:l:. .l::‘2E0){l§fiiH§i'7"»rZ7§
E0>’.=iEt§€Ei§t’c‘l3_<$3t~rl,. izsma=m;e=e.=Mi
(/ t—-7-4->3‘/ti'3)l:. @110); <-—‘/-J-Jbziy
E:t—6I:.J:0)$IJfi%EIfi€t£E$1J='&E<iEl,. T~IE
7f£7’7tZ€’lD9<‘7‘:K)0)‘b0)'C'. /<—-?4~>a>-
II‘/|~|Il—}|z-‘?—7)l« 7 €—t’Eli!Zl,'Cfi7rm.%5.,

Ii—"?«{*>a>’\0)79t'7~l§l:l3Z. R(§z*u«7+&i

l£‘)£\g(§=3ia+). c(l’Ffi2). D(3HiE). x(%fi)
(0013)

2 it/€——-';"»r*‘xa>-:I‘xl~I3-—}l«-i"—7)I»0)
lbllfinfa.

I<—‘J+JL:r/I:°:t—6! 1 lat. :t—-?4~‘/av 1 l:
3o‘L,§?e-1+3: L. easy». V552. ¥?"r7’J‘3.lfi§'C°
W). I<—-'r»{~>a> 2 I:i‘~tl,§r‘:i+tfll,. E35;
antarfieew. /{-7-4->3» 3 I:3a‘L§:*:«?;tfl
l,fJ<EIfi§'C~i;/Z).

z<—‘/+2I.:u>E;t—a 2 Ii./t’—*-T4’/3) 1
l:$o‘L§fia'+H:l,, eeaaa. F5532. fififfilfie
1'59‘ Ii-‘r"4~‘/av 3 l:i=lLf.s€r7+HiLiJ‘EIfiE
‘G56.

1993-7-23

includes, magnetic disk common device of this invention .

[0010]

In Figure l , personal computer main body 1, 2, “* through
interface board 4, 5, *“‘, is connected to magnetic disk
common device 3.

In addition, magnetic disk device 8~l2 is connected to
magnetic disk common device 3.

magnetic disk common device 3 configuration is done from
magnetic disk control mechanism 6 and partition * control &
table 7.

[0011]

access demand for magnetic disk device 8~l2 is notified by
magnetic disk control mechanism 6 from personal computer
1, 2, *" via interface board 4, 5, *"* for magnetic disk , is
converted to access request for the imaginary magnetic disk
device which extends over magnetic disk device 8~l2 in
magnetic disk control mechanism 6.

It becomes possible from personal computer main body
depending upon treatment aboveto handle magnetic disk
device 8~l2, all storage area of magnetic disk device 8~l2 is
designated as recording region of self as magnetic disk device
of one which is imagined is converted.

[0012]

security management separation does storage area of
above-mentionedhypothetical magnetic disk device , sets
practical right every of individual personal computer toeach
portion (You call partition ) which separation is done, with
those in order to preventillegitimate access , drawing up
partition '* control & table 7, is done.

R (reading ), W (writing), C (Compilation), D (Elimination),
there is a X (Execution) in access privilege to partition .

[0013]

Figure 2 is example of partition "‘ control & table .

As for personal computer 1, reading , writing , compilation
and execution being possiblevis-a-vis partition 1, reading ,
writing being possible [paateishon ] vis-a-vis 2, the reading is
possible [paateishon ] vis-a-vis 3.

As for personal computer 2, reading , writing , compilation
and execution being possible [paateishon ]vis-a-vis 1, reading
is possible vis-a-vis partition 3.
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As for personal computer 3, reading , writing , compilation
and execution being possiblevis-a-vis partition 1, reading is
possible vis-a-vis partition 2.

By above-mentioned security administration means , it
becomes possible to prevent theillegitimate access where
utilization from personal computer is not pennitted.

[0014]

[Effects of the invention ]

As above explained, as access it does personal computer
system which possesses the magnetic disk common device of
this invention , from individual personal computer with all
storage area ofmagnetic disk device of plural as storage area
of magnetic disk device of l just,it makes that data of size
which exceeds recording capacity of the magnetic disk device
of 1 by at same time managing access privilege of each
personal computer , ishandled possible, Lumping together
without it makes that magnetic disk device of plural isshated
due to microcomputer ofplural possible, keeping data
withindividual personal computer , there is an effect which it
can manage.

[Brief Explanation ofthe Drawing (5 )]

[Figure 1 ]

It is a one Working Example of personal computer system of
this invention .

[Figure 2 ]

it is an example of partition * control & table .

[Explanation of Symbols in Drawings ]
1

personal computer main body 1
10

magnetic disk device
1 1

magnetic disk device

12

magnetic disk device
2

personal computer main body 2
3
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5E§'fi"42'7Jtfi$155 magnetic diskjoint ownership device
4 4

‘fl/57:I'.—X71’:—F interface board

5 5

4997::-—Z7I'5—F interface board

6 6

§K§'v.'J'14X7$'ififi¥§ magnetic disk control mechanism
7 7

I‘-7’»r°/39-:1‘/|'~D |~D—)lz-7"—7)L partition ‘Controjp7 roll ‘table
8 8

HIfi.?»1'7s7"z'§fi magnetic disk device

9 ‘ 9

$571419EE magnetic disk device

Drawings

{1} [Figure I ]

3 mi‘?-r X 9§§fi'§fi

7 H‘ ..¢49a>:‘JI~n-ni-7‘ J1

8H33‘.?4X9$1Wflifl
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(74) [Attomey(s) Representing All Applicants]

[Patent Attorney]

[Name]

Nakamura Minoru (6 others )

(57) [Abstract]

(There is an amendment. )

[Problems to be Solved by the Invention ]

lt is in midst of transferring data between CPUs and the
storage disc and data ‘copy which resembles is removed.

[Means to Solve the Problems ]

recording routine I30 controls access to 30 where it possesses
storage device l0O~l05 and] l0 - l15.

soflware *routine is used in order to supply directly access to
storage device 30 with required CPU 22.

Hypothetical memory ‘address for buffer 160 of required
CPU 22 is fonnedwilh required CPU 22.

With storage device access request hypothetical memory
‘address is sent to CPU 20 whichincludes recording routine130.

work request includes hypothetical memory *address which is
sent to the storage device 30 from recording routine 130.

Next, data is transferred directly required CPU 22 and
between storage device 30.

As for storage device 30, you respond to work request next.
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With data processing system which transfers data ,

central processing unit ofplural which includes required CPU
(CPUs ); Aforementioned storage device to supply access
directly with CPUs of storage device; aforementioned plural
ofat least one where one of theaforementioned CPUs controls
access to storage device and network ; aforementioned
required CPU which interconnect does aforementioned
storage device , hypothetical memory ‘address for bufi'er of

aforementionedrequired CPU only formation with storage
device access request aforementionedhypothetical memory
*address , We to have responded to means. aforementioned
work request in theaforementioned required CPU which is
supplied to aforementioned one ofaforementioned CPUs
which controls access to theaforementioned storage device
and through aforementioned network theaforementioned one
ofaforementioned CPUs directly access means ; which
includes means. in aforementioned one of theaforementioned
CPUs which sends work request which includes
theaforementioned hypothetical memory *address in
aforementioned storage device which interface has been done
having,

As for aforementioned data , data processing system . which
designates theaforementioned required CPU and that it is
directly transferredbetween aforementioned storage device asfeature

[Claim 2 1

Description above directly access data processing system .
which is stated in the Claim l which designates that data is
made to grasp in theaforementioned buffer ‘memory in
aforementioned required CPU from theaforementioned

storage device in aforementioned hypothetical memory‘address asfeature

[Claim 3 ]

As for aforementioned data , each one, data processing
system . which is statedin Claim 1 which designates that it is
transmitted with data *packet which includes addresee node
identification, source *node identification, theaforementioned

hypothetical memory ‘address , and data ‘word ofpluralasfeature

[Claim 4 1

As for aforementioned storage device , after each one of
aforementioned data ‘packet which includes data for

transferring was transmitted to theaforementioned required
CPU data processing system . which is stated in Claim 3
which designates that means which does advise in
theaforementioned one ofaforementioned CPUs is included
asfeature

[Claim 5 ]
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Storage System (1-n>ss))I;t. .‘%r'$f=*.t2k 1/0 as

EEEII(X)|z—7‘yl~)€i¥lilZ'§'éT:U)l:?~‘7l~'7
—7lZ191':"Jl§lli3’r}K)‘J/ti.‘.}'J(l/O)1"<|/-93)
E$:‘i’a(Erfi§)'~H>:&:b<t~%Zo.'%.'F;'E7fx. fififi
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HPSS Ii. §l3I§El7i9i3'£Pfi(National Storage L
aboratory) 'G55§§‘130)5Xfl!l{‘/7l*'7I7"‘/7x
'7'!-\'C‘fi5o

HPSSn lZ’JL\'C<7)Eti%>i§$’t:’tl$. imzfmsvry
7—?~“/l~.l'_0)'7—llzl~'- CM’F' ‘$17-’\"—°/'53
EL'CH!i§"1‘%~.’_¢‘:fJ"C'%6:

http://www.ccs.oml.gov/HPSS/HPSS __overview.html
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Description above directly access in aforementioned required
CPU , in aforementioned storage device which access does
theaforementioned buffer in aforementioned hypothetical
memory ‘address fortransferring aforementioned data entry
data processing system . which is statedin Claim 1 which
designates that it can increase as feature

[Claim 6 ]

As for aforementioned access means , aforementioned
hypothetical memory ‘address for aforementioned bufier of
aforementioned required CPU onlyformation with
aforementioned storage device access request data processing
system . which is statedin Claim l which designates that
software ‘routine ofat least one whichsupplies
aforementioned hypothetical memory ‘address to
aforementioned one of aforementioned CPUS is included as
feature

[Description of the invention ]

[000I]

[Field of Industrial Application ]

As for this invention, it regards data transfer in data
processing system generallydirectly, from specifically through
network which supplies connectivity for processor and
input/output communication , it regards bulk input/output
which is done with the system transfer directly.

[0002]

[Prior Art ]

third ‘per T. transfer system supplies various scheme for data
transfer .

High-Performancestorage system (HPSS ) is high-level ,
distributed type hierarchy memory management system it can
integrate (Adjustment) simultaneous input/output (I/O )
operation in order to.achieve high assembly [/0 capacity
(throughput ) over network . for example high performance
storage system

HPSS is next generation sofiware *system which is in midst
of developing with thenational storage research laboratory
(Nationalstorage Laboratory ).

You can acquire further data concerning HPSSn, through the
world ‘wide *web page on lntemet which is shown next:

 

http://www.ccs.oml.gov/HPSS/HPSS_overview.htrn|
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*comp/ns I/hr ps s/h ps sihtml

[muuba ] (Mover ) which is used in order to transfer data to
empty sink ‘device (sinkdevice ) is disclosed.

As for this [muuba ], in addition, device control operation ofone set is executed.

[0003]

As for fiber ‘channel (FC ), in addition, third ‘per T. transfer
is supplied. -

FC allows transfer ofdata between workstation , mainframe ,
server computer , desktop ‘computer , storage device , display
and theother peripheral .

You can acquire further data concerning FC, through the
world *wide ‘web page on lntemet which is shown next:

http://www.arndah|.com/ext/CARP/FCA/FCA.html

draft reference model (draflReferenceModel ) for
Openstorage Systems interconnection (OSSI ) was formed.
And, as for IEEE storage system standard research group ,
open storage system interconnect

Fact that it shows next is something from version 5 of the
drafi OSSldocument ,:" 2.3.3 controls and separation of data*flow

"OSSlmodel distinguishes control flow from client, data
‘source , and data ‘flow whichoccurs between data ‘sink .

client and it requires control flow , data ‘source or data *sink
between,responds, and it notifies asynchronous carry .

control flow between data *source and data ‘sink carry does
source -sink ‘protocol data inorder to manage flow of data .

To only sink pass it does data ‘flow , from source .

By fact that control and data ‘flow are separated into
logical ,OSSlmodel supplies possibility of thing which
optimization does each flow which passes by individual
[inpurimenteeshon ].n
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" 2.3.4 third ‘per T. transfers

"OSSlmodel , under controlling third ‘per T. , flow doing
data directly between independent source and sink , only
starting controls the agent or client .

Each entity , data ‘flow control , error report or transfer only
start executes operation like thing which ends individually.

Through following world ‘wide ‘web page , you can acquire
further data concerning 0SSl,:

http://www.arl.mil /IEEE /ssswg.html

As for U.S. Patent Application No. 08/486, 217 number (It is
attached as attachment material A ) which it adopted here
because of all objective is applied in l995 June 7 days as cited
reference , it responds to necessity for multiple processing
system in high reliability system ‘area ‘network which
supplies connectivity or bonding ability between processor
and input./output communication .

this patent application (Below, it calls attachment patent
application ) [feeru ] * fast , [feeru] * functional , [fooruto ] *
supplies pick—up run jp7 *microprocessor ‘system .

architecture which is disclosed in attachment patent
application includes the server ‘network cloud _
(servemetcloud ) which input/output (l/O ) controller (Also
server “network ‘adapter is called ) with communication does
all central processing unit (CPU ).

Therefore, as for l/O controller , address it is possible with
CPU to be appointed, at same time address with [/0 controller
to beappointed it is possible CPU .

this server ‘network cloud with attachment patent application
is called server ‘network . '

With this application attachment patent application transfer is
made tandem ‘computer ‘incorporated .

[0004]

Speaking widely, invention which is disclosed in attachment
patent application includes processing system which has
multiple sub processing system .

Each sub processing system has CPU as main treatment
component .

this CPU includes processor ofpair which in order to
cxecuteeach command from command stream simultaneously

Page 8 Paterra® lnstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. I0/367,296)



NetApp Ex. 1002, pg. 921

JP1997185594A

ep synchronized)7.iEt'f§JJl’FTJ"6—i’i0)7E| "t
-fiiéfiij.

+t7‘mE~‘/1-7L.a)%tL?11.I1. wxerem
E’/X*7'!.x0)¥E/I 0):!‘/7l'3—3?~‘/l~l'-§l:TLEiE
eesaeetets I/0 :/X‘?-L\'I')7'*‘yi"7
—7€§I:€r{:.

:tL~3aJ¥§/10):‘/#~°—-#~>t~I1. CPU ELU7
"f—|~$tLf:l%]:”E-‘r‘z<«r1(l6*l72l;f. Vzéalfifi
E. 7‘J>5|. 3-;)*¢'$t:.

CILISUJJT-EEl§¥§E§l:t. $12. J:U7<€‘7a‘-$3
i§9!_1E‘>X'7'J.x§'il2FJZ’ll".E>*7‘7-7I:I'tz-y'U'Fa'iI:
?¥{£‘§'%').‘_tb“tf'=é%>.

mE~>;<7-J.ta):i>rr\'—#~>i~fia'1(t§u7Ui. ‘:5 I
0) CPU ézfi 2 0) CPU tnféi. $72!: CPU tram
-7-‘IHx£:0)Fa‘i)0)5EfElat. /<*r'yl~t:‘.‘a’r$#L%>
fly-lz~-‘/'€li3fiJZl,fi\’)i.%El§“fI'.E>.:tt:J:o‘C»f
>7Ux>I-a=:lL%>.

lFf¥LL‘¥)iEl§'l‘C*l3:. §I V7"/l~l:l:. 64 /\"fl~0)
-F—9EfiiI.

:tLBO)/ <'7'~yl~ld:. ‘>1-Tit -1'17 - ?~"Jl~'7—
’J$§i&(*2“—/ i - »‘l'~-yI~tI|¥.s:)t:J:Ui£l§$7‘;t:
*/-7.-:i>71-3-:-2 t~(t§Il:‘ui. cPU)i:\as'&i‘i5‘E
mti'i¥é'e(l§!JiI;‘. Elm?’/<»rx)«i£5n6o

(0005)

C0)’x7s-T'!.x-IIJ7-»‘f~“/l~'7—’7fi‘t§l;l:. Eflz
a)t§§t&&tu*n'J>’JI:.kor1=§Et&t:iEéirL%>§9&
a)1L—9%Ii*z¥$§*3t.

I ‘"7"’/l~0)‘J—3UJ‘I3/€’r‘yl~0)§E5l‘:’\/{’7"yl~
5&6. 2'3il=H§§‘i&fll:B5=T=$1’LT:)L—9li.
‘H1-To E El V7"'Jl~’E%5=_lJ§L\a

)l«—-61421:. —'3a)')‘/7J:a))ki:/t'r‘yI~€-331'-J
MLrb\0%n€%0>§is'et:?tL'cfitJJ72'J>
7.l:l:i£*Jtfl'4':tl:J:o'c/<'7'-yI~-14-y=H:
l.‘C§Jl’F?'é..

u«—9fifi£¥il¢. M291-'rAa)i.é§l§:iyrI'4'
—=r~>I~i:~:3fi5E:iy=l<°—:t~>I~it~a)fi‘-:IJf;$

gli$|lFfi5IfiEt+‘iEl§¥§E%§§#E?’6fiEiJ‘§>
ifiléfiflfiti. ><-yt-->‘-A”7'vt~i:~3$:tL%>t§
fl[:§°‘<O

"c2tLI4>:‘LI:.1t«-5rt§riI¥$a);t»—-‘r-r>9'fiE
7J(’74'I<l:")-T--r)l:i:. lfifl-7-'/<4’x’\0JiEl§¥§
Bfii-751%» CPUs 0) 1/0 °/Z'?'.L\=&l}t¥’£t*J'é.,,

K0006]

fitdtfrfitfldfiI:P;fi:T=a=#tf;7—=t—-rarrvlzt.5-4 ..._4.»~~m_n.-i. .1.-.» _._n.-.un.o—..4.

1997-7-15

operates with Iock ‘step synchronization (lock-steps ynchr
onized ) system .

Each one ofsub processing system furthermore includes
input/output system ‘area ‘network which supplies redundant
communication path between various component of a larger
processing system .

These various component CPU and include peripheral device
(for example mass storage device , printer , etc) which assert
isdone.

As for these redundant communication path , in addition, it
can exist between sub -processor whichforms a larger general
processing system .

communication of (Between between, or CPU and peripheral
device for example first CPU and second CPU ) between
component of processing system only formation the
implementation is done message which is included in packet
by factthat it transmits.

With desirable Working Example , as for each packet, data of
64 byte isincluded.

These packet are sent to addresee component (for example
peripheral device ) from transmission or source *component
(for example CPU )by system *area *network structure (It
calls server ‘network ).

[0005]

this system *area ‘network structure includes multiple router
component which interconnect is done with interconnect link
of plural .

router which from source of packet sends packet to the
addresee of packet , is disclosed in attachment patent
application does notgeneratc those itselfpacket .

router , adopting input packet on link ofone , andoperates by
fact that it sends out that on appropriate link vis-a-vis the
addresee as packet *Switch .

router component is a responsibility which selects appropriate
or practical communication path to addresee component from
transmission component ofprocessing system .

communication path is based on data which is included in
message ‘packet .

Consequently, routing capacity ( [keipabiriti ] ) of router
component supplies inputloutput system of the CPUs which
possesses communication path to peripheral device .

[0005]

As for architecture which is disclosed in attachment patent
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application , in orderto manage each disk as for halfof disk
treatment pair ,and as for other half, it is a backup ‘disk
treatment in primary disk treatmentmaking use of disc
treatment pair .

Furthermore, disk treatment which controls disk on SCSI
chain is not restricted by CPUs of two , at same time disk
treatment, in order to run in CPUs ofplural , configuration
ispossible.

When using sewer ‘network cloud of attachment patent
application , both of the CPUs and sewer ‘network ‘adapter
can generate reading and entry sewer ‘network cloud
transaction for CPU memory .

Figure I shows one example ofarchitecture of storagedevice .

this configuration includes sewer ‘network cloud I0 which is
disclosed in theattachment patent application .

With disk /storage controller 30 and 32 CPUs20, 22, 24 and
26 are connected to sewer *network cloud I0.

sewer ‘network ‘adapter 30 and 32 with SCSI tip 40, 42, 44
and 46 I/O [pakettaiza] (packetizers ) include 34 and36.

I/O [pakettaiza] converts data ‘packet from network
*protocol to bus ‘protocol .

As for this configuration , in addition, SCSI chain 120 of
(storage disc I00~l05 oftotal I2 and in I I0 - IIS

confronting ) two and I22 isdone [hangu] * off ,
(hangingofi) 6 SCSI disk ‘pair I00~I05 and IIO - II5 isshown.

disk configurationis done primary disk I00 ($A ), 101 (SB ),
104 (SE ), 105 (sr ), 1 1 I($D ) and I I4 we )and mirror ‘disk
I02 ($C ), I03 ($D ), IIO ($F ), II2 ($13 ), II3 ($E ) and
I l5($A ) as.

CPUs (CPU 020, CPU I22:CPU 224 and CPU 326 )of4
accommodates 6 disk ‘pair l00~l05 and disk treatment
whichcontrols I10 - I15.

primary disk treatment ($A-P, SB-P, $C-P, $D-P, $E-P and
$F-P ) and backup ‘disk treatment (SA-A, $B-B, $C-B, SD-B,
SE-B and SF-B ) scattering makes the CPUs20, 22, 24 of4and in 26.

primary disk treatment I30 ($A—P ) for for example storage
disc I00 (SA ) is arranged in CPU 020 and lacquer, backup
‘disk Process I33 (SC-P ) at same time for storage disc I02
($Cmirror ) can bearranged in CPU I22.
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($Cmirror ) can bearranged in CPU I22.

disk treatment 130 - 141 (It shows in Figure 1 way )can be
ananged in CPU s or greater of the two .

With another configuration , as for 8 horn storage disc ‘pair ,
SCSI chain of (In storage disc of total I6 confronting ) two
[hangu ]* off it is possible, at same time it can arrange extra
(excess ) SCSI tip , to do, in each sewer ‘network ‘adapter
for outside storage device .

[ooo7]

As shown in attachment patent application , as for request
treatment 145, theentry data *message is sent to disk
treatment 130 which is arranged in CPU 020 first, entry *
vis-a-vis request treatment 145 which isarranged in CPU I22
of for sake of in disk 100, (disk treatment 130 controls disk
I00 ).

Next, as for disk treatment I30, checksum is calculated over
the data .

checksum makes that data integrity for block of data
istransferred secure.

Next block ofdata from CPU 020 is transferred to disk 100
through server ‘network cloud I0.

When this transfer ends, as for disk treatment 130, you
respond torequest treatment I45.

[0008]

[Problems to be Solved by the Invention ]

Figure 2 shows one example of disk transfer.

Figure 2 has majority of same component which are included
in the Figure I .

In addition to these component , bufier I50 which is arranged
in CPU 020 and buffer 160 which is arranged in CPU 122 are
shown.

with this example, as for request treatment and disk
treatment, itis arranged in different CPUS.

As for these treatments, in addition, it is possible also to
beananged in same CPU .

With step 1, as for request treatment, from buffer 160 data
entry " thing is desired in $Adisk I00.

Therefore, it was arranged in CPU 020, because it is a disk
treatment disk treatment 130 for $Adisk I00, data which
isarranged in buffer 160 is sent to butter 150 which is
arranged in the CPU 020.
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With step 2, as for disk treatment 130, data which isarranged
in buffer I50 in disk I00 entry ‘.

Because with step 3, transfer of data to disk l0O ended, asfor
disk treatment I30, you respond to request treatment l45.

[0009]

intermediate CPU whichpossesses related disk treatment from
CPU which possessesrequest treatment and from intennediateCPU copy makes disk .

throughout , of transfer ofdata bdi ' ' '

remove CPUs and data ‘copy which resembles while
transferring data between the storage disc .
[00 l 0]

[Means to Solve the Problems ]

As for above—mentioned objective of this invention , with data
system whichtransfers data , central processing

unit ofplural which includes therequired CPU (CPUs );_
pply access directly with CPUs ofstorage
least one where one of CPUs controls

access to storage device and network ; required CPU which
interconnect does storage device , thehypothetical memory
‘address for buffer of required CPU only formationwith
storage device access request hypothetical memory ‘address ,
We to have responded to means, work request in required
CPU whichis supplied to one of CPUs which controls access

mory
which interface has been made

through network , as for data , it is achieved with required
CPU and data processing system which is directlytransferred
between storage device .

[001]]

With data processing system of this invention , directly as for
access , data ismade to grasp in buffer ‘memory in required
CPU from storage device in thehypothetical memory ‘address
it is possible to require.

With data processing system of this invention , as for data ,
each one, istransmitted with data ‘packet which includes
addresee node identification,source ‘node identification and
hypothetical memory ‘address , and data ‘word of plural mayrequire.
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With data processing system of this invention , as for storage
device , afier each one of the data ‘packet which includes data
for transferring was transmitted to therequired CPU means
which does advise in one of the CPUS is included, it is
possible to require. -

With data processing system of this invention , directly as for
access , in therequired CPU , entry it can increase in storage
device which access does buffer in hypothetical memory
‘address for transferring data itis possible to require.

[0012]

With data processing system of this invention , as for access
means . hypothetical memory ‘address for buffer of required
CPU only formation with storage device access request
soflware ‘routine ofat least one which supplies hypothetical
memory *address to the one of CPUs is included, it is
possible to require.

[00 l 3]

[Working Principle]

this invention supplies data processing system in order to
transfer data .

this system includes central processing unit which
interconnect is done (CPUS ) and storage device with
network .

CPUs includes request treatment and recording routine (Also
disk treatment is called ).

recording routine controls access to storage device .

software ‘routine is used in order to supply directly access to
storage device with required CPU (CPU which includes
request treatment).

sewer ‘network hypothetical memory *address for bufl'er of
required CPU isforrned to required CPU .

With storage device access request server ‘network
hypothetical memory ‘address is sent to CPU which includes
recording routine .

work request which includes server ‘network hypothetical
memory ‘address is sentto storage device from recordingroutine .

Next data is transferred to required CPU and between the
storage device directly.

As for storage device , next, you respond to work request.

[0014]

In person skilled in the art it becomes clear by fact that further
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embodiment andfeature of this invention should adopt in
regard to drawing which isattached, explanation of of details
below this invention read.

[0015]

[Working Example (5 )]

As for this invention, through network which supplies
connectivity for the processor and I/O communication bulk
*data transfer in high reliability system is supplied directly.

this directly data transfer when copy of data between the CPU
which is making CPU and disk treatment run which
aremaking request treatment run is removed maintains disk
treatment pair configuration simultaneously.

Consequently, data copy is done directly buffer ofrequest
treatment and between storage device .

As result, because (I) data is not transferred to buffer of disk

treatment, because network bandwidth to be done save , (2)
disk treatment in buffer data also not receiving, it is
good,because context ‘Switch time save to be done, (3) buffer
copy is evaded, the input/output (l/0 ) [ratenshii ] is
decreased, At same time because (4) message ‘system does
not send data duringrequest treatment and disk treatment, as
for work , from the message ‘system " burden is lightened ".

this message ‘system is used for interprocessor
communication .

[0016]

Figure 3 , when controller " [pusshingu ] " being (pushing ),
has shown transfer ofdata which occurs.

When for example data is transferred from disk 105 to CPU
memory , server ‘network ‘adapter 30 "[pusshingu] " does
data 170 in CPU memory .

As for this, in addition, " also reading "operation is called.

With this configuration , as for both of request treatment and
data processing ,it is ananged in CPU 326.

As for this CPU 326, in server ‘network ‘adapter 30, with
parameter (for example remote node identification) which
relation isattached to data transfer , data I70 is received,
server ‘network virtual address I72 for buffer [62 is sent.

server ‘network virtual address 172 includes data which is
used in order to acquire the physical address of buffer I62.
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used in order to acquire the physical address ofbuffer l62.

this server *network virtual address 172 is reset, about after
convening in physical address .

With desirable Working Example , as for server ‘network
virtual address I72, page number and offset whose it is
necessary to be used together in order to decide therelated
physical address both is included.

Therefore, it is possible to provide server *nerwork virtual
address 172 of two or more vis-a-vis buffer of one .

As for server ‘network virtual address , vis-a-vis all objective
it is disclosed in detail by theattachment patent application
which is adopted Cited Reference (5 ) as.

buffer I62 belongs to request treatment.

parameter which relation is attached to transfer, through
"work required " (workrequest ), is sent to server ‘network
‘adapter 30 from central processing unit 326.

With this data , server *network ‘adapter 30 directly from l/O
device (for example $Fdisk I05 ) can transfer the data I70 to
memory of request treatment.

With similar configuration , " entry * "thing can designate
CPU , as l/O device (disk ).

As for this, server *network ‘adapter from CPU memory data
" [puringu ] " it is (pulling ), it iscalled.

With this configuration , as for CPU 326, with parameter
which relation isattached to [/0 space , sewer *network
virtual address I72 for CPU buffer I62 which includes the

data is sent to server ‘network *adapter 30.

Again, these parameter are included "work request ".

With this data , server *network ‘adapter 30 from CPU
memory can transfer data to the disk ‘device 105.

Therefore, as for data , it is transferred between disk
whichdoes not transfer data through CPU which is making the
CPU and related disk treatment run which possess non» disktreatment.

[00 I 7]

packet (server ‘network ‘packet it is called ) which is sent
through server ‘network cloud includes header which
identifies source ‘node 174 and addresee node I76 for server
*network ‘packet .
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this identification is shape ofnode identification (ID ).

With desirable Working Example ,just CPUs and other
peripheral device have the node ld.

As for each sewer *network ‘packet ‘header , in addition,
transaction type field which shows thetype of packet isincluded.

packet type is grasped or or entry rare * time, packet deduces
affirmative response (acknowledgement ) from addreseenode .

Vis-a-vis reading packet , this afiirmative response includes
data which return it should you make node which executes
reading.

Vis-a-vis entry packet , this afiimiative response return does
successor failure state for entry operation .

[001 8]

sewer ‘network reading / as for sewer *network ‘address
which is appointed with entry packet, it was not a physical
address in addresee node , substituting and grant check it was
done and and, grant check did pass , if is, it is convertedto
physical address , it is a address .

this server ‘network ‘address is server *network virtual
address which description above refers to.

grant inspection, for example source ‘node identification
adequacy inspection and conversiontype checking (Namely,
reading / entry grant ) and is shape of bound (bounds )
inspection.

address adequacy inspection and conversion (AVT ) chart is
used for conversionand grant inspection which are applied to
sewer *network virtual address .

source which corresponds to AVTentry which as for source
IDfield of the AVTentry which access is made in order you
verify (Inspection) source ‘node ID, isusecl is appointed.

this source IDfield is compared as occurred with AVTerror
intemiption where mismatch (mismatch) negative does
access as result, source ID which isincluded in message
‘packet which is been required.

transaction type checking, includes inspection in order to
decidewhether or not access for reading or entry can be done
grant .

Vis—a-vis bound inspection, bottom bound ‘field and upper
part bound ‘field of AVTentry , the offset value are compared
in order to decide whether or not access is done grant .

Page I6 PaterTa® lnstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



NetApp Ex. 1002, pg. 929

JP1997185S94A

cmfiwétilfifili. fil=tt#E$H:fi(fiIJiI:f.
-‘EUJE 55451. l3A~i3C)l:.’%'$fi’$l:%Efi$7rt.
-Clfiéo

(0019)

-‘r‘—’5Ia)&i££i§ii*z‘s:“%>f;.s1)i:FfiL\u311.7oI\-
l~"717'L§.i§2HE') '79‘iZ7x(DMA)I‘/‘}‘/ii.
it. 7:1-ybiiifily-‘)ytt;IEFl;EirL6o

H$L.L\%l:'fii§ll'C*l;t. jtzwbifiiily->“/It.
3FifiMC'2“E'J - Ii-y77.l:'C-=1’-::'y7*H.»’¢~‘:‘E’rfi
'4'6C.&:fJ"C*é'. b~’3'J>t.:<tt—o0) DMA :1:
‘/~‘/'>f:‘% CPU l:EE%$:h.6..

i§ELf:J:'3l:. 3'-::v0*:tAl1. sass-a=:na-7
-—9a)7i:w’Jl:$r~tl,r7‘-—9a)—El’_tE&¥
1:16.

LEEL,f:.t-31:. CPU20. 22. 24 $72!: 26 it.
*f—Ii-—‘t~'yl~El:1'>f:'~)-F—$~'0JIV7-yI~’&ii;
i£'r.I‘6f:&>I:7ct-y7§£i£:I:>§>I:;t~y77€—
§1a§>.:t7b<t%%a.

El; CPU20. 22. 24 am: 2511. =)=:-ywnt
’E§+§L7'J\’)Z|ltI)/i-y77l:=J=:c~y7*i-AEEEE
'J'6f:6?)l:7El"/9§1EiE:I:‘/~‘/’>l:; <-y77E§
:la%>:tb<'c-a6.

‘Z-Lt. §¥¥l,l.\%li‘fii§ll'C*l1. SCSI -‘r-yd’ 40 I:
aafiam: DMA 17°/‘pix. (¥«rx0“fiExU"
§f:I:t“§5Aa+"i:$o‘L.r)%-?—5=§zEi£I:$dl,
‘C"7"‘J’/l/’7‘"(pushing) $T:l;t"7'J‘/7"'(pulli
ng) E¥fi’?'éo

[0020]

_l:EELf:J:5l:. 7$%H)l0)Ei§-‘r‘—9§Ei£fJ‘1-‘r
bh/5ta‘ri:. -7-’—9Ix. awe; CPU t+‘4:<
7a&E§*sArcL~?~. CPU amefietassenu
L\.

‘l’€b")lZ. ‘#-/\’-2'~“Jl~{lS'(fi7l~'l/ZfJ‘§EfiJ'2‘é‘
Jl'L15"Dfiil.“3il'L%>o

.'.'.0)*;‘—/i-2’~“J|~iEE7l~'IzXl;l:. Et§+‘—’;'
§£i£€%fi*t6r:A1>i:+¢~n'-a~~yI~-7977
lZJ:D'CFfil.\'5i(1.7.>..

EU. C0)ll&ElZ3”:3l,\‘C:’J0)§;“0)-F--Giiiié
f3‘?-'FE't:*-féa

§ I |1,*.’r—I<-#~‘ul~{liE7l~'Lxx€-$liIi‘§‘6
:£:&UFfiL\Zo:t’¢'—$t:7'-”»r7\7§i«7+7l"<I/
—~‘/3‘/635%.

*2‘—/<-as-y|~-7'3*'7‘S!l2t. -T-»rZ0§iAJ+I:3<=I
L‘CuZ~¥7?£7l”<I/—‘/a‘/’&fi5f:£¢>l::0)*i—
Ii-—7--y|~{Iifi7Flzx§ffil.\«E>.

1997-7-15

grant inspection of this type is stated in detail in attachment
patent application (page 55~6l, Figure I3
A~&lt;SP&gt;13&lt;/SP&gt;C of for example ).

[00 l 9]

hardware which is used in order to achieve transfer ofdata

directly memory ‘access (DMA ) engine in addition, also
block transfer engine is called.

With desirable Working Example , as for block transfer
engine , it is possible with the asynchronous to calculate
checksum on memory ‘buffer , at same time DMA engine of
at least one is arranged in each CPU .

As inscribed, checksum makes consistency of data secure
vis-a-vis block ofdata which is transferred.

As inscribed, CPU 20, 22, 24 or to entrust buffer to block
transfer engine in orderto transfer packet of data over server
‘network cloud it is possible26.

Furthermore, CPU 20, 22, 24 or as for 26, only calculation to
entrust the buffer to block transfer engine in order classified
by to arrange checksum in the buffer it is possible checksum .

And, with desirable Working Example , as for DMA engine
which is arranged in SCSI tip 40, " [pusshingu] " (pushing)
or " [puringu ] " (pulling ) is executed (disk * reading" or "
entry " confronting) vis-a-vis each data transfer.

[0020]

As inscribed, when this invention data transfer is done
directly, data isnot transferred between CPU which includes
requiredoccurrence CPU and disk treatment.

server ‘network virtual address is fonned by substituting and,
and is used.

this sewer *network virtual address in order directly to
execute data transfer is used with the server ‘network

‘adapter .

Again, data transfer of type of two exists at time of this
treating.

first is disc entry operation which includes fact that the sewer
‘network virtual address is formed and fact that it uses.

server ‘network *adapter uses this sewer ‘network virtual
address in order to do necessary operation vis-a-vis disk entry.
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Consequently, AVTentry for (In required treatment buffer it
confronts ) server ‘network virtual addressappoints sewer
‘network ‘node ID for the server ‘network *adapter which
needs that required treatment bufi°er is done access .

[0021]

Vis-a-vis disk entry operation , occurrence CPU which is
makingrequest treatment run before issuing demand for disk
treatment,calculates checksum ofdata first.

Request treatment after fonning sewer ‘network virtual
address vis-a-vis buffer , requesttreatment pass makes server
‘network virtual address disk treatment.

Because as for disk treatment, source lDadequacy inspection
can fail, this server ‘network virtual address cannot be used in
order access to do required treatment buffer .

Afier receiving sewer ‘network virtual address , as for disk
treatment, "work request "you send to server ‘network
‘adapter which appoints server *network virtual address , for
buffer whichrelation is attached to treatment, and (2) request
treatment to the server ‘network ‘node ID for CPU (CPU
which includes request treatment) which generates (l)
request.

Because as for server ‘network *adapter , that is entry
operation , data " [puru] " (pulls )next making use of server
"‘network virtual address .

With end of transfer of this data , (Generally shape of
intenuption ) notification, transmitting to CPU which includes
disk treatment, it is reset.

Next, as for disk treatment, you respond to request treatment
inorder to notify end ofdata transfer to that.

AVT chart and further data regarding server ‘network virtual
address are suppliedto attachment patent application .

[0022]

data transfer of second type is vis-a-vis disk reading.

Figure 4 has shown one example ofdata transfer for disk
reading directly.

With step I 1, server ‘network virtual address for buffer 150 is
formed.

bufi‘er 150 relation is attached to request treatment I46.
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With step I2, as for request treatment I46, request is sent to
the disk (Dp2 ) Process 133 .

With step I3, as for disk Process I33 , work request work
request is sentto server *network ‘adapter 30.

With step I4, as for sewer ‘network ‘adapter 30, transfer of
data to buffer 150 is executed from $Fdisk I05.

step I4 is done, until all of required data is sent to buffer I50.

When data transfer ends, it intemipts sewer ‘network
‘adapter 30, disk Process I33 with the step I5.

With step 16, as for disk Process I33 , it infonns about fact
that the data transfer ends request treatment 146.

With step I7, as for occurrence CPU which is making
requesttreatment run, it calculates checksum of buffer and and
beforeaccepting data , it verifies that.

[0023]

Directly as for data transfer for disk entry, before (I) request
is sentto disk treatment, checksum is calculated in request
treatment,resembles to unusual in disk reading at same time
direction ofiransfer of (2) data from CPU memory excluding
fact that is to disk .

Figure 5 has shown one example ofdata transfer for disk
entry directly.

With step 21, as for request treatment I46, checksum
calculation isexecuted.

With step 22, as for required processor I46, server ‘network
virtual address is fonnedvis-a—vis confronting and checksum
*buffer in buffer 150.

With step 23, as for request treatment I46, that request is sent
to disk Process [33 .

With step 24, as for disk Process I33 , work request is sent to
server ‘network ‘adapter I30.

With step 25, as for sewer ‘network ‘adapter 30, data from
buffer I50 and the checksum from checksum "‘buffer are
transferred to $Fdisk I05.

After all ofdata which it requires was transferred from buffer
ISO to disk I05, it interrupts sewer ‘network *adapter 30,
disk Process I33 with the step 26.

With step 27, as for disk Process I33 , it infonns about fact
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that the data transfer ends request treatment I46.
[0024]

Directly, software for data transfer can delay (Or, empty) data
directly in CPU which is making (Or) request treatment fromdisk ‘device run.

In order directly to execute data transfer in desirable Working
Example , it canuse device ‘handle .

remote server ‘network ‘node ID it supplies this device
‘handle , to AVTentry for data transfer .

entry in AVT chart only server *network ‘adapter which is
identified with this node ID for data transfer access is
possible.

AVT chart as been a accessible in server ‘network ‘adapter
which possesses node lD where that is correct, map
designates required CPUsbut’fer as the server ‘network virtual
address space .

When being started, device *handlc indicates data transfer
parameter which includes the node ID.

In order to acquire this device *handle , it is used with
Working Example where the server ‘network *node ‘routine
which was pasted "TSER_DEVlNSTALL* and label isdesirable.

Therefore, parameter which relation is attached to remote
sewer ‘network ‘node , when the this‘ routine is called, is
appointed to cord .

[0025]

With desirable Working Example , as for system , when
request for the data transfer is recognized, data transfer only
starting TSER_DEVlNSTALL is executeddirectly.

Directly when data transferring process ends, device ‘handle
retum is done by factthat for example
TSER_DEVREMOVEroutine is called.

With second Working Example , general purpose (global )
device ‘handle or stack /module /slot for device ‘handle
conversion cache is arranged in each CPU .

With this Working Example , as for TSER_DEVlNSTALL or
TSER_DEVREMOVEroutine , it is not called.

To show demand of thing which directly uses data transfer
with themany method it is possible user .
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Large data transfer mode where for example SETMODEl4l
confronts disk ‘file transfer enable ispossible.

this SETMODE is large to disk ‘file which bypass does disk
treatment cache to user , non- configuration access they to
demand it ispossible to be appointed.

With another example, when backup , restoration and dump ,
etc arerequired, you can use BULKREAD and BULKWRITE,
as interior tool .

As for BULKREAD and BULKWRITE, in addition, bypass it
does also disk treatment cache .

Consequently, BULKREAD or BULKWRITE or
SETMODEl4l enable it wasdone vis-a-vis file transfer if is,
directly data transfer is used inorder to execute transfer task .

[0026]

With desirable Working Example , when SETMODEl4l is
shown, as for message ,it is sent to disk treatment in order
flash to do cache .

As portion of response to this SETMODE request, disk
treatment return does display (indication ) vis-a-vis file
‘system where that directly can support data transfer .

disk treatment, in addition, server ‘network D5 of two return
itdesignates as file ‘system .

These server *network lDs configuration do principal
(primary ).path of two to therelated disk and its mirror *disk .

When doing entry seeing to disk ‘device , it can use sewer
‘network ID of the both , at same time it can use only server
*network ID of one vis-a-vis reading operation .

When file ‘system receives response from disc treatment, that
responseonly reading calls data transfer routine in order to
install sewer ‘network ‘cord in the server “network IDs of
two directly.

[0027]

When in same way, BULKREAD or BULKWRITE display
being done, the file ‘system sends conventional bulk ‘data
transfer request to disk treatment.

In possible case, as for disk treatment, you respond to file
‘system which has shown fact that that directly can support
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data transfer .

At time ofthis , as for disk treatment, in addition, therelated
disk and server * [neeto ] lD of two which configuration
doesprincipal path of two to its mirror are done retum .

Next, calls file ‘system at same time and data transfer routine
in order toinstall server ‘network ‘cord in server ‘network lD

of two directly vis-a-vis thesucceeding bulk ‘data transfer call
making use of data transfer directly.

(two server ‘network id is installed ) As portion ofdata
transfer session establishment directly, directly data transfer
routine inaddition, it acquires also space for transmitted
information block (TIB ) from FLEXPOOL.

TIB directly is used for interface between data transfer routine
and the server ‘network ‘cord .

As for TIB, in addition, in order to require that server
‘network ‘cord uses DMA engine in order to calculate
checksum it is used directly even with data transfer routine .

Because with desirable Working Example , checksum
‘operation is synchronization , it can use single TIB.

FLEXPOOL allots space vis-a-vis memory managing .

[0023]

Which way, it has shown Figure 6 , whether it can use server
‘network ID of the two , vis-a-vis path of two to disk and its
mirror ‘disk .

With desirable Working Example , as for server ‘network [D5
of two , relation itis attached to SCSI tip 40 and 42.

As shown in Figure 6 , these SCSI controller ‘tip 40 and 42
supplies access to the disk 100 and its mirror ‘disk I 15.

With desirable Working Example , [fooruto] ‘ as for free
(defect-free ) system , server ‘network cloudl0 of the:CPU
020 and CPU l22;two which have following ones and l2; the
backup path ;server ‘network ‘adapter 30 to primary
(Principal) path and disk and its mirror ‘disk 16 to disk and
its mirror ‘disk 14 and 32; SCSI tip 40, 42, 44 and 46; disk
I00 and its mirror ‘disk 115;chain 120 andl22.

With this configuration , as for all component of system , it
possesses redundant component of at least one as backup ,
(for example disk 100 has backup ‘mirror ‘disk ll5 ).
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Therefore, as for throughout , all data transfer ofdata writing
seeing operation , error onlyoccurrence correct data can do
access from disk of the one , if is, in order data and because of
access to bearranged in another disk , you can do vis-a-vis
disk (disk and its mirror ‘disk )ofthe two .

this configuration , if it is, does not occur for most part with
thepollution of data as result.

throughout , ofdisk reading operation data transfer soflware
disk 100 or with only one of l 15 map does data *buffer
directly because of the access .

Consequently, buffer map is done tojust in sewer *network
virtual address space of the one .

[0029]

With alternate embodiment , it can use server “network ID of
4 directly because of the data transfer .

With this configuration , as for data *bufl‘er , SCSI controller
‘tip 40, 42, 44 of all 4 and map you must make redundant in
server ‘network virtual address space for access with 46.

This issues data transfer request in disk treatment SCSl
controller ‘tip 40, 42, 44 or vis-a-vis 46.

Directly, data transfer support software wear configuration is
done as library of software ‘routine , (routine it is called ).

With desirable Working Example , as for file *system , it is a
client to these routine .

Consequently, when deciding that file ‘system is started data
transfer directly, that buffer only map calls routine which
causesoperation which is necessary in order to calculate
checksum .

Directly when data transfer routine was done, file *system
message uses message *system in order to send to appropriate
CPU which includes disk treatment.

[0030]

Figure 7 is one example of system ‘software hierarchy
conversion which directlypossesses data transfer .

As shown in Figure 7 , as for file ‘system 210, it is possible
and anddirectly to call message ‘system 230, before calling
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message ‘system , it is possibledirectly to call routine ofdata
transfer library 220. ‘

file ‘system 210, when flag " [ineeburingu ] data transfer is
set directly, calls the data transfer library 220 directly.

As shown first, this flag is done, when SETMODEl4l or
BULKREAD/BULKWRITE isexecuted, set .

Directly data transfer enable was done at FlLE_CLOSE time,
if is, file ‘system calls data transfer routine in order directly to
end data transfer session directly.

This, directly in data transfer routine , disassembles server
‘network ID of server ‘network ‘cord and two.

FlLE_CLOSE time, fact that file above this is not transferredisshown.

[003 1]

With another Working Example of this invention , when
treatment of plural in thesame CPU doing data transfer
directly Vis-a-vis same disk or the tape , it can use device
‘handle ‘caching ‘scheme .

As for this, duplication of device *handle which indicates
same server *network ID in CPU is evaded.

When using device ‘handle ‘caching ‘system , directly when
data transfer session is established directly,check it designates
data transfer routine , as in order to inspect whether omot
device ‘handle exists in CPU .

device ‘handle exists already, if is, it can use device *handle .

Othenavise, it is fonned by fact that new device ‘handle calls
the server ‘network ‘cord .

At FlLE_CLOSE time, as for device "handle , it is notremoved.

[0032]

Vis-a-vis reading data transfer operation , checksum and
adequacy inspection are doneafler ending of data transfer .

With desirable Working Example , as for data transfer starting
routine , it al|ots( I) checksum ‘buffer directly, map does
buffer of required processor in (2) server *network virtual
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address space , at same time return makes (3) file ‘system .

mapping in sewer ‘network ‘adapter is done in order push to
do data over primary (Principal) path of sewer ‘network .

processor ‘cache *sweep where as for this mapping
*operation , memory of required CPU isconsistent, cache of
processor requires is included.

file ‘system installs sewer ‘network virtual address which
map is done in required control region .

Next, related message is sent to appropriate media sewer
treatment (disk treatment or tape treatment).

this message from request treatment shows fact that transfer is
the data transfer directly.

Next, as for disk treatment, as for response data *buffer and
checksum ‘buffer , you knowthat map it is done with sewer
*network ‘adapter vis-a-vis access .

As for disk treatment, (1) it should execute which operation
and (2)reading data and checksum are arranged in addresee
CPU (CPU which includes request treatment) in the address
which is appointed, command is issued in sewer *network
‘adapter which isreported to that.

sewer ‘network "‘adapter , when data transfer ends, interrupts
CPU which includes disk treatment.

this configuration is shown in Figure 4 .

[0033]

With desirable Working Example , as for mapping of buffer
oftherequired processor to in sewer ‘network virtual address
space , it is done directly with data transfer routine .

These sewer ‘network virtual address are transferred to disk
treatment.

In order to make this transfer easy, sewer *network virtual
address return is done in file "‘system which installs sewer
‘network virtual address in request which is sent to the CPU
to which as for data transfer routine , that includes disk
treatmentdirectly.

When data transfer ends, sewer ‘network ‘adapter through
interruption which requestdoes notifies disk treatment.
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When receiving message that, request treatment ended, data
transfer ,that calls data transfer routine in order to treat end of
reading requestdirectly.

Directly data transfer routine which next, is called calls server
*network ‘cord in order tocalculate appropriate checksum for
required CPUsbuffer .

this checksum ‘operation is blocking ‘operation .

Therefore, treatment is discontinued while checksum

*operation is in midstof treating.

When checksum calculation ends, it calls routine and, treats
ane block (block it does not do).

Next, directly as for data transfer routine , checksum which
was calculated being server *network ‘adapter , verifies that
it agrees with checksum which return isdone.

Next, it calls routine and, return does any of success or
_checksum ‘error display to file ‘system ‘routine .

[0034]

Figure 8 shows process flow with reading required path
whichdirectly possesses data transfer .

With step 300, as for application , file ‘system for reading
request iscalled.

With step 302, as for file *system , required section only
preparation data transfer routine is called directly.

With step 304, as for reading starting routine , checksum
‘buffer from the FLEXPOOL is allotted directly.

With step 306, directly as for reading starting routine ,
therequired CPUsbuffer map is done in order enable to do
access ofbufler to server *network ‘adapter over server
“‘network , at same time server ‘network virtual address the

return is designated as file *system .

With step 308, as for file ‘system , message ‘system is called
in order to send message to disk treatment.

this message includes server *network virtual address of
bufi‘er which is installed in therequired section .

With step 310, as for disk treatment, work request is issued to
the server ‘network ‘adapter .
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this work request reading data and checksum , is something in
orderto arrange in CPU which includes request treatment.

With step 312, as for server ‘network *adapter , it executes
data transfer and andinterrupts disk treatment with end
notification.

With step 314, as for disk treatment, you respond to message
ofreq uest treatment.

[0035]

Figure 9 shows process flow for reading response path
whichdirectly accompanies data transfer .

With step 320, as for response of disk treatment, at same
timerequest treatment is started with message of request
treatment as queue .

With step 322, request treatment only starting verifies
checksum .

With step 324, directly as for reading end routine , server
‘network *cord iscalled in order queue to do checksum
calculation for DMA engine .

Next, it calls and discontinues treatment.

DMA engine , next, executes checksum calculation.

With step 326, as for DMA engine ‘checksum calculation end
interruption, requesttreatrnent ane block is done in server
‘network *cord .

With step 328, directly as for data transfer routine , deposit
checksum whichwas calculated with checksum

(Arrangement) is verified with server ‘network *adapter .

With step 330, directly as for data transfer routine , checksum
‘buffer only return itsucceeds checksum comparison for file
‘system in FLEXPOOL or it fails return .

Ifwith step 332, with desirable Working Example , as for file
*system ,comparison is is success, to request treatment return
it does, the checksum ‘error occurred, directly with data
transfer none for second time it tries.

[0036]

Vis-a-vis entry data transfer operation , checksum is
calculated before data istransferred.

file *system direct entry starting routine supplies address of
the buffer of call and required CPU .
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Directly data transfer routine checksum ‘buffer first map
designates allotmentand related buffer (Required data and
checksum ‘buffer ) as in sewer ‘network virtual address
space .

Vis-a-vis entry operation , bufier map makes in sewer
‘network virtual address space with path of two of disk and
its mirror vis-a-vis access .

lf this is entry which mirror is done, related sewer *network
*adapter of the both access does these butfer .

Entry seeing which mirror is done is used with desirable
Working Example .

[0037]

Next, directly data transfer routine calls sewer ‘network
*eord in order to calculate the checksum ofbuffer .

sewer ‘network *cord only queue calls checksum calculation
to end ofchecksum calculation next in DMA engine of
required CPU and treats the block .

DMA engine checksum which is appointed only calculation
arranges thesynthetic checksum in checksum ‘buffer .

End interruption for checksum calculation field is done next
with sewer ‘network *cord .

End interruption ane block does request treatment that time.

Directly data transfer routine reopens treatment by fact that
sewer ‘network virtual address of4 return is done in file
‘system .

two of these sewer ‘network virtual address corresponds to
buffer of required CPU .

sewer ‘network virtual address of other two corresponds to
checksum ‘buffer.

file ‘system entry routine sewer ‘network virtual address of
these 4, calls message *system in orderto send insertion and
related message to disk treatment in therequired control
section of message .

With desirable Working Example , in order to evade data
pollution, as forrequired treatment buffer , when disk reading
is executed, the map it is done to just sewer ‘network

Page 28 Paterra® lnstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



NetApp Ex. 1002, pg. 941

JP1997l85594A

ffiltv-yiénéc

(0038)

'7"»{Z’7llflEli. C0)El§‘7"~9§z':S£§iA-7~J~¥
3l€0J§l‘fHl1'-JIZJZU. SCSI :1‘/|~EI—5’\:El=J]72i
U—’7¥3§€-iiéo

7.0)‘?-—’7§3§l¢. ‘?—’iZiU‘)"I"/0“1”.Lx-/l
‘y777b‘¥fiflE€—§A;t'L\.7a CPU f1\Ea§lE6:
tétfiiiébt. +r—zt-2~-yl~-79751/J‘-Ba)
¥*$§T%|liA3+l;t. -';-”»rX’7&llE€-3/u'Gl.\%z
CPU i:fi<»<er~m:a2;'a$¢6.

—m\'c'. *f—I\’-?~-yl~-7’i’7"7li. asmaaa
cpu iJ\=3§i7_Ka+:rI<t/—=/a>|:;ifi—J.55-‘-5:
E71!/9‘.7o.

JXLVE. "r‘—9l2l:. %EB‘Jll§l»'lil:§%iA¥t‘l..
‘?LTF»rX7M&l1. -’l=§';’l:J:U$liA3+’é7'fL
‘Cififfléftéu

?»rz76mEIi. I >fiw.tfiE5—--'r‘»r1’J0)il‘-5:‘
0)m7‘Jbu30)t¢§T%|liAi+§t$9.

fi7i0)f«rx’JfJ‘7l"<tz—-‘/a:x€-¥=§TLf:t£.
-F—r7\74ULi§I;t. ¥*flL1E0)2l-y1z—~‘/'l:l.‘r;9§
‘H5.

(0039)

-'r‘4x’J9A&I:.toti£»stLf:r.‘c:9.;=.25<¥st20.LLE

;)1§PUl:¥IJiEL.T:t%. CPU I1. amuse60

arm. 774;»-~>x~‘rJ..I:. §3A«?+$%T"HLl
E?'%>T:cV>|CEi§7"-’fi§z':i£)l«—9'-‘/”.~_‘—D¥tli
‘-rs

CUJ%‘8‘l:li. E???”-5'§Ei§)l»—9"‘/l:—l:. *1‘
—Il-$-yl~llifi7’Flx7~EFefifJ\E.0)/W775?
‘/7*y7(unmaps)L. 9"I“J’7"1‘J-x ' I\"y770)§ll
'-)§'C’&fi|£%l.. iJ\a774)L-~‘/X-‘rAl:')'$~'—
‘/#6.

>5tl.\'C*. 774')!»-~>1-’r.£tl3:. {'0):L—+fl:§
iAfl¥3tZ0)$§T€—iE’iIl'§“6.

10 I1. El?-?—’2"£z'si£El¥5§iL3+¥fi#¥
%l:$H‘.7o6IFl§7l:I—’¢-_“—=T=’9”.

521% 350 ‘Eli. 77")‘/-—~>a>l¢. §5M+2r~“
u—~>a>I:;a‘=rza77»r;L->1-H.€—n=pur,*.,

E93’: 352 mi. 774)»-~>x-‘ralat. Etfi-‘r’-
5"§i:i£§52\_¢7+E§JIl«—9’-‘/*.«_'-ll¥ti.‘a?'a

Eitlté 354 ‘Eli. ifitfii-’—’;!$z':i£§iM+&r1EJJ)L—
9'-‘xii. FLEXPOOL i:u3aJ=r:-y0*u.-/ta?
7’&E|lUé’rCZao

1997-7-15

‘adapter of one .

[0038]

As for disk treatment, appropriate work request is sent to
SCSI controller this due to receipt of data transfer entry
request directly.

this work request appoints that it comes from CPU to which
data and checksum *bufl‘er include request treatment, but, it
appoints that therequest end interruption from sewer
‘network ‘adapter should go to CPU whichincludes disk
treatment.

Next, server ‘network ‘adapter [puru ] data from CPU of
request treatment forentry operation .

Next, data is written by physical media , and disk treatment
isnotified through interruption, with end.

disk treatment waits for end interruption from both of the half
of primary and mirror ‘disk .

Afier disk of both ends operation , as for disk treatment,you
respond to message of request treatment.

[0039]

When response which is sent in disk treatment arrives at the
CPU of request treatment, CPU starts request treatment.

Next, file *system calls data transfer routine in order to treat
entry end directly.

In case of this , data transfer routine ane map (unmaps ) does
buffer from the server ‘network virtual address space directly,
cancels allotment of checksum ‘buffer , at same time return
makes file ‘system .

Next, file ‘system notifies end of entry request to user.

Figure l0 shows process flow for entry required path which
directlyaccompanies data transfer .

With step 350, as for application , file ‘system for entry
operation iscalled.

With step 352, as for file ‘system , data transfer entry starting
routine iscalled directly.

With step 354, as for data transfer entry starting routine ,
checksum ‘buffer from FLEXPOOL is allotted directly.
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With step 356, buffer and checksum ‘bufi°er of required CPU
for the access to which data transfer entry staning routine
depends controller path of the two directly are done map .

Next, routine calls server ‘network ‘cord in order to calculatechecksum .

With step 358, as for sewer ‘network ‘cord , checksum
calculation only queue request treatment is discontinued in
DMA engine .

With step 360, as for end interruption, it makes
requesttreatrncnt sewer ‘network ‘cord reopen and and return
makes direct entrystarting routine . .

With step 362, directly as for data transfer entry starting,
server ‘network virtual address ofrequest and checksum
‘buffer return is designated as file *system .

With step 364, as for file ‘system , these sewer ‘network
virtual address insertion and this message are sent to disk
treatment in required control region .

[0040]

Figure l 1 shows process flow for entry response path which
directlyaccompanies data transfer .

With step 370, as for cord , request treatment is started.

With step 372, as for file ‘system , data transfer entry end
routine is calleddirectly.

With step 374, this as for data transfer routine , ane map it
does the buffer fi'om sewer *network virtual address space
directly, cancels allotment of checksum ‘buffer and returndoes.

With step 376, as for file ‘system , entry end notification
return isdone in application .

With desirable Working Example , as for space for checksum
*buffer , it isallotted directly with data transfer library*routine .

this space is allotted from FLEXPOOL.

With alternate embodiment , as for file ‘system , space for
checksum ‘buffer is allotted.

checksum *bufier ‘size depends on buffer ‘size and sector
/block ‘size of required CPU .

[004 I ]

With desirable Working Example , as for file ‘system *client
which directly starts the data transfer operation , in addition, it
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#0
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‘JESSE-'rI‘y’)*2‘1.s - I \"y77’&{‘1’L|30)7—lb
I:I)61—‘x4‘?a.:tI:3¢a‘LrEEi:<5a%>.

774»-~‘/1-7‘J.xli. 3fiEl.\'G. Eziléi Lifiiuéifi
UJfaI'7"-{Z’JllLlE’\i£E2.

.:t’L'§>:1J0)J!l"\°lx—°/3‘/fJ‘i%§T L1':{£:. Elf
'7-’—’5lEz':i£7l"\°l.z—~‘/a>fJ‘HSl U 5El$1’Lt%7't.I3
11%).

l'§iE7--9§1'ii£)l.»-‘,""J75(I<‘y77€7>7*y7’
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(0042)

ll-?¥Ll.\¥fil§l§ll‘C*lalI. ~>z-‘r.L.I::sH52ta>
CPUs 0J+:r—/<-av-Jl~ ID Ii. 77—Ar7:7'e
efieneo -

Ctvfifili. 77——A'7:7(:t$h‘%>“‘lz-yl~-*7‘
-I<-=l'~-yl~- Ii5;¢—5?";l—IL7l'§‘yO7Jl‘§‘%'0)
#36536.

:a)x—)b7r<w7zt§'%I::$l:t. 77-137:
7ld:. 8 l:'-yl~-*i'—/i-7l=-:Il~-I\>F)l«E'J5'->
1'69

.:a)nyI~’M;t. 77—A*J:7I:$o‘*J'%>>t=zI--
7n1z~y+2‘€-fi2Il=4'.7af:tv>I: SCSI £-)_1—;L-
F5»rz<l:.t:o'crfiL~s3tL€>.

:a)*t—/\’->l'~-y|~ IDs wfifili. Eiiijutzv
*2‘(E3lZm§’¢~“:€i:7’ I2l‘t!v"J')tE"E1E§§E(‘7"-r

;:_E‘§i.‘§§E)t0)Fa*l‘C'Et§+‘—9§Ei£E-Elr60
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is possible also to cancel operation .

As for this cancellation, or while marked data transfer request
exists, it is possiblewith end of data transfer to do.

When data transfer operation is cancelled directly with this
method , file ‘system calls data transfer routine in order to
execute cancellation directly.

this routine is a responsibility confronting and related
checksum ‘buffer vis-a-vis return making those pool in ane
map doing buffer fi'om sewer ‘network virtual address space .

Next, file ‘system , notice of cancellation is sent to
appropriate disk treatment.

After operation of these two ends, you can think data transfer
operation cancellation directly.

Directly when data transfer routine ane map does buffer ,
server ‘network ‘adapter tries thefact that that access does
this buffer , if is, you encounter to the error .

These error are reported to both of CPU which includes the
server ‘network ‘adapter and request treatment.

With desirable Working Example , as for sewer *network
*adapter , after encountering to the first error , fact that buffer
is done access is stopped.

[0042]

With desirable Working Example , sewer ‘network ID ofall
CPUS in system isregistered with firmware .

As for this register, it is a shape of "set ‘sewer ‘network
‘parameter ‘mail box command in finnware .

According to this mail box command , firmware return does 8
bit ‘sewer ‘network ‘handle.

this handle in order to identify host ‘processor for firmware is
used with SCSI module ‘driver .

Register of this sewer ‘network lDs required processor
(processor which includes request treatment) with allows data
transfer directly between storage device (device which
includes disk ).
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J:§E‘C'§R5JiLf:i§lll;l:. ¥3R5UlED.U?«rX75lll
Ebiibié CPUs l:Er3EE1’L%>f%$T:'l‘fE%§
Lf:s

:11.-szaoafltlfiffilfill; CPU i:aEEe11.%>t.:-3
Izf. Eta-7-‘—5~'$£i£I2t. $f:'fiiLv5:e1:<r-‘a*=
60

.:a)fil'c‘tE¥§=r‘—5tfii£fJtmL\-3tL?m1:el:.
fiittdmfitfi-'47«7NLlEt0)Fa‘10>/t-y770J CP
u :it"—I;t. ifilflfléné.

iitor. it. Eta—?—5vfii£i2t. eszaea
U+'47J29L1§a>mf5IJ<fi1L: CPU Izaifiehé
té?l:=E;¥$Ll.\o

(0043)

.l:'§E0)t5|l‘C'ldZ. ‘7'"4'7~’7ld:. ‘EETE5-V i4'X<‘:L,'C
Ffil.\I3:h.f:7’J‘. E¥§?—’3iEi£l:3l=iL'C37:I5i’l3
6§E1’§"7"I<'fZ’£'FEL\6.’_ttJ“C*§%>.

trials. E355‘-’$'ii:i£li. a=uz~Et;-T--9-:1
I:'—’él§lfl’J'6T:d>l:-‘r--71/Ol:Ffil.\5:tfJf
-6360

‘E03 I/O fJ“)'-3:-y’7*fAE+§”¢"§‘$f.£l.\f.sI|3li.

§i§'7"—5§£i£ld:. *'r’4Z00)i%f=*J:U‘bF§$'C*6.,

-?—7’lmE75‘i§i§7"'-’2'7§z':i££i¥=*f'<1'€a72£IE:
Ii. I§"J77"27&UE7‘cIrfi§Ql;t, Cwfiifiifil
Hiféztbiféé.

fililfi. "I"4X7flE0)i%f:T. '7'—‘79lLE&U
IV/77'y7/Eimfllt. 3 'J0)£t;6 CPUs I:
eraezan. Etfi-‘r‘—6!iz‘:i£lI. ::a0)7FnZ~
Eti/(V77-:Il:"—E~lElfiL.5%>.

&?¥Lt.\¥fiEl§ll‘Gl:. 3El:7T=’-J"J7|~"J1:'7-3
——Fo>#E$’¢i1, Et§+’—9ii:i£5»r75')i:rsIr
/Z>—(>’;1—7x»{7\-;L—=f>€—{4tt4.?‘4'é.,

% 1 0)¥E¥’+‘l2t. Et§7=—£«§£is§+z-y~‘/ayrafite
;L—+>(:aJ;t5*;‘fi7a)ET’&%fi)l:3d*r
étmeaaé.

.‘_0)}l«-9’-‘/Ii. %#1.iJ‘Ei§"F—5'§i£¥F§€’¢E
Eta?‘/5:tia<t%6%’4x7a&§b\ea>t-§:fi*e
%tLi:<§I’rHx2.'>.teI:77»f1L-97.-7-Alzxo
ruriaaae.

-Forzammi. .:o)¥ErT=E=§*J“6 SETMODE
141/ztrvo-7’-—6?§Ei£§3ttt:rs=§<;-z,,

5-‘4X’75!&¥7b\I30)l2;§l:t:. it. '9’-/{-3i’~"J
I~ lDs. I<’7'-y9»f*:l‘§. 2*?0>J:5t+\ Eta-F-51
fi£5£Jb—5‘>I:J:o‘cfi1Lu3rLZat%fi§_'éi“t:.

zmfiifiti. 774)l»-‘/X'7'L.l:J:3‘CEi§7"'._¢—.u. . nun... - _ n_,n_r_ -
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When request treatment and disk treatment are arranged in
different CPUs only, it considered example which is
explained at descriptionabove.

If treatment of these two is arranged is in same CPU , stillyou
can use data transfer , directly.

When using data transfer directly with this example, CPU
copy of the butter during request treatment and disk treatment
is still evaded.

Therefore, in addition, directly data transfer , when both of
requesttreatment and disk treatment is arranged in same CPU
even, isdesirable.

[0043]

With above-mentioned example, as for disk , it was used as
the storage device all storage device can be used, but directly
vis-a-vis data tra.nsfer .

for example directly you can use data transfer , for tape [/0 in
order toevade unnecessary data ‘copy .

l/O does not include checksum calculation, if is, directly the
data transfer is simple in comparison with when it is a disk .

If tape treatment is also data transfer supports directly, backup
andrestoration infrastructure can utilize this feature.

In case of for example disk—treatment, tape treatment and
backup / restorationtreatment all are dispersed by 3 different
CPUs, data transfer can—evade the unnecessary buffer *copy
oftwo directly.

With desirable Working Example , as for excerpt of software
*cord which is shownnext, interface "‘routine directly in data
transfer library is supplied.

first excerpt is something directly for data transfer session
start routine (You refer to directly below of this paragraph ).

this routine when that receives display from disk treatment
wherethat directly can support data transfer request , is called
with file ‘system .

As for disk treatment, you respond to SETMODEl4llbulk
‘data transfer request which possesses the this display .

As for response from disk treatment, in addition, server
*network IDs, [pakettaiza ] type, the data which or other ,
directly is used with data transfer routine is included.

this data with file ‘system pass makes directly data transfer
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—’$i§ii.§-iz-y‘/a>t3fitlét)i»--‘i-2zl:/ fxéhéo session stan routine .

[0044] [0044]

ii 1] [Table I ]
[Q

" Returns 0 upon success
an error code upon tailure

iop__cookie is an input pointer to the area that the IOP returned to the

File System to pass on to the Direct to routines.
The File System should not care
about the internal format ot this area. The format oi this area would be

an agreement _between the lOPs and the Direct to routines. This area
will contain the Tnet I05 of the controller. the type of the packetizer
in the controller. etc.

an

directio_cookie is a pointer to an area where directio can store some

of its context for the directio session. Aside from allocating storage lor
this area. the Erie System should not care about the lormat at this area.

The size oi the cookie areas is TED.
‘I

int Direct!O_Session_Start[void ‘iop_cool<ie. void 'directio__cookie):
i

look at iop cookie and see how many tnet ids are in it.
call tser_dev__insta|l to installthese tnet ids. Ask tser_dev_insta|l not to

worry about allocating interrupt and barrier AVTs. '

call tser_dev_set_paclcetizer to set the packetizer to the type specified
in the iop_cookie.

call tser_dev_set_tnetl'd to set the tnel id in the installed device handle.
store the returned device handles in the directio cookie area.

anocate a Tub trom FLEXPOOL and store the TIB address in the
directio_cookie area.

Ei§'F—’$'iz—:i£‘|Z“J°/3‘/¥§T IL-9’-‘xii. FIL Directly data transfer session end routine , when or being
E_CLOSE IE-kfiae‘3'C‘¥T:l3I SETMODE i4l 7'J‘X executed in order to make data transfer where SETMODEI4l

‘a¥t.\¥—’;‘t§r=.5£='.~_'-7l=fiEl:e‘»57‘:&>i:%fia=tL«5 is large impossible at FlLE_CLOSE time, is calledwith file
é:E’lZ77*f}lz-91-7’/—xlZJ=:t‘C“5FtH$1’L?o. ‘system .

[0045] [0045]

[E 2) [Table 2 1
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Returns 0 upon success

an error code upon failure.
to

directio_cookie is a pointer to the area that was initialized during the
direr:tio__session__star1 call.

'/

int DirectlO_Session_End(void ‘directio_cookie)
l

_ call tser_dev__remove to uninstatl the Tnet IDs.

deallocate the TIB buffer by returning it to the FLEXPDOL.

E?§§§HX“}5fi93}l«—?‘/Ii. E?§¥—5'§Ei£% Directly reading start routine before directly starting dam
E1"}§3R€’E§J?"'I>§7I|Z77*f)l« - °/Zi".L».lZJ= transfer reading request, is called with file ‘system .a'C|”Fi“.l:'r$#1..79..

(0046) [0046]

[i 3] [Table 3 ]
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/'

-' Returns 0 upon success
-- an error code upon failure.

-- directio__cookie is a pointer to the direct in session in'0""3“°"' "'3' “'35
-- initialized during dlrectlo session start.
" butter is a pointer to the buffer into which data should be read.

" butfer_size is the size of the above butler. _ . (5 Two met
" tnet_vaddrs is a pointer towan array of-two 32 but lntege ‘- Read Sm‘
.. vmual addresses will be deposited there by_ Dlrec _ R Les‘ éomroi
-- These two that vaddrs then need to be copied ‘O ‘"9 9“

-- and sent on to the IOP. . _

" xsurn_bufler is a pointer to a 32 bit nteger location. 0irecctF_Rer::Tfggon
-‘ deposits the address of the xsum buffer at allocate Ind I -
-- This address needs to be passed to DIrecl_Read-E" 0‘
" DireCt_fiead_Ab0rt.

cl '
. - - - - ‘ k" , ‘d ‘b «er, int bul‘ler_slze.
int Dlrect_Ftead_Start(vold drrectro_coo re volmid l.JmeUaddrS' void _xsUm-bu“er)
l

'xsum_buller = allocate the checltsum butter from the Flex Pogl. ‘he
map the user buffer and the checksum buffer tor write access Y.

device handle stored in the dlrectlo_cookle_. me
deposit the two met virtual addresses returned by the map VOW” '"‘°

area pointed at by tnet_vaddrs.

L'.€i§?:H!U$§T llz-‘)’:‘Jli. ‘E1’L75("F»fX7 911 Directly reading end routine when receiving response that
E7J‘l3Ei§T—5‘§Ei£§Ji:H5l‘}¥3i3lT-3‘i?'?a|7i’3?=$ from disk treatment directly for data transfer reading request,
§§H'HSl§><’:§|:771’ll«-9Z'?Al:J:O'Cl“F is called with the file "‘system.
lfiéhéo

5'7X7911-Elit‘.$§7'J‘fiF.U]’E7T='4'7:iBlf. Eifilgiitc disk treatment response shows success, if is, reading end
31"} $3 7 IL-7"/I1 . "f':I'—‘7’7 ‘Unix?§fififi routine inspects directly checksum adequacy .
E550 '

§'C0)t§fi:‘|Z. Eifififill U515 T )|r—'T‘/I1. IV In case ofall , reading end routine buffer only ane map
V7757‘/<"y7’Lb‘D‘)"I‘y’7*i'1.x - I \"'J77 cancels allotment ofchecksum ‘bufi"er directly.
0)§ll"J§'C’£$l$T%>.

(0047) [0047]

[E 4} [Table 4]
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I‘

Returns 0 upon success _
. .. an error code upon lailure. One such lailure could be checksum mismatch.

tnet_vaddrs is a pointer to the two tnet virtual addresses that were created

“ during the call to Direct_read_stan. _ _
" iop_returned_status is the status code that the IOP returned in its response to
" the read request sent by the File System.

“ xsum_bufler is the 32 bit address ol the checksum butler that Oirect_Read_Slart
“ allocated.
‘I

int Dlrect,Read_End(void 'directio_oookie, void 'tnet_vaddrs. int iop_returned_status.
void trsum_butfer)

l
unmap the two tnet virtual addresses listed in the tnet_vaddrs array.

it 6op_returned_status == success)
I

use the T13 lrorn the directio cookie area.

call tser_transler to calculate checksum_

compare device returned checksum to calculated checksum.
set return value.

l
- return xsum_bufler to FLEXPOOL.

return retum_va|ue

El‘§§iZ\.v7I-§5llf:a‘)lr—9"‘Jl3I E???‘-fiiiii Direct entry start routine before directl '_ _ ‘ ‘ _ y starting data transfer
§;AJ+§3l?EE§l'4"5filll_77*f)lz- ‘/XTL. entryrequest, is called with file ‘system .l_¢li’.>'CWl'l.'l$11-%>u

(0048) [0048]

[i 5} [Table 5 1
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/.

" Returns 0 upon success.
" otherwise an error code is returned.

directio_cookie is a pointer to the area of memory that belongs to Direct IO
that is allocated bythe File System.

butter is a pointer to the user buffer that is being written to the media.
buHer_size is the size of the above butter. _
tnet__vaddrs is a pointer to an array of tour 32 bit integers. The array needs to

be allocated by the file system. Direct IO routines will deposit four Tnet
virtual addresses into this array - two tor the xsum buffer and two lor the user
buffer. The FS needs to copy these tour into the request control it sends to
the lOP.

xsum_bulter is a pointer to a 32 bit location where Direcl_Write_Start will
deposit the address of the allocated xsum butler. This address needs
to be passed to Direct_Write_End or Direct\t,llrite_Abon.

‘I

int 0irect__Write_Start(void 'directio_cool<ie. void ‘buffer. int butter_size.
void ‘tnet_vaddrs. void 'xsum_butler)

l
'xsurn_butter = allocate a xsum bufler [mm the FLEXPOOL.
call the Tnet millioode map routines to map the xsum and user buflers for

access by the disk and its mirror.

deposit the Tnet virtual addresses returned above into tnet_vaddrs array.
use the TIB whose address we stored in the directio_cookie.

caIl'tser_transter to calculate checksum of butter.

g ~ _ . _..__ - . _ _ _

if 3) llgk:<iliiEfiTb‘ '3"?-113.1% Dtrcct entry end routine , when directly response to data
_ _ -= T4’ _ _}E ‘:3 xi?’ transfer entryrequest is received from disk treatment, is called

§Slbh6&%l~.'77‘I'll«'VZTJ.\l..J:1>'C“5Fl‘H with file ‘system
3116. '

(0049) [0049]

ii 51 [Table 6 1
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Returns 0 upon success. .
an error code is returned otherwise.

directio_oookie is a pointer to the area ol File System memory where difectio

session information is stored- _ . _ _
tnet_vaddrs is a pointer to an array ol four 32 but rnts. This IS the same as the

array which was passed into direct_write_start.

int Direct Write_End(void 'directio_cookie. void 'tnet_vaddr$. Void 'X5Um_DU“9f)
I

4 call that rnillicode to unmap the tour tnet vinual addresses listed in
tnet_vaddrs.

deallocate xsum_buffer.

E¥§t“'§7‘I':Hl'l")77f5—l~ - lb-9’-I/lat. f?LfJ‘?4X Directly reading [abooto] * routine alter directly that cancels
79IlEl:i£Of:[E?§71—5'§ii£.§.r*t:H5l"J 333%’? data transfer which that sends to disk treatment reading
#‘LfJ‘H3l"J3HLT:?§lZ77’f}|«- °/1'7‘.-’.\l.'.J:O‘C request is called with the file ‘system.W-lfléhéo

74175171-Eli . Ellifill./£‘9':U ‘B311. . {'L'C§3R disk treatment informs about cancellation, and data transfer
57'1"‘/[CT57: 3’) i~'—Ei§ '7"—5l fiiiillz -9‘ routine is called inorder to designate request as clean directly.
‘/75‘|1¥H.‘i $11.69

[0050] [0050]

ii 7] ' [Table 7 ]

“ Returns 0 upon success.

" an error code is returned otherwise. _ .
" directio_cool<ie is a pointer to the area of the File System mem°|‘Y W“9'9 d"9°"°
" session intormatlon is stored.

-~ met vaddrs is a pointer to an array of two 32 bit ints. This is the Same 35 "'9

" array which was passed into direct_read_start. ’
" xsum_l:rufler is the 32 bit address of the ehecksum butter that Direr:t_Flead_StafI
" allocated.

‘I . .
int Direct_Read_Abort(void 'directio_cookie. void 'tnet__vaddrs, void 'xsum_buffer)

( , . .
call tnot millioode to unmap the two the! virtual addresses listed In

tnet_vaddrs.

deallocate xsum__bul'ler.
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