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Title

Method and System for Identifying and Processing Changes to a Network Topology

Field of Invention

The present invention relates generally to computer networks- More particularly, it relates

to a method and system for identifying changes to a network topology and for acting upon the

network based on the changes.

Background

As communications networks, such as the Internet, carry more and more traffic, efficient

use of the bandwidth available in the network becomes more and more important. Switching

technology was developed in order to reduce congestion and associated competition for the

available bandwidth. Switching technology works by restricting traffic. Instead ofbroadcasting a

given data packet to all parts of the network, switches are used to control data flow such that the

data packet is sent only along those network segments necessary to deliver it to the target node.

The smaller volume of traffic on any given segment results in few packet collisions on that segment

and, thus, the smoother and faster delivery of data. A choice between alternative paths is usually

possible and is typically made based upon current traffic patterns.

The intelligent routing of data packets with resultant reduction in network congestion can

only be effected if the network topology is known. The topology of a network is a description of

the network which includes the location of and interconnections between nodes on thenetwork.

The word “topology" refers to either the physical or logical layout of the network, including devices,

and their connections in relationship to one another. Information necessary to create the topology

layout can be derived from tables stored in network devices such as hubs, bridges, and switches.

The information in these tables is in a constant state of flux as new entries are being added and old

entries time out. Many times there simply is not enough information to determine where to place a

particular device.

Switches examine each data packet that they receive, read the source addresses, and log

those addresses into tables along with the switch ports on which the packets were received. If a

packet is received with a target address without an entry in the switches table, the switch receiving it
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broadcasts that packet to each of its ports. When the switch receives a reply, it will have identified

where the new node lies.

In a large network with multiple possible paths from the switch to the target node, this table

can become quite large and may require a significant amount of the switch’s resources to develop

and maintain. As an additional complication, the physical layout of devices and their connections

are typically in a state of constant change. Devices are continually being removed from, added to,

and moved to new physical locations on the network. To be effectively managed, the topology of a

network rnust be accurately and efficiently ascertained, as well as maintained.

Existing mapping methods have limitations that prevent them from accurately mapping

topological relationships. Multiple connectivity problems are one sort ofdifficulty encountered by

existing methods. For example, connectors such as routers, switches, and bridges may be

interconnected devices in a network. Some existing methods assume that these devices have only a

single connection between them. In newer devices, however, it is common for manufacturers to

provide multiple connections between devices to improve network efficiency and to increase

capacity of links between the devices. The multiple connectivity allows the devices to maintain

connection in case one connection fails. Methods that do not consider multiple connectivity do not

present a complete and accurate topological map of the network.

Another limitation of existing topology methods is the use of a single reference to identify a

device. Existing methods use a reference interface or a reference address in a set ofdevices to

orient all other devices in the same area. These methods assumed that every working device would

be able to identify, or “hear," this reference and identify it with a particular port of the device. With

newer devices, however, it is possible that the same address or reference may be heard out of

multiple ports of the same device. It is also possible that the address or reference may not be heard

from any ports, for example, if switching technology is used.

Still another limitation of existing mapping systems is that they require a complete copy of

the topological database to be stored in memory. In larger networks, the database is so large that

this really is not feasible, because it requires the computer to be very large and expensive.

HP No lOOfl8lI).2‘l 2
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Still another difficulty with existing systems is that they focus on the minutia without

considering the larger mapping considerations. Whenever an individual change in the system is

detected, existing methods immediately act on that change, rather than taking a broader view of the

change in the context of other system changes. For example, a device may be removed from the

network temporarily and replaced with its ports reversed. In existing systems, this swapped port

scenario could require hundreds or thousands of changes because the reference addresses will have

changed for all interconnected devices.

Still another disadvantage of existing methods is that they use a continuous polling paradigm.

These methods continuously poll network addresses throughout the day and make decisions based

on those continuous polling results. This creates traffic on the network that slows other processes.

Still another limitation of existing methods is the assumption that network parts of a

particular layer would be physically separated fiorn other parts. Network layerl may represent the

physical cabling of the network, layer 2 may represent the device connectivity, and layer 3 may

represent a higher level of abstraction, such as the groupings of devices into regions. Existing

methods assume that all layer 3 region groupings are self-contained, running on the same unique

physical networking. However, in an internet protocol (IP) network, multiple IP domains may co-

exist on the same lower layer networking infrastructure- It has become common for a network to

employ a virtual local area network (LAN) to improve security or to simplify network maintenance,

for exarrlple. Using virtual LANS, a system may have any number of different [P domains sharing

the same physical connectivity. As a result, existing methods create confusion with respect to

topological mapping because networks with multiple IP addresses in different subnets for the

infrastructure devices cannot be properly represented because they assume the physical separation

of connectivity for separate IP domains. Still another limitation ofexisting methods is that they do

not allow topological loops, such as port aggregation or trunking, and switch meshing.

Summary of Invention

A method and system are disclosed for mapping the topology of a network having

interconnected nodes by identifying changes in the network and updating a stored network topology

aims Ioocsnom 3
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based on the changes. The nodal connections are represented by data tuples that store in fonnation

such as a host identifier, a connector interface, and a port specification for each connection. A

topology database stores an existing topology of a network. A topology converter accesses the

topology database and converts the existing topology into a list ofcurrent tuples. A connection

calculator calculates tuples to represent connections in the new topology. The topology converter

receives the new tuples, identifies changes to the topology, and updates the topology database using

the new tuples. The topology converter identifies duplicate tuples that appear in both the new tuples

and the existing tuples and marks the duplicate tuples to reflect that no change has occurred to these

connections. The topology converter attempts to resolve swapped port conditions and searches for

new singly-heard and multi-heard host link tuples in the list of existing tuples. The topology

converter also searches for new conflict link tuples in the existing tuples. The topology converter

updates the topology database with the new topology.

Summary 01' Drawings

Figure 1 is a drawing of a typical topological bus segment for representing the connectivity

ofnodes on a network.

Figure 2 is a drawing ofa typical topological serial segment for representing the connectivity

ofnodes on a network.

Figure 3 is a drawing of a typical topological star segment for representing the connectivity

of nodes on a network.

Figure 4 is a drawing of another typical topological star segment for representing the

connectivity ofnodes on a network.

Figure 5 is a drawing of the connectivity of an example network system.

Figure 6 is a drawing of the connectivity of another example network system.

Figure 7 is a block diagram of the system.

Figure 8 is a flow chart of the method of the system.

Figure 9 is a flow chart of the method used by the tuple manager.

Figure 10 is a flow chart of the method used by the connection calculator.

HP Na [0003 I02»! 4
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Figure 1 1 is a flow chart of the first weeding phase of the method used by the connection

calculator.

Figures 12a-d are flow charts of an infrastructure-building phase of the method used by the

connection calculator.

Figure 13 is a flow chart of a second weeding phase of the method used by the connection

calculator.

Figure 14 is a flow chart of the noise reduction phase of the method used by the connection

calculator.

Figure 15 is a flow chart of the look~for phase of the method used by the connection

calculator.

Figures 16a-b are flow charts of the consolidation phase of the method used by the

connection calculator.

Figure 17 is a flow chart of the method used by the topology converter.

Figures 18a-b are flow charts of the morph topo phase of the method used by the topology

converter.

Figure 19 is a flow chart of the duplication discard phase of the method used by the

topology converter.

Figures 20a-d are flow charts of the identify different tuples phase of the method used by

the topology converter.

Detailed Description

The system provides an improved method for creating topological maps of comrnunication

networks based. Connectivity information is retrieved from the network nodes and stored as

“tuples” to track specifically the desired information necessary to map the topology. These light

weight data structures may store the host identifier, interface index, and a port. From this tuple

information, the topology may be determined. A tuple may be a binary element insofar as it has two

parts representing the two nodes on either end of a network link or segment. A "tuco" refers to a

tuple component, such as halfof a binary tuple.

H? No IDOCIIIIOI-I 5
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As used herein, a node is any electronic component, such as a connector or a host, or

combination of electronic components with their interconnections. A connector is any network

device other than a host, including a switching device. A switching device is one type ofconnector

and refers to any device that controls the flow ofmessages on a network. Switching devices

include, but are not limited to, any of the following devices: repeaters, hubs, routers, bridges, and

switches.

As used herein, the term “tuple" refers to any collection of assorted data. Tuples may be

used to track information about network topology by storing data from network nodes. In one use,

tuples may include a host identifier, interface information, and a port specification for each node.

The port specification (also described as the grouplport) may include a group number and a port

number, or just a port number, depending upon the manufacturer’s specifications. A binary tuple

may include this information about two nodes as a means of showing the connectivity between them,

whether the nodes are connected directly or indirectly through other nodes. A “cone-to-conn"

tuple refers to a tuple that has connectivity data about connector nodes. A “conn-to-host” tuple

refers to a tuple that has connectivity data about a connector node and a host node. In one use,

tuples may have data about more than two nodes; that is, they may be n-ary tuples, such as those

used with respect to shared media connections described herein.

A “singly-heard host” (shh) refers to a host, such as a workstation, PC, terminal, printer,

other device, etc., that is connected directly to a connector, such as a switching device. A singly-

heard host link (shhl) refers to the link, also referred to as a segment, between a connector and an

shh. A “rnulti-heard host” (mhh) refers to hosts that are heard by a connector on the same port that

other hosts are heard. A rnulti-heard host link (mhhl) refers to the link between the connector and

an mhh. A link generally refers to the connection between nodes. A segment is a link that may

include a shared media connection.

Figure 1 is a drawing of a typical topological bus segment 100 for representing the

connectivity ofnodes on a network 110. In Figure 1, first and second hosts 121, 122, as well as a

first port 131 of a first connector 140 are interconnected via the network 110. The bus segment

H? NU I000810:vi 6
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100 comprises the first and second hosts 121. 122 connected to the first port 131 of the first

connector 140.

Figure 2 is a drawing of a typical topological serial segment 200 for representing the

connectivity ofnodcs on the network 1 10. In Figure 2, the first host 121 comprises a second port

132 on a second connector 145 which is connected via the network 110 to the first port 131 on the

first connector 140. The serial segment 200 compiises the second port 132 on the second

connector 145 connected to the first port 131 on the first connector 140. Figure 2 is an example of

a connector-to—connector (“Conn-to-conn") relationship.

Figure 3 is a drawing of a typical topological star segment 301 for representing the

connectivity ofnodes on the network 110. In Figure 3, the first host 121 is connected to the first

port 131 of the first connector 140. The star segment 301 comprises the first host 121 connected

to the first port 131 of the first connector 140. Figure 3 is an example of a connector-to-host

(“conn-to-host”) relationship.

Figure 4 is a drawing of another typical topological star segment 301 for representing the

connectivity of nodes on the network 110. In addition to the connections described with respect to

Figure 3, a third host 1223 is connected to a third port 133 of the first connector 140 and a fourth

host 124 is connected to a fourth port 134 of the first connector 140. In Figure 4, the star segment

301 comprises the first host 121 connected to the first port 131 of the first connector 140, the third

host 123 connected to the third port 133 of the first connector 140, and the fourth host 124

connected to the fourth port 134 of the first connector 140. Thus, the star segment 301 comprises,

on a given connector, at least one port, wherein one and only one host is connected to that port,

and that host. In the more general case, the star segment 301 comprises, on a given connector, all

ports having one and only one host connected to each port, and those connected hosts. Since the

segments, or links, drawn using the topological methods of Figure 4 resemble a star, they are

referred to as star segments.

For illustrative purposes, nodes in the figures described above and in subsequent figures are

shown as individual electronic devices or ports on connectors. Also, in the figures the nodes are

HP No lD|ID‘BlD2~l ‘F.
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represented as terminals. However, they could also be workstations, personal computers, printers,

scanners, or any other electronic device that can be connected to networks 1 10.

Figure 5 is a drawing of the connectivity of an example network system. In Figure 5, first,

third, and fourth hosts 121. 123, 124 are connected via the network 110 to first, third, and fourth

ports 131, 133, 134 respectively, wherein the first, third, and fourth ports 131, 133, 134 are

located on the first connector 140.

The first, third and fourth hosts 121, 123, 124 are singly-heard hosts connected to separate

ports 13!, 133, 134 of a common connector 140 - the first connector 140. The fifth and -sixth

hosts 125, 126 are singly-heard hosts connected to the third and fourth connectors 142, 143. The

seventh and eighth hosts 127, 128 are multi-heard hosts connected to the same port 139 of the fifth

connector 144. The multi-heard hosts 12?, 128 illustrate a shared media segment 180, also

referred to as a bus 180.

The second, third, fourth, and fifth connectors 141, 142, 143, 144 are interconnected and

illustrate a switch mesh 181. Each of the connectors in the switch mesh 181 is connected to each

other, either directly or indirectly, to create a fully meshed connection. In the mesh, traffic may be

dynamically routed to create an efficient flow.

Figure 5 also shows an example of a port aggregation 182, also referred to as trunking 182.

The first connector 140 is connected via the network 110 to the second connector 141 by two

direct links, each ofwhich is connected .to different ports on the connectors. One linkis connected

to the sixth port 136 ofthe first connector 140 and to the seventh port of the second connector

137. The other link is connected to fifth port 135 of the first connector 140 and to the eighth port

138 of the second connector 141. In this example, two connectors illustrate the multiple

connectivity between nodes. Depending upon the device specifications, devices such as connectors

may be connected via any number of connectors. As explained herein, the system resolves multiple

connectivity problems by tracking port information for each connection.

Figure 6 is a drawing of the connectivity of a portion of a network having three connectors

171, 172, 173. A first host 151 is connected directly to the first port 161 of the first connector 171

and the second host 152 is connected to a sixth port 166 of the third connector 173. The second

‘HP Na IWOBWZ-I 8
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port 162 of the first connector 171 is connected directly to the third port 163 of the second, or

intermediate, connector 172. The fourth port 164 of the intermediate connector 172 is connected

directly to the fifth port 165 of the third connector 173.

Figure 7 shows a block diagram of the system. Figure 8 shows a flow chart of the method

used by the system to retrieve and update the topology of the network. A tuple manager 300, also

referred to as a data miner 300, gathers 902 data fiorn network nodes and builds 904 tuples to

update the current topology. The topology database “topodb" 350 stores the current topology for

use by the system. The “neighbor data” database 310 stores new tuple data retrieved by the tuple

manager 300. The connection calculator 320 processes the data in the neighbor data database 310

to determine the new network topology. The connection calculator 320 reduces 906 the tuple data

and sends it to the reduced topology relationships database 330. The topology converter 340 then

updates 908 the topology database 350 based on the new tuples sent to the reduced topology

relationships database 330 by the connection calculator 320.

Figure 9 shows a flow chart of one operation of the tuple manager 300, as described

generally by the data gathering 902 and tuple building 904 Steps of the method shown in Figure 3.

The tuple manager 300 receives 910 a signal to gather tuple data. The tuple manager 300 then

retrieves 912 node information of the current topology stored in the topology database 350. This

information tells the tuple manager 300 which devices or nodes are believed to exist in the system

based on the nodes that were detected during a previous query. The tuple manager 300 then

queries 914 the known nodes to gather the desired information. For example, the connectors may

maintain forwarding tables that store connectivity data used to perform the connectors‘ ordinary

functions, such as switching. Other devices may allow the system to perform queries to gather

information about the flow ofnetwork traffic- This data identifies the devices heard by a connector

and the port on which the device was heard. The tuple manager 300 gathers this data by accessing

forwarding tables and other information sources for the nodes to determine such information as their

physical address, interface information, and the port from which they “hear" other devices. Based

on this information, the tuple manager 300 builds 916 tuples and stores 918 them in the “neighbor

data" database 310. ‘Some nodes may have incomplete information. In this case, the partial

IIPNIJ 10008102-I 9
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information is assembled into a tuple and may be used as a “hint” to determine its connectivity later,

based on other connections. The tuple manager 300 may also gather 920 additional information

about the network or about particular nodes as needed. For example, the connection calculator

320 may require additional node information and may signal the tuple manager 300 to gather that

information.

After the data is gathered and the tuples are stored in the neighbor database 310, the

connection calculator 320 processes the tuples to reduce them to relationships in the topology.

Figure 10 shows a flow chart of the process of the connection calculator 320, as shown generally in

the reduction step 906 of the method shown in Figure 8. The connection calculator 320 performs a

first weeding phase 922 to identify singly-heard hosts to distinguish them from rnulti-heard hosts.

Singly-heard hosts refer to host devices connected directly to a connector. The connection

calculator 320 then performs an infrastructure—building phase 924 to remove redundant connector-

to-ccnncctor links and to complete the details for partial tuples that are missing infon-nation. Then,

the connection calculator 320 performs a second weeding phase 926 to resolve conflicting reports

of singly-heard hosts. The connection calculator 320 then performs a noise reduction phase 928 to

remove redundant neighbor information for connector-to-host links. If clarification of device

connectivity is required, the connection calculator 320 performs a “look for” phase 930 to ask the

tuple manager 300 to gather additional data. The tuple data is then consolidated 932 into segment

and network containment relationships. The connection calculator 320 may also tag redundant

tuples to indicate their relevance to actual connectivity. These redundant tuples may still provide

hints to connectivity of other tuples. As part of the consolidation phase 932, the connection

calculator 320 creates new n-ary tuples (tuples having references to three or more tucos) for shared

media segments.

Figure 11 is a flow chart of the connection calculator’s first weeding process 922 for

distinguishing singly-heard hosts. The purpose of the first weeding process 922 is to identify the

direct connections between connectors and hosts; that is, those tuples having a first tuco that is a

connector and a second tuco that is a host. The connection calculator 320 looks through the tuple

list in the neighbor database 310, and for each tuple 402, the connection calculator 320 determines

I0|IPNa IIDOIID2-I
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404 whether the tuple is a connector-to-host (conn-to-host) link tuple- If it is not a conn-to-host

link, the connection calculator 320 concludes 418 that it is a conn-to-conn link and processes 402

the next tuple. If the tuple is a conn—to-host link tuple, then the connection calculator 320

determines 406 whether the connector hears only this particular host on the port identified in the

tuple. If the connector hears other hosts on this port, then the tuple is classified 416 as a multi-

heard host link (rnhhl) tuple.

If the connector hears only the one host on the port — that is, if the host is a singly-heard

host — then the connection calculator 320 determines 408 whether the host is heard singly by any

other connectors. Ifno other connectors hear the host as a singly-heard host, then the tuple is

classified as a singly-heard host link (shhl) tuple 412 and other tuples for this host are classified 414

as extra host links (ehl). Another tuple for this host may be, for example, an intermediate connector

connected indirectly to a host. For example, Figure 6 shows three connectors 171, 172, l?3 the

first connector is connected directly to the first host 15}. This connection therefore forms an shhl

tuple. The intermediate connector 172 is indirectly connected to the first host 151. The tuple data

indicates that the intermediate connector 172 is indirectly connected to the host and hears the host

from a particular port. An extra host links tuple is created so that this data may be used later in

conjunction with other extra host links tuples fiorn devices across the network, to verify connectivity

by providing hints about connections.

The first weeding process also attempts to identify conflicts. lf other connectors hear the

host as a singly-heard host, then a conflict arises and the triple is classified 410 as a singly-heard

conflict link (shcl) tuple to be resolved later. This conflict may arise, for example, if a host has been

moved within the network, in which case the forwarding table data may no longer be valid. Certain

connectors previously connected directly to the host may still indicate that the moved host is

connected. When all tuples have been processed 402 to identify singly—heard host links, the first

weeding phase 922 is complete.

Figures 12a-d show a flow chart of the infiastructure building phase 924 of the connection

calculator 320. The purpose of the infiastmcture building phase 924 is to determine how the

connectors are set up in the network. The first part of the infiastructure building phase 924

HPND 10008103»! ] 1
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manufactures tuples based on the list of singly-"heard host link tuples identified in the first weeding

phase 922. The purpose is to identify the relationship between the connectors in the extra host links

tuples and the connectors directly connected to the singly-heard hosts. For each singly-heard host

link 420, the connection calculator 320 processes 422 each extra host link that refers to the host.

In the illustration of"Figure 6, a conn-to—conn link tuple would represent the connection between the

first connector 171 and the "intermediate connector 172. An extra host link tuple would represent

the indirect connection between the intermediate connector 172 and the first host 151. The conn-

to-conn link tuple between the first connector 171 and the intermediate connector 172 is an

example of an ehlConn-to-shhl Conn triple. If a conn-to-conn link tuple exists 424 for the extra host

link connector to the singly-heard host link connector (ehlConn-to-shhlconn), then the connection

calculator 320 updates 428 the tuple if it is incomplete. It is possible that the tuple data may be

incomplete and a conn-to-conn link may not exist. In that case, a coon-to-Conn ruple does not exist

for the el1lConn—to-shhlConn, then such a tuple is created 426.

After processing extra host links for singly-heard host links, the connection calculator 32 0

considers 430 each connector (referred to as connl) in the tuples to determine the relationship

between connectors. As illustrated in Figure 6, a single connector may be connected directly and

indirectly to multiple other connectors. In Figure 6, the first connector 151 is connected to the

intermediate connector 171 directly and also to the third connector 173 indirectly. The third

connector 173 hears the first host 151 on the same part 165 that it bears the first connector I'll and

the intermediate connector 172. The infrastructure building phase 924 tries to determine the

relationship between other connectors heard on the same port ofconnl. In a series of

interconnected connectors, the connector on one end may not hear a connector on another end, but

it may hear intermediate connectors, that in turn hear their own intermediate connectors. Tuples are

created to represent the interconnection of conn-to-conn relationships. Based on this data, the

connection calculator 320 can make inferences regarding the overall connection between

connectors.

For every connl , the connection calculator 320 considers 432 every other connector

(conn2) to determine whether a connl-to-conn2 tuple exists. If connl—to-conn2 does not exist,

12H? No WDDEICI2-I
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then the connection calculator 320 considers 436 every other conn-to-oonn tuple containing conn2.

The other connector on this topic may be referred to as conn3. 1fconn2 hears conn3 on a unique

port 438 and ifconnl also hears conn3 440, then the connection calculator 320 creates 442 a tuple

for connl -to-conn2 in the conneetor—to-connector [inks tuple list.

Afier processing all of the connl tuples, the connection calculator 320 processes 444 each

connl—to~conn2 links tuple to ensure that they have complete port data. For each incomplete tuple

446, the connection calculator 320 looks 448 for a different tuple involving connl in the extra host

links tupleson a different port- If a different tuple is found 450, then the connection calculator 320

determines 452 whether conn2 also hears the host. If conn2 does hear the host, then the

connection calculator 320 completes the missing port data for conn2. If conn2 does not also hear

the host 452, then the connection calculator 320 continues looking 448 through different tuples

involving connl in extra host links on different ports.

After attempting to complete the missing data in each of the conn-to-conn links tuples, the

connection calculator 320 processes 456 each Conn-to-conn links tuple. The purpose of this sub-

phase is to attempt to disprove invalid conn-to-conn links. The connection calculator 320 considers

458 connl and conn2 ofeach conn-to-com links tuple. Every other connector in conn—to-conn

links may be referred to as testconn. For each testconn 460, the connection calculator 320

determines 462 whether the testconn hears connl and conn2 on different groupsfports. If testconn

hears connl and conn2 on different ports, then the tuple is moved to extraconnlinl-:s (col) 464.

Otherwise, the connection calculator 320 continues processing 460 the remaining testconns.

Figure 13 shows a flow chart of the second weeding phase 926. The purpose of the

second weeding phase 926 is to attempt to resolve conflicts involving singly-heard hosts identified in

the first weeding phase 922. In the situation described herein in which more than one connector

reports that a host is singly-heard, the second weeding phase 926 reviews the tuples created during

the infrastructure-building phase 924 involving the connector and host in question and attempts to

disprove the reported conflict. The connection calculator 320 processes 466 each

sing1eConflictLinks (sci) tuple (sometimes referred to as the search tuple) and considers 468 corml

and hostl of the tuple. For each extra host links tuple containing host] 470, the connection

13HP bio lI‘J¢l3ElD2-I
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calculator 320 considers 472 conn2 of the tuple. If there is a tuple in conI1—to-Conn links for conn2

and connl 474, and if there is a conn2-to-connl tuple in the extra host links tuples 476, and if the

port is the same for conn2 hearing connl and host] 478, then the search tuple is moved 480 into

the singly heard host links and other tuples containing hostl are removed 482 from the

singleConflictLinks.

Figure 14 shows a flow chart of the noise. reduction phase 928. The purpose of the noise

reduction phase 928 is to handle those connections in which a connector is not directly connected

to a host or to another connector. For example, networking technology may employ shared media

connections between connectors, rather than dedicated media connectors. With a shared media

connection, the entries in the forwarding tables for connectors attached to the shared media

connection will include every node accessing the shared media connection and may not present a

useful or accurate representation of the nodal connection. For example, if the network configuration

in Figure 6 used a shared media connection between the first connector 1?1 and the intermediate

connector 172, then the first connector is not really connected directly to the intermediate connector

because other devices (not shown in Figure 6) may also use the shared media connection. These

other devices may include web servers, other connectors, other subnetworks, etc. Tuples will be

created for the connectors 171, 172 on opposing ends of the shared media. In this situation, it is

inefficient to maintain poir'1t—to-point binary tuples for every connection. The noise reduction phase

928 disproves invalid tuples created by the shared media connections.

For each rnulti-heard host links (mhhl) tuple, also referred to as multiHeardLinks (rnhl)

tuples (sometimes referred to as the search tuple) 484, connl and hostl are considered 486. For

each extra host links tuple containing hostl 488, conn2 is considered 490. If there is a tuple in

conn-to-conn links for conn2 and connl 492, and if there is a conn2-to-hostl tuple in

extraHostLinks 494, and if the groupfport for conn2 hearing com] and hostl is different 496, then

the search tuple is moved 498 to extraHostLinks.

Figure 15 shows a flow chart for the “look for” phase 930. The purpose of this phase is to

complete missing data for mhhl tuples. There may exist connections on the network that have

incomplete tuple data. For example, the network may simply have no traffic between certain nodes,

14HPNO 111108102-1
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1 in which case data might not be stored in forwarding tables- In another example, a forwarding table

may not have sufficient room to store all of the required information and might delete data on a

FIFO basis. In the look for phase 93 0, the connection calculator 320 instructs the tuple manager

300 to query specific nodes to retrieve the missing data. Data that was not stored in a forwarding

table on the first interrogation may be present on a subsequent query. For each mhhl tuple 500, the

“alreadyDidLool<fors" list, then a list is created 508 for all connectors in conn-to-conn links that are

2

3

4

5

6 connection calculator 320 considers 502 connl and hostl. If the connl group/port is already in an

7

8 heard by connl on the same groupfport as hostl. For each connector (cor1n2) in the list 510, the

9 connection calculator 320 determines 512 whether there is a conn2-to-hostl tuple in the rnhhl

10 tuples. If there is not such a tuple, then the connection calculator 320 initiates a look-for for conr12-

l 1 to-hostl via the tuple manager 300. When each connector in the list has been processed 510, the

12 connl groupfport tuco is added 516 to an alreadyDidLookfors list. As an additional portion of the

look for phase 930 (not shown in figures) the system may ask a user to verify or clarify information

 about connectivity. For example, the system may show the user the perceived connectivity or the

15 unresolved connectivity issues and request the user to add information as appropriate.

11"'lI"tr 16 The connection calculator 330 process described above collects the tuple information from
...a....

17 the tuple manager 300, builds tuples new tuples and removes redundant or unnecessary tuples to;u|;..I.--
PI! 00 produce the new topology. This topology may have incomplete tuples possibly resulting from:r-'''.:
l9-- extraneous information that the connection calculator 330 could not disprove. To refine the new

20 topology, the connection calculator 330 can request the tuplo manager 300 to obtain additional

21 information about particular nodes or it may also request a user to refine the topology by adding or

22 removing tuples. Using the process of the connection calculator 330, tuples marked as non-

23 essential may be removed from the new topology to save space and to simply the topology. The

24 connection calculator 330 is not confused by multiple connectivity situations such as port

25 aggregation 182 or switch meshing 181 as shown in Figure 5, because the tuples represent point-

26 to-point, or neighbor-to-neighbor, connectivity showing each connection in the network. This

27 point-to-point connectivity concept also helps enable the system to avoid difficulties that occur in
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systems that track higher levels of abstraction, such as layer 3 connectivity. Also, the tuples may

contain only selected information to minimize the storage space required for the topology.

Figures 16a-b show a flow chart of the consolidation phase 932. The purpose of this phase

is to consolidate the tuples that involve shared media connections. After the noise reduction phase

923, a considerable number of tuplcs involving shared media may remain. Rather than maintain a

binary tuple for each of the connections, an n~a.ry tuple is created for the link using a men for each

connector and each host connected thereto. For each mhhl tuple 518, com] and hostl are

considered 520. If there are more connl groupfport tuples in multiHeardLinl<s, and if are not any

n-ary multilleardsegments (mhs) tuples 524, then an mhs tuple is created 526. Ifhostl is not

already in this particular rnhs tuple 528, then conn2 ofthe tuple is considered 534. If there is a

connl-to-conn2 conn-to-connLinks tuple on the same port as connl-to-hostl 536, then all

mu1tiHeardLinks tuples for conn2-to-hostl with the same con112 groupfport as the connl-to—conI1?.

are added 538 to the current mhs tuple.

After processing each mhhl tuple 518, each sir1gly~heard host links (shhl) tuple, also referred

to as a singlyHeardLinks (shl) tuple, is considered 540. For each shhl tuple, the connector and host

are considered 542. If there is no existing singlyHeardS egments (shs) tuple for the connector 544,

then an shs tuple is created 546. The host tuco is then added to the shs 348.

Figure 17 shows a flow chart of the method used by the topology converter 340, as

described generally by the topology update step 908 of the method shown in Figure 8. The

topology converter 340 converts 934 the topology into tuple lists, also referred to as the “morph

topo” phase 934. It then compares 936 the list from the topology currently stored in the topology

database 350 with the new list generated by the connection ca1cuIator.320 and discards 936

identical tuples in what is also referred to as the “discard duplicates" phase 936. It then takes

action 938 on the changes in the topology as determined by the changes in the tuple lists, in what is

also referred to as the “identify different tuples" phase 938.

Figure 18a shows a flow chart for the “morph topo" phase 934. For each node in the

topology 550, the topology converter 340 determines S52 whether the node is a connector. If the

node is a connector, then for each connected interface (conniface) of the connector (connl) 554,

I-IPNO IUODEIULXI
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the topology converter 340 determines 556 whether the conniface is connected to a star segment.

If it is connected to a star segment, then for every" other interface in the segment 558, the topology

converter 340 determines S60 whether there is an existing shs tuple, referred to as the "topo tuple”

for the segment. If there is no such tuple, then the topology converter 340 creates 562 a topo shs

tuple. The tuco for the interface’s host—to-topo shs is then added 564 to the topo shs tuple.

If the connector node is not connected to a star segment 556 and is connected to a bus

segment 566, the topology converter 340 determines 568 whether there is an existing mhs tuple for

connl. If there is not an existing mhs tuple for connl , then a topo mhs tuple is created 570. A men

is added .572 for the host to the mhs tuple.

If the connector node is not connected to either a star segment 556 or to a bus segment

566, then the topology converter knows that it is connected to another connector (conn2). If such

a connector does not already have an existing connLinks tuple for connl and conn2 576, then a

connLinks tuple is created 578. After processing the bus segment, star segment, and conn-to—conn

segment, for each conniface 554, the topology converter 340 proceeds to the next node 550.

Figure 1813 shows a continuation of the flow chart ofFigure 18a showing the steps of the

method when the topology converter 340 determines that the node is not a connector 552. If the

node is in the default segment, then an “unheardOfLinl(s” tuple is created 582 and the topology

converter proceeds to the next node 550. If the node is not in the default segment 580, then the

topology converter 340 determines whether the node is in a star segment S84. If the node is in a

star segment, then if there is not already an shs tuple, the topology converter 2340 creates 588 an shs

tuple. The tuco for the node is then added 590 to the shs tuple, and the topology converter 340

proceeds to the next node 550.

If the node is not in a star segment, then the topology converter 340 knows that it is in the

bus segment. If there is not already an mhs tuple for the node, 594, then the topology converter

340 creates 596 an mhs tuple- The tuco for the node is then added 598 to the mhs tuple, and the

topology converter proceeds to the next node 550.

Figure 19 shows a flow chart for the discard duplicates phase 936 of the topology

converter 340. For each tuple in the new tuples (nt) 600, the topology converter looks for 602 an
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exact match in the current tuples stored in the topodb. If an exact match is found 604, then the new

tuple is marked 606 as “no change" indicating that this is an identical tuple.

Figures 20a-d show a flow chart for the identify different tuples phase 938. The system

looks through each tuple in the new Singlyfleandsegments (newSI-IS) tuple list 608 and tries to

identify and fix 610 swapped ports on connectors. Swapped ports are identified by considering

those segment tuples in both the new topology and the existing topology that differ only by the port

specification in the taco. Each tuple that is fixed as a swapped port is marked 612 as “handled.”

The system also looks through each tuple in the new multil-Ieardsegments tuple list (newMHS) 614

and tries to identify and fix 616 swapped ports on connectors. Each tuple that is fixed as a

swapped port is marked 618 as “handled.”

The system then processes 620 each unmarked tuple in the newSHL tuples. Four cases

are possible for the host of the newSI-IL tuples. The host of the newSHL can be found in the

current sing1yHeardLinks (curSHL) 622, the current mu1tiI-leardLinks (cur-MHL) 630, the current

connLinks (curCL) 638, or the current UnheardOfLinks (curUOL) 642. If the host of a newSHL

tuple is found 622 in the current Singiyl-IeardLinks (curSI-IL) tuples, then the system determines 624

if there is a matching connector tuco between the newSHL tuples and the curSHL tuples. If there is

a matching tuco, then the system changes 626 the host connection attribute. If there is not a

matching tuco, then the host connection is moved 628 in the topology.

If the host is found in the curMHL tuples 630, then the system determines 632 whether

there is a matching connector tuco between the newSHL tuples and the curSI-IL tuples. If there is a

matching connector, then the segment type ofconnection is changed 634. If there is not a matching

connector, then the host connection is moved 636 in the topology. If the host is found in the curCL

tuples 638, then the host is moved 640 into a star segment of the connector. If it is found in the

curUOL 642, then the host is moved 644 into the star segment of the connector.

Figure 20c shows another stage of the processing undertaken during the identify different

tuples phase 938. For each unmaflced tuple in the new muItiHeardLinks tuples (HEWMHL) 946,

four cases are possible for the host of the newMI-IL. The host of the newMHL may be found in the

cu.rSHL 648, the curMH1. 656. the curCL 664, or the curUOL 668. If the host is found in the
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curSHL 648, then the system determines 650 whether there is a matching connector men between

the newMI-IL and the cur1\/LI-IL. If there is a matching tuco, then the segment type of connection is

changed 652. If there is not a matching men, then the host connection is moved 654 in the

topology.

If the host is found in the curMI-IL tuples 656, then the system determines 658 whether

there is a matching connector tuco in both the curMHL tuples and the newMHL tuples. If there is a

matching connector tuco, then the host connection attribute is changed 660. If there is not a

matching tuco, then the host connection is moved 662 in the topology. If the host is found in the

curCL tuples 664, then the host is moved into a bus segment of a connector. If the host is found in

the curUOL tuplcs 668, then the host connection is moved 670 in the topology.

Figure 20d shows another portion of the identify different tuples phase 938. For each

unmarked tuple in the new/CL tuples 672, there are three possibilities for the connector. The

connector of the unmarked tuple in newCL can be found in the curSHL or curMHL 6?4, in the

curCL 678, or in the curUOL 682. If each connector is found in the curSHL or curMI-IL list 6'}"4,

then the system creates 676 a new point-to-point -segment for the connectors. If the connectors are

found in the curCL 678, then the connection attributes of the connectors are changed 680. If each

connector is found in the curUOL tuples 682, then the host connection is moved 684 in the

topology.

Another part of the identify different tuples phase 938 is shown in blocks 686 and 688 of

Figure 20d. For each unmarked tuple in the newUOL tuples 686, the system checks 688 the

timerfconfiguration to determine whether the hostfconn should move into the default segment from

its current segment.

An advantage of the system is that it may be schedulable. The system may map network

topology continuously, as done by existing systems, or it may be scheduled to run only at certain

intervals, as desired by the user. A further advantage of the system is that it is capable of

processing multiple connections between the same devices and ofprocessing connection meshes,

because it tracks each nodal connection independently, without limitations on the types of

connections that are permitted to exist.
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1 Although the present invention has been described with respect to particular embodiments

2 thereof, variations are possible. The present invention may be embodied in specific forms without

3 departing from the essential spirit or attributes thereof. It is desired that the embodiments described

4 herein be considered in all respects illustrative and not restrictive and that reference be made to the

5 appended claims for determining the scope of the invention.
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Claims._.

2 1. In a network having interconnected nodes with data topics that represent nodal

3 connections, a method for mapping a network topology by identifying changes between an existing

4 topology and a new topology, the method comprising:

5 converting an existing topology into a list of existing topics that represent existing nodal

6 connections;

7 receiving new tuples that represent new nodal connections; and

8 comparing the list of existing tuples with the new tuples to identify changes to the topology.

9 2. The method of claim I, further comprising updating a topology database with a new

= 10 topology.

1 I 3. The method of claim 1, further comprising taking action on the changes to the

12 topology.
13 4. The method of claim I, wherein the tuples include information about a host

 |—t -lit identifier, a connector interface, and a port specification.

_s 15 5. The method of claim 1, wherein the step of comparing comprises identifying

16 duplicate tuples that appear both in the list of existing tuples and in the new tuples, and maintaining a

1? current status of the topology for these tuples.

18 6. The method of claim 1, wherein the step ofcomparing comprises identifying a
f 19 swapped port condition on a connector..

20 7'. The method of claim 1, wherein the step of comparing comprises searching for a

21 host of a new singly-heard host link tuple or a new multi~heard host link tuple in the list of existing

22 tuples.

23 8. A system for mapping a network topology by identifiring changes between an

24 existing topology and a new topology, based on changes to data tuples that represent nodal

25 connections comprising:

26 a topology database that stores an existing topology of a network; and

I-39 No 100031024
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a topology converter connected to the topology database that receives new tuples that

represent new nodal connections; and compares the new tuples with the existing topology to identify

changes in the network.

9. The system of claim 8, wherein the topology Convener converts the existing

topology into a list of existing tuples that represent existing nodal connections.

10. The system of claim 8, wherein the topology converter updates the topology

database with a new topology based on the new tuples.

11. The system of claim 8, wherein the topology converter attempts to identify swapped

ports on connectors.

12. The system of claim 8, wherein the topology converter identifies duplicate tuples

that appear both in the list of existing tuples and in the new tuples, and maintains a current status of

the topology for these tuples.

13. The system of claim 8, wherein the topology converter searches for a host of a new

singly-heard host link tuple or a new rnulti-heard host link tuple in the list of existing tuples.

14. The system of claim 8, wherein the topology converter searches for a connector of

a new conflict links tuple in the list of existing tuples.

15. A computer-readable medium having computer-executable instructions for

performing a method for mapping a network topology by identifying changes between an existing

topology and a new topology in a network having a interconnected nodes, the method comprising:

converting an existing topology into a list of existing tuples that represent existing nodal

connections;

receiving new tuples that represent new nodal connections;

comparing the list of existing tuples with the new tuples to identity changes to the topology;

and

updating a topology database with a new topology.

16. The method ofclaim 15, wherein a topology converter receives the new tuples from

a connection calculator that calculates connections between nodes.
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17. The method of claim 15, wherein the step ofcomparing comprises identifying

duplicate tuples that appear both in the list of existing tuples and in the new tuples, and maintaining a

current status of the topology for these tuples.

18. The method of claim 15, wherein the step of comparing comprises identifying a

swapped port condition on a connector.

19. The method of claim 15, wherein the step of comparing cornpri ses searching for a

host of a new singly-heard host link tuple or a new multi-heard host link tuple in the list of existing

tuples.

20. The method of claim 15, wherein the step of comparing comprises searching for a

connector of a new conflict links tuple in the list of existing tuples.
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Abstract

A method and system are disclosed for mapping the topology of a network having

interconnected nodes by identifying changes in the network and updating a stored network topology

based on the changes. The nodal connections are represented by data tuples that store information

such as a host identifier, a connector interface, and a port specification for each connection. A

topology database stores an existing topology of a network. A topology converter accesses the

topology database and converts the existing topology into a list of current tuples. A connection

calculator calculates tuples to represent connections in the new topology. The topology converter

receives the new tuples, identifies changes to the topology, and updates the topology database using

the new tuples. The topology converter identifies duplicate tuples that appear in both the new tuples

and the existing tuples and marks the duplicate tuples to reflect that no change has occurred to these

connections. The topology converter attempts to resolve swapped port conditions and searches for

new sing1y—heard and multi-heard host link tuples in the list of existing tuples. The topology

converter also searches for new conflict link tuples in the existing tuples. The topology converter

updates the topology database with the new topology.
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Title

Method and System for Identifying and Processing Changes to a Network Topology

Field of Invention

The present invention relates generally to computer networks- More particularly, it relates

to a method and system for identifying changes to a network topology and for acting upon the

network based on the changes.

Background

As communications networks, such as the Internet, carry more and more traffic, efficient

use of the bandwidth available in the network becomes more and more important. Switching

technology was developed in order to reduce congestion and associated competition for the

available bandwidth. Switching technology works by restricting traffic. Instead ofbroadcasting a

given data packet to all parts of the network, switches are used to control data flow such that the

data packet is sent only along those network segments necessary to deliver it to the target node.

The smaller volume of traffic on any given segment results in few packet collisions on that segment

and, thus, the smoother and faster delivery of data. A choice between alternative paths is usually

possible and is typically made based upon current traffic patterns.

The intelligent routing of data packets with resultant reduction in network congestion can

only be effected if the network topology is known. The topology of a network is a description of

the network which includes the location of and interconnections between nodes on thenetwork.

The word “topology" refers to either the physical or logical layout of the network, including devices,

and their connections in relationship to one another. Information necessary to create the topology

layout can be derived from tables stored in network devices such as hubs, bridges, and switches.

The information in these tables is in a constant state of flux as new entries are being added and old

entries time out. Many times there simply is not enough information to determine where to place a

particular device.

Switches examine each data packet that they receive, read the source addresses, and log

those addresses into tables along with the switch ports on which the packets were received. If a

packet is received with a target address without an entry in the switches table, the switch receiving it

HP No IOOOHIO:-I 1
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broadcasts that packet to each of its ports. When the switch receives a reply, it will have identified

where the new node lies.

In a large network with multiple possible paths from the switch to the target node, this table

can become quite large and may require a significant amount of the switch’s resources to develop

and maintain. As an additional complication, the physical layout of devices and their connections

are typically in a state of constant change. Devices are continually being removed from, added to,

and moved to new physical locations on the network. To be effectively managed, the topology of a

network rnust be accurately and efficiently ascertained, as well as maintained.

Existing mapping methods have limitations that prevent them from accurately mapping

topological relationships. Multiple connectivity problems are one sort ofdifficulty encountered by

existing methods. For example, connectors such as routers, switches, and bridges may be

interconnected devices in a network. Some existing methods assume that these devices have only a

single connection between them. In newer devices, however, it is common for manufacturers to

provide multiple connections between devices to improve network efficiency and to increase

capacity of links between the devices. The multiple connectivity allows the devices to maintain

connection in case one connection fails. Methods that do not consider multiple connectivity do not

present a complete and accurate topological map of the network.

Another limitation of existing topology methods is the use of a single reference to identify a

device. Existing methods use a reference interface or a reference address in a set ofdevices to

orient all other devices in the same area. These methods assumed that every working device would

be able to identify, or “hear," this reference and identify it with a particular port of the device. With

newer devices, however, it is possible that the same address or reference may be heard out of

multiple ports of the same device. It is also possible that the address or reference may not be heard

from any ports, for example, if switching technology is used.

Still another limitation of existing mapping systems is that they require a complete copy of

the topological database to be stored in memory. In larger networks, the database is so large that

this really is not feasible, because it requires the computer to be very large and expensive.
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Still another difficulty with existing systems is that they focus on the minutia without

considering the larger mapping considerations. Whenever an individual change in the system is

detected, existing methods immediately act on that change, rather than taking a broader view of the

change in the context of other system changes. For example, a device may be removed from the

network temporarily and replaced with its ports reversed. In existing systems, this swapped port

scenario could require hundreds or thousands of changes because the reference addresses will have

changed for all interconnected devices.

Still another disadvantage of existing methods is that they use a continuous polling paradigm.

These methods continuously poll network addresses throughout the day and make decisions based

on those continuous polling results. This creates traffic on the network that slows other processes.

Still another limitation of existing methods is the assumption that network parts of a

particular layer would be physically separated fiorn other parts. Network layerl may represent the

physical cabling of the network, layer 2 may represent the device connectivity, and layer 3 may

represent a higher level of abstraction, such as the groupings of devices into regions. Existing

methods assume that all layer 3 region groupings are self-contained, running on the same unique

physical networking. However, in an internet protocol (IP) network, multiple IP domains may co-

exist on the same lower layer networking infrastructure- It has become common for a network to

employ a virtual local area network (LAN) to improve security or to simplify network maintenance,

for exarrlple. Using virtual LANS, a system may have any number of different [P domains sharing

the same physical connectivity. As a result, existing methods create confusion with respect to

topological mapping because networks with multiple IP addresses in different subnets for the

infrastructure devices cannot be properly represented because they assume the physical separation

of connectivity for separate IP domains. Still another limitation ofexisting methods is that they do

not allow topological loops, such as port aggregation or trunking, and switch meshing.

Summary of Invention

A method and system are disclosed for mapping the topology of a network having

interconnected nodes by identifying changes in the network and updating a stored network topology
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based on the changes. The nodal connections are represented by data tuples that store in fonnation

such as a host identifier, a connector interface, and a port specification for each connection. A

topology database stores an existing topology of a network. A topology converter accesses the

topology database and converts the existing topology into a list ofcurrent tuples. A connection

calculator calculates tuples to represent connections in the new topology. The topology converter

receives the new tuples, identifies changes to the topology, and updates the topology database using

the new tuples. The topology converter identifies duplicate tuples that appear in both the new tuples

and the existing tuples and marks the duplicate tuples to reflect that no change has occurred to these

connections. The topology converter attempts to resolve swapped port conditions and searches for

new singly-heard and multi-heard host link tuples in the list of existing tuples. The topology

converter also searches for new conflict link tuples in the existing tuples. The topology converter

updates the topology database with the new topology.

Summary 01' Drawings

Figure 1 is a drawing of a typical topological bus segment for representing the connectivity

ofnodes on a network.

Figure 2 is a drawing ofa typical topological serial segment for representing the connectivity

ofnodes on a network.

Figure 3 is a drawing of a typical topological star segment for representing the connectivity

of nodes on a network.

Figure 4 is a drawing of another typical topological star segment for representing the

connectivity ofnodes on a network.

Figure 5 is a drawing of the connectivity of an example network system.

Figure 6 is a drawing of the connectivity of another example network system.

Figure 7 is a block diagram of the system.

Figure 8 is a flow chart of the method of the system.

Figure 9 is a flow chart of the method used by the tuple manager.

Figure 10 is a flow chart of the method used by the connection calculator.
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Figure 1 1 is a flow chart of the first weeding phase of the method used by the connection

calculator.

Figures 12a-d are flow charts of an infrastructure-building phase of the method used by the

connection calculator.

Figure 13 is a flow chart of a second weeding phase of the method used by the connection

calculator.

Figure 14 is a flow chart of the noise reduction phase of the method used by the connection

calculator.

Figure 15 is a flow chart of the look~for phase of the method used by the connection

calculator.

Figures 16a-b are flow charts of the consolidation phase of the method used by the

connection calculator.

Figure 17 is a flow chart of the method used by the topology converter.

Figures 18a-b are flow charts of the morph topo phase of the method used by the topology

converter.

Figure 19 is a flow chart of the duplication discard phase of the method used by the

topology converter.

Figures 20a-d are flow charts of the identify different tuples phase of the method used by

the topology converter.

Detailed Description

The system provides an improved method for creating topological maps of comrnunication

networks based. Connectivity information is retrieved from the network nodes and stored as

“tuples” to track specifically the desired information necessary to map the topology. These light

weight data structures may store the host identifier, interface index, and a port. From this tuple

information, the topology may be determined. A tuple may be a binary element insofar as it has two

parts representing the two nodes on either end of a network link or segment. A "tuco" refers to a

tuple component, such as halfof a binary tuple.
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As used herein, a node is any electronic component, such as a connector or a host, or

combination of electronic components with their interconnections. A connector is any network

device other than a host, including a switching device. A switching device is one type ofconnector

and refers to any device that controls the flow ofmessages on a network. Switching devices

include, but are not limited to, any of the following devices: repeaters, hubs, routers, bridges, and

switches.

As used herein, the term “tuple" refers to any collection of assorted data. Tuples may be

used to track information about network topology by storing data from network nodes. In one use,

tuples may include a host identifier, interface information, and a port specification for each node.

The port specification (also described as the grouplport) may include a group number and a port

number, or just a port number, depending upon the manufacturer’s specifications. A binary tuple

may include this information about two nodes as a means of showing the connectivity between them,

whether the nodes are connected directly or indirectly through other nodes. A “cone-to-conn"

tuple refers to a tuple that has connectivity data about connector nodes. A “conn-to-host” tuple

refers to a tuple that has connectivity data about a connector node and a host node. In one use,

tuples may have data about more than two nodes; that is, they may be n-ary tuples, such as those

used with respect to shared media connections described herein.

A “singly-heard host” (shh) refers to a host, such as a workstation, PC, terminal, printer,

other device, etc., that is connected directly to a connector, such as a switching device. A singly-

heard host link (shhl) refers to the link, also referred to as a segment, between a connector and an

shh. A “rnulti-heard host” (mhh) refers to hosts that are heard by a connector on the same port that

other hosts are heard. A rnulti-heard host link (mhhl) refers to the link between the connector and

an mhh. A link generally refers to the connection between nodes. A segment is a link that may

include a shared media connection.

Figure 1 is a drawing of a typical topological bus segment 100 for representing the

connectivity ofnodes on a network 110. In Figure 1, first and second hosts 121, 122, as well as a

first port 131 of a first connector 140 are interconnected via the network 110. The bus segment

H? NU I000810:vi 6

60



61

M"lI'Ii.'!"li"Je'=li‘.:|:Fifi‘...iiII,l|.:!:'.f.II?i:1:llI..Jl
li.'.'T.*'!|iIC.iI"ii"l'§Zi.'.".|i.'.’f3!"ll"

1

2

3

4

S

6

7

8

9

10

ll

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

2'?

100 comprises the first and second hosts 121. 122 connected to the first port 131 of the first

connector 140.

Figure 2 is a drawing of a typical topological serial segment 200 for representing the

connectivity ofnodcs on the network 1 10. In Figure 2, the first host 121 comprises a second port

132 on a second connector 145 which is connected via the network 110 to the first port 131 on the

first connector 140. The serial segment 200 compiises the second port 132 on the second

connector 145 connected to the first port 131 on the first connector 140. Figure 2 is an example of

a connector-to—connector (“Conn-to-conn") relationship.

Figure 3 is a drawing of a typical topological star segment 301 for representing the

connectivity ofnodes on the network 110. In Figure 3, the first host 121 is connected to the first

port 131 of the first connector 140. The star segment 301 comprises the first host 121 connected

to the first port 131 of the first connector 140. Figure 3 is an example of a connector-to-host

(“conn-to-host”) relationship.

Figure 4 is a drawing of another typical topological star segment 301 for representing the

connectivity of nodes on the network 110. In addition to the connections described with respect to

Figure 3, a third host 1223 is connected to a third port 133 of the first connector 140 and a fourth

host 124 is connected to a fourth port 134 of the first connector 140. In Figure 4, the star segment

301 comprises the first host 121 connected to the first port 131 of the first connector 140, the third

host 123 connected to the third port 133 of the first connector 140, and the fourth host 124

connected to the fourth port 134 of the first connector 140. Thus, the star segment 301 comprises,

on a given connector, at least one port, wherein one and only one host is connected to that port,

and that host. In the more general case, the star segment 301 comprises, on a given connector, all

ports having one and only one host connected to each port, and those connected hosts. Since the

segments, or links, drawn using the topological methods of Figure 4 resemble a star, they are

referred to as star segments.

For illustrative purposes, nodes in the figures described above and in subsequent figures are

shown as individual electronic devices or ports on connectors. Also, in the figures the nodes are
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represented as terminals. However, they could also be workstations, personal computers, printers,

scanners, or any other electronic device that can be connected to networks 1 10.

Figure 5 is a drawing of the connectivity of an example network system. In Figure 5, first,

third, and fourth hosts 121. 123, 124 are connected via the network 110 to first, third, and fourth

ports 131, 133, 134 respectively, wherein the first, third, and fourth ports 131, 133, 134 are

located on the first connector 140.

The first, third and fourth hosts 121, 123, 124 are singly-heard hosts connected to separate

ports 13!, 133, 134 of a common connector 140 - the first connector 140. The fifth and -sixth

hosts 125, 126 are singly-heard hosts connected to the third and fourth connectors 142, 143. The

seventh and eighth hosts 127, 128 are multi-heard hosts connected to the same port 139 of the fifth

connector 144. The multi-heard hosts 12?, 128 illustrate a shared media segment 180, also

referred to as a bus 180.

The second, third, fourth, and fifth connectors 141, 142, 143, 144 are interconnected and

illustrate a switch mesh 181. Each of the connectors in the switch mesh 181 is connected to each

other, either directly or indirectly, to create a fully meshed connection. In the mesh, traffic may be

dynamically routed to create an efficient flow.

Figure 5 also shows an example of a port aggregation 182, also referred to as trunking 182.

The first connector 140 is connected via the network 110 to the second connector 141 by two

direct links, each ofwhich is connected .to different ports on the connectors. One linkis connected

to the sixth port 136 ofthe first connector 140 and to the seventh port of the second connector

137. The other link is connected to fifth port 135 of the first connector 140 and to the eighth port

138 of the second connector 141. In this example, two connectors illustrate the multiple

connectivity between nodes. Depending upon the device specifications, devices such as connectors

may be connected via any number of connectors. As explained herein, the system resolves multiple

connectivity problems by tracking port information for each connection.

Figure 6 is a drawing of the connectivity of a portion of a network having three connectors

171, 172, 173. A first host 151 is connected directly to the first port 161 of the first connector 171

and the second host 152 is connected to a sixth port 166 of the third connector 173. The second
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port 162 of the first connector 171 is connected directly to the third port 163 of the second, or

intermediate, connector 172. The fourth port 164 of the intermediate connector 172 is connected

directly to the fifth port 165 of the third connector 173.

Figure 7 shows a block diagram of the system. Figure 8 shows a flow chart of the method

used by the system to retrieve and update the topology of the network. A tuple manager 300, also

referred to as a data miner 300, gathers 902 data fiorn network nodes and builds 904 tuples to

update the current topology. The topology database “topodb" 350 stores the current topology for

use by the system. The “neighbor data” database 310 stores new tuple data retrieved by the tuple

manager 300. The connection calculator 320 processes the data in the neighbor data database 310

to determine the new network topology. The connection calculator 320 reduces 906 the tuple data

and sends it to the reduced topology relationships database 330. The topology converter 340 then

updates 908 the topology database 350 based on the new tuples sent to the reduced topology

relationships database 330 by the connection calculator 320.

Figure 9 shows a flow chart of one operation of the tuple manager 300, as described

generally by the data gathering 902 and tuple building 904 Steps of the method shown in Figure 3.

The tuple manager 300 receives 910 a signal to gather tuple data. The tuple manager 300 then

retrieves 912 node information of the current topology stored in the topology database 350. This

information tells the tuple manager 300 which devices or nodes are believed to exist in the system

based on the nodes that were detected during a previous query. The tuple manager 300 then

queries 914 the known nodes to gather the desired information. For example, the connectors may

maintain forwarding tables that store connectivity data used to perform the connectors‘ ordinary

functions, such as switching. Other devices may allow the system to perform queries to gather

information about the flow ofnetwork traffic- This data identifies the devices heard by a connector

and the port on which the device was heard. The tuple manager 300 gathers this data by accessing

forwarding tables and other information sources for the nodes to determine such information as their

physical address, interface information, and the port from which they “hear" other devices. Based

on this information, the tuple manager 300 builds 916 tuples and stores 918 them in the “neighbor

data" database 310. ‘Some nodes may have incomplete information. In this case, the partial

IIPNIJ 10008102-I 9
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information is assembled into a tuple and may be used as a “hint” to determine its connectivity later,

based on other connections. The tuple manager 300 may also gather 920 additional information

about the network or about particular nodes as needed. For example, the connection calculator

320 may require additional node information and may signal the tuple manager 300 to gather that

information.

After the data is gathered and the tuples are stored in the neighbor database 310, the

connection calculator 320 processes the tuples to reduce them to relationships in the topology.

Figure 10 shows a flow chart of the process of the connection calculator 320, as shown generally in

the reduction step 906 of the method shown in Figure 8. The connection calculator 320 performs a

first weeding phase 922 to identify singly-heard hosts to distinguish them from rnulti-heard hosts.

Singly-heard hosts refer to host devices connected directly to a connector. The connection

calculator 320 then performs an infrastructure—building phase 924 to remove redundant connector-

to-ccnncctor links and to complete the details for partial tuples that are missing infon-nation. Then,

the connection calculator 320 performs a second weeding phase 926 to resolve conflicting reports

of singly-heard hosts. The connection calculator 320 then performs a noise reduction phase 928 to

remove redundant neighbor information for connector-to-host links. If clarification of device

connectivity is required, the connection calculator 320 performs a “look for” phase 930 to ask the

tuple manager 300 to gather additional data. The tuple data is then consolidated 932 into segment

and network containment relationships. The connection calculator 320 may also tag redundant

tuples to indicate their relevance to actual connectivity. These redundant tuples may still provide

hints to connectivity of other tuples. As part of the consolidation phase 932, the connection

calculator 320 creates new n-ary tuples (tuples having references to three or more tucos) for shared

media segments.

Figure 11 is a flow chart of the connection calculator’s first weeding process 922 for

distinguishing singly-heard hosts. The purpose of the first weeding process 922 is to identify the

direct connections between connectors and hosts; that is, those tuples having a first tuco that is a

connector and a second tuco that is a host. The connection calculator 320 looks through the tuple

list in the neighbor database 310, and for each tuple 402, the connection calculator 320 determines
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404 whether the tuple is a connector-to-host (conn-to-host) link tuple- If it is not a conn-to-host

link, the connection calculator 320 concludes 418 that it is a conn-to-conn link and processes 402

the next tuple. If the tuple is a conn—to-host link tuple, then the connection calculator 320

determines 406 whether the connector hears only this particular host on the port identified in the

tuple. If the connector hears other hosts on this port, then the tuple is classified 416 as a multi-

heard host link (rnhhl) tuple.

If the connector hears only the one host on the port — that is, if the host is a singly-heard

host — then the connection calculator 320 determines 408 whether the host is heard singly by any

other connectors. Ifno other connectors hear the host as a singly-heard host, then the tuple is

classified as a singly-heard host link (shhl) tuple 412 and other tuples for this host are classified 414

as extra host links (ehl). Another tuple for this host may be, for example, an intermediate connector

connected indirectly to a host. For example, Figure 6 shows three connectors 171, 172, l?3 the

first connector is connected directly to the first host 15}. This connection therefore forms an shhl

tuple. The intermediate connector 172 is indirectly connected to the first host 151. The tuple data

indicates that the intermediate connector 172 is indirectly connected to the host and hears the host

from a particular port. An extra host links tuple is created so that this data may be used later in

conjunction with other extra host links tuples fiorn devices across the network, to verify connectivity

by providing hints about connections.

The first weeding process also attempts to identify conflicts. lf other connectors hear the

host as a singly-heard host, then a conflict arises and the triple is classified 410 as a singly-heard

conflict link (shcl) tuple to be resolved later. This conflict may arise, for example, if a host has been

moved within the network, in which case the forwarding table data may no longer be valid. Certain

connectors previously connected directly to the host may still indicate that the moved host is

connected. When all tuples have been processed 402 to identify singly—heard host links, the first

weeding phase 922 is complete.

Figures 12a-d show a flow chart of the infiastructure building phase 924 of the connection

calculator 320. The purpose of the infiastmcture building phase 924 is to determine how the

connectors are set up in the network. The first part of the infiastructure building phase 924
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manufactures tuples based on the list of singly-"heard host link tuples identified in the first weeding

phase 922. The purpose is to identify the relationship between the connectors in the extra host links

tuples and the connectors directly connected to the singly-heard hosts. For each singly-heard host

link 420, the connection calculator 320 processes 422 each extra host link that refers to the host.

In the illustration of"Figure 6, a conn-to—conn link tuple would represent the connection between the

first connector 171 and the "intermediate connector 172. An extra host link tuple would represent

the indirect connection between the intermediate connector 172 and the first host 151. The conn-

to-conn link tuple between the first connector 171 and the intermediate connector 172 is an

example of an ehlConn-to-shhl Conn triple. If a conn-to-conn link tuple exists 424 for the extra host

link connector to the singly-heard host link connector (ehlConn-to-shhlconn), then the connection

calculator 320 updates 428 the tuple if it is incomplete. It is possible that the tuple data may be

incomplete and a conn-to-conn link may not exist. In that case, a coon-to-Conn ruple does not exist

for the el1lConn—to-shhlConn, then such a tuple is created 426.

After processing extra host links for singly-heard host links, the connection calculator 32 0

considers 430 each connector (referred to as connl) in the tuples to determine the relationship

between connectors. As illustrated in Figure 6, a single connector may be connected directly and

indirectly to multiple other connectors. In Figure 6, the first connector 151 is connected to the

intermediate connector 171 directly and also to the third connector 173 indirectly. The third

connector 173 hears the first host 151 on the same part 165 that it bears the first connector I'll and

the intermediate connector 172. The infrastructure building phase 924 tries to determine the

relationship between other connectors heard on the same port ofconnl. In a series of

interconnected connectors, the connector on one end may not hear a connector on another end, but

it may hear intermediate connectors, that in turn hear their own intermediate connectors. Tuples are

created to represent the interconnection of conn-to-conn relationships. Based on this data, the

connection calculator 320 can make inferences regarding the overall connection between

connectors.

For every connl , the connection calculator 320 considers 432 every other connector

(conn2) to determine whether a connl-to-conn2 tuple exists. If connl—to-conn2 does not exist,
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then the connection calculator 320 considers 436 every other conn-to-oonn tuple containing conn2.

The other connector on this topic may be referred to as conn3. 1fconn2 hears conn3 on a unique

port 438 and ifconnl also hears conn3 440, then the connection calculator 320 creates 442 a tuple

for connl -to-conn2 in the conneetor—to-connector [inks tuple list.

Afier processing all of the connl tuples, the connection calculator 320 processes 444 each

connl—to~conn2 links tuple to ensure that they have complete port data. For each incomplete tuple

446, the connection calculator 320 looks 448 for a different tuple involving connl in the extra host

links tupleson a different port- If a different tuple is found 450, then the connection calculator 320

determines 452 whether conn2 also hears the host. If conn2 does hear the host, then the

connection calculator 320 completes the missing port data for conn2. If conn2 does not also hear

the host 452, then the connection calculator 320 continues looking 448 through different tuples

involving connl in extra host links on different ports.

After attempting to complete the missing data in each of the conn-to-conn links tuples, the

connection calculator 320 processes 456 each Conn-to-conn links tuple. The purpose of this sub-

phase is to attempt to disprove invalid conn-to-conn links. The connection calculator 320 considers

458 connl and conn2 ofeach conn-to-com links tuple. Every other connector in conn—to-conn

links may be referred to as testconn. For each testconn 460, the connection calculator 320

determines 462 whether the testconn hears connl and conn2 on different groupsfports. If testconn

hears connl and conn2 on different ports, then the tuple is moved to extraconnlinl-:s (col) 464.

Otherwise, the connection calculator 320 continues processing 460 the remaining testconns.

Figure 13 shows a flow chart of the second weeding phase 926. The purpose of the

second weeding phase 926 is to attempt to resolve conflicts involving singly-heard hosts identified in

the first weeding phase 922. In the situation described herein in which more than one connector

reports that a host is singly-heard, the second weeding phase 926 reviews the tuples created during

the infrastructure-building phase 924 involving the connector and host in question and attempts to

disprove the reported conflict. The connection calculator 320 processes 466 each

sing1eConflictLinks (sci) tuple (sometimes referred to as the search tuple) and considers 468 corml

and hostl of the tuple. For each extra host links tuple containing host] 470, the connection
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calculator 320 considers 472 conn2 of the tuple. If there is a tuple in conI1—to-Conn links for conn2

and connl 474, and if there is a conn2-to-connl tuple in the extra host links tuples 476, and if the

port is the same for conn2 hearing connl and host] 478, then the search tuple is moved 480 into

the singly heard host links and other tuples containing hostl are removed 482 from the

singleConflictLinks.

Figure 14 shows a flow chart of the noise. reduction phase 928. The purpose of the noise

reduction phase 928 is to handle those connections in which a connector is not directly connected

to a host or to another connector. For example, networking technology may employ shared media

connections between connectors, rather than dedicated media connectors. With a shared media

connection, the entries in the forwarding tables for connectors attached to the shared media

connection will include every node accessing the shared media connection and may not present a

useful or accurate representation of the nodal connection. For example, if the network configuration

in Figure 6 used a shared media connection between the first connector 1?1 and the intermediate

connector 172, then the first connector is not really connected directly to the intermediate connector

because other devices (not shown in Figure 6) may also use the shared media connection. These

other devices may include web servers, other connectors, other subnetworks, etc. Tuples will be

created for the connectors 171, 172 on opposing ends of the shared media. In this situation, it is

inefficient to maintain poir'1t—to-point binary tuples for every connection. The noise reduction phase

928 disproves invalid tuples created by the shared media connections.

For each rnulti-heard host links (mhhl) tuple, also referred to as multiHeardLinks (rnhl)

tuples (sometimes referred to as the search tuple) 484, connl and hostl are considered 486. For

each extra host links tuple containing hostl 488, conn2 is considered 490. If there is a tuple in

conn-to-conn links for conn2 and connl 492, and if there is a conn2-to-hostl tuple in

extraHostLinks 494, and if the groupfport for conn2 hearing com] and hostl is different 496, then

the search tuple is moved 498 to extraHostLinks.

Figure 15 shows a flow chart for the “look for” phase 930. The purpose of this phase is to

complete missing data for mhhl tuples. There may exist connections on the network that have

incomplete tuple data. For example, the network may simply have no traffic between certain nodes,
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1 in which case data might not be stored in forwarding tables- In another example, a forwarding table

may not have sufficient room to store all of the required information and might delete data on a

FIFO basis. In the look for phase 93 0, the connection calculator 320 instructs the tuple manager

300 to query specific nodes to retrieve the missing data. Data that was not stored in a forwarding

table on the first interrogation may be present on a subsequent query. For each mhhl tuple 500, the

“alreadyDidLool<fors" list, then a list is created 508 for all connectors in conn-to-conn links that are

2

3

4

5

6 connection calculator 320 considers 502 connl and hostl. If the connl group/port is already in an

7

8 heard by connl on the same groupfport as hostl. For each connector (cor1n2) in the list 510, the

9 connection calculator 320 determines 512 whether there is a conn2-to-hostl tuple in the rnhhl

10 tuples. If there is not such a tuple, then the connection calculator 320 initiates a look-for for conr12-

l 1 to-hostl via the tuple manager 300. When each connector in the list has been processed 510, the

12 connl groupfport tuco is added 516 to an alreadyDidLookfors list. As an additional portion of the

look for phase 930 (not shown in figures) the system may ask a user to verify or clarify information

 about connectivity. For example, the system may show the user the perceived connectivity or the

15 unresolved connectivity issues and request the user to add information as appropriate.

11"'lI"tr 16 The connection calculator 330 process described above collects the tuple information from
...a....

17 the tuple manager 300, builds tuples new tuples and removes redundant or unnecessary tuples to;u|;..I.--
PI! 00 produce the new topology. This topology may have incomplete tuples possibly resulting from:r-'''.:
l9-- extraneous information that the connection calculator 330 could not disprove. To refine the new

20 topology, the connection calculator 330 can request the tuplo manager 300 to obtain additional

21 information about particular nodes or it may also request a user to refine the topology by adding or

22 removing tuples. Using the process of the connection calculator 330, tuples marked as non-

23 essential may be removed from the new topology to save space and to simply the topology. The

24 connection calculator 330 is not confused by multiple connectivity situations such as port

25 aggregation 182 or switch meshing 181 as shown in Figure 5, because the tuples represent point-

26 to-point, or neighbor-to-neighbor, connectivity showing each connection in the network. This

27 point-to-point connectivity concept also helps enable the system to avoid difficulties that occur in
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systems that track higher levels of abstraction, such as layer 3 connectivity. Also, the tuples may

contain only selected information to minimize the storage space required for the topology.

Figures 16a-b show a flow chart of the consolidation phase 932. The purpose of this phase

is to consolidate the tuples that involve shared media connections. After the noise reduction phase

923, a considerable number of tuplcs involving shared media may remain. Rather than maintain a

binary tuple for each of the connections, an n~a.ry tuple is created for the link using a men for each

connector and each host connected thereto. For each mhhl tuple 518, com] and hostl are

considered 520. If there are more connl groupfport tuples in multiHeardLinl<s, and if are not any

n-ary multilleardsegments (mhs) tuples 524, then an mhs tuple is created 526. Ifhostl is not

already in this particular rnhs tuple 528, then conn2 ofthe tuple is considered 534. If there is a

connl-to-conn2 conn-to-connLinks tuple on the same port as connl-to-hostl 536, then all

mu1tiHeardLinks tuples for conn2-to-hostl with the same con112 groupfport as the connl-to—conI1?.

are added 538 to the current mhs tuple.

After processing each mhhl tuple 518, each sir1gly~heard host links (shhl) tuple, also referred

to as a singlyHeardLinks (shl) tuple, is considered 540. For each shhl tuple, the connector and host

are considered 542. If there is no existing singlyHeardS egments (shs) tuple for the connector 544,

then an shs tuple is created 546. The host tuco is then added to the shs 348.

Figure 17 shows a flow chart of the method used by the topology converter 340, as

described generally by the topology update step 908 of the method shown in Figure 8. The

topology converter 340 converts 934 the topology into tuple lists, also referred to as the “morph

topo” phase 934. It then compares 936 the list from the topology currently stored in the topology

database 350 with the new list generated by the connection ca1cuIator.320 and discards 936

identical tuples in what is also referred to as the “discard duplicates" phase 936. It then takes

action 938 on the changes in the topology as determined by the changes in the tuple lists, in what is

also referred to as the “identify different tuples" phase 938.

Figure 18a shows a flow chart for the “morph topo" phase 934. For each node in the

topology 550, the topology converter 340 determines S52 whether the node is a connector. If the

node is a connector, then for each connected interface (conniface) of the connector (connl) 554,

I-IPNO IUODEIULXI
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the topology converter 340 determines 556 whether the conniface is connected to a star segment.

If it is connected to a star segment, then for every" other interface in the segment 558, the topology

converter 340 determines S60 whether there is an existing shs tuple, referred to as the "topo tuple”

for the segment. If there is no such tuple, then the topology converter 340 creates 562 a topo shs

tuple. The tuco for the interface’s host—to-topo shs is then added 564 to the topo shs tuple.

If the connector node is not connected to a star segment 556 and is connected to a bus

segment 566, the topology converter 340 determines 568 whether there is an existing mhs tuple for

connl. If there is not an existing mhs tuple for connl , then a topo mhs tuple is created 570. A men

is added .572 for the host to the mhs tuple.

If the connector node is not connected to either a star segment 556 or to a bus segment

566, then the topology converter knows that it is connected to another connector (conn2). If such

a connector does not already have an existing connLinks tuple for connl and conn2 576, then a

connLinks tuple is created 578. After processing the bus segment, star segment, and conn-to—conn

segment, for each conniface 554, the topology converter 340 proceeds to the next node 550.

Figure 1813 shows a continuation of the flow chart ofFigure 18a showing the steps of the

method when the topology converter 340 determines that the node is not a connector 552. If the

node is in the default segment, then an “unheardOfLinl(s” tuple is created 582 and the topology

converter proceeds to the next node 550. If the node is not in the default segment 580, then the

topology converter 340 determines whether the node is in a star segment S84. If the node is in a

star segment, then if there is not already an shs tuple, the topology converter 2340 creates 588 an shs

tuple. The tuco for the node is then added 590 to the shs tuple, and the topology converter 340

proceeds to the next node 550.

If the node is not in a star segment, then the topology converter 340 knows that it is in the

bus segment. If there is not already an mhs tuple for the node, 594, then the topology converter

340 creates 596 an mhs tuple- The tuco for the node is then added 598 to the mhs tuple, and the

topology converter proceeds to the next node 550.

Figure 19 shows a flow chart for the discard duplicates phase 936 of the topology

converter 340. For each tuple in the new tuples (nt) 600, the topology converter looks for 602 an
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exact match in the current tuples stored in the topodb. If an exact match is found 604, then the new

tuple is marked 606 as “no change" indicating that this is an identical tuple.

Figures 20a-d show a flow chart for the identify different tuples phase 938. The system

looks through each tuple in the new Singlyfleandsegments (newSI-IS) tuple list 608 and tries to

identify and fix 610 swapped ports on connectors. Swapped ports are identified by considering

those segment tuples in both the new topology and the existing topology that differ only by the port

specification in the taco. Each tuple that is fixed as a swapped port is marked 612 as “handled.”

The system also looks through each tuple in the new multil-Ieardsegments tuple list (newMHS) 614

and tries to identify and fix 616 swapped ports on connectors. Each tuple that is fixed as a

swapped port is marked 618 as “handled.”

The system then processes 620 each unmarked tuple in the newSHL tuples. Four cases

are possible for the host of the newSI-IL tuples. The host of the newSHL can be found in the

current sing1yHeardLinks (curSHL) 622, the current mu1tiI-leardLinks (cur-MHL) 630, the current

connLinks (curCL) 638, or the current UnheardOfLinks (curUOL) 642. If the host of a newSHL

tuple is found 622 in the current Singiyl-IeardLinks (curSI-IL) tuples, then the system determines 624

if there is a matching connector tuco between the newSHL tuples and the curSHL tuples. If there is

a matching tuco, then the system changes 626 the host connection attribute. If there is not a

matching tuco, then the host connection is moved 628 in the topology.

If the host is found in the curMHL tuples 630, then the system determines 632 whether

there is a matching connector tuco between the newSHL tuples and the curSI-IL tuples. If there is a

matching connector, then the segment type ofconnection is changed 634. If there is not a matching

connector, then the host connection is moved 636 in the topology. If the host is found in the curCL

tuples 638, then the host is moved 640 into a star segment of the connector. If it is found in the

curUOL 642, then the host is moved 644 into the star segment of the connector.

Figure 20c shows another stage of the processing undertaken during the identify different

tuples phase 938. For each unmaflced tuple in the new muItiHeardLinks tuples (HEWMHL) 946,

four cases are possible for the host of the newMI-IL. The host of the newMHL may be found in the

cu.rSHL 648, the curMH1. 656. the curCL 664, or the curUOL 668. If the host is found in the
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curSHL 648, then the system determines 650 whether there is a matching connector men between

the newMI-IL and the cur1\/LI-IL. If there is a matching tuco, then the segment type of connection is

changed 652. If there is not a matching men, then the host connection is moved 654 in the

topology.

If the host is found in the curMI-IL tuples 656, then the system determines 658 whether

there is a matching connector tuco in both the curMHL tuples and the newMHL tuples. If there is a

matching connector tuco, then the host connection attribute is changed 660. If there is not a

matching tuco, then the host connection is moved 662 in the topology. If the host is found in the

curCL tuples 664, then the host is moved into a bus segment of a connector. If the host is found in

the curUOL tuplcs 668, then the host connection is moved 670 in the topology.

Figure 20d shows another portion of the identify different tuples phase 938. For each

unmarked tuple in the new/CL tuples 672, there are three possibilities for the connector. The

connector of the unmarked tuple in newCL can be found in the curSHL or curMHL 6?4, in the

curCL 678, or in the curUOL 682. If each connector is found in the curSHL or curMI-IL list 6'}"4,

then the system creates 676 a new point-to-point -segment for the connectors. If the connectors are

found in the curCL 678, then the connection attributes of the connectors are changed 680. If each

connector is found in the curUOL tuples 682, then the host connection is moved 684 in the

topology.

Another part of the identify different tuples phase 938 is shown in blocks 686 and 688 of

Figure 20d. For each unmarked tuple in the newUOL tuples 686, the system checks 688 the

timerfconfiguration to determine whether the hostfconn should move into the default segment from

its current segment.

An advantage of the system is that it may be schedulable. The system may map network

topology continuously, as done by existing systems, or it may be scheduled to run only at certain

intervals, as desired by the user. A further advantage of the system is that it is capable of

processing multiple connections between the same devices and ofprocessing connection meshes,

because it tracks each nodal connection independently, without limitations on the types of

connections that are permitted to exist.
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1 Although the present invention has been described with respect to particular embodiments

2 thereof, variations are possible. The present invention may be embodied in specific forms without

3 departing from the essential spirit or attributes thereof. It is desired that the embodiments described

4 herein be considered in all respects illustrative and not restrictive and that reference be made to the

5 appended claims for determining the scope of the invention.
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Claims._.

2 1. In a network having interconnected nodes with data topics that represent nodal

3 connections, a method for mapping a network topology by identifying changes between an existing

4 topology and a new topology, the method comprising:

5 converting an existing topology into a list of existing topics that represent existing nodal

6 connections;

7 receiving new tuples that represent new nodal connections; and

8 comparing the list of existing tuples with the new tuples to identify changes to the topology.

9 2. The method of claim I, further comprising updating a topology database with a new

= 10 topology.

1 I 3. The method of claim 1, further comprising taking action on the changes to the

12 topology.
13 4. The method of claim I, wherein the tuples include information about a host

 |—t -lit identifier, a connector interface, and a port specification.

_s 15 5. The method of claim 1, wherein the step of comparing comprises identifying

16 duplicate tuples that appear both in the list of existing tuples and in the new tuples, and maintaining a

1? current status of the topology for these tuples.

18 6. The method of claim 1, wherein the step ofcomparing comprises identifying a
f 19 swapped port condition on a connector..

20 7'. The method of claim 1, wherein the step of comparing comprises searching for a

21 host of a new singly-heard host link tuple or a new multi~heard host link tuple in the list of existing

22 tuples.

23 8. A system for mapping a network topology by identifiring changes between an

24 existing topology and a new topology, based on changes to data tuples that represent nodal

25 connections comprising:

26 a topology database that stores an existing topology of a network; and
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a topology converter connected to the topology database that receives new tuples that

represent new nodal connections; and compares the new tuples with the existing topology to identify

changes in the network.

9. The system of claim 8, wherein the topology Convener converts the existing

topology into a list of existing tuples that represent existing nodal connections.

10. The system of claim 8, wherein the topology converter updates the topology

database with a new topology based on the new tuples.

11. The system of claim 8, wherein the topology converter attempts to identify swapped

ports on connectors.

12. The system of claim 8, wherein the topology converter identifies duplicate tuples

that appear both in the list of existing tuples and in the new tuples, and maintains a current status of

the topology for these tuples.

13. The system of claim 8, wherein the topology converter searches for a host of a new

singly-heard host link tuple or a new rnulti-heard host link tuple in the list of existing tuples.

14. The system of claim 8, wherein the topology converter searches for a connector of

a new conflict links tuple in the list of existing tuples.

15. A computer-readable medium having computer-executable instructions for

performing a method for mapping a network topology by identifying changes between an existing

topology and a new topology in a network having a interconnected nodes, the method comprising:

converting an existing topology into a list of existing tuples that represent existing nodal

connections;

receiving new tuples that represent new nodal connections;

comparing the list of existing tuples with the new tuples to identity changes to the topology;

and

updating a topology database with a new topology.

16. The method ofclaim 15, wherein a topology converter receives the new tuples from

a connection calculator that calculates connections between nodes.
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17. The method of claim 15, wherein the step ofcomparing comprises identifying

duplicate tuples that appear both in the list of existing tuples and in the new tuples, and maintaining a

current status of the topology for these tuples.

18. The method of claim 15, wherein the step of comparing comprises identifying a

swapped port condition on a connector.

19. The method of claim 15, wherein the step of comparing cornpri ses searching for a

host of a new singly-heard host link tuple or a new multi-heard host link tuple in the list of existing

tuples.

20. The method of claim 15, wherein the step of comparing comprises searching for a

connector of a new conflict links tuple in the list of existing tuples.
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Abstract

A method and system are disclosed for mapping the topology of a network having

interconnected nodes by identifying changes in the network and updating a stored network topology

based on the changes. The nodal connections are represented by data tuples that store information

such as a host identifier, a connector interface, and a port specification for each connection. A

topology database stores an existing topology of a network. A topology converter accesses the

topology database and converts the existing topology into a list of current tuples. A connection

calculator calculates tuples to represent connections in the new topology. The topology converter

receives the new tuples, identifies changes to the topology, and updates the topology database using

the new tuples. The topology converter identifies duplicate tuples that appear in both the new tuples

and the existing tuples and marks the duplicate tuples to reflect that no change has occurred to these

connections. The topology converter attempts to resolve swapped port conditions and searches for

new sing1y—heard and multi-heard host link tuples in the list of existing tuples. The topology

converter also searches for new conflict link tuples in the existing tuples. The topology converter

updates the topology database with the new topology.
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PATENT APPLICATION

DECLARATION AND POWER or ATTORNEY “"°“"E" °°°"ET "0-_.EI_____1000102-1
FOR PATENT APPLICATION 

As a below named inventor, I hereby declare that:

My residenceipost office address and citizenship are as stated below next to my name:

I believe I am the original, first and sole inventor {if only one name is listed below} or an original, first and
joint inventor {if plural names are listed below] of the subject matter which is claimed and for which a
patent is sought on the invention entitled:
Method And System For Identifying And Processing Changes To A Network Topology

the specification of which is attached hereto unless the following box IS cheched:

{ i was filed on as US Application Serial No. or PCT international Application
Number and was amended on {if applicable}.

I hereby state that I have reviewed and understood the contents of the above-identified specification,
including the claims, as amended by any amendmentisi referred to above. I acknowledge the duty to
disclose all information which is material to patentability as defined in 37 CFR 1.56.

Foreign Applicationlsi andlor Claim of Foreign Priority

I hereby claim foreign priority benefits under Title 35, United States Code Section ‘[19 of any foreign applicationisi for patent or
inventorisl certificate listed below and have also identified below any foreign application for patent or inventorisi certificate having a
filing date before that of the application on which priority is claimed:

——: j NO :

Provisional Application

I hereby claim the benefit under Title 35, United States Code Section 119lel of any United States provisional applicationlsi listed
below:

Aer-i.icAT1on seam NUMBER HUNG DATE

—

U. 8. Priority Claim

I hereby claim the benefit under Title 35, United States Code. Section 120 of any United States applicationisi listed below and.
insofar as the subject matter of each of the claims of this application is not disclosed in the prior United States application in the
manner provided by the first paragraph of Title 35. United States Code Section 112, I acknowledge the duty to disclose material
information as defined in Title 3?, Code of Federal Regulations. Section 1.55iai which occurred between the filing date of the prior
application and the national or PCT international filing date of this application:

— 

POWER OF ATTORNEY:

As a named inventor. I hereby appoint the following attorneylal andior agentlsl to prosecute this application and transact all
business in the Patent and Trademark Office connected therewith:

Place Cusr-Omar
Customer Number 022879 Number 3,, code

Label .-‘were

  
  

  
 

 

 

 

 

 

  

  

Send Correspondence to: Direct Telephone Calls To:
HEWLETFPACKAFID COMPANY

Intellectual Property Administration T. Grant Hit:
F.O. Box 272400

Fort Collins, Colorado eos27-2400 l97°’ 3934597 
I hereby declare that all statements made herein of my own knowledge are true and that all statements
made on information and belief are believed to be true; and further that these statements were made with
the knowledge that willful false statements and the like so made are punishable by fine or imprisonment,
or both, under Section 1001 of Title 18 of the United States Code and that such willful false statements
may jeopardize the validity of the application or any patent issued thereon.

Full Name of Inventor: Eric A Puigighef Citizenship: u§

Residence: 2937 Re burn Drive Ft Collins CO 80525 

Post china ‘A e as residence

‘ 105
Rev 10: I = ' ' [Lise Page Two For I-idditionai lnventorlsi Signaturelsll Page 1 of 2

  

 
 
  M31!-.>wO

Data
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»— o'EcLAnATuoN AND POWER or ATTOHNFEY ATTORNEY DOCKET ~°- “’°°3‘°2“
FOR PATENT APPLICATION {continued}

Full Name of at Zjoint inventor: Joseph R Hunt Cltizenshin: U3

R,sid..,.=.,= 53¢:-Meadow-creek-rm5 ' i iMiLEoiveEianid”i,3O£ 30533

 
 

 
Post Office Address: same ‘'5 R°5id°"°°

' ;o /_3i [:90nven o s gna re Date

Full Name of # 3 joint inventor: Citizenship:

Residence:  

 

 

Post Office Address:

Inve‘!no"r 5 Signature flat,

Full Name of 14' 4 lolnt inventor: Citizenship: 

 

 

Residence:

Post Office Address:

Inventor's Signa‘Eu"r'e pate

Full Name of # 5 joint inventor: Citizenship: 

 

 

 

 
Residence:

Post Office Address:

 ‘Inventor's Srgnaiure gm,

 
Full Name of # 6 joint inventor: Citizenship:

 ~_ 

Residence:  .e-w

Post Office Address: 

 

Inventor 5 Srgnalure page

Full Name of # ‘I joint Inventor: Citizenship: 

 

 

 

Residence:

Post Ofiioa Address:

lnveniofls Signature one

Full Name of # 8 joint Inventor: citizenship: 

 

 

 

Residence:

Post Office Address:

Inventor‘: SlgnefireO' pat;

Rev 10IOO illec-Pwrl lUse Page Two For Additional Invemorigesigneturelsli Page 2 0* 2



107

 

  
 

 
 

 
 

  
 

.-....-—......—.x-—.'_-'.--

PATENT NU,MBE

PATENT DATE Hx

Eric F'u1-EiIDh¢.=1r'
_T.;.-5-2|:-I‘: Hunt.0

3D.

E . _ _ _'.- —-.-': 1"E1
_ _ __‘, - . +_-f. -.3 -rnj p-r.:.._eE.-:.1:1Q CH-:IfIE"=‘—_m.;.1;.h.;..-_1 and :.y"=vt-Em f—* 1'39"" 5'1"‘ ‘H

L" Het.u._'-r'I-.; f_.L:<|:-I,-1'39?
EI-

?B$§fOAvqiIableOrOCopy—  O # —fi‘*—“~7,7’ L

ISSUING CLASSIFICATION

CROSS flEFERENCE[S)

SUBCLAS5 (ONE SUBCLASS PER BLOCK)

 
 

 
 
 

TERMINAL '
DISCLAIMER  =LA'MSm°WE°

 Total claims Prim claim Tor DIG‘
NOTICE OF ALLOWANCE MMLED

 

 

i3 Thetaxmoflhlapalsntshall
nu‘Imdandb6yurLdfl1eeciq:lrafim'1dma
dU.SPm.n:tI.Nn

 

 
 

U The tannins} |'l'II:l|'I|h3 oi
thls patent have been rlésdalmed.

 

  

WAHNING:

11wh1rmmni:n-ndlwl-osauhaa-9&1-Imnybnrasufixad. Lkumwmnddaanmenmbewmmd1mnymaUmmdSmmsGMaTma35.Se¢bmS2.131 M6335.
PmsasflmmmHameU.SFamm&TraflammOfmahraab-badmmnmrkmmmbyaumflmwammmw.

FILED wrrH: C] DISK (CHF) 1] FJCHE D CD-ROMI-Wflh! H1 flla‘-KI! PD lull iiW} 

(FACE)



108

. i
l 1
' .i

Bes1Avoilob|e Copy a":

SEARCH NOTES
(INCLU DING SEARCH STRATEGY)

(RIGHT OUTSIDE)‘H. 1-in-

   



109

 

 

 

  

 
 

 
 
 

 

ISSUE SLIP STAPLE AREA (for acldirienai cross references)

INDEX OF CLAIMS

 

v .................................Rejected N ............................... “Non-elected
= I .... .. .......Interlerence

.. (ThrnughnurneraI]...Canceled A .... .. ..,....A|3|JeaI
+ Restricted D

 

 
  

 

 

 
 

FinBI fiflfl

Dale

 
   
 

E Illi

17 I
I IEE
IE IEI I
la IE II
IE IE
IE I

IE 3%
IE IE
IE 3

: 128I
3% 5%
IE! I
IE IE

5% W
IE

IIEBIIIIIIIIIII IIBEIIIIIIIIIIIIIIIIIIII
  

 
 

IMIIIIIIIIII
 

 

 
 

IBIIIIIIIIII IHI I II I
IE?! I.IN I I
III} IIIIIII
IKE IIIIIII
IE3 IIIIIII
I IIIIIII
IE5} IIIIIII
Ilfl IEEIIIIIIIIIII
IEEI IEEIIIIII-III

If more than 150 claims or 10 actions

staple additional sheet here

(LEFF INSIDE}



110

on/It/01
llllllllllllll”
Illlllllllllllll+_:..-
obl-
u-:-—-'-

 

63!‘
1-iEwLE1‘r-PACKARD COMPAiY

Illéoa
ATTORN

Intellectual Property Administration
P. O. Box 2?24C|O
Fort Collins, Colorado 80527-2400

PATENT APPLICATION
‘ IN THE U.S. PATENT AND TRADEMARK OFFICE

_ Patent Application Transmittal Letter

FGIOMMISSIDNER FOR PATENTS

gllashington. D.C. 20231 E  

Sir:  
Transmitted herewith for filing under 37 CFR 1 .53ibI is ainl: (XI Utility I I Design  

ix} original patent application,
l I continuation-in-part application §':  

INVENTDRISI: Eric A Pulsipher et al

TITLE: Method And System For Identifying And Processing Changes To A Network Topology

Enclosed are:

{XI The Declaration and Power of Attorney.

IX} 26

I I Form PTO~1449

I I Priority documentisl

I

I I

I Information Disclosure Statement and Form PTO-1449

[fee $ I

I xl signed I unsigned or partially signed

sheets of drawings lone setl Associate Power of Attorney

I I lOtherl

CLAIMS AS FILED BY OTHER THAN A SMALL ENTITY

I2] ‘ [3] {ill
NUMBER FILED NUMQEH E)(TnA RATE

X318

i5I
TOTALS

TOTAL CLAIMS

INDEPENDENT
CLAIMS

ANY MULTIPLE

DEPENDENT CLAIMS 527°

I: Utility i$?1D.OD

IlllllilllllIlll
I 710

710

BASIC FEE: Design i$320.00

TOTAL FILING FEE

OTHER FEES

TOTAL CHARGES TD DEPOSIT ACCOUNT 713'Il‘I'

Charge $ 710 to Deposit Account 08-2025. At any time during the pendency of this application,
please charge any fees required or credit any over payment to Deposit Account 08-2025 pursuant to 37
CFR 1.25. Additionally please charge any fees to Deposit Account OB-2025 under 37 CFR 1.16,
1.17,‘l.19. 1.20 and 1.21. A duplicate copy of this sheet is enclosed.

‘Express Mail” label no. EL5233381B§US

Date of Deposit act, 31 2000
Respectfully submitted,

 

Eric A Pulsipher et al

By

I hereby certify that this is being deposited with the
United States Postal Service “Express Mail Post
Office to Addresses’ service under 37 CFR 1.10 on
the date indicated above and is addressed to:
Commissioner f Patents. Washington, D.C.

   
2031- T. Grant Ritz

5*’ Attornei/l'Agent for Applicantisl

Typed Name: R99 No- 39.319

Date: Oct. 31, 2000

Telephone N°~= £9701 398-0397

110
9'” ‘W90 ""3"-'-"°"" — Attach as First Page to Transmitted Papers ~

CKET No_ 1 oooa1o2-1
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1 Title

Method and System for Identifying and Processing Changes to a Network Topology

Field of Invention

The present invention relates generally to computer networks. More particularly, it relates

to a method and system for identifying changes to a network topology and for acting upon the

2

3

4

S

6 network based on the changes.

7 Background

3 As communications networks, such as the Internet, carry more and more traffic, efficient

9 use of the bandwidth available in the network becomes more and more important. Switching

0 technology was developed in order to reduce congestion and associated competition for the

11 available bandwidth. Switching technology works by restricting traffic. Instead of broadcasting a

12 given data packet to all parts of the network, switches are used to control data flow such that the

13 data packet is sent only along those network segments necessary to deliver it to the target node.

14 The smaller volume of traffic on any given segment results in few packet collisions on that segment

15 and, thus, the smoother and faster delivery of data. A choice between alternative paths is usually

16 possible and is typically made based upon current traffic patterns.

17 The intelligent routing of data packets with resultant reduction in network congestion can

18 only be effected if the network topology is known. The topology of a network is a description of

19,,_a§,the net'_w.ork.whic_hrincludes ._th_e.lo_,c_ation._-,of._and interconnections betweegnnodes_on.the_.network. ,, ,,

20 The word “topology” refers to either the physical or logical layout of the network, including devices.

21 and their coimections in relationship to one another. Information necessary to create the topology

22 layout can be derived from tables stored in network devices such as hubs, bridges, and switches.

23 The information in these tables is in a constant state of flux as new entries are being added and old

24 entries time out. Many times there simply is not enough information to determine where to place a

25 particular device.

26 Switches examine each data packet that they receive, read the source addresses, and log

27 those addresses into tables along with the switch ports on which the packets were received. If a

28 packet is received with a target address without an entry in the switches table, the switch receiving it

H? No. IIIIIJSIOZ-I 1
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broadcasts that packet to each of its ports. When the switch receives a reply, it will have identified

where the new node lies.

In a large network with multiple possible paths from the switch to the target node, this table

can become quite large and may require a significant amount of the switch's resources to develop

and maintain. As an additional complication, the physical layout of devices and their connections

are typically in a state of constant change. Devices are continually being removed from, added to,

and moved to new physical locations on the network. To be effectively managed, the topology of a

network must be accurately and efficiently ascertained, as well as maintained.

Existing mapping methods have limitations that prevent them from accurately mapping '

topological relationships. Multiple connectivity problems are one sort of difficulty encountered by

existing methods. For example, connectors such as routers, switches, and bridges may be

interconnected devices in a network. Some existing methods assume that these devices have only a

single connection between them. In newer devices, however, it is common for manufacturers to

provide multiple connections between devices to improve network efficiency and to increase

capacity of links between the devices. The multiple connectivity. allows the devices to maintain

connection in case one connection fails. Methods that do not consider multiple connectivity do not

present a complete and accurate topological map of the network.

Another limitation of existing topology methods is the use of a single reference to identify a

d'evi'ce.- Existing-"methods-use a reference interface onas.reference.address i_r;i3a-.s_et.of: deyices_to __.,.,,,

orient all other devices in the same area. These methods assumed that every working device would

be able to identify, or “hear," this reference and identify it with a particular port of the device. With

newer devices, however, it is possible that the same address or reference may be heard out of

multiple ports of the same device. It is also possible that the address or reference may not be heard

from any ports, for example, if switching technology is used.

Still another limitation of existing mapping systems is that they require a complete copy of

the topological database to be stored in memory. In larger networks, the database is so large that

this really is not feasible, because it requires the computer to be very large and expensive.

|lPNn. lfifli-I01-I 2
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Still another difficulty with existing systems is that they focus on the minutia without

considering the larger mapping considerations. Whenever an individual change in the system is

detected, existing methods immediately act on that change, rather than taking a broader view of the

change in the context of other system changes. For example, a device may be removed from the

network temporarily and replaced with its ports reversed. In existing systems. this swapped port

scenario could require hundreds or thousands of changes because the reference addresses will have

changed for all interconnected devices.

Still another disadvantage of existing methods is that they use a continuous polling paradigm.

These methods continuously poll network addresses throughout the day and make decisions based

on“. those continuous polling results. Thislcreates traffic on the network that slows other processes.

Still another limitation of existing methods is the assumption that network parts of a

particular layer would be physically separated from other parts. Network layer 1 may represent the

physical cabling of the network, layer 2 may represent the deviceconnectivity, and layer 3 may

represent a higher level of abstraction, such as the groupingsof devices into regions. Existing

methods assume that all layer 3 region groupings are self-contained, running on the same unique

physical networking. However, in an intemet protocol (IP) network, multiple IP domains may co-

exist on the same lower layer networking infrastructure. It has become common for a network to

employ a virtual local area network (LAN) to improve security or to simplify network maintenance,

“for example. Using virtual LA.N’s, a system may have any number o£_d-ifferent.IR. do_mains,sharing

. the same physical connectivity. As a result, existing methods create confusion with respect to

topological mapping because networks with multiple IP addresses in different subnets for the

infrastructure devices cannot be properly represented because they assume the physical separation

ofconnectivity for separate IP domains. Still another limitation of existing methods is that they do

not allow topological loops, such as port aggregation or trunking, and switch meshing.

Summary of Invention

A method and system are disclosed for mapping the topology of a network having

interconnected nodes by identifying changes in the network and updating a stored network topology

H? No. HIIISIOI. I 3
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based on the changes. The nodal connections are represented by data tuples that store information

such as a host identifier, a connector- interface, and a port specification for each connection. A

topology database stores an existing topology of a network. A topology converter accesses the

topology database and converts the existing topology into a list of current tuples. A connection

calculator calculates tuples to represent connections in the new topology. The topology converter

receives the new tuples, identifies changes to the topology, and updates the topology database using

the new tuples- The topology converter identifies duplicate tuples that appear in both the new tuples

and the existing tuples and marks the duplicate tuples to reflect that no change has occurred to these

connections. The topology converter attempts to resolve swapped port conditions and searches for

new singly-heard and multi-heard host link tuples in the list of existing tuples. The topology

converter also searches for new conflict link tuples in the existing tuples. The topology converter

updates the topology database with the new topology.

Summary of Drawings

Figure I is a drawing of a typical topological bus segment for representing the connectivity

ofnodes on a network.

Figure 2_ is a drawing of a typical topological serial segment for representing the connectivity

ofnodes on a network.

Figure 3 is a drawing of a typical topological star segment for representing the connectivity

«oi?-.-nodes on.a network. . r. .... .._..,,_....

Figure 4' is a drawing of another typical topological star segment for representing the

connectivity of nodes on a network.

Figure 5 is a drawing of the connectivity of an example network system.

Figure 6 is a drawing of the connectivity of another example network system.

Figure 7 is a block diagram of the system.

Figure 8 is a flow chart of the method of the system.

Figure 9 is a flow chart of the method used by the tuple manager.

Figure 10 is a flow chart of the method used by the connection calculator.
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.. the topology converter. ...,._ .. . .._.=- .

Figure 1 1 is a flow chart of the first weeding phase of the method used by the connection

calculator.

Figures 12a-d are flow charts of an infrastructure-building phase of the method used by the

connection calculator.

Figure 13 is a flow chart of a second weeding phase of the method used by the connection

calculator.

Figure 14 is a flow chart of the noise reduction phase of the method used by the connection

calculator.

Figure 15 is a flow chart of the look-for phase of the method used by the connection

calculator.

Figures 16a-b are flow charts of the consolidation phase of the method used by the

connection calculator.

Figure 17 is a flow chart of the method used by the topology converter-

Figures 18a-b are flow charts ofthe morph topo phase of the method used by the topology

converter.

Figure 19 is a flow chart of the duplication discard phase of the method used by the

topology converter.

Figures 20a-d are flow charts of the identify different tuples phase of the method used by

Detailed Description

The system provides an improved method for creating topological maps of communication

networks based. Connectivity information is retrieved from the network nodes and stored as

“tuples" to track specifically the desired information necessary to map the topology. These light

weight data structures may store the host identifier, interface index, and a port. From this tuple

information, the topology may be determined. A tuple may be a binary element insofar as it has two

parts representing the two nodes on either end of a network link or segment. A “tuco” refers to a

tuple component, such as halfof a binary tuple.
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As used herein, a node is any electronic component, such as a connector or a host, or

combination ofelectronic components with their interconnections. A connector is any network

device other than a host, including 11 switching device. A switching device is one type of connector

and refers to any device that controls the flow of messages on a network- Switching devices

include, but are not limited to, any of the following devices: repeaters, hubs, routers, bridges, and

switches.

As used herein, the term “tuple" refers to any collection of assorted data. Tuples may be

used to track information about network topology by storing data from network nodes. In one use,

tuples may include a host identifier, interface information, and a port specification for each node.‘

The port specification (also described as the groupfport) may include a group number and a port

number, or just a port number, depending upon the manufacturer's specifications. A binary tuple

may include this information about two nodes as a means of showing the connectivity between them,

whether the nodes are connected directly or indirectly through other nodes. A “conn-to-conn"

tuple refers to a tuple that has connectivity data about connector nodes. A "conn-to-host” tuple

refers to a tuple that has connectivity data about a connector node and a host node. In one use,

tuples may have data about more than two nodes; that is, they may be n-ary tuples, such as those

used with respect to shared media connections described herein.

A “singly-heard host” (shh) refers to a host, such as a workstation, PC, terminal, printer,

:.«+Oth8I7 device, etc., tha-t.is.connected directly-.to a connector, such as. a swit_c_hing_device, A,sing1,y5_,,, ,,

heard host link (shhl) refers to the link, also referred to as a segment, between a connector and an

shh. A "multi-heard host” (mhh) refers to hosts that are heard by a connector on the same port that

other hosts are heard. A multi-heard host link (mhhl) refers to the link between the connector and

an mhh. A link generally refers to the connection between nodes. A segment is a link that may

include a shared media connection.

Figure 1 is a drawing of a typical topological bus segment 100 for representing the

connectivity ofnodes on a network 110. In Figure 1, first and second hosts 121, 122, as well as a

first port 131 of a first connector 140 are interconnected via the network 110. The bus segment

H.PNo. IUIIEIOI-I 6
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100 comprises the first and second hosts 121, 122 connected to the first port 131 of the first

connector 140.

Figure 2 is a drawing of a typical topological serial segment 200 for representing the

connectivity of nodes on the network 110. In Figure 2, the first host 121 comprises a second port

132 on a second connector 145 which is connected via the network 110 to the first port 131 on the

first connector 140. The serial segment 200 comprises the second port 132 on the second

connector 145 connected to the first port 131 on the first connector 140. Figure 2 is an example of

a connector-to—connector (“conn-to-coon") relationship.

Figure 3 is a drawing of a typical topological star segment 301 for representing the

connectivity of nodes on the network 1 10. In Figure 3, the first host 121 is connected to the first

port 131 of the first connector 140. The star segment 301 comprises the first host 121 connected

to the first port 131 of the first connector 140. Figure 3 is an example of a connector-to-host

("conn-to-host”) relationship.

Figure 4 is a drawing of another typical topological star segment 301 for representing the

connectivity ofnodes on the network 110. In addition to the connections described with respect to

Figure 3, a third host 123 is connected to a third port 133 of the first connector 140 and a fourth

host 124 is connected to a fourth port 134 of the first connector 140. In Figure 4, the star segment

301 comprises the first host 121 connected to the first port 131 of the first connector 140, the third

. hosta-L-23 connected.to the third port. 1-33..of the .fii_'st connector 140, and-._the foi,ir__th,_host 1251. .,_

connected to the fourth port 134 of the first connector 140. Thus, the star segment 301 comprises,

on a given connector, at least one port, wherein one and only one host is connected to that port,

and that host. In the more general case, the star segment 301 comprises, on a given connector, all

ports having one and only one host connected to each port, and those connected hosts. Since the

segments, or links, drawn using the topological methods of Figure 4 resemble a star, they are

referred to as star segments.

For illustrative purposes, nodes in the figures described above and in subsequent figures are

shown as individual electronic devices or ports on connectors. Also, in the figures the nodes are
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represented as terminals. However, they could also be workstations, personal computers, printers,

scanners, or any other electronic device that can be connected to networks 1 10.

Figure 5 is a drawing of the connectivity of an example network system. In Figure 5, first.

third, and fourth hosts 121, 123, 124 are connected via the network 110 to first, third, and fourth

ports 131, 133, 134 respectively, wherein the first, third, and fourth ports 131, 133, 134 are

located on the first connector 140.

The first, third and fourth hosts 121, 123, 124 are singly-heard hosts connected to separate

ports 13], 133, 134 of a common connector 140 — the first connector 140. The fifth and sixth

hosts 125, 126 are singly-heard hosts connected to the third and fourth connectors 142, 143. The

seventh and eighth hosts I27, 128 are multi-heard hosts connected to the same port 139 of the fifth

connector 144. The multi-heard hosts 127, 128 illustrate a shared media segment 180, also

referred to as a bus 180.

The second, third, fourth, and fifth connectors 141, 142, 143, 144 are interconnected and

illustrate a switch mesh 18']. Each of the connectors in the switch mesh 181 is connected to each

other, either directly or indirectly, to create a fully meshed connection. In the mesh, traffic may be

dynamically routed to create an efficient flow.

Figure 5 also shows an example of a port aggregation 182, also referred to as trunking 182.

The first connector 140 is connected via the network 110 to the second connector 141 by two

. tdirect link-s, each ofwhich is_.connected.t_o.different.ports on, the c_onnec_t9g§.,_One__ltiglg,_is connected _,_ ___ _
.-

to the sixth port 136 of the first connector 140 and to the seventh port of the second connector

137. The other link is connected to fifth port 135 of the first connector 140 and to the eighth port

138 of the second connector 141. In this example, two connectors illustrate the multiple

connectivity between nodes. Depending upon the device specifications, devices such as connectors

may be connected via any number ofconnectors. As explained herein, the system resolves multiple

connectivity problems by tracking port information for each connection.

Figure 6 is a drawing of the connectivity of a portion of a network having three connectors

171, 1,72, 173. A first host 151 is connected directly to the first port 161 of the first connector 171

and the second host 152 is connected to a sixth port 166 of the third connector 173. The second

N? No KIII8tD'!—l
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I port 162 of the first connector 171 is connected directly to the third port 163 of the second, or

2 intermediate, connector 172. The fourth port 164 of the intermediate connector 172 is connected

3 directly to the fifth port 165 of the third connector 173.

4 Figure 7 shows a block diagram of the system. Figure 8 shows a flow chart of the method

5 used by the system to retrieve and update the topology of the network. A tuple manager 300, also

6 referred to as a data miner 300, gathers 902 data from network nodes and builds 904 tuples to

7 update the current topology. The topology database "topodb" 350 stores the current topology for

8 use by the system. The “neighbor data" database 310 stores new tuple data retrieved by the tuple

9 manager 300- The connection calculator 320 processes the data in the neighbor data database 310

10 to determine the new network topology. Theconnection calculator 320 reduces 906 the tuple data

and sends it to the reduced topology relationships database 330. The topology converter 340 thenI--I .._L

12 updates 908 the topology database 350 based on the new tuples sent to the reduced topology

13 relationships database 330 by the connection calculator 320.

14 Figure 9 shows a flow chart of one operation of the tuple manager 300, as described

15 generally by the data gathering 902 and tuple building 904 steps of the method shown in Figure 3.

16 The tuple manager 300 receives 910 a signal to gather tuple data. The tuple manager 300 then

1'? retrieves 912 node information of the current topology stored in the topology database 350. This

18 information tells the tuple manager 300 which devices or nodes are believed to exist in the system

‘ ‘T9 based-“on the nodes that-‘were detected during--a-previous query. .'I‘.he, tuple manager 3QQ_th_e_n ___,__

20

21 maintain forwarding tables that store connectivity data used to perform the connectors’ ordinary

queries 914 the known nodes to gather the desired information. For example, the connectors may

22 functions, such as switching. Other devices may allow the system to perform queries to gather

23 information about the flow of network traffic. This data identifies the devices heard by a connector

24 and the port on which the device was heard. The tuple manager 300 gathers this data by accessing _

25 forwarding tables and other information sources for the nodes to determine such information as their

26 physical address, interface information, and the port from which they “hear" other devices. Based

27 on this information, the tuple manager 300 builds 916 tuples and stores 918 them in the “neighbor

28 data“ database 310. Some nodes may have incomplete information. In this case, the partial

HP No. IUXIBIIIIZ-I.
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infonnationis assembled into a tuple and may be used as a “_hint" to determine its connectivity later,

based on other connections. The tuple manager 300 may also gather 920 additional information

about the network or about particular nodes as needed. For example, the connection calculator

320 may require additional node information and may signal the tuple manager 300 to gather that

irifonnation.

After the data is gathered and the tuples are stored in the neighbor database 310, the

connection calculator 320 processes the triples to reduce them to relationships in the topology.

Figure 10 shows a flow chart of the process of the connection calculator 320, as shown generally in

the reduction step 906 of the method shown in Figure 8. The connection calculator 320 performs a

first weeding phase 922 to identify singly—heard hosts to distinguish them from multi-heard hosts.

Singly-heard hosts refer to host devices connected directly to a connector. The connection

calculator 320 then performs an infrastructure-building phase 924 to remove redundant connector-

to-corinector links and to complete the details for partial tuples that are missing information. Then,

the connection calculator 320 performs a second weeding phase 926 to resolve conflicting reports

of singly-heard hosts. The connection calculator 320 then performs a noise reduction phase 928_to

remove redundant neighbor information for connector-to-host links. If clarification ofdevice

connectivity is required, the connection calculator -320 performs a “look for” phase 930 to ask the

tuple manager 300 to gather additional data. The tuple data is then consolidated 932 into segment

and network containment relationships... .The connection calculator 32,0 m_ay_also__gag_redun_dant __
.. _._

tuples to indicate their relevance to actual connectivity. These redundant tuples may still provide

hints to connectivity of other tuples. As part of the consolidation phase 932, the connection

calculator 320 creates new n-ary tuples (tuples having references to three or more tucos) for shared

media segments.

Figure 11 is a flow chart of the connection calculator’s first weeding process 922 for

distinguishing singly-heard hosts. The purpose of the first weeding process 922 is to identify the

direct connections between connectors and hosts; that is, those tuples having a first men that is a

connector and a second tuco that is a host. The connection calculator 320 looks through the tuple

list in the neighbor database 310, and for each tuple 402. the connection calculator 320 determines
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404 whether the tuple is a connector-to-host (conn-to-host) link tuple. If it is not a conn-to-host

link, the connection calculator 320 concludes 418 that it is a conn-to-conn link and processes 402.

the next tuple. If the tuple is a conn-to-host link tuple, then the connection calculator 320

determines 406 whether the connector hears only this particular host on the port identified in the

tuple. If the connector hears other hosts on this port, then the tuple is classified 416 as a multi-

heard host link (mhhl) tuple.

If the connector hears only the one host on the port - that is, if the host is a singly-heard

host — then the connection calculator 320 determines 408 whether the host is heard singly by any

other connectors. If no other connectors hear the host as a singly-heard host, then the tuple is

classified as a singly—heard host link (shhl) tuple 412 and other tuples for this host are classified 414

as extra host links (ehl)- Another tuple for this host may be, for example, an intermediate connector

connected indirectly to a host. For example, Figure 6 shows three connectors 171, 172, 173 the

first connector is connected directly to the first host 151. This connection therefore forms an shhl

tuple. The intermediate connector 172 is indirectly connected to the first host 151. The tuple data

indicates that the intermediate connector 172 is indirectly connected to the host and hears the host

Erom a particular port. An extra host links tuple is created so that this data may be used later in

conjunction with other extra host links tuples from devices across the network, to verify connectivity

by providing hints about connections.

. The;first.weeding.process.also attempts to identify conflic_ts_. If Qtl:l§_[_QpI_]n8C}_Cl[S hear tl_i_e_:

host as a singly-heard host, then a conflict arises and the tuple is classified 410 as a singly—heard

conflict link (shcl) tuple to be resolved later. This conflict may arise, for example, if a host has been

moved within the network, in which case the forwarding table data may no longer be valid. Certain

connectors previously connected directly to the host may still indicate that the moved hos_t is

connected. Vllhen all tuples have been processed 402 to identify singly-heard host links, the first

weeding phase 922 is complete.

Figures 12a-d show a flow chart of the infiastructure building phase 924 of the connection

calculator 320. The purpose of the infrastructure building phase 924 is to determine how the

connectors are set up in the network. The first part of the infrastructure building phase 924
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manufactures tuples based on the list of singly-heard host link tuples identified in the first weeding

phase 922. The purpose is to identify the relationship between the connectors in the extra host links

tuplcs and the connectors directly connected to the singly-heard hosts. For each singly-heard host

link 420, the connection calculator 320 processes 422 each extra host link that refers to the host.

In the illustration of Figure 6, a conn-to-conn link tuple would represent the connection between the

first connector 171 and the intermediate connector 172. An extra host link tuple would represent

the indirect connection between the intermediate connector 172 and the first host 151. The conn-

to-conn link tuple between the first connector 171 and-the intermediate connector 172 is an

example of an ehlConn-to-shhlConn tuple. If a conn-to-conn link tuple exists 424 for the extra host

link connector to the singly-heard host link connector (ehlConn-to-shhlConn), then the connection

calculator 320 updates. 428 the tuple if it is incomplete. It is possible that the tuple data may -be

incomplete and a conn-to-conn link may not exist. In that case, a conn-to-conn tuple does not exist

for the eh1Conn-to-shhlConn, then such a tuple is created 426.

After processing extra host links for singly-heard host links, the connection calculator 320

considers 430 each connector (referred to as connl) in the tuples to determine the relationship

between connectors. As illustrated in Figure 6, a single connector may be connected directly and

indirectly to multiple other connectors. In Figure 6, the first connector 151 is connected to the

intermediate connector 171 directly and also to the third connector 173 indirectly. The third

connector 173 hears the first--host 15..1—..on the same part l65,_tl_1at it he_ars_,t_he_ firstconnectot; and l_

the intermediate connector 172. The infrastructure building phase 924 tries to determine the

relationship between other connectors heard on the same port of connl. In a series of

interconnected connectors, the connector on one end may not hear a connector on another end, but

it may hear intermediate connectors, that in turn hear their own intermediate connectors. Tuples are
created to represent the interconnection of conn-to-conn relationships. Based on this data, the

connection calculator 320 can make inferences regarding the overall connection between

connectors.

For every connl, the connection calculator 320 considers 432 every other connector

(connz) to detennine whether a connl -to-conn2 tuple exists. If connl—to—conn2 does not exist,

12Hl’Ho. IIIIIBIOI-I
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then the connection calculator 320 considers 436 every other conn-to-conn tuple containing conn2.

The other connector on this tuple may be referred to as conn3. If conn2 hears conn3 on a unique

port 438 and if connl also hears conn3 440, then the connection calculator 320 creates 442 a tuple

for conn-1-to—con.n2 in the connector-to-connector links tuple list.

After processing all of the connl tuples, the connection calculator 320 processes 444 each

connl -to-conn2 links tuple to ensure that they have complete port data. For each incomplete tuple

446, the connection calculator 320 looks 448 for a different tuple involving connl in the extra host

links tupleson a different port. If a different tuple is found 450, then the connection calculator 320

determines 452 whether conn2 also hears the host. If conn2 does hear the host, then the

connection calculator 320 completes the missing port data for conn2. If conn2 does not also hear

the host 452, then the connection calculator 320 continues looking 448 through different tuples

involving connl in extra host links on different ports.

After attempting to complete the missing data in each of the conn-to-conn links tuples, the

connection calculator 320 processes 456 each conn-to-conn links tuple. The purpose of this sub-

phase is to attempt to disprove invalid conn-to-conn links. The connection calculator 320 considers

458 connl and conn2 of each conn-to-conn links tuple. Every other connector in conn-to-conn

links may be referred to as testconn. For each testconn 460, the connection calculator 320
determines 462 whether the testconn hears connl and connl’. on different groupsfports. If testconn

l 9 “hears conn’- '-‘ and conn-2 on differentiports,--then.the tuple ‘is n1oM,e.d to extraconnlinks .(e,cl)__,464._..,,, . __

Otherwise, the connection calculator 320 continues processing 460 the remaining testconns.

Figure 13 shows a flow chart of the second weeding phase 926. The purpose of the

second weeding phase 926 is to attempt to resolve conflicts involving singly-heard hosts identified in

the first weeding phase 922. In the situation described herein in which more than one connector

reports that a host is singly-heard, the second weeding phase 926 reviews the tuples created during

the infrastructure-building phase 924 involving the connector and host in question and attempts to

disprove the reported conflict. The connection calculator 320 processes 466 each

singleConflictLinks (scl) tuple (sometimes referred to as the search tuple) and considers 468 connl

and hostl of the tuple. For each extra host links tuple containing hostl 470, the connection

13I-IIPNO. lfl'.I'.lnI|'.|‘2-I

150



151

III-I

8\DOO"--lO\UI-53!.»-lb»)
c—. —I

run INJ

-- U1

I—I 33

un- Cl.

3_If.']Il[Il!"liI'lE§3IIl:li’ll3'"'ii5:"!."‘l1‘1Ill“iiiIEE?CIllIICii.¢:CfIIEinllf|I $536E
IN.) G

M 1-

[NJ IN.)

NLa)

M43-

IO U’:

N O\

IN) --J

[NJ 00

calculator 320 considers 472 conn2 of the tuple. If there is a tuple in conn-to—conn links for conn2

and connl 474, and if there is a conn2—to—conn1 tuple in the extra host links tuples 476, and if the

port is the same for conn2 hearing connl and hostl 4'78, then the search tuple is moved 480 into

the singly heard host links and other tuples containing hostl are removed 482 from the

singleConflictLinks.

Figure 14 shows a flow chart of the noise reduction phase 928. The purpose of the noise

reduction phase 928 is to handle those connections in which a connector is not directly connected

to a host or to another connector. For example, networking technology may employ shared media

connections between connectors, rather than dedicated media connectors. With a shared media

connection, the entries in the forwarding tables for connectors attached to the shared media

connection will include every node accessing the shared media connection and may not present a

useful or accurate representation of the nodal connection. For example, if t-he network configuration

in Figure 6 used a shared media connection between the first connector 171 and the intermediate

connector 172, then the first connector is not really connected directly to the intennediate connector

because other devices (not shown in Figure 6) may also use the shared media connection. These

other devices may include web servers, other connectors, other subnetworks, etc. Tuples will be

created for the connectors 171, 172 on opposing ends of the shared media. In this situation, it is

inefficient to maintain point-to-point binary tuples for every connection. The noise reduction phase

-928 disproves invalid tup1es.created .by..the shared media cor__u1ec_tior1_s,.,,,___ ML __ “_W_ _ _

For each multi-heard host links (mhhl) tuple, also referred to as multil-IeardLinks (mhl)

tuples (sometimes referred to as the search tuple) 484, connl and hostl are considered 486. For

each extra host links tuple containing hostl 488, conn2 is considered 490. If there is a tuple in

conn-to~conn links for connl and connl 492, and if there is a conn2-to—host1 tuple in

extral-Iostl..inks 494, and if the groupfport for conn2 hearing connl and hostl is different 496, then

the search tuple is moved 498 to extra}-IostLinks-

Figure 15 shows a flow chart for the “look for" phase 930. The purpose of this phase is to

complete missing data for rnhhl tuples. There may exist connections on the network that have

incomplete tuple data. For example, the network may simply have no traffic between certain nodes,
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in which case data might not be stored in forwarding tables. In another example, a forwarding table

may not have sufficient room to store all of the required information and might delete data on a

FIFO basis. In the look for phase 930, the connection calculator 320 instructs the tuple manager

300 to query specific nodes to retrieve the missing data. Data that. was not stored in a forwarding

table on the first interrogation may be present on a subsequent query. For each mhhl tuple 500, the

connection calculator 320 considers 502 connl and hostl. if the connl groupiport is already in an

“alreadyDidLool(fors" list, then a list is created 508 for all connectors in conn-to-conn links that are

heard by connl on the same groupfport as hostl. For each connector (conn2) in the list 510, the

connection calculator 320 determines 512 whether there is a conn2-to-hostl tuple in the mhhl

tuples. If there is not such a tuple, then the connection calculator 320 initiates a look-for for conn2—

to-hostl via the tuple manager 300. When each connector in the list has been processed 510, the

com] groupfport tuco is added 516 to an alreadyDidLookfors list. As an additional portion of the

look for phase 930 (not shown in figures) the system may ask a user to verify or clarify information

about connectivity. For example, the system may show the user the perceived connectivity or the

unresolved connectivity issues and request the user to add information as appropriate-

The connection calculator 330 process described above collects the tuple information from

the tuple manager 300, builds tuples new tuples and removes redundant or unnecessary tuples to

produce the new topology. This topology may have incomplete tuples possibly resulting fiom

..» -extraneous informat-ion..that the connection calculator. 330 could not disp§ove.__ To,r,e_fLlne_ the ‘_

topology, the connection calculator 330 can request the tuple manager 300 to obtain additional

information aboutparticular nodes or it may -al so request a user to refine the topology by adding or

removing tuples. Using the process of the connection calculator 330, tuples marked as non-

essential may be removed from the new topology to save space and to simply the topology. The

connection calculator 330 is not confused by multiple connectivity situations such as port

aggregation 182 or switch meshing 181 as shown in Figure 5, because the tuples represent point-

to—point, or neighbor-to-neighbor, connectivity showing each connection in the network. This

point-to-point connectivity concept also helps enable the system to avoid difficulties that occur in
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systems that track higher levels of abstraction, such as layer 3 connectivity. Also, the tuples may

contain only selected information to minimize the storage space required for the topology.

Figures 16a-b show a flow chart of the consolidation phase 932. The purpose of this phase

is to consolidate the tuples that involve shared media connections. After the noise reduction phase

928, a considerable number of tuples involving shared media may remain. Rather than maintain a

binary tuple for each of the connections, an n-ary tuple is created for the link using a tuco for each

connector and each host connected thereto. For each mhhl tuple 518, connl and hostl are

considered 520. If there are more connl groupfport tuples in multiHeardLinks, and if are not any

n-ary m'ultiHeardSegments (mhs) tuples 524, then an mhs tuple is created 526. Ifhostl is not

already in this particular mhs tuple 528, then conn2 of the tuple is considered 534. If there is a

connl-to-conn2 conn-to—connLinlcs tuple on the same port as connl-to-hostl 536, then all

multil-IeardLinks tuples for conn2-to-hostl with the same conn2 groupfport as the conn1—to-conn2

are added 538 to the current mhs tuple.

After processing each mhhl tuple 518, each singly-heard host links (shhl) tuple, also referred

to as a singlyHeardLinks (shl) tuple, "is considered 540. For each shhl tuple, the connector and host

are considered 542. If there is no existing singly}-Ieardsegments (shs) tuple for the connector 544,

then an shs tuple is created 546. The host tuco is then added to the shs 548.

Figure 17 shows a flow chart of the method used by the topology converter 340, as

.. described generally .by the.topology.upclate step.908 of the method_sh_o3gn lI1:_1'?_lg1._J:1"t§_ 8. H

topology converter 340 converts 934 the topology into tuple lists, also referred to as the “morph

topo” phase 934. It then compares 936 the list from the topology currently stored in the topology

database 350 with the new list generated by the connection calculator 320 and discards 936

identical tuples in what is also referred to as the “discard duplicates” phase 936. It then takes

action 938 on the changes in the topology as determined by the changes in the tuple lists, in what is

also referred to as the "identify different tuples" phase 938.

Figure 18a shows a flow chart for the “mprph topo" phase 934. For each node in the

topology 550, the topology converter 340 determines S52 whether the node is a connector; If the

node is a connector, then for each connected interface (conniface) of the connector (connl) 554,
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the topology converter 340 determines S56 whether the conniface is connected to a star segment.

If it is connected to a star segment, then for every other interface in the segment 558, the topology

converter 340 determines 560 whether there is an existing shs tuple, referred to as the “topo tuple"

for the segment. If there is no such tuple, then the topology converter 340 creates 562 a topo shs

tuple. The tuco for the interface’s host—to-topo shs is then added 564 to the topo shs tuple.

If the connector node is not connected to a star segment 556 and ‘is connected to a bus

segment. 566, the topology converter 340 determines 568 whether there is an existing mhs tuple for

connl. If there is not an existing mhs tuple for connl, then a topo mhs tuple is created 570. A tuco

is added 572 for the host to the mhs tuple.

If the connector node is not connected to either a star segment 556 or to a bus segment

566, then the topology converter knows that it is connected to another connector (corm2). If such

a connector does not already have an existing connLinks tuple for com} and conn2 576, then a

connLinks tuple is created 578. After processing the bus segment, star segment, and conn-to-conn

segment, for each conniface 554, the topology converter 340 proceeds to the next node 550.

Figure 18b shows a continuation of the flow chart of Figure 1821 showing the steps of the

method when the topology converter 340 determines that the node is not a connector 552. If the

node is in the default segment, then an “unheard0tLinks” tuple is created 582 and the topology

converter proceeds to the next node 550. If the node is not in the default segment 580, then the

-.topology.-converter .340 determines whether the no,de.is in a star segment 584. Ifthe node is inda _ _

star segment, then if there is not already an shs tuple, the topology converter 340 creates 588 an‘ shs

tuple- The tuco for the node is then added 590 to the shs tuple, and the topology-converter 340'

proceeds to the next node 550.

If the node is not in a star segment, then the topology converter 340 knows that it is in the

bus segment. If there is not already an mhs tuple for the node, 594, then the topology converter

340 creates 596 an mhs tuple. The tuco for the node is then added 598 to the mhs tuple, and the

topology converter proceeds to the next node 550.

Figure 19 shows a flow chart for the discard duplicates phase 936 of the topology

converter 340. For each tuple in the new tuples (nt) 600. the topology converter looks for 602 an
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exact match in the current tuples stored in the topodb. If an exact match is found 604, then the new

tuple is marked 606 as “no change" indicating that this is an identical tuple.

Figures 20a-d show a flow chart for the identify different tuples phase 938. The system

looks through each tuple in the new Singlyl-Ieardsegments (newSHS) tuple list 608 and tries to

identify and fix 610 swapped ports on connectors. Swapped ports are identified by considering

those segment tuples in both the new topology and the existing topology that differ only by the port

specification in the tuco. Each tuple that is fixed as a swapped port is marked 612 as “handled."

The system also looks through each tuple in the new multil-leardsegments tuple list (newMHS) 614

and tries to identify and fix 616 swapped ports on connectors. Each tuple that is fixed as a

swapped port is marked 618 as “handled."

The system then. processes 620 each unmarked tuple in the newSHL tuples. Four cases

are possible for the host of the newSHL tuples. The host of the newSI-IL can be found in the

current singl}/HeardLinks (curSHL) 622, the current multiHeardLinks (curMHL) 630, the current

connLinks (curCL) 638, or the current UnheardOfLinks (curUOL) 642. If the host of a newSHL

tuple is found 622 in the current Sing1yHeardLin.ks (curSHL) tuples, then the system determines 624

if there is a matching connector men between the newSHL tuples and the curSI-lL tuples. If there is

a matching tuco, then the system changes 626 the host connection attribute. If there is not a

matching tuco, then the host connection is moved 628 in the topology.

. If the. host is foundin the._c.urMI-IL tuples 630,- then the system detenni_n__es 632__w_l,1e,ther

there is a matching connector men between the newSH1. tuples and the curSHL tuples. If there is a

matching connector, then the segment type of connection is changed 634. If there is not a matching

connector, then the host connection is moved 636 in the topology. If the host is found in the curCL

tuples 638, then the host is moved 640 into a star segment of the connector. If it is found in the

curUOL 642, then the host is moved 644 into the star segment of the connector.

Figure 20c shows another stage of the processing undertaken during the identify different

tuples phase 938. For each unmarked tuple in the new multiHeardLinks tuples (new'M]-IL) 946,

four cases are possible for the host of the newMI-IL. The host of the newMH_L may be found in the

curSI-IL 648, the curM1-IL 656, the curCL 664, or the curUOL 668. If the host is found in the

18HP No.lll‘.lJl1D2-I.
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curSHL 648, then the system determines 650 whether there is a matching connector tuco between

the newMHL and the curMI-IL- If there is a matching tuco, then the segment type of connection is

changed 652. If there is not a matching men, then the host connection is moved 654 in the

topology.

If the host is found in the curM1-IL tuples 65 6, then the system determines 658 w-hether

there is a matching connector tuco in both the curMI-IL tuples and the newMHL tuples. If there is a

matching connector tuco, then the host connection attribute is changed 660- If there is not a

matching men, then the host connection is moved 662 in the topology. If the host is found in the

curCLtup1es 664, then the host is moved into a bus segment of a connector. If the host is found in

the curUOL tuples 668, then the host connection is moved 670 in the topology.

Figure 20d shows another portion of the identify different tuples phase 938. For each

unmarked tuple in the newCL tuples 672, there are three possibilities for the connector. The

connector of the unmarked tuple in newCL can be found in the cu:rSHL or curMI-IL 674, in the

curCL 678, or in the curUOL 682. If each connector is found in the curSHL or cu.rMHL list 674,

then the system creates 676 a new point-to-point segment for the connectors. If the connectors are

found in the curCL 678, then the connection attributes of the connectors are changed 680. If each

connector is found in the curUOL tuples 682, then the host connection is moved 684 in the

topology.

-Another part of the identify different tuples phase 938. is shown in blocks 686 -and 688 of

Figure 20d. For each unmarked tuple in the newUOL tuples 686, the system checks 688 the

timerfconfiguration to determine whether the hostfconn should move into the default segment from

its current segment.

An advantage of the system is that it may be schedulable. The system may map network

topology continuously, as done by existing systems, or it may be scheduled to run only at certain

intervals, as desired by the user. A further advantage of the system is that it is capable of

processing multiple connections between the same devices and of processing connection meshes,

because it tracks each nodal connection independently, without limitations on the types of

connections that are permitted to exist.
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Although the present invention has been described with respect to particular embodiments

thereof, variations are possible. The present invention may be embodied in specific forms without

departing from the essential spirit or attributes thereof. It is desired that the embodiments described

herein be considered in all respects illustrative and not restrictive and that reference be made to the

appended claims for determining the scope of the invention.
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Claims

O

i. In a network having interconnected nodes with data tuples that represent nodal

connections, a method for mapping a network topology by identifying changes between an existing

topology and a new topology, the method comprising:

convening an existing topology into a list of existing tuples that represent existing nodal

connections;

receiving new tuples that represent new nodal connections; and

comparing the list of existing tuples with the new tuples to identify changes to the topology.

2. The method of claim 1, further comprising updating a topology database with a new

topology.

3. The method of claim 1, fiirther comprising taking action on the changes to the

topology. I

4. The method of claim 1, wherein the tuples include information about a host

identifier, a connector interface, and a port specification.

S. The method of claim 1, wherein the step of comparing comprises identifying

duplicate tuples that appear both in the list of existing tuples and in the new tuples, and maintaining a

current status of the topology for these tuples. J

6. The method of claim 1, wherein the step of comparing comprises identifying a

7. The method of claim 1, wherein the step of comparing comprises searching for a

host of a new singly-heard host link tuple or a new multi-heard host link tuple in the list of existing

tuples.

8. A system for mapping a network topology by identifying changes between an

existing topology and a new topology, based on changes to data tuples that represent nodal

connections comprising:

a topology database that stores an existing topology of a network; and

21H? No. IIIIIIIDI-I
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a topology converter connected to the topology database that receives new tuples that

represent new nodal connections; and compares the new tuples with the existing topology to identify

changes in the network.

9. The system of claim 8, wherein the topology converter converts the existing

topology into a list ofexisting tuples that represent existing nodal connections.

10. The system of claim 8, wherein the topology converter updates the topology

database with a new topology based on the new tuples.

11. The system of claim 8, wherein the topology converter attempts to identify swapped

ports on connectors.

12. The system of claim 8, wherein the-topology converter identifies duplicate tuples

that appear both in the list of existing tuples and in the new tuples, and maintains a current status of

the topology for these tuples.

13. The system of claim 8, wherein the topology converter searches for a host of a new

singly-heard host linlc tuple or a new rnulti-heard host link tuple in the list of existing tuples.

14. The system of claim 8, wherein the topology converter searches for a connector of

a new conflict links tuple in the list of existing tuples.

IS. A computer-readable medium having computepexecutable instructions for

performing a method for mapping a network topology by identifying changes between an existing

topology and --a new topology in a network having a interconnected nodes, tl_1‘_e.rn_ethod,c_omp~r'ising:‘_ _

converting an existing topology into a list of existing tuples that represent existing nodal

connections;

receiving new tuples that represent new nodal connections;

comparing the list of existing tuples with the new tuples to identify changes to the topology;

-and

updating a topology database with a new topology.

16. The method of claim 15, wherein a topology converter receives the new tuples from

a connection calculator that calculates connections between nodes.
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17. The method of claim 15, wherein the step of comparing comprises identifying

duplicate tuples that appear both in the list of existing tuples and in the new tup-les, and maintaining a

current status of the topology for these tuples.

18. The method of claim 15, wherein the step of comparing comprises identifying a

swapped port condition on a connector-

19.

host of a new singly-heard host link tuple or a new rnulti-heard host link tuple in the list of existing

The method of claim 15, wherein the step of comparing comprises searching for a

tuples.

20. The method of claim 15, wherein the step of comparing comprises searching for a"

connector of a new conflict links tuple in the list of existing tuples.
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Abstract

A method and system are disclosed for mapping the topology of a network having

interconnected nodes by identifying changes in the network and updating a stored network topology

based on the changes. The nodal connections are represented by data tuples that store information

such as a host identifier, a connector interface, and a port specification for each connection. A

topology database stores an existing topology of a network. A topology converter accesses the

topology database and converts the ‘existing topology into a list of current tuples. A connection

calculator calculates tuples to represent connections in the new topology. The topology converter

receives the new tuples, identifies changes to the topology, and updates the topology database using

the new tuples. The topology converter identifies duplicate tuples that appear in both the new tuples

and the existing tuples and marks the duplicate tuples to reflect that no change has occurred to these

connections. The topology converter attempts to resolve swapped port conditions and searches for

new singly-heard and multi-heard host link tuples in the list of existing tuples. The topology

converter also searches for new conflict link tuples in the existing tuples. The topology converter

updates the topology database with the new topology.
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(54) Connectivity matrix-based multi-cost routing

(5 7) Connectivity matrix-based multi-cost routing in-
cludes defining a generally additive operator which is

able to add traditionally (arithmetic) additive cost lactors _ DEFINE cosr siiiicricirii '-
and which takes into account cost lactors which are not ., _. !.,_ up
additive. the generally additive operator being defined 5 {Ci ’c2 } i
such that distributive and communicative properties are _ _' ' ' ' ' ' ' __ "
applicable, and wherein the generally additive operator ,_ .. _ - - -.- . — — ~ . . . . - —- .- ..' ESTABLISH cnirenicri AND
is applicable to connectivity matrix-based factors torde- 3
termining the relative costs of paths within a network. '

particularly with respect to rnulti-cost lactors. Connec-

tivity matrix-based mu|ti—cost routing is performed by

COMPOSITE MULTI-COST FUNC TIDN C" 4'-DS-l

ESTABLISH CONNECTIVITY MAT|I'-‘IX. (CM)
first defining cost lunctions and establishing a criteria wm-i onoeneo PAIRS 11 3:9?
for prioritizing cost functions such that a composite mu|- _____ _f?§f‘E9jE’ff'?flG_T_°_‘fff{Tf:"_‘?“_ _ _ i
ti-cost lunction includes the cost lunctions in the priority _

order defined by the criterion. A connectivity matrix is .~—------—----‘--- ---—---~--- - --

established including ordered n-tuples of cost lactors “E|:‘*”;:;gg*£_"g§;[9raFn:'L*;“!Lg"
correspondingto the priority established by the criterion. It GENERALLY ADDITIVE OPERATOR an-*

Iand a shortest path matrix determination is made by us-
ing the generally additive operator to apply the compos-

ite rnulti-cost lunction to the connectivity matrix. When
links within a network support various lunclionality. a

mask oil a required functionality may be used to define.

a cost lunction tor a given shortest path matrix determi-
nation. A correcting method is provided for a routing de-
termination when. alter a shortest path matrix determi-
nation, a routing choice is not provided which would oth-
erwise satisty a multi-cost requirement. the correcting

method including the determination of a primary path
and secondary paths between a source node and a des-
tination node.

TO DETERMINE SHOFITEST PATH MATIRX 1

FIG. 2
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Description

TECHNICAL FIEL D

The present invention relates to routing. and more particularly; to connectivity matrix-based multi-cost routing.

eitciceeouivo oi= THE INVENTION

Several well-known network routing algorithms are based on the generation of path choices in each routing node.
For example. in a packet switching (packet-based) network containing a plurality of packet switching nodes intercon-
nected by respective links, routing algorithms are used to route a packet from a source node to a destination node

over various nodes and links within the network. Examples ol packet-based networks include: frame relay (FR) networks
wherein a packet corresponds to a FFI frame; a cell-switching network. e.g.. an asynchronous transfer mode (ATM)
network. wherein a packet corresponds to an ATM cell; etc.

For purposes of routing a packet within a network, it there are n routing nodes in the network. each node is given
a unique Node Number (NN) such that 1 <=NN<=n_ The path choices are derived from the network node connectivity
as specified in a nxn Connectivity Matrix (CM). The information stored in the i.i-th element of an nxn CM (CM[l,f]) is:
c(I.]). the cost of a direct routing link between nodes I and j; an it there is no direct routing link between node I and I:
and o (lowest cost connectivity) il node I is the same as node ].

A path between any two arbitrary nodes in the network is a sequenc of nodes from the originating (source) node
to the terminating {destination} node, where if node | directly follows node I in the sequence. there is a direct routing
link between them. In order to select a “best” path. some figure of merit for any candidate path is derived. The figure
of merit consists of the (additive) “costs” of each of the links between nodes derived from the CM. The link costs may
include the (additive) 'costs" associated with the nodes, Thus the cost of a path is just the sum ofthe link costs between
adjacent nodes in the path sequence.

Flegardless ol the algorithm used to transform the network nodal connectivity to the “shortest path” between two
nodes (e.g.. Floyd's Algorithm. Dijkstra's Algorithm). the ''cost' of such a path is obtainable by taking the sum of the
link costs (perhaps including some additive nodal cost}, either using Floyd's Algorithm or Dijkstra's Algorithm to make
the required determination. As long as there is a single link cost factor used to determine the cost for the logical or
physical links between node land node J. the approach to detennining the shortest path value is straightforward.

The situation is not as clear cut when there are two or more independent cost factors used to determine a figure
of merit aggregate cost for a path to be used.in evaluating the best or shortest path. It will be understood that when
multiple costs are considered for evaluating a best or shortest path. the various cost considerations lead to different
"shortest path‘ conclusions. For example. if hop count, i.e.. the number of nodes traversed by a packet from source
to destination node. is an overwhelming concern, one path within a network may be the shortest path. Alternatively. it
delay is the major factor. i.e.. the time it takes for a packet to travel from the source to the destination node. then another
path within the network may be the best path. Still different conclusions may be reached if other factors. such as
monetary cost, are taken into consideration. ' '

when single cost functions are used as a means of obtaining figures of merit for various paths within the network.
the concept of adding the costs of each link in the path, as discussed above. is the natural way to obtain the result.
Known routing algorithms assume that costs add as the path is traversed. Common cost functions. used in path se-
lection (e.g.. "delay". ‘cost of transmission line facility‘. ‘hop count’). are additive. Individually. they are immediately
adaptable to standard CM-based path—cost-determination algorithms. However. there are other cost-factors (e.g.. ‘per
cent available bandwidt '. ‘ability to handle a specific protocol“. ‘ability to handle a certain packet type‘) which are
major determiners of path selection. but which are not additive. These types of cost factors cannot be treated by usual
CM-based methods. The reason is that arithmetic addition is too limiting to describe the actions of many cost factors.

Therefore. a method for handling multi-cost factors in determining the relative costs oi paths within a network is
needed. Additionally. this method for handling multi-cost factors should also be capable of considering non-additive
cost factors in the relative costs of paths determination.

SUMMARY OF THE INVENTION

Objects of the present invention include network routing capable of handling multi-cost factors in determining the
relative costs of paths within a network. .

Another object of the invention is to provide such a network routing which is also capabte of considering non-
additive cost factors in the relative costs of paths determination.

According to the present invention. connectivity matrix-based multi-cost routing includes defining a generally ad-
ditive operator whlch is able to add traditionally (arithmetic) additive cost factors and which takes into account cost
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factors which are not additive. the generally additive operator being defined such that distributive and commutative

properties are applicable. and wherein the generally additive operator is applicable to connectivity matrix-based factors
for determining the relative costs of paths within a network. particularly with respect to multi-cost factors. _5{"

In further accord with the present invention. connectivity matrix-based mulli-cost routing is performed by first de- ""

fining cost functions and establishing a criterion for prioritizing cost functions such that a composite multicost function
includes the cost functions in the priority order defined by the criterion. A connectivity matrix is established including

ordered n-tuples of cost factors corresponding to the priority established by the criterion. and a shortest path matrix
determination is made by using the generally additive operator to apply the composite multicost function to the con- 'I."_
nectivity matrix. ‘

In further accord with the present invention. the shortest path matrix is determined by applying Floyd's Algorithm

or Dijkslra's Algorithm to a connectivity matrix using the generally additive operator.
in still further accord with the present invention. when links within a network support various functionality. a mask

of a required functionality may be used to define a cost function for a given shortest path matrix determination.
According still further to the present invention. a routing method is provided for a routing determination after a

shortest path matrix determination. the routing method inciuding the determination of a primary path(s) and secondary
paths between a source node and a destination node. -

According still further to the present invention. the determination of primary paths and secondary paths between
source nodes and destination nodes is provided by a criterion cost determination and a composite constraint multi-

cost determination from each node adjacent to the source node to the destination node and using the criterion cost

and composite constraint multi-cost for a link-by-link least cost determination. each primary path being determined as
the pathtsi from the source node to the destination node(s} through the adiacent node having the lowest generalized
sum of the link multi-cost from the source node to one of its adjacent nodes and the multi-cost of the 'best' pathts)

from that adjacent nodeisj to the destination node. The remaining ordered link least-criterion-costs of paths. if any. are
the secondary links or paths. v

According still further to the present invention. the routing method further includes the steps of establishing a
criterion C. for routing from a source node to a destination "node; establishing a maximum multi-cost metric allowed for
a successful routing; determining an ordered list of paths. including the primary pathtsi and secondary paths from. the __
source node to the destination node; and establishing link least-criterion-costs and link composite-constraint-costs--for 1-

each of the primary and secondary paths from the source node to the destination node. If. for a given required routing . '
from a source node to a destination node (path), the maximum metrics are such that the metrics are greater .than—or

equal to the link least-criterion-costs for each individual cost component. then there is a path from the source node to
the destination node which has multi-cost metrics no more than those required. if. for a given path between the source

node and the destination node. the metrics are such that at least one metric is less than a corresponding link least-

criterion-cost for each link, but there is at least one link wherein the metrics are greater than or equal to the link lease»
constraint—cosls for each individual cost function. then there may or may not be a path which achieves a satisfaction

of the cost element while still satisfying the other metrics of the cost element. Finally. if the ‘metrics are less than the
link least-constraint-costs, for at least one individual cost component within each link. then there is no successful path

for meeting the metrics from the source node to the destination node. '
The foregoing and other objects. features and advantages of the present invention will become more apparent in

light of the following detailed description of an exemplary embodiment thereof. as illustrated in the accompanying
drawings.

 

BRIEF DESCRIPTION OF THE DRAWINGS

Fig. 1 is a schematic diagram of a virtual private network utilizing connectivity matrix-based multi-cost routing in
accordance with the invention;

Fig. 2 is a logic flow diagram of a shortest path determination for the virtual private network of Fig. 1 utilizing
connectivity matrix—based multi-cost routing;

Fig. 3 is a schematic diagram of a second network example. including three cost function s. utilizing connectivity
matrix-based multi-cost routing in accordance with the invention; _

Fig. 4 is a schematic diagram of a third network example utilizing connectivity matrix-based mutti-cost routing in
accordance with the invention and illustrating the use of a Mask function {M} to define a required functionality;

Fig. 5 is a schematic diagram of a fourth network example utilizing connectivity matrix-based multi-cost routing in
accordance with the invention and illustrating a correcting method to find a path meeting a given call criterion;

Fig. 6a is schematic diagram illustrating how different cost functions may achieve minimums on different links
between different pairs of nodes;

Fig. 6b is schematic diagram illustrating how different cost functions may achieve minimums on different links
between a the same two nodes;
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Fig. 7 is a schematic diagram of a fifth network example illustrating the determination of a conceptual routing table
from a source node {8} to a destination node (D); and

Fig. 8 is a schematic diagram illustrating that multiple cost metrics required by a catl are not necessarily satisfied
between two nodes even when individual call metrics are met.

DETAILED DESCRIPTION OF THE INVENTION

The present invention provides a method for handling multi-cost factors in the determination of the relative costs
of paths within a network between a source node and a destination node. This method of handling multi-cost factors
takes into consideration ‘non-additive“ cost factors in the relative costs of paths determination. In the following descrip-
tion. the method of the invention for adding multi-costs to obtain a figure of merit is first presented. Thereafter, the
method of routing table organization and path selection using such multi-costs is provided.

In order to consider mult i-costs in a best path determination. a ‘generally additive operator’ must be defined which
is not only able to add traditionally (arithmetic) additive cost functions such as delay. monetary cost, and hop count.
but which is also able to take into account cost factors which are not additive. such as ‘available bandwidth‘. “ability
to handle traffic type‘. etc.

Let A be the range of values associated with a cost function. G. In accordance with the invention. a generally
additive operator. GB. is defined as a mapping of A X A -4 A with properties:

' a@b= fifl

0 (a$b)GBc= a@(b9c)

for all a. b and c in A.

of “hop count‘, ‘delay’ and ‘cost of transmission line facility‘ are generally additive functions under normal addition.
The min function can be applied to the “percent available bandwidth” cost function and the Boolean and function to
the ‘ability to handle traffic type“ cost function to make them “generally additive.‘

Now that the generally additive operatoraa has been defined, connectivity matrix based single factor cost concepts
-can be extended to multi-cost functions. Let {on} be a set of N independent generally additive cost functions. (If there
are two cost functions in the sequence that are functionally related, then one of those two can be removed from the
sequence.) One way of dealing with the path information is to generate a sequence of connectivity matrixes {CM,,}. in
one-to-one correspondence to the sequence {On}. Then. using traditional routing algorithms. N collections of path-cost
information are obtained. each generated from GM". 1<=n -:=N. However. this collection is not correlated with the col-
lections associated with the other CM,“ matrixes. 1¢=m<=N, where men. In effect. the path which might have least
cost for cost function on is an entirely different path than the one which minimizes the cost function cm. Using this
method. there is no obvious way to ensure that the costs associated with all the {On} cost functions are within acceptable
limits simultaneously.

in order to handle the {on} cost functions applied to the same paths simultaneously, it is observed that since each
of the cost functions are independent. their minimum values will not in general be simultaneously achieved when applied
to a path which minimizes one of them. Theretore. in accordance with the invention, the relative importance of the
various cost functions must be prioritized. Let Bin) be an ordering of the indexes such that {Cam} is in priority order.
Such an ordering will be called a criterion. There are n! possible criteria derivable from {on}. it two cost functions are
of equal importance, they must still be prioritized. making one artificially more important than the other. The n-tuple.
(cam. Cam]. is called the composite multi-cost function, denoted by (_",'__ If two nodes in a network are connected
by a link. L. the composite multi-costfunction is applicable to the link. Le1C{L}={dam. ....d,M} be the composite multi-
cost n-tuple of the link. where dB(n,_is the value of cm) over the link. Composite multi-cost n-tuples are generally
additive using the operator n-tuple. 5 = (€B9m.....€B9(,,)). each element of the generally additive operator being applied
to the corresponding cost function values.

if P is a path in the network from node 5 to node D. through intermediate nodes. E, E G, then the value of E (P) is:
-

C(s.sJ S C(e.e) 5 §(r.e) 5 Etc»)

where the E'(5_E,. 5 (55,. &"=_.3,and E! (aware the multi-cost n-tuples of the links found in the CM between adjacent
nodes S to E. E to F. F to G. G to D. respectively. In similar manner. the composite multi-cost of any network path may
be obtained by applying the generally additive operator to the inter-nodal multi-cost values as found in the GM for the
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network.

An ordering is defined for each of the cost function values which make up the composite multi-cost n-tuplesiln
order to find the ‘best’ path in the network between two nodes 5 and D in a multi-cost environment. it is necessary to

be able to compar multi-cost n-tuples. Let (a,. ....a.,} and (b,. ....b.,} be two multi-cost n-tuples. The composite multi-
cost ‘

(3,. an} is greater than {s} (b,. bu) if:
{1} there is an M, 1<=M¢=n. such that for 0«:=i< M. either i is O or e. = hi. and eM : bu;
If‘. (2) ai = bi for 1<=ic=n. then (a,. .... an) is equal to {=) (I31. .... b").

If neither of these two possibilities hold. then the composite multi-cost (:31. ....e,.,) is less than [ct (bi. .._,b,,)_ A path F1

from node S to node B is the shortest path if for every path P2 between these two nodes. (-§(P1) <= (-i(P2). where
the length of a path is defined as the composite mu lti-cost n-tuple taking the generally additive sum of the composite
multi-cost n-tuples of the individual links which make up the path.

Using the above definitions. single cost CM-based “shortest path algorithms’ immediately extend to the multi-cost
function environment.

The operation of the invention is best understood by example. Consider a virtual private network (VPN} as depicted
in Fig. 1. Referring to Fig. 1. the bold lines exemplify links which can carry VPN trafiic (VPNL) while the lighter lines
exemplify links which cannot carry VPN traffic (L). Assume that the cost of paths are to be evaluated by two cost
functions: (1) inability to carry VPN traffic (V); and {2} transmission cost (T). For ‘transmission cost‘ the normal addition
operator will serve as the additive operator. For "inability to carry VPN traffic‘ there is a normal Boolean cost associated
with each link: 1 If it cannot support VPN traffic and 0 if it can support VPN traffic. The or Boolean operator. (+). is

chosen as the generally additive operator.
in order to make a shortest path or best path determination for the virtual private network of Fig. 1. the steps shown

in the logic flow diagram of Fig. 2 are used. Fleferring to Fig. 2. in step 200. the cost functions {£21.02} to be applied to

the virtual private network are defined. As discussed above. with respect to the virtual private network of Fig. 1. the
cost functions of concern are the inability to carry VPN traffic (V) and the transmission costs {'1'}.

Next. in step 205. the criterion 9(2) is established wherein the cost functions {C,.C2} are prioritized. For example.
with respect to Fig. 1. suppose that the ‘inability to carry VPN traffic‘ is the most important link characteristic. Then V

will have a higher priority than T. Therefore. as described above. using the cost functions {c...c2} and the criterionva
t2}. the composite multi-cost functionf. is established. 3

After the criterion is established. a connectivity matrix tor the network is established. in a step 208. having ordered

pairs which correspond to the priority established by the criterion. For example. in the virtual private network of Fig.11.
the CM is a 6x6 matrix of ordered pairs, {v.t). where v is the link cost with respect to the V cost function and t is the link

cost with respect to the T cost function. Using the link cost ordered pairs of Fig. 1. the CM is:

s 1 (<6. «iii to, 13 (on, not too, out too. co) :1. 1);

o 2 to, 1) (<1). ab) (0, 3) (1, 1) (on, .9) tea. anti

:3 3 (no, not to‘, 3) tip. as) to, 2: <1, 1) tea. an‘

R 4 too, on} (1, 1) to. 2) (sh. <6) (1, 2} to, 3)

c 5 (an, an} (no. co) (1, 11. (1, 2) lo. «hi (1; 1)

E 5 <1, 11 (on, on) too. not to, 3) (1. 1) tr». -ml
1 2 3 4 5 s

DESTINATION

where (iii. iii) implies that a node is the shortest path to itself. and (as. -e) implies that there is no direct connectivity
between the source and destination nodes.

Finally. in the step 215. the resulting shortest path matrix. obtained by apptying Floyd's Algorithm to the CM. is:
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5 1 its. «in to. 1) to. 4) to. 6} <1. 5) to, 937

o 2 gm. 1; (45. in lo, 3) to, Si (1, 4; to, a>§'
U 3 lito. '4') to. 3) tib. rm to. 2) (1. 1) to. 5)’
R 4 {(0, 6)_ to. 5) to. 2) (<6. cm (1. 2) (0. 3)

c 5 iii. 5) (1, 4) (1. 1) (1, 2) to. -36) £1. 1)
s 6 (0, 9} to. 3) to. 5) to. 3) (1. 1} (<6. qt»)

1 2 3 4 5 5

DESTINATION

The above shortest path matrix represents the shortest path from any source node to any destination node favoring
VPN links over links not permitted to carry VPN trafiic. From the standpoint oi the VPN. this matrix represents the
shortest path available between any source and destination nodes reachable by use of VPN links only. It is clear that
certain source and destination nodes are not reachable within the VPN (e.g., node 3 cannot reach node 5). However.
this matrix permits the accurate selection of paths which remain within the VPN between any source and destination
connected through use oi VPN lin ks. It also permits the selection of a path to a non-VPN node which stays within the
VPN until it reaches the closest node to the ultimate destination node reachable using only Vi‘-‘N links (e.g.. the path
irom node 2 to node 5). Thus. traffic generated by subscribers of the VPN will use VPN resources as much as possible
even when accessing network ports outside of its domain

As will be understood, the shortest path composite multi-cost value taken from the above shortest path matrix
between a source and destination node pair is not necessarily minimal in the ‘transmission cost‘ cost function. However.
given the chosen cost function priorities. the composite multi-cost function minimizes the cost function selected as
being most important. For non-VPN traffic. this matrix does not in general yield the shortest path since all links {including
those which carry VPN traffic} can be used in the path selection criteria.

Fig. 3 provides a second network example including three cost functions. Flelerring to Fig. 3, the network has its
network elements connected by links which can support various services; X25; Frame Fleiay: and ATM. Suppose that
X25 traffic should traverse J<.25 links {X25L) whenever possible. using Frame Flelay links (FFtL) as an attemative ol
choice and ATM links (ATML} only when there is no other choice. In addition, suppose. that Frame Flelay trattic cannot
be carried by )(.25 links and should use Frame Flelay links in prelerence to ATM links wherever possible. ATM traffic
may only use ATM links. Finally. in order that pertormance be within specification. no path is to take any more than 9
hope between source and destination. Within this selection scheme. suppose that delay is to be minimized, with hop
count as the third priority selection criterion. Each trunk has an associatedtriple of n_umbers (a.b.c) where a is the rank.
in inverse order, of the link type with respect to its usability. b is the delay in milliseconds. and c is the hop count.
Considering the network with respect to ATM service. the link type is defined as follows: a : 0 lor ATM; a = 1 lor Frame
Fteiay; and a = 2 for X25.

The GM for a particular service is formulated as follows. First. if two nodes are connected to each other by one or
more links. choose the link with the lowest 'a' value with respect to the specific service (e.g.. for ATM service. choose
the ATM link between nodes 1 and 2 and the Frame Ftelay link between nodes 1 and 5}. Next. assign a triple (a,b.c)
for each link selected. In order to easily identify how many hops of each type of link are in any path. a weighted hop
count value is used tor each type of line such that the resulting total weighted hope in a path can be decomposed.
much as a decimal number. into its constituent hops. Since no path can have more than 9 hops. weighted hops of 1.
10 and 100 were chosen lor ATM. Frame Fleiay and X.25 respectively. (In general. if there were a requirement that no
path take more than H hops. then the weights 1. H+1 and (H-I-1)2 may be used for ATM. Frame Relay and )(.25 re-
spectivelyj.

Three CMs are used to describe the link connectivity with respect to each of the supported network services. For
the ATM service topology. the CM is given by:
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s 1 (qb,q':.q5) to,1,1) t2,1o.1oo) ton.er>.-an) t1.3.10)

o 2 (o,1,1) (¢>.d>.¢l t2.5.1i‘-'01 [0»1-13 (“°-°°»°'°l

U 3 t2.1e.1oei (2.5.1oo) t¢.¢.¢>J t1.2,1oi t.1.<t,1o)

R 4 too,m.mi to.1.1i 11.2.10) t¢:.¢>.¢) {0.1.1}

c 5 l_t1,3,1oi to-.-,co,00) t1.4,1o) t0.1.1) t¢.¢.tb)
E 1 2 3 4 5

DESTINATION

The CM is processed using Floyd's Algorithm on this CM using the triple ot generally additive operators (max. «i-.+).
This leads to an ATM service network ‘shortest path‘ matrix (SPM) of:

S 1 :(¢r¢l¢} (O,1,l} (]_,,4,12) (g_2'2) (oh-3'3}'_]
o 2 3ii0,l.1} t¢.¢>,¢i (1,3.11) to,1,1) to,2.2)'
U 3 "1'4'12’ ‘1r3r11’ (¢'«¢-‘i5? tl.2.10) (1,3,11)'

R 4 :_(0..2.2i t0,1,1i t1_,2,__1e) t¢>.¢=.¢i (o,1.1i
c 5 Eo.3,3) {e,2,2J {1,3,11} (o,1,1J r¢,¢,¢;J'
E 1 2 3 4 5 . .._

DESTINATION E

The first element oi each triple in the matrix represents the code of the least acceptable protocol used in the pat_h
tor the service network The second element represents the total delay associated with the links in the path. The third

element is the weighted hop count of the path. Its value provides sufficient information to decompose the path into its
constituent link types (eg. a weighted hop count of 12 implies a unique decomposition of 1 hop of weight 10 and two
hops of weight 1 which implies two ATM hops and one Frame Relay hop). .

There are ‘certain nodes that cannot be reached by a purely ATM service. For example, SPM [3,2] is {1.3.11 ). This

means that path contains a Frame Relay link. Since this is the best path trorn node 3 to node 2. it follows that the ATM
service is insufficient to handle any requirement for ATM traffic between these two nodes.

The ATM service network ‘shortest path‘ matrix also indicates that there is always ‘a path tor X25 traffic and Frame

Relay traffic between any two nodes. Since there is no absolute prohibition from using ATM andror Frame Relay links
from carrying )(.25 service. there is always X25 connectivity between any two nodes. However, the objective is to
carry )(.25 traffic over pure )(.25 links it at all possible. Thus, although this matrix is sutlicient to handle. totally. the
determination oi the best path tor ATM service. it is insufficient. by itselt, tor determining the ‘best’ paths tor all services.

When this same network is considered with respect to the Frame Relay service. the most desirable links are those

with Frame Relay protocol. so they are given the link protocol value (a) ol 0. The next most desirable links are those
carrying ATM. So such links have a protocol value of 1. Last. since X25 links are not acceptable lor Frame Relay
traffic. these links are given a protocol value of 2.

The resultant FR connectivity matrix is given by:
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fi¢.¢.¢)
S 1 (o,3,1o) {2,10.1oo) (a,m,a} ro,3,1afl
° 2 H°«3.10J t¢.¢.¢i t2.5.1oo; r1,1,1} (m,a,a)i
U 3 ¥2«1°=1001 (2-5:100) (¢.¢.¢l . (o.2,1oJ to,4,1oJ
R 4 Ifiugrujrm) _(1.;l;l) ’
C 5 _§t0,3,10) (uo,cn,coJ (0,4,1o) (1,1‘3_) (¢,'¢’¢,}

~ 4
E 1 2 3 4 5

DESTINATION

Applying Floyd's algorithm to the FR connectivity matrix using the gene rally additive operator (max. +,+} obtains
the following FR shortest path matrix.

5 1 k¢,¢.¢> (D.3.10) to,7,2o) (o,9,3o} {o,3,15;
o 2 to,3,1o) (¢,o,¢) (O.10.30) to,12,4o) (o.6,2o)
U 3 i0.7»20J t0.10.30) (¢.¢,¢) <o,2,1oJ {0.4,1DJ
R 4 (0.9.3o) to,12,4o) to,2,1o) (¢.¢.¢l (0.6.20)
C 5 to,3,1o) t0,6.20) to,4,1o1 (o,6,2o> t¢.¢,¢}

1 2 3 4 5
DESTINATION

The connectivity of the network is such that Frame Relay traffic tollows paths using Frame Relay links. These
paths are neither optimal in terms of delay nor hops. But tor the Frame Relay traffic they represent the least delay
Frame Relay paths within the network. Had there been several Frame Relay paths of equal delay between two nodes.
then the hop count would have been a iactor in determining the best path.

To handle the X.25 service aspects. the CM is generated tram the X25 protocol perspective. Here. )(.25 links are
the best to use. followed by Frame Relay and then by ATM. In this case. X25 links are given a protocol value of 0,
while Frame Relay links and ATM links have protocol values of 1 and 2. respectively. The appropriate connectivity
matrix for the X25 service network is:

F”

s 1 t¢.¢.¢l t1,3,1o) (o,1o,1oo) (m, m, w) to,5.1oe£
o 2 ;{1.3.1o) t¢.¢.¢} (o,5,1oo) (2,1,1) (m, m, mg
U 3 §{0.l0.100J t0,5,1o0) t¢,¢.¢l fl.2.1o} to,5,1oofi
R 4 %(m, m. m} (2.1.1) 11.2.10) c¢,¢,¢} to,4,1oofi
c 5 fi0.5.1oo) tm, m, m) {o,5,1oo) to,4,1oo) {¢,¢,¢; E
E 1 2 3 4 5 J

DESTINATION
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8 1- (¢.¢.r.'bi t0.15.2oo} (o,1o,1oo) to,9,2oo) to,5,1gg)-]
° 2 _‘°»15»200l (¢.d>.¢>l (o,s,1oo} 03,14,300) ro,1o_2go;l

U 3 to,1o,1ooJ to.‘5.100i t¢.¢.¢) to,9,2bo) (05,100;

R 4 (0.9,2o0) to,14.3tJ_0} (o,9.2oo) lo,¢,¢i (u,4,1oo)

C 5 i°»5»J-003 I0.10.2oo) t0.5.1co) (o,4,1o0) (¢,¢,¢)
E 1 2 3 4 5

DESTINATION

The X25 ‘shortest path‘ matrix indicates that all nodes can be reached by paths which use exclusively X25 links.
This is not to say that the delay. nor hop count are minimized by such paths. But the paths do minimize delay within
the )(.25 service network, in preference to nodal hops.

Fig. 4 isathird network example. Fleferringto Fig. 4. the network links support acollection of functions of importance
to the subscribers of the network. A particular path in such a network is to be chosen according to the functions required
by the call as far as possible while minimizing the hop count within the network. The network of Fig. 4 supports some

or all of the tollowing functionality: {a} security of data transmission {e.g.. ability to handle classified data}; {b} path
diversity {eg_, the underlying bearer has multiple paths leading to high link reliability}; (c) fiber transmission medium
leg. for low Bit Error Fiate); and (d) bandwidth-on-demand (e.g.. for multi-media applications}. Each link has an as-
sociated 4-tuple with 1s and Os indicating the presence or absence of the tunctionality in the order indicated by the
bullets (at - (d).

In such a network. given a subset of the supported link-based tunctionality. it is reasonable to determine the best
path capabilities available in the network as an aid to locating path deficiencies which must be corrected in order to
provide the necessary network support. It may not be necessary that paths be found from a fixed source node to the
other potential destination nodes which satisfy all the supported functions simultaneously. As an illustration of how
these services are distributed. consider the determination of possible best connectivity for the subset of functions

consisting simultaneously of ‘path diversity‘ and ‘bandwidth-on-demand‘. _

Additionally, the least hop routing is determined within the constraints that the selected paths are the best at meeting

the desired functionality. To perfonn this task. the network is considered as being described by a 2-tupl cost function.
{s.h). where s is a subset of the supported network functions and h is the hop count of the corresponding path. The
generally additive operator on this cost 2-tuple is (man.-1+). where mand refers to a ‘masked Boolean ano"and '+' is

normal arithmetic addition. ll (s1,h1) and (s2.h2} are 2-tuples. then (s,h.,) 5 {s2h2} is (s, mend s2. h, + ha).
The fotlowing example illustrates the application of mand to a pair of Boolean strings using the generally additive

operator. Let s, and s2 be two Boolean strings of equal length and M be the mask of the same length of desired/required
tunctionality associated with the Boolean strings. Then s, = s2 with respect to M. if s,‘M =s2'M.—.(s1 + s2)“M or s,“M at
s2"M ;t (s, + s2)‘M (where '+' is the Boolean ‘or’ function and '°“ is the Boolean 'and‘ function). Othenivise. we say
either s, < s; or s2 < s,. meaning either s,‘M = (s, + s2}"M or sa*M = is, + s3)"M. respectively. Then the term ‘less

than or equal ts)‘ is a well ordering on the masked Boolean strings. i.e., given any two Boolean strings oi equal length
and a mask M of the same length. then either the two strings are equal or one string is less than the other. if s'M=0.

the s 2 all other Boolean strings of equal length to that of the mask M.

We define s.,®s2 with respect to mask M to be s,'s2‘M. the mend oi s, and s2.

With the above example in mind, and returning to the example of Fig. 4. Let M be the mask of the required func-
tionality {e.g.. M is 0101 for this illustration]. With these definitions. it is now possible to apply the multiple cost approach
to determine the ‘shortest paths‘ relative to the network with respect to a mask of functionality. M. The GM for this
network is:
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where to-moo} implies the absence of direct node-to-node connectivity. The ‘shortest path‘ matrix with respect to the
mask-defin ed functionality is thus:

2"

s 11' t¢.o) too1o,1i t1111.l) (w.wl tm.mi tw.mi
o 2!too10,1) (¢,¢) t1o11,1) t11o1.1i t1o1o,1) (0,m)

U 3it1111.1l t1o11.1l (¢.¢i t0D10.1l tm.mi t11o1.1i‘
R 4i {m,w} t11o1.1i t0o1o.1) t¢.¢i t11o1,1l to1o1,1l
c 5| tm,mi t1o1c,1i tm.mt (11o1.1) i¢.¢l (11o1.1}E 5 L (m,m) {m,m) {11o1,1i to1o1,1) t11o1.1l l¢.¢)j

1 2 3 4 5 6

DESTINATION

s 1| t¢.¢i to1o1,4J t1111,1) (o1o1,3} t11c1,3) t11o1,2)

o 2 h010l.4t (¢.¢l {o1o1,3) (11o1.1t (11c1,2) (o1o1.2i
U 3 h1111,1J to1o1.3i i¢.¢> (0101.2l t11o1,2) t11o1.1i
R 4 h0101,3J t11o1.1) to101.2l t¢.¢) t11o1.1} (01o1,1fl

c 5 $1101.31 t11o1,2) (11o1.2) t11o1,1i (¢.ci (11o1,1ti
E 6 51101.2) to1o1.2) t11o1.1) to1o1,1) t11o1,1} t¢.¢3J

1 2 3 4 5 5

DESTINATION

The ‘shortest path‘ between any two nodes is seen to be the least hop path which includes the desired services.
It is clear that there may be no path between some of the nodes for certain choices of the mask. M. Consider. for
example. the path from node 1 to node 6 with respect to the functionality ‘fiber transmission medium‘. Although there
are pans of paths which have the desired medium. there is always at least one tink which does not possess a fibertransmission medium.

in single-cost shortest path algorithms, the idea of a minimal. least. or “shortest” path is intuitively clear. If the cost
of a path is least compared to all other paths. it is the shortest path. It would be ideal if this same concept carried
directly to a rnultipte cost shortest path algorithm. Unfortunately. the generalization rarely holds in practice. For. the
generalization requires the simultaneous minimization of the individual costs of the rnulti-cost function. a condition
much stronger than insisting on a single,-cost obtaining its minimum. in common situations. additive cost functions

comprising muttl-cost criteria are completely unrelated. (e.g.. hop count. monetary cost of transmission lines). It is quite
possible that the minimization of one is unrelated to the minimum of another. When generally additive cost functions
form part or all of a multi-cost function, there is even less predictability as to whether all the individual cost functions
will achieve a minimum simultaneously.

with multiple cost components. the term ‘minimum cost‘ implies that the most significant cost function is minimal
and that for this minimal value. the other cost functions are the smallest possible given the cost ordering. In affect,
each component cost {excluding the most significant cost component} could achieve an individually lower value than
is tound in the ‘minimal cost‘ of the multi-cost function. -

The ‘minimum cost” has a prolound impact on the ability of Floyd's Algorithm or DijItstra's Algorithm to provide
sufficient information to allow a path to be found between two nodes in a multi-cost network. This concept can best be
explained with reference to the network of Fig. 5. Fleterring to Fig. 5. the ordered triples represent the additive multi-
cost functions. {$.d.h). where '3' represents monetary cost. ‘d' denotes propagation delay and 'h' indicates hop count.
Using the tri-cost criterion of ‘monetary cost is more important than propagation delay which is more Important than
hep count‘. at ‘minimal cost‘ is obtained from node S to node D of value (3.13.3) found by taking the path S-P-H-D.
Conversely. considering the criterion of ‘propagation delay followed by monetary cost followed by hops‘. a ‘minimal
cost‘ is obtained of value (10.7.7) via the path S-P-.1-l<-L-M-N-D. Note that the absolute minimum monetary cost and
hop count cost is found in the path S-P-H-D where each has value 3. The absotute minimal delay path is S-P-J-l<-L-
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M-N-D with value 7, For this path. the monetary cost is 10 and the hop count is _7. There are four other possibilities for
ordering the tri-cost functions. For example. there is the criterion of ‘delay followed by hops followed by monetary
costs’. In this case. the ‘minimal cost‘ path for this criterion is again S~P-J-K-L-M-N-D.

Note that if there are N independent cost functions comprising a multi-cost function. then there are N! possible
multi-cost criteria. it becomes impractical to deal with all of these. Instead. a selected subset of the possible criteria

may be considered as a basis for network routing. However. even if all N! possible criteria are used tocalculate ‘shortest

path‘ routes between two nodes. there is no guarantee that any of these will satisfy the requirements of routing a
specific cell requiring a specific combination of the multiple costs.

Using the network of Fig. 5. assume that it is desirable to route a call from S to D with a monetary cost of no more
than 9. no more that 5 hops and no more than 9 units of delay. There is indeed such a path, namely S-B-C~F-G-D. If
each of the possible six criteria are applied to the network. there are none whose corresponding shortest path from S
to D ensures that the three metrics of the call can be satisfied simultaneously. The two criteria which minimize monetary

cost first yield identical shortest path metrics of (3. 13. 3). The two criteria which minimize hop count first yield shortest
path metrics of (3 13. 3) and (13. B. 3). .

Finally. the two criteria which minimize delay first result in the same shortest path metrics of (10. 7. 7}. it follows
that the delay metric is the problem. it does not achieve its minimum alongthe same path as the simultaneous minimums
of hop count and monetary cost. The desired call metrics are distributed such that when the other two metrics can be

achieved. the delay metric appears to be unachievable. Conversely, when a criterion is chosen such that the required

delay metric is met. then the monetary cost and hop count metrics are too high.
The example of Fig. 5 illustrates the limitations of multi-cost routing choices and the associated path selection

process. Even when paths exist in the network which satisfy the multi-cost requirements of a particular cell. the multi-
cost values associated with the ‘shortest paths‘ may mask this information so that there appears to be no possible

path. Although there is no absolute guarantee that multi-cost routing information will ensure a path for a given call
requiring conformance to specific multi-cost metrics. a correcting method in accordance with the invention improves
the multi-cost information and gives the best chance for successfully finding a path.

For purposes of illustrating the correcting method of the invention. let CM[C) be the connectivity matrix of any
network with respect to a given criterion, C. with ordered component cost functions c1. c2..... cN. Then CMIC) [M] has

n-tupie. (c1. c2 .... c“). of values appropriate to a multi-cost link between adjacent nodes I and ]. In case there are
multiple links between two adjacent nodes. the one with the lowest multi-cost. according to C is selected for CM(C).

The criterion cost (E,. E2..... EN). between a source-node S and a destination node D with respect to the criterion 0
is just the value obtained by applying Floyd's Algorithm or Dljkstra's Algorithm to CM{C) for the "least cost‘ of a path
between the two nodes -with respect to C.

Now consider each individual cost function ci. ‘lsi5N. which is a componentof C. Apply Floyd's Algorithm or Dijk-

stra's Algorithm to CM(C] considering only the i-th member of each N-tuple. i.e..' obtain the single-cost ‘least cost‘ of
a path between a source node 5 and a destination node D with respect to ci relative to criterion (3. This cost will be

called the i-th constraint cost. ei. between the two nodes. The total set of the N constraint costs ei. TSPSN. can be used

to form an N-tuple (e,. e3.....e~} defined as the composite constraint multi-cost between nodes 3 and node D.
Since the composite constraint multi-cost is composed of the individual least costs of each component without

regard for the effects of the criterion C. it follows that (e1, e2. en») 5 (E,, E2 .... EN) for the two nodes. S and D. Since

c1'is the most significant cost component of C, it follows that E,:e1. If all of the individual cost functions. ci. simulta~
neously attain their minimums along the same path from node 5 to node D. then E_.=e.-, ISEN. Any other situation will

result in at least one value of i. 2si5N, with e,-.<E,,
Considring the criterion. C. having N independent cost functions, c,. c2..... on. if there is a link from node A to

node B. the cost of that link may be low for ca. but high for oi. There may be other nodes. node F and node G. where
the reverse is true. Alternatively. there may be multiple links between node A and node B. In this case. the choice of

link for ci may be different from the choice of link for ci with the intent that the selected link has the minimum cost for
the given cost function. This principle is illustrated in Figs. 6a and 5b for a pair of cost functions.

Fleferring to Figs. 6a and 6b. it is assumed that there are two cost functions c, and c2 and the mutti-costs of links

are given as ordered pairs (c1. c2}. Fig. 6a illustrates the point that a path with a low cost value for c, may be entirely
different from a path with a low cost value for ca. Fig. Sb indicates that even when paths for each of the cost functions
include the same nodes. they may require different links for achieving individual minimal costs. Therefore. there may
not be a consistent choice of links which will simultaneously minimize c1 and c2.

Fleturning to the consideration of N independent cost functions. and generalizing the information illustrated by Fig.

5, it follows that each independent cost function. ci Isl‘-SN. must have its own connectivity matrix CM(ci}. where the
cost assigned to a connecting link between two nodes is chosen to have the minimal value for ci. It follows that CM{ci)

may differ significantly from Glvlfci) for some other cost function. Connectivity matrix CM(c;J is used to find the absolute
minimal cost path for the i-th cost function oi between any two nodes in the network. Let as; be the minimal cost path
with respect to the cost function oi. Then an absolute constraint cost (aep ae2..... aeN) is defined such that ae,-se,sE,«.
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rs.-‘sill, for all criteria C. composed of the cost functions.

The criterion cost. absolute constraint cost and composite constraint cost can be used to define ‘primary’ and
‘secondary’ paths within the network. For example, let S be any node in a network. Let A = {A3}. tsksm, be the set of
all nodes of the network directly connected to node 8 by either single or multiple links. Let SCM(c) be CM(C) with all
link connectivity from node 3 to A. removed. In ellect. SCM(c) isolates node 5 so that it cannot be pan of any path
lrom any Ak E A to any other destination node D (where node D is different from node 5) in the network. Using SCM
(C) and applying Flpycl's Algorithm (or Dijkstra's Algorithm) for each A,, E A, a determination may be made of the
criterion cost. E,,,=(E,. E2...” EN)‘, and the composite constraint cost. e,,:(e,. e2,.... e,,,)_.,. lrom each source node Ak E
A to every destination node D. The sets {E,,} and {obi lorm rn n-tuples of multi-costs. each n-tuple associated with an
adjacent node ol node 5 (and not including 5 as described above).

To find the cost of a path from node 3 to node D. it is observed that any such path must transit through one of the
adjacent nodes A,, E A A link ‘least-criterionvcosl‘ (‘cornposite-constraint-cost‘. ‘absolute-constraint-cost‘) ol the path
to node D through node A.‘ is defined as the sum of the rnulti-cost oi the chosen link from node S to node A,‘ and the
criterion cost (composite-constraint-cost. absolute-constraint-cost) of the path lrorn A,‘ to the destination node D. A link
least criterion-cost (composite—constraint-cost. absolute-constraint-cost} of e_ path trom node 3 to destination node D
through node #4,, (according to criterion 0) is defined as the sum of the cost of a multi-cost link lrom node S to node 44,,
and the criterion cost (composite-constraint-cost. absolute-constraint-cost) from Ak to node D. By considering all the
ditlerent link least-criterion-costs from node S to each of the adjacent nodes A_.,. tsksm. the resultant link least-criterion-
costs from node 5 through node D can be ordered. It two or more such costs have the same value. then the corre-
sponding link cornposite-constraint-costs are compared and used to determine the ordering. The linkisj with the lowest
link least-criterion-costs are called the primary i'!nk(s). The corresponding adjacent nodets). A,,. is called the primary
adjacent nodefe). The remaining ordered link least-criterion-costs of paths. it any. are the secondary links. Through-
out the remainder. it is assumed that a given node routes a call to one ol its adjacent nodes. Once there, that node
routes it in exactly the same manner. continuing until the destination node is reached. Thus. from the standpoint ot a
node. primary links at synonymous with primanr paths and secondary links are synonymous with secondary paths.
The set at primary paths and secondary paths associated with each destination node D lorms the routing choices forthe node 8.

Using the above detinition. a routing table can be defined tor a path selection from a source node (3) to a destination
node (D). Referring to the example of Fig. 7. let G be a criterion of rn multi-cost functions {c..c2.....cm). Let S be the
node for which routing tables are being generated. Let D be any destination node in the network. The set {AK}, 1<:l-t<=n.
is the set of all network nodes that are link-connected (adjacent) to S.

Let CM(C) be the rnulti-cost connectivity matrix tor the network. Let SCM(c} be the associated connectivity matrix
at node 3 wherein all connectivity between node 8 and its adjacent nodes are removed {ie.. 8 is isolated from the
connectivity in the network]. SCM(C} is used to find the shortest path from each adjacent node A.‘ to the destination
node D for criterion C. This least multi-cost path is denoted by Si‘-"(Ak.D), 1<=k<=ri. Let CC(Ak.D) be the constraint
cost of each path from A,‘ to D. It is noted that since SCM(C} has node 8 isolated from the rest oi the network, SP(AkD)
and CC{AK.D) do not involve any paths which go through S. _

Suppose there are qik) links trorn S to adjacent node A... Let L](S,Ak). 1<j.—.<m(k),' be the link multl—cost oi each
or the links. 10). Let Flik(D) be the ordered triple (Sj,,.Ujk(D).Bjk{D)}. where Hik{D) is the j-th routing entry associated
with the j-th linkirorn S to AK. 81,. is the link identilier of the j-th link from S to A... Ujk(D) = Lj(S.Ak)£B3P(Ak,D) and B“.
(D): Lj(S.Ak)€BCC(Ak.D). It lollows that U}vk(D} 2 Bv,,{D). The routing entries at node S for destination node D are u,.u,r-1...l

{D}. 1<=j<=q(k] and 1<=k<=n. This set is ordered by comparing U-“(Di multi-cost values with respect to criterion C. it
UIOMD) = Um, (D) then ordering is accomplished by comparing Bj.,,:¢,(D} and Bjm(D). This ordered list is the conceptual
routing table lor destination node D in Node 3.

Fleturning to the example network of Fig. 5. assume that this network is governed by the single criterion that
monetary cost is more important than delay which is more important than hop count. Only the primary and secondary
path information to node D with respect to node 5 are considered. The adjacent nodes to node 8 are node P and node
B. Using Floyd's Algorithm, Dijl-tstra's Algorithm or inspection. the criterion cost (E1. E2. E3) from node P to node D is
determined to be (2. 12. 2). The composite constraint cost (e,. e2. e3) is (2. 6. 2), Note that the constraint cost element
for delay is less than the criterion cost element tor delay. This implies that at least the minimal delay constraint cost is
achieved on a diflerent path than that which best satisfies the criterion. The absolute constraint cost (ee,. ace. sea} is -
(2. 6. 2) also. But note that the Clvls used for obtaining the absolute minimums do not all coincide with the CM used
for the selected criterion.

In a similar manner. the criterion cost (E1. E2. E3) from node B to node D is (5. .16. 3). The composite constraint
cost (e1. e2. e3) is (5. 7. 3). Since the delay constraint cost element is less than the delay criterion cost element, at
least this constraint cost element was achieved on a ditterent path than that which best satisfies the criterion. The
absolute constraint cost (ee,, E32, sea) from node B to node D is (5. 6. 3]. Note that since the absolute constraint cost
for delay is less than the composite constraint cost for the criterion. it must be achieved on a different path (either
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nodes, links between nodes. or both} from the path which minimizes the delay element tor the constraint cost.

Adding tl1e appropriate link costs from node 8 to node P or node B. the primary path cost is (3. 13. 3) with corre-
sponding composite constraint and absolute constraint costs of (3. 7. 3) through the link to node P. Additionally. the
secondary path cost is (6. 1?. 4} with corresponding composite constraint cost (6. B. 4} and absolute constraint cost
of (6. 7. 4) through the link to node B. v

Suppose it is desirable to route a call from node 5 to node D with the requirements that its monetary cost be no
more than 9. its delay be no more than 9 and its hop count be no more than 5. This is lonnulated as a muiti-cost call

requirement of (9. 9. 5). it this allowed cost is compared with the primary path value of (3. 13. 3), it fails to meet the

appropriate condition to route the call because the delay element of the primary path is too large. Note. however. the

corresponding constraint cost is strictly less than the cost required by the call. As will be seen in the following. this
implies that there may be a suboptimal path lrorn node 3 to node D through the linkto node P which satisfies the cost
requirements of the call.

Similarly, if the cost requirement of the call is compared against the secondary path value ol (6. 17. 4} it also fails

to meet the appropriate condition for routing the call since the delay element of the criterion cost is too large. it the
cost requirement of the call is compared against the corresponding composite constraint cost. it is seen that the con-

straint cost is less than the call requirement cost. it iollows that there may be some sub-optimal path from node 8 to
node D through the link to node B which satisfies the cost requirement of the cell. As discussed above, there is indeed

such a path through node El. There is no path through node P even though it appears to be the primary (and therefore
"best') choice. -

The above delined criterion costs. composite constraint costs and absolute constraint costs can be used tor path
selection. Assume that a call is to be routed by a node S in the network to an‘ultimate destination node D according
to some criterion. C. Suppose the corresponding maximal multi-cost metrics allowed for successful routing of the call
are given by M: (M,, M2,... M,»,..., MN). When node 5 tries to select a path to the next node toward the destination. it
must use its ordered primary and secondary path iniormation for node D with respect to the criterion. C. to 'find a
suitable candidate tink. '

Let RD be the set of criterion—cost-ordered links in node 5 to be used in path selection to node D. Let 2 be the

number of entries in H5. Finally let E2 and e, be the link least-criterion-cost and link composite-constraint-costs re-
spectively for the z-th entry of RD, 15252. ~r- s.

it for some 15252. the maximal call matrices are such that M,2(Ez .-. for each individual cost component. then there
is a path from node 5 to node D which has multi-cost metrics no more than those required by the call. It follows that
there is at least one path. using the link corresponding to E, able to support the call within the desired metrics.

Suppose that for each 15252. the call metrics are such that M,<(E,,.- for at least one individual cost component.
but there is at least one index 29. with 152952, such that M,2(e,o);ior each individual cost iunction. Then there is at
least one cost element of the call which may or may not have a path for which it can achieve the satisfaction oi that
cost element while still satisfying the other metrics of the other cost elements. Since the individual cost elements could

achieve their individual constraint values along different paths. there is no guarantee that the call routed down the

corresponding link will have a successlui completion. As a consequence. it paths tor which Mg (E, _.do not exist or
are not successful. then node 5 should select a link such that M,2(e,),-. for each individual cost function.‘

Finally. if for each 15252 the condition M,-< fez),-. tor at least one individual cost component holds. then there is

likely to be no successful path tor the call from node 8 to node D. For. e, represents the lowest cost path. relative to
criterion C, for the corresponding link. Theretore a call with smaller metrics has very low chance of completion using
that link while preserving the topology of the network with respect to C. The absolute constraint costs may be such
that ae,sM_.<{ez),- for at least one cost component. in this case, there is a remote possibility that a path exists which

satisfies the metrics oi the call. However. this situation is unlikely. at best. for two reasons. First. the CM topology used
for the absolute constraint costs must have difiered (in tam-is oi link costs between nodes} from the topology used for
the criterion C. Second. the path selection algorithm must allocate all the muiti-costs associated with a given link while
only the single cost component of a link. which minimizes a given cost component. is used in calculating the absolute
constraint cost.

Consequently. attempting to route a call. based on absolute constraint costs. may on rare occasions produce a
successful path selection. But much more typically. such path selection attempts will be fruitless with the additional

undesirable affect of inetiectively using network resources. Therefore it. tor all potential paths. a call has one oi its

metrics less than the corresponding constraint cost relative to a criterion. it is preterable to consider a ‘best e1iort' path
which minimizes the most important cost component {for example} rather than to consider a path selections based on
the absolute constraint cost metrics.

Special considerations must be taken when only two cost functions are considered for path selection. Suppose
that c, and c2 are two cost components comprising a multi-cost iunction. Then only two criteria are possible. either c,
is more important than c2. or the reverse is true. In this case. if C is one of the criteria. then the criterion and composite
constraint costs with respect to C serve as a bound for routing a call within the limits of the criterion just as described
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above. The criterion cost with respect to C minimizes the ‘more important‘ of the two cost components with respect
to C. The criterion cost of C’. the remaining criterion. effectively gives the minimum of the second cost component. It
can be used as the means of achieving the ‘best effort‘ routing if the metrics of the given call fail to yield a route because
of failure in the ‘less important metric‘ to be within the bounds of criterion c. The use of these criterion cost metrics

may introduce a potential path which satisfies the ‘less important metric‘. while satisfying the metrics (sub-optimally)
for the ‘more important metric’.

It must be emphasized that this technique still does not ensure a path can be lound. Fig. 8 illustrates such a
situation. Here the ordered pairs represent the two costs. If criterion C is to consider the first coat to be more important.
then the criterion cost will be (5. 13} from node A to node B. The criterion cost for C‘ is seen to be (10. 11). From these
two criterion costs. it is inferred that the absolute constraint cost is (6, 11}. But there is no path that achieves these
cost metrics. In fact. if "a call is to be routed from node A to node B with associated cost metrics of (7. 12). there is no
path capable of routing the call. Node A might try to route such a call using a “best effort’ service. Depending on the
policy of the path selection in node I. either the (5. 12} or the (9. 10) link could be chosen to satisfy at least one of the
cost metrics.

It should also be observed that this methodology does not. in gen erat. extend to multi-cost functions of more than
two cost components.

Routing choices can be effectively used in the path selection process. When there is a call request at a source
network node. either there is an explicit multi-cost required or there is an implicit default multi-cost. In any event. it can
be assumed that call set-up requests always contain a {maximum} multi-cost value. M. which must be satisfied to allow

successful call completion. It can be further assumed that the source node knows the identity of the destination network
node of the call and that each intermediate node participating in the path selection is aware of the total maximum

allowed cost for the call request and of the multi-cost accumulated so far in the path selection process.
Suppose for example that {Nil-:1}. k=1 is the sequence of consecutive nodes in a path from a source node 8

= Nit) to a destination node D : N{n1). The intermediate nodes are to be determined so as to satisfy the multi-cost
constraints. M. on the service request.

if Qfk-1) is denied to be the accumulated multi-cost of the path from the source node 5 to node Nfk). and Pitt) is
defined to be a path from node Nik} toward node D with multi-cost T(I-r). then each node Nfk) selects a path Pflc}
predicated on the rules that:

- M is greater of equal to Q(l<-1) 5 T{k}; and

- if P'(k} is any other possible choice. then: {a} if it is the rule to select a path which is the ‘best fit‘. then a path
should be selected such that Qtk-1) 5 T'(k) is less than or equal to Clfk-1) E T(k} (b) if it is the rule to select the
‘best possible’ path. then a path should be selected such that Cttk-1) Q T'{I-r} is greater than or equal to Oil:-1)
5 Tilt)

Where the ‘best fit“ path is the path which provides performance closest to the requirements of the call and the ‘best
possible‘ path is defined asthe path which provides th 'best' performance possible for the call. as described in greater
detail _below. '

if 0(0) is defined to be the 0 rnuiti~cost value. then for k : 2.....rn. the value Q(lc-1) = Q{k-2) Q L[l‘,.,,,.]m}. where
L[l(k_,).[m] is the multi~cost of the link selected from node N{k-1} to node Nfk). The value of Tilt} = L[|m.](k+1t] a W
[l(,m).],-_,], where W[l(k,1,.]D] is the multi-cost value at node N(k} from the selected adjacent node N(k-i-1) to the desti-
nation D as determined from the routing choice information.

For best fit routing. in order for node N(l() to select a linkto node N(lc+1). the criterion costs of the routing choices
to destination D should be scanned from worst to best. The link corresponding to the first entry encountered, if any.
which satisfies the condition that the remaining maximum multi-cost of the call (is. M - Cttk-1) is greater or equal to
the criterion cost. for each individual component cost. should be used to route to node N{k+1}. If there is no entry
whose criterion cost satisfies this condition. than the routing choices should again be scanned from worst to best to

select the first entry encountered such that each individual cost component of M - Ctfk-1) is greater or equal to each
individual cost component of the composite constraint cost. During the search. if at any time an entry is encountered
with M,-<e,. where e, is the first component of the composite constraint cost for the entry. then there is no path possible
for the call and the search should be terminated. If a routing choice meeting the search condition is found. the path
corresponding to this choice is a candidate for a possibly successful call completion. If the call routing attempt. using
this choice. is unsuccessful. the search for additional possible choices should continue. '

The effect of this best fit algorithm is to select a path which most closely matches the multi-cost requirements of
the call request. There are numerous benefits of this path selection approach. First. an effective application of network
resources is achieved. Cell requests are evatuated against available potential path choices so that selection uses the
least required resources to satisfy the cost function wherever possible. In this way. requests requiring premium per-
formance can be reserved for those calls which are prepared to pay for this capability. Those call requests which can
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tolerate lower performance will use those resources as the criteria of choice. Only when lower performance resources
are unavailable will higher performance resources be used. -

For best possible routing. the minimum cost path available meeting the call requirements is selected. This is the
intuitive method of path selection. The criterion costs of the routing choices to the destination are scanned trom best

to worst using the premium path first. This method has the advantage of allowing intermediate nodes within the path
to elect sub-optimal paths with still having a high degree of certainty that the criterion will be met. However. this method

may use resources for routing which are much better than required. it there is a later routing request with more stringent
requirements. there may not be premium resources available to meet the requirements of the request.

No matter whether best possible or best fit routing is used. the path selection approach preserves path multi-cost
information without explicit path knowledge. The cumulative cost information together with adjacency and local shortest

path multi-cost informal ion is all that is needed to permit allowable path evaluation at a node. Finally. this path selection

approach provides ease of alternate path selection. It at some point along the path for call establishment. the most
desirable selection of the next node is unobtainable. then either an alternate choice can be found (according to the

algorithmic next best choice) or the path selection can be returned to the previous node by merely subtracting multi-
costs locally known to the node.

Although the invention has been described and illustrated with respect to exemplary embodiments thereof. the

foregoing and various other changes. omissions and additions may be made therein and thereto without departing
from the spirit and scope of the present invention.

Claims

1. A method oi network routing between nodes in the network. including the steps of:

defining cost functions to be taken into consideration when making routing choices;

prioritizing each of said cost functions with respect to one another to thereby provide a composite multi-cost
function including said cost functions in a priority order; ._

defining a connectivity matrix for the network including ordered n-tuples having :1 elements. each n-tuple rep-
resenting e multi-cost directly between each pair of nodes in the network, and each one of said elements of

each n-tupte representing a cost function value of each one of said cost functions directly between each said

pair of nodes in the network. wherein n is the number of said cost functions. and wherein said ordered n-tuples
include each of said cost functions ordered in said priority order established in said step of prioritizing;
defining a generally additive operator such that distributive and commutative properties are applicable to a
generally additive sum of said cost function values;

defining an ordering between a pair of said n-tuples by comparing said cost function value of respective ele-
ments;

deriving a shortest path matrix by applying said composite multi-cost function to said connectivity matrix using
said generally additive operator and said ordering. said shortest path matrix including summation ordered n-
tuples having multi-costs equal to the generally additive sum oi said cost function_values over a shortest path

between each pair of nodes.

2. The method oi claim 1. further including the steps of:

determining a multi-cost requirement indicative of the multi-cost oi said cost functions required to satisfy a
routing request between a pair of nodes:

comparing said multi-cost requirement to said summation ordered n-tuples between said pair of nodes; and

determining that a path exists for routing between said pair of nodes if said summation ordered n-tuples be-
tween said pair ot nodes satisfies said multi-cost requirement.

3. The method according to claim 1, wherein

the nodes are interconnected by links;

each node andfor link may or may not support functions generally available to the network;

said step of defining cost functions includes defining a cost function which is a Boolean representation of
functionality supported by the network between each said pair of nodes: and

each n-tuple of said connectivity matrix includes an element indicative of the tunctionatity. in said ordering of
functionality. available directly between each said pair of nodes.
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The method of claim 3, wherein

said step of prioritizing each of said cost tunctions includes defining one oi said cost functions as a mask oi

a desired iunctionality of network capability. said desired functionality being indicative of a desired functionality
between a pair of nodes: '

said step oi defining a generally additive operator includes assigning an operator MAND for said Boolean
representation; and

said step oi deriving said shortest path matrix includes deriving said summation n-tupies such that each sum-
mation n-tuple includes an element indicative to the fulfillment of said desired functionality available over said
shortest path between each said pair of nodes.

The method of claim 1 , wherein said step of deriving a shortest path matrix includes the step of taking the generally
additive sum oi said cost iunctlons over a shortest path between each pair of nodes using Floyd's Algorithm.

The method of claim 1. wherein said step of deriving a shortest path matrix includes the step of taking the generally
additive sum_ of said cost iunctions over a shortest path between each pair of nodes using Dijkstra's Algorithm.

The method of claim 1. further including the steps of:

determining a multi-cost requirement indicative oi the multi-cost required to satisfy a routing request between
a pair of nodes;

determining at least one primary path and any secondary paths between said pair oi nodes which are used
to satisiy said multi-cost requirement.

The method of claim 7. wherein said step of determining at least one primary path and any secondary paths
includes the steps oi:

defining said pair of nodes to Include a source node and a destination node;
determining each adjacent node in the network directly connect to said source node;

defining a source-isolated connectivity matrix including ordered n-tuples representing the multi-cost directly
between each pair of nodes in the network excluding said source node;
deriving a criterion cost as a shortest path between each said adjacent node and said destination node with
respect to said composite multi~cost function by applying _said composite multi-cost function to said source-
isolated connectivity matrix using said generally additive operator and said ordering:
deriving a composite constraint cost as a shortest path between each adjacent node and said destination node
with respect to each individual cost function by applying each individual cost function to said sou rce-isolated
connectivity matrix using said generally additive operator and said ordering oi said individual cost tunction;
defining link least-criterion-costs between said source node and said destination node. each being the gen-
erally additive sum oi said cost functions of each respective link from said source node to a respective one oi
said adjacent nodes and said criterion cost from said respective one otsaid adjacent nodes to said destination
node;

defining link composite-constraint-costs between said source node and said destination node. each being the
generally additive sum of said cost "functions of each said respective link from said source node to said re-
spective one of said adjacent nodes and said composite constraint cost from said respective one of said
adjacent nodes to said destination node:
ordering said link |east—criterion -costs;

defining said at least one primary path as a route between said source node and said destination node having
said link_least-criterion-costs with the smallest multi-cost. and

defining said secondary paths as the remaining routes between said source node and said destination node.

The method according to claim 3. wherein each said secondary path is prioritized in inverse order with respect to
the multi-cost of said link least-criterion-costs associated with each said secondary path.

10. The method according to claim 8. wherein said step of ordering said link least-criterion-costs includes determining
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said order by comparing associated link composite-constraint-costs if said link least-criterion-costs for two pathsare the same.

11. The method according to claim 8. further including the step oi comparing said multi-cost requirement to said link

183

I5



184

1'0

1'5

20

25

35

35

-80

45

SO

12.

13.

14.

EP 0 830 047 A2

least—criterion-costs, and if said muiti-cost requirement is greater than or equal to said link least-criterion-costs for
each individual cost component. determining that there is a path from said source node to said destination node
which satisfies said multi-cost requirement.

The method according to claim 11 . wherein said step oi comparing said multi-cost requirement to said link tease-

criterion-costs further includes. it at least one element of said multi-cost requirement is less than a corresponding
one of said link least-criterion -costs for each path, but there is at least one path wherein said multi-cost requirement
is greater than or equal to said one of said link composite-constraint-costs for each individual cost function. then
there may or may not be a path which satisfies said multi-cost requirement for said at least one element while still
satisfying all other elements of the multi-cost requirement.

The method according to claim ‘t2. wherein said step of comparing said multi-cost requirement to said link least-

criterion-costs further includes. it said multi-cost requirement is less than one of said link composite-constrainb
costs tor at least one individual element for each path. then there is no successful path for satisfying said multi-
cost requirement between said source node and said destination node.

The method of claim 9, wherein said step of routing includes routing over the lowest priority secondary path which
satisfies said rnulti-cost requirement.

15. The method according to claim 1. wherein

15.

17.

18.

the nodes are interconnected by links;

each node andlor link may or may not support one or more service types generally available to the network;
said step of defining cost lunctlons includes defining a cost function which is an ordering oi said service types
with respect to each one of said service types between each said pair of nodes; and

said step of defining a connectivity matrix includes defining a plurality of connectivity matrices. each corre-
sponding to a desired one of said service types. each n—tuple of said connectivity matrix including an element
indicative of service type available between each said pair of nodes.

The method according to claim 15. wherein

said step of defining a cost function which is an ordering of said service types with respect to each one of said
service types includes assigning a value the magnitude of which is directly related to the desirability of said
service types with respect to said one service type;

said step oi defining a generally additive operator includes assigning an operator MAX for said service type
cost function: and

said step of deriving said shortest path matrix includes deriving said summation n-tuples such that each sum~
mation n-tupie includes an element indicative of the most desirable one of said service types with respect to
said one of said service types available over said shortest path between each said pair of nodes.

The method of claim 16. wherein:

said sip of defining cost functions further includes defining a cost function which is indicative of the number
of links traversed between a pair ol nodes:

said step of defining a connectivity matrix includes defining a plurality. of connectivity matrices. each corre-
sponding to one of said service types. where m is the number of service types, each n-tuple of said connectivity
matrix including an element indicative of the number of links traversed with respect to each service type be-
tween each said pair of nodes. where each of said links traversed is assigned a weighted service-related value

of 1, H+t, (H+1}2..... (H+1)'“"l. with respect to said ordering of said service types, where H is the maximum
allowed number of links traversed of all types between a source node and a destination node.

The method according to claim 1. wherein

the nodes are interconnected by links;

each node andlor link may or may not be part of a virtual private network;
said step of defining cost functions includes defining a cost function which is indicative of the ability to route
traffic associated with said virtual private network: and

each n_-tuple ol said connectivity matrix includes an element indicative of the ability to route traltic associated
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with said virtual private network directly between each said pair of nodes.

19. The method of claim 18. wherein said step of deriving said shortest path matrix includes deriving said summation
n-tuples such that each summation n-tuple includes an element indicative ot the ability to route traffic associated
with said virtual private network over said shortest path between each said pair of nodes. '

20. The method oi claim 9, wherein said step of routing includes routing over said at least one primary path or a highest
priority secondary path which satisfies said rnuiti-cost requirement.
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AUTOMATIC CONFIGURATION SYSTEM FOR

MAPPING NODE ADDRESSES VVITHIN

A BUS STRUCTURE T0 PHYSICAL LOCATION

FIELD OF THE INVENTION:

The present invention relates to the field of configuration of nodes within a bus

structure. More particularly, the present invention relates to the field of automatic

configuration of node addresses within a bus structure.

BACKGROUND OF THE INVENTION:

The IEEE standard, "P1394 Standard For A High Performance Serial Bus," "Draft

3.0v2, July 7, 1995, is an international standard for implementing‘ an ineaipensive high-

speed serial bus architecture which supports both asynchronous and isochronous format

data transfers. Isochronous data transfers are real-time transfers which take place such that

the time intervals between significant instances have the same duration at both the

transmitting and receiving applications. Each packet of data transferred isochronously is

transferred in its own time period. The IEEE 1394 standard bus architecture provides

multiple channels for isochronous data transfer between applications. A six bit channel

number is broadcast with the data to ensure reception by the appropriate application. This

allows multiple applications to simultaneously transmit isochronous data across thelbus

structure. Asynchronous transfers are traditional data transfer operations which take place

as soon as possible and transfer an amount of data from a source to a destination.

The _IEEE 1394 standard provides a high-speed serial bus for interconnecting digital

devices thereby providing a universal U0 connection. The IEEE 1394 standard defines a

digital interface for the applications thereby eliminating the need for an application to

convert digital data to analog data before it is transmitted across the bus. Correspondingly,

a receiving application will receive digital data from the bus, not analog data, and will

therefore not be required to convert analog data to digital data. The cable required by the

IEEE 1394 standard is very thin in size compared to other bulkier cables used to connect
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such devices. Devices can be added and removed from an IEEE 1394 bus while the busvis

active. If a device is so added or removed the bus will then automatically reconfigure

itself for transmitting data between the then existing nodes. A node is considered a logical

entity with a unique address on the bus structure.

Each node on the IEEE 1394 bus structure has a 16 bit node ID. The node ID is

the address that is used for data transmission on the data link layer. This allows address

space for potentially up to 64K nodes on the bus structure. The node ID is divided into

two smaller fields: the higher order 10 bits specify a bus ID and the lower order 6 bits

specify a physical ID. The bus ID is assigned by a root node and the physical ID is

assigned during a self identify sequence upon reset of the bus. Each physical ID field is

unique in a single IEEE 1394 bus, but the physical ID field is not a fixed value for each

node itself. The physical ID field is fixed for the position of the node. If a device is

moved from one position in the IEEE 1394 bus to another position within the same IEEE

1394 bus, the device will have a different node ID because its physical ID will have a

different value when in the new position.

Within each of the bus ID and physical ID fields a value of all logical "1 "s is

reserved for special purposes. Accordingly, this addressing scheme provides for up to

1023 busses, each with 63 independently addressable nodes. Each IEEE 1394 compatible

device includes a node unique ID which is a 64 bit number saved within a configuration

read-only memory (ROM) of the device. The node unique ID is pennanent for each

device and does not depend on the position of the device within an IEEE 1394 bus-- The

node unique ID is not used for addressing of data transmissions on the data link layer.

IEEE 13 94 serial bus and other complex networks, although necessary in many

environments, are very complex and difficult to maintain. It is desirable in such networks

to have the ability to automatically configure and maintain a mapping of the devices

within the network and their corresponding physical positions. For example, within an

in-flight entertainment system implemented on an aircraft, it is likely ‘that the airline

responsible for the aircraft will periodically reconfigure the layout of the cabin or remove

and replace seats and equipment within the cabin. In such instances, it is desirable for the

in-flight entertainment system to have the ability to automatically map the devices to their

corresponding physical position within the aircraft. Without this automatic configuration

ability, this map or database of the devices to their physical position would have to be
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manually maintained and updated after installation of the system and when devices

the system are replaced or reconfigured. This type of manual method is labor intensive

and will be subject to human error. Having the ability for the network to automatically

map the devices to their physical position will reduce-the possibility of this human error,

allow flexibility for platform configuration changes and minimize the downtime of the

network.

Including a database within the network which automatically maps devices to their

corresponding physical location will also make it easy to complete device specific or user

specific billing, easy to block service or types of services to particular devices and easy to

personalize service to specific devices and users. Automatically maintaining such a

configuration database also makes it easy to display the network configuration and

topology of the devices for the use of both attendant and maintenance personnel.

SUMMARY OF THE INVENTION:

An automatic configuration system maps a device address of each node coupled to

a bus structure to a network protocol address corresponding to the physical location of the

node. A configuration database is built which includes the network protocol address of _

each node and its corresponding device address.

The preferred embodiment of the automatic configuration system is implemented

within an in-flight entertainment system. Passengers access this in-flight entertainment

system, from their seats, using passenger sets of seat peripherals. The passenger sets are

controlled by seat CPUS within a seat electronic unit. The seat CPUs are coupled together
within a zone and to a zone bridge unit forming a bus structure, with each seat CPU

forming a node on the bus structure. Preferably, this bus structure is an IEEE 1394 serial

bus network. The zone bridge unit controls and routes communications between the seat

CPUs and the headend of the system. _

A wiring database, including each seat position within the aircraft, is rnaintained

within a system manager unit. A topology map, including the device addresses of the

nodes within the zone and their relationship to each other, is generated during a self-ID

sequence and is maintained for each zone by the zone bridge unit. This information is

then compared to the wiring database by the system manager unit in order to build a

restored topology map which includes the corresponding device address for each device at
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each seat position. A dynamic host configuration protocol (DI-ICP) database is then -i

generated which includes each device address and its corresponding network protocol

address. The network protocol address corresponds to the seat position of the respective

device. Using this DHCP database, each seat CPU can then determine the network

protocol address for the seat position where the seat CPU has been installed. This network

protocol address is obtained by the seat CPUS from the DHCP database at boot time.

In an alternate embodiment of the present invention, this DHCP database is then

combined with a passenger list to build a passenger database. The passenger database is

updated for each flight to also include the appropriate passenger list and each passenger’s

assigned seat, Personalized messages can then be sent to each passenger and usage of the

system by each passenger can also be tracked by the system. This passenger database can

also be displayed for use by both attendant and maintenance personnel in order to

configure the network for specific use patterns and maintain and monitor the network.

BRIEF DESCRIPTION OF THE DRAWINGS:

Figure 1 illustrates a block diagram of an overall in-flight entertainment system in

which the preferred embodiment of the present invention is implemented.

Figure 2 illustrates a block diagram of the components within a zone of an aircraft.

Figure 3 illustrates a flow diagram showing the flow and the steps included in

generating a configuration database of the present invention.

Figure 4 illustrates an example of the zone of Figure 2 after a self-ID sequence has
been run.

Figure 5 illustrates a topology link list for the zone of Figure 2.

Figure 6 illustrates a topology link list for the zone of Figure 2, including MAC
addresses for the devices within the zone.

Figure 7 illustrates a wiring database for the zone of Figure 2.

Figure 8 illustrates a restored topology map for the zone of Figure 2.

Figure 9 illustrates a restored topology link list for the zone of Figure 2, including
the IP address for the devices within the zone.
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The preferred embodiment of the present invention is implemented within an in-

flight entertairunent system, as taught in U.S. Patent Application Serial Number

08/714,772, filed on September 16, 1996, and entitled "Combined Digital AudioNideo On

Demand And Broadcast Distribution System," which is hereby incorporated by reference.

A block diagram of this overall in-flight entertainment system is illustrated in Figure 1.

Within a headend of this system, one or more servers 10 are coupled to a server network

hub 12. The headend of this system includes a data server, a media controller, one or

more media servers, a system manager unit and an attendant control panel. Coupled to the

server network hub 12 are one or more zone bridge units 14. The server network hub 12

is preferably an ATM switch which routes communications between the servers 10 and the

zone bridge units 14. Each zone bridge unit 1'4 is coupled to one or more seat electronics

units 16. Seat central processing units (CPUs) within the seat electronics units 16 are --.

coupled to control passenger control sets of seat peripherals 18. Each seat electronics unit

16 preferably includes a number of seat CPUS for controlling a number of passenger

control sets of seat peripherals 18. The zone bridge units 14 and the seat electronics units

16 are preferably coupled together by an IEEE 1394 serial bus network. Each seat CPU

provides a node on the bus structure and controls local applications at the passenger

control sets 18. ‘Through the passenger control sets 18, a passenger has access to one or

more services such as audio and video on demand, video games, gambling, telephone

service and information services. Each passenger control set of seatperipherals 18_

includes a set of peripherals which allow the passenger to access the features and services

available through the system. Preferably, each passenger control set 18 includes a seat

video display, a passenger control unit and a passenger control handset, which are coupled

for sending comrnunications to and receiving communications from the corresponding seat

CPU. The passenger control units are mechanically stored within the seats of the aircraft,

such that when a seat is replaced, the passenger’ control unit is also replaced. The seat

electronics units can also be replaced or reconfigured during maintenance or

reconfiguration of the aircraft.

An automatic configuration system according to the present invention is used to

map a device or media access control (MAC) address of each passenger control unit within

an aircraft to the physical location or seat position of the passenger control unit within the
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aircrafi. Using this automatic configuration system, a configuration database is built and”-

stored within the system manager unit. The configuration database maps the MAC address

to a network protocol address. The system manager unit in connection with a dynamic

host configuration protocol (DHCP) server within the headend of the system is used to

build this configuration database. Using this DHCP database, each seat CPU can then

determine the network protocol address for the seat position where the seat CPU has been

installed. At boot time, each seat CPU then obtains its corresponding network protocol
address using this configuration database.

Preferably, each seat CPU has a unique MAC address which is saved within a

ROM inside the seat CPU corresponding to the passenger control unit. Alternatively, the

unique MAC address is saved within a memory device inside any other appropriate piece

of equipment, including the passenger control set of seat peripherals 18. In a further

alternate embodiment, the unique MAC address is saved within any other appropriate

memory device including an EEPROM, EPROM or flash memory device. For

communications over the network between the headend and the passenger control sets, a

transmission control protocol (TCP) I Internet Protocol (IP) or network protocol address is

preferably used. When building the configuration database, the system manager unit maps

each seat CPU, using its MAC address, to a corresponding IP address. The IP address is

mapped to a seat location or position within the aircraft and is used to identify the

passenger control units for communications using TCPIIP.

A block diagram of the components within a zone of an aircraft is illustrated -in

Figure 2. A zone bridge unit 20 includes an IEEE 1394 network interface 22 through

which communications over an IEEE 1394 serial bus network 26 are routed. A number of

seat electronics units 24 are coupled to the network interface 22 by the bus structure 26.

Each seat electronics unit 24 includes a number of seat CPUs 28, each coupled to a

corresponding passenger control unit 29. Each seat CPU 28 includes an IEEE 1394

network interface 27 through which communications over the IEEE 1394 serial bus

network 26, between the seat CPUs 28 and the zone bridge unit 20, are routed. Each seat

CPU 28 also includes a unique MAC address. If a seat CPU 28 and corresponding
passenger control unit 29 are replaced, the new seat CPU 28 will have a different MAC

address. The zone bridge unit 20 is coupled to an ATM switch 12 (Figure 1) for

controlling and routing communications between the seat CPUs 28 and the headend of the
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in-flight entertainment system. Each passenger control unit 29 corresponds to a seat

position within the aircraft.

A‘ flow diagram showing the flow and the steps included in generating a

configuration database of the present invention is illustrated in Figure 3. A wiring

database 30 is generated when the system is designed and incorporated into an aircraft.

Once the system is implemented within the aircraft, the wiring database for each zone is

loaded within the system manager unit. The wiring database includes a wiring map of the

seat numbers within each of the zones and their relationship to each other and to the zone

bridge unit 20. The database also includes the correlation between the seat position

and the port of the seat CPU 28. The seat CPU 28 corresponds to‘ a passenger control unit

29 which corresponds to a seat position. The wiring database for the zone illustrated

within Figure 2 includes seat numbers IA-1C, 2A-2C and 3A-3C.

Each zone bridge unit 20 builds a topology map 32 using the self-ID sequence-of

the IEEE 1394 serial bus protocol. This self-ID sequence determines the physical

topology of the nodes on the IEEE 1394 serial bus network due to their port connections. '

From each port it is determined if there is a connection and if the connection is to a child

or parent node. During this self-ID sequence, all of the physical connections are assigned

a direction pointing towards the root node. The zone bridge unit 20 is preferably

configured as the root node within each zone. The direction is set by labeling each

connected port as either a parent port or a child port. A parent port is a port connected to

a node closer to the root than the reporting node. A child port is a _port connected to a

node further from the root than the reporting node. From these relationships, the zone

bridge unit 20, as the root node, can determi.ne the physical topology of the devices

connected to the IEEE 1394 serial bus network within its zone.

Once the zone bridge unit 20 builds the topology map 32, it then obtains the MAC

addresses 34 fi'om each of the seat CPUs 28 within the zone and includes the MAC

addresses 34 within the topology map 32. Once built, this topology map 32 includes the

physical topology of the devices connected to the IEEE 1394 serial bus network within the

zone and the corresponding MAC address of those devices.

This topology map 32 is then compared to the wiring database 30 and a restored

topology map 38 is generated which includes each seat position and a corresponding MAC

address of the seat CPU 28 at that seat position. The restored topology map 38 for each
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zone is generated by the system manager unit. A host database 36 includes a host name-

and a corresponding IP address. The host name is the name assigned to the respective

device corresponding to the IP address. For example, in the preferred embodiment the

‘host name for‘the seat CPUS is a combination of the word "SEAT" and the position of the

seat; e.g. "SEATIA." The host database is also generated when the system is designed

and incorporated into an aircraft. The host database is also stored within the system

manager unit. The host database 36' is then merged with the restored topology map 38 to

generate a DHCP database 40 which maps the IP address of each seat position to the MAC

address of the seat CPU 28 at that seat position.

In order to maintain the DHCP database, the system manager unit will preferably

perform this configuration method when triggered under maintenance mode, when the seat

configuration is changed or a seat CPU 28 is replaced. Alternatively, as should be

apparent to those skilled in the art, the DHCP database can be automatically updated on a

periodic basis or after a predetermined event. Within the preferred embodiment of the

present invention, the DHCP database is only updated when manually triggered or initiated

during maintenance of the aircraft, when a seat electronics unit is replaced or an airplane
is reconfigured.

The zone illustrated in Figure 2 will be used as an example to describe the methods

used to generate the configuration database of the preferred embodiment of the present

invention. Each seat CPU 28 within the zone includes a unique MAC address. During the
self-ID sequence, the zone bridge unit 20 generates the topology map .32 and assigns a

physical ID to each seat CPU 28. An example of the zone after the self-ID sequence has
been run is illustrated in Figure 4. As illustrated in Figure 4, the seat CPUs 28 have all
been assigned a physical ID.

After the self-ID sequence is run, the zone bridge unit 20 generates the topology
map 32, which is illustrated below, within Table 1.
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Ta e 1: Zone Topology Map

This topology map is built and stored by the zone bridge unit 20. The node_count value

is equal to the number of nodes within the zone. In this example, the node__eount value is

equal to ten, including the nine seat CPUs 28 and the zone bridge unit 20. The I

self_id_count value is equal to the number of self-ID packets that are received by the zone

bridge unit 20 during the self-ID sequence. In this example, the self_id__count value is

equal to ten, because all of the nodes within the zone are operational and reported their

self-ID packets to the zone bridge unit 20. If a node is not operational when the self-ID

sequence is run, the physical layer of the node will still send a self-ID packet to the zone

bridge unit 20. The physical layer of the node will not send a self-ID packet to the zone

bridge unit 20 only in extreme circumstances, such as if the node transceiver is broken or

if the cable is bad. '

The topology map, illustrated in Table 1, includes the self-ID packets from each of

the nodes within the zone. Each IEEE 1394 self-ID packet includes more information

than is shown in Table 1. Only the information relevant to thefoperation of the present

invention is shown within the self-ID packets listed in Table 1.. The information shown
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within the topology map of Table 1 includes the port status of each operational node
within the zone. The self-ID packets within Table 1 each include a number which

corresponds to the physical ID of the node which sent the particular self-ID packet- The
last three letters within a self-TD packet correspond to the port connections of the

corresponding node: if the port is not connected to another port, a value N for that port is
reported; if the port is connected to a child node, a value C for that port is reported; and if
the port is connected to a parent node, a value P for that port is reported. The last three

letters within the self-ID packets are arranged to correspond to the order of the ports
within each node, as numbered within the Figure 4. - In this example, each node includes
three ports.

The self-ID packet for the node having a-physical ID equal to zero, which

corresponds to the seat position 1C, includes port status information equal to NNP. As

illustrated in Figure 4, ports 1 and 2 of this seat CPU are not connected and port 3 is
connected to a parent port- The remaining self-ID packets within Table 1, represent the
port connections of the corresponding seat CPUs within the zone illustrated in Figure 4.

Once the zone bridge unit 20 generates the topology map of Table 1, the system
manager unit then creates a topology link list as illustrated in Figure 5. The system
manager unit retrieves the topology map from the zone bridge unit 20 and creates the

topology link list by processing the self-ID packets from the zone bridge unit 20. The

system manager unit processes the last received self-ID packet, which has a physical ID

equal to 9 and corresponds to the zone bridge unit 20, and then processes the remaining
self-ID packets in the reverse order from which they were received until the first received

self-ID packet, which has a physical ID equal to 0 and corresponds to the seat CPU at the

seat position 1C is processed. By processing the self-ID packets in this order, the system
manager unit will generate the topology link list illustrated in Figure 5.

The system manager unit then reads the MAC addresses of each of the nodes

within the zone and adds the MAC addresses to the topology link list. The MAC

addresses are read by the system manager unit through the zone bridge unit. The topology
link list including the MAC addresses is illustrated in Figure 6.

The wiring database 30 stored within the system manager unit, is illustrated in

Figure 7. This wiring database 30 includes the component position for the zone bridge
unit and the seats within the zone, with a map of the design for those components. As
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described above, this wiring database 30 is prepared by the system designer and is entered

into the system manager unit when the aircraft is designed a.nd the system is implemented.

The system manager unit compares the topology link list 32, including the MAC

addresses, with the wiring database 30 to obtain the restored topology map 38, as

illustrated in Figure 3. This restored topology map includes the information from the .

topology link list and the corresponding position for each node, including the seats and the

zone bridge unit. The restored topology map 38 therefore will include the physical ID for

each node, the representative port information for the ports of each node, the MAC address

and the corresponding position within the aircraft for each node.

The host database 36 for the zone of Figure 4, is illustrated below within Table 2.
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The host database illustrated within Table 2 is prepared by the system designer and entered

into the system manager unit when the system is designed and implemented on an aircraft.

The host database is independent of the wiring database. The host database combines the '

host name or position of the node with the IP or network protocol address of that position.

This IP address is therefore consistent for the position within the aircraft, independent of

the actual device or component that is located at that position.

After the restored “topology map 38 is generated, the system manager unit combines

the restored topology map 38 and the host database 36 to generate the DHCP database 40.
The system manager unit first generates a restored topology link list which includes the IP

address, as illustrated in Figure 9. From this restored topology link list, the system

manager unit then generates the DHCP database 40, which is illustrated in Table 3 below

and includes only the IP address and the corresponding MAC address for each node within
the zone.
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This DHCP database is then utilized to coordinate the proper IP address with the‘.

corresponding component's MAC address. The IP address corresponds to a particular seat

position within the aircraft within the host database of Table 2. Accordingly, in order to '

access a particular seat CPU at a specific seat position. the system manager unit uses the

IP address corresponding to that seat position to determine the appropriate corresponding

MAC address for the seat CPU at that seat position. In this same manner, usage and other

appropriate information can be tracked to a seat position using the corresponding MAC

address of the communicating device.

When a seat which includes a passenger control unit is replaced, the system will

perform the automatic configuration method of Figure 3 to update the configuration

database with the new MAC address of the seat CPU corresponding to the IP address at

the seat position. When a seat electronics unit is removed or replaced within the IEEE

1394 serial bus network, the system manager unit will be instructed to automatically

update the configuration database by performing the method described above as part of the

maintenance routine. During this update, the zone bridge unit will have to run the self-ID

sequence to obtain the topology map and MAC addresses for the components within the

Z0118-

In an alternate embodiment of the present invention, application software will

combine the DHCP database with a passenger list for each flight, thereby allowing the

application to address a specific passenger through a passenger set of seat peripherals at a

specific seat within the aircraft. This passenger list for each flight can be provided at an

attendant control station or via any other appropriate links to the in-flight entertainment

system. Greetings, messages and available features can then be tailored specifically to

each passenger. In this alternate embodiment, the passenger list and corresponding seat

position for each flight are loaded into the system from the airline's database. This

passenger information includes the passenger’s name, the seat to which the passenger is

assigned and the passenger’s previous use patterns on the in-flight entertainment system.

Thus a passenger can be advised for example regarding a list of in-flight movies

previously seen, music listened to, and the like. Using.th.is passenger database, the system

is able to send personalized communications to the passenger by addressing the

communications to the network protocol address corresponding to the seat CPU controlling
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the passenger control unit at the passenger's seat. Using the passenger database, the

system is also able to block service or types of services to particular seat Cl‘-‘Us or

particular passengers. When receiving communications from the seat. CPU, the system can

also determine which passenger is requesting which information, using the passenger

database. A passenger’s activity on the in-flight entertainment system is thereby tracked

requests- Using this passenger database also maximizes the ease of billing for services

provided to a passenger. It is important to the airlines operating the system that the billing
for services provided is easy and transparent. The passenger database can also be

displayed at an attendant control station or a maintenance station. This display makes it

easy for maintenance and attendant personnel to configure the network for specific use

patterns, such as blocking service or types of services to particular devices, and to
maintain and monitor the network.

In the manner as described above, a configuration database is automatically
maintained. The configuration database includes each IP address, MAC address and

corresponding seat position. A wiring database is entered into the system manager unit

address for the seat position where the seat CPU has been installed.

Without the automatic configuration system of the present invention, a

configuration database would have to be manually maintained and updated after

installation of the system and when any passenger control unit within an aircraft is

replaced. This type of manual method is labor intensive and -will be subject to human
C1701’.

In an alternative embodiment, the seat position may be saved on each seat CPU. In

this alternate embodiment, the seat position is manually entered at each passenger set of
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seat peripherals, after the seat electronics unit is connected to the IEBE 1394 bus structure-

The system manager unit will then query each seat CPU, over the IEEE 1394 bus

structure, to compile the configuration database.

5 The present invention has been described in terms of specific embodiments

incorporating details to facilitate the understanding of principles of construction and

operation of the invention. Such reference herein to specific embodiments and details

thereof is not intended to limit the scope of the claims appended hereto. It will be

apparent to those skilled in the art that modifications may be made in the embodiment

10 chosen for illustration without departing from the spirit and scope of the invention. For-

example, while an ATM network and IEEE 1394 serial bus network have been chosen for

use within the preferred embodiment, it will be apparent that the automatic configuration

system and method of the present invention can be used within other types of networks in

other types of environments including but not limited to home, office, computer center,.

15 school and hospital. It will also be apparent that the entertainment system of the preferred

embodiment of the present invention can also be readily adapted for operation in _

environments other than aircraft, including but not limited to other transportation modes, -

e.g. train, bus, ferry and cruise ship. It will be apparent that the automatic configuration

system of the present invention can be easily adapted for use in other types of networks

20 and in other environments than those specifically described herein.
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We Claim:

1. An apparatus for automatically mapping device addresses within a bus

structure to corresponding physical locations of devices, comprising:

a. a plurality of devices coupled together to form a bus structure;

1:. a network interface coupled to the bus structure for controlling

communications to and from the devices and for maintaining a topology
map representing device addresses of each of the devices; and

c. a system controller coupled to the network interface for monitoring

operation of the devices, wherein the system controller maintains a system

wiring database including wiring diagram and physical locations of devices

and further wherein the system controller compares the wiring database to

the topology map and forms a restored topology map by matching each
device address to a corresponding physical location of a device.

2. The apparatus as claimed in claim 1 further comprising a display for
displaying the restored topology map.

3. The apparatus as claimed in claim 1 wherein each of the plurality of devices

has a corresponding unique device address and further wherein when an existing device is
replaced by a new device at a physical location, the device address of the new device is

different thanthe device address of the existing device.

4. The apparatus as claimed in claim 3 wherein the bus structure is an IEEE
1394 serial bus network.

5. The apparatus as claimed in claim 4 wherein the network interface

automatically generates the topology map during self-ID sequence of IEEE 1394 protocol.

-15-
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6. The apparatus as claimed in claim 1 wherein the apparatus is part of an in:

flight entertainment system for use on board an aircraft and each device is a passenger

control unit through which a passenger has access to the in-flight entertainment system.

7. The apparatus as claimed in claim 1 wherein the system controller further

maintains a host database representing network protocol addresses of the physical locations

and compares the host database to the restored topology map to form a link list, listing

each device address and corresponding network protocol address.

8. The apparatus as claimed in claim 6 wherein the restored topology map is

updated for each flight of the aircraft to also include passenger information thereby

forming a passenger configuration database.

9. The apparatus as claimed in claim 8 further comprising a display for

displaying the passenger configuration database.

10. A method of automatically mapping device addresses to physical locations

of devices within a bus structure corresponding to the device addresses, comprising ‘the

steps of:

a. maintaining a wiring database including wiring diagram and physical

locations of devices;

b. maintaining a topology map representing device addresses of devices

coupled to the bus structure; and

c. comparing the wiring database to the topology map and matching device

addresses of devices coupled to the bus structtlre to physical locations of

devices.

11. The method as claimed in claim 10 wherein each device address is unique

and further wherein when an existing device is replaced by a new device, the device

address of the new device is different than the device address of the existing device.

-17-
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12. The method as claimed in claim 10 further comprising the step of forming—a
configuration database including physical locations and corresponding device addresses.

13. The method as claimed in claim 12 further comprising the step of matching
the device addresses to network protocol addresses corresponding to physical locations of
devices.

14. The method as claimed in claim 10 wherein the bus structure is an IEEE
1394 serial bus network.

15. The method as claimed in claim 14 wherein the topology map is

automatically generated during a self—ID sequence of IEEE. 1394 protocol.

16. The method as claimed. in claim 10 wherein the method is implemented
within an in-flight entertainment system for use on board an aircraft.

1?. The. method as claimed in claim 16 wherein the devices are seat CPUs

coupled to control passenger sets of seat peripherals through which passengers have access
to the in-flight entertainment system.

13. The method as claimed in claim 1'? wherein the wiring. database is entered

into and maintained by a system manager unit within a headend of the system.

or more seat electronics units, wherein each seat electronics unit includes one or more seat
CPUs.

20. The method as claimed in claim 19 wherein the method of automatically

mapping is performed only when manually triggered during a maintenance cycle.
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21. The method as claimed in claim 20 further comprising the step of updating-

the configuration database to include passenger information for each flight of the aircraft.

22. A method of automatically mapping device addresses to network protocol

addresses of device locations within a bus structure, comprising the steps of:

a. maintaining a wiring database in a first control computer including wiring

diagram and physical locations of devices;

b. maintaining a topology map in a second control- computer representing

device addresses of devices coupled to the bus structure;

c, generating a restored topology map by combining the wiring database with

the topology map to map device addresses to a corresponding physical

location;

d. maintaining a host database in the first control computer representing

network protocol addresses of the physical locations of devices; and

e. generating a network database by combining the host database and the

restored topology map, wherein the network database includes network

protocol addresses and corresponding device addresses.

23. The method as claimed in claim 22 wherein the restored topology map is

generated within the first control computer.

24. The method as claimed in claim 22 wherein the network database is

generated within the first control computer.

25. The method as claimed in claim '22 wherein each device address is unique

and when an existing device is replaced by a new device, the device address of the new

device is different than the device address of the existing device.

26. The method as claimed in claim 25 wherein the bus structure is an IEEB

1394 serial bus network.
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27. The method as claimed in claim 26 wherein the topology map is
automatically generated during a self-ID sequence of IEEE 1394 protocol.

28. The method as claimed in claim 22 wherein the method is implemented
within an in-flight entertainment system for use on board an aircraft.

29. The method as claimed in claim 28 wherein the devices are seat CPUs

coupled to control passenger sets of seat peripherals through which passengers access the
in-flight entertainment system.

'30. The method as claimed in claim 29 wherein the wiring database is entered

into and maintained by a system manager unit within a headend of the system.

31, The method as claimed in claim 30 wherein the topology map is

automatically generated for a zone within the aircraft by a zone bridge unit coupled to one
or more seat electronics units, wherein each seat electronics unit includes one or more seat
CPUs.

32. The method as claimed in claim 31 wherein the method of automatically
mapping is performed only when manually triggered during a maintenance cycle.

33. The method as claimed in claim 32 further comprising the step of updating
the configuration database to include passenger information for each flight of the aircraft.

34. The method as claimed in claim .33 further comprising the step of
displaying a selected one of the network database and the configuration database.

35. An in-flight entertainment system comprising:

a. one or more zones each including:

i. a plurality of passenger control units, through which a passenger
accesses the in-flight entertainment system;

-20-
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ii. a plurality of seat electronics units each including at least one seat um
CPU coupled to each other to form a bus structure, wherein each

seat CPU is coupled to control a passenger set of seat peripherals,

each seat CPU having a unique device address;

iii. a control unit coupled to the bus structure for controlling

communications to and from the seat CPUS and for maintaining a

topology map representing device addresses of each of the seat

CPUs; and

b. a system manager unit within a headend of the system, coupled to the

control units for comparing the topology map to a wiring database,

including a wiring diagram and physical locations of the seat CPUs, and

forming a configuration database including device addresses and

corresponding physical locations of seat CPUs.

36. The in-flight entertainment system as claimed in claim 35 wherein the

physical locations are seat positions within the aircraft.

37. The in-flight entertainment system as claimed in claim 36 vvherein the

configuration database is updated for each flight of the aircraft to ‘also include passenger

information.

38. The in-flight entertainment system as claimed in claim 37 wherein the bus

structure is an IEEE 1394 serial bus network.‘

39. The in-flight entertainment system as claimed in claim 38 wherein the

topology map is automatically generated during a self-ID sequence of IEEE 1394 protocol.

40. The in-flight entertainment system as claimed in claim 39 wherein the

control unit is a zone bridge unit.-
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41.

a.

b.

c.

d.

42.
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An automatically configurable in-flight entertainment system comprising:

a plurality of passenger seat units, each configured as a passenger

entertainment system;

an IEEE 1394 network for coupling the passenger seat units -together;

a system manager unit coupled to the IBEE 1394 network for generating a

topological map to correlate each of the passenger seat units to a location on

the IEEE 1394 network and for generating a replacement topological map

after a passenger seat unit is either moved, repaired‘ and replaced; and

a data input device coupled to the system manager configured to receive a

collection of data regarding a passenger, one collection for each passenger,
and for correlating each of the collection of data to a passenger seat unit.

The automatically configurable in—flight entertainment system as claimed in

claim 41 wherein the system manager unit is coupled to the IEEE 1394 network through
an ATM switch.
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TI - Network topology designing method in computer network,

involves interconnecting adjacent 3 link nodes to form network
topology of specific structure, using mathematical standard based
on digital display of nodes
PR — SGl9980002903 19980806

PN - SG75867 A1 20001024 DW200060 H04Ll2f46 000pp
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PA — {MATU ) MATSUSHITA DENKI SANGYO KK
* {MATU ) MATSUSHITA ELECTRIC IND CO LTD
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IN — TAN P Y

AB - JP2000075209 NOVELTY — A node in network, is converted to a

2D network topology consisting of 3 link nodes. Address of 3 link

node is generated based on a 2 table radix n scheme, in order to

secure intrinsic address of node in a specific network. Then, the
adjacent 3 link nodes are interconnected, to form network

topology of specific structure, using mathematical standard based

on digital display of 3 link nodes.
- DETAILED DESCRIPTION - An INDEPENDENT CLAIM is also included

for routing algorithm-

- USE - For designing network topology in computer network.
— ADVANTAGE — Distance of the network topology which includes a
node 3 degree is improved and inter—arriva1 time of data between

the route designated capability of a node and source node and
address node is raised.

- DESCRIPTION OF DRAWINGIS) — The figure shows the connection of

double link between adjacent nodes. -
- (Dwg.1/10}
OPD — 1998-08-06

AN - 2000-278065 [24]

F PAJ / JPO

PN — ' JP2000076209 A 20000314
PD - 2000-03-14

AP , - JP19990222352 19990805
IN — PEKU YU TAN -

PA — MATSUSHITA ELECTRIC IND CO LTD I
TI — NETWORK TOPOLOGY BASED ON THREE DEGREE NUDE AND ROUTING
ALGORITHM

AB — PROBLEM TO BE SOLVED: To reduce the distance of a network

topology including three degree nodes by reducing the complexity
of a routing algorithm for the network topology.

— SOLUTION: The configuration of a network topology can be
divided into two main steps, that is, a naming step and a

Connecting step. In the naming step, a node in an unconstructed
network is mapped into any of three link nodes which are erected

or reversed and oriented. An address is generated by using a
naming scheme based on a 2—tup1e cardinal number (n) scheme to
insure the inherent address of each of the three link nodes in a

specified network by using a numerical equation. The respective

three link nodes are interconnected wig? three adjacent link
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nodes to form a network topology of a specific structure by

performing connecting through point-to-point connection using the
mathematical reference of the three respective link nodes.
I — GOGFIS/173 ;HO4L12/56
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Application No. Applicantjs)

D9!703.942 PU LSIPHER ET AL.

Of!-it-Ce Action Summary Exarninel. Art Unit

wt...“ as 2
-- The MAILING DATE of this communication appears on the cover sheet with the correspondence address --

Period for Reply

A SHORTENED STATUTORY PERIOD FOR REPLY IS SET TO EXPIRE 3 MONTH(S) FROM
THE MAILING DATE OF THIS COMMUNICATION.
» Extensions at time may be available under the provisions ol 3? CFR 1.136'[a). In no event, however. may a reply be timely filed

alter SIX (6) MONTHS from the mailing date of this communication.
- lithe period {or reply specified above is less than thirty (30) days. a reply within the statutory minimum olll1irty{30) days will be considered timely.
- If N0 period for reply is specified above. l:l1e maximum stettrtorjr period will apply and will expire SIX (6) MONTHS lrorn the mailing date of this communication.

Failure to reply within the set or eidended period for reply will. by statute. cause the appiication to become ABANDONED (35 U33. (5 133).
Any reply received by the Ofiice later than three months alter the mailing date of this communication. even if timely filed. may reduce any
earned patent term edjuslrnent. See 3? CFR 1,?D4(b).

Status

HIE Responsive to comrnunication(s) filed on 31 October 2000.

2a)Cl This action is FINAL. 2b) This action is non-final.

3)I:l Since this application is in condition for allowance except for formal matters. prosecution as to the merits is

closed in accordance with the practice under Ex parte Quayle. 1935 CD. 11. 453 0.13. 213.

Disposition of Claims

4) Claimts)1 isiare pending in the application.

4a) Of the above claim(sj_ istare withdrawn from consideration.

5)|:] Claim(s)_ isfare allowed.

6)|E CIaim(s) Jill islare rejected.

7)lZl Claim(s)_ israre objected to.

8)|:] Claim(sj are subject to restriction andlor election requirement.

Application Papers

9)[] The specification is objected to by the Examiner.

10)|E The drawingisj filed on 31 October 2000 isiare: a) accepted or b)I:| objected to by the Examiner.

Applicant may not request that any objection to the drawing(s) be held in abeyance. See 37 CPR 1.85(a).

Replacement drawing sheetjsj including the correction is required if the drawingjsj is objected to. See 3'! OFR 1.121(d)_

11)C] The oath or declaration is objected to by the Examiner. Note the attached Office Action or form PTO-152.

Priority under 35 U.S.C. § 119

12j]:] Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f).
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1.|:I Certified copies of the priority documents have been received.

2.El Certified copies of the priority documents have been received in Application No. :_

3.|:I Copies of the certified copies of the priority documents have been received in this National Stage

application from the International Bureau (PCT Rule 17.2(a)).

" See the attached detailed Office action for a list of the certified copies not received.
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Art Unit: 2664

DETAILED ACTION

information Disclosure Statement

The information disclosure statement (IDS) submitted on 8i13/2002 is in

compliance with the provisions of 37 CFR 1.97. Accordingly, the information disclosure

statement has been considered by the examiner.

Claim Rejections - 35 USC § 112

The following is a quotation of the first paragraph of 35 U.S.C. 112:

The specification shall contain a written description of the invention, and of the manner and process of
making and using it, in such full, clear, concise, and exact terms as to enable any person skilled in the
art to which it pertains, or with which it is most nearly connected, to make and use the same and shall
set forth the best mode contemplated by the inventor of carrying out his invention.

Claims 1-7,9,’l5-20 are rejected under 35 U.S.C. 112, first paragraph, as failing

to comply with the enablement requirement. The cIaim(s) contains subject matter which

was not described in the specification in such a way as to enable one skilled in the art to

which it pertains. or with which it is most nearly connected, to make andior use the

invention.

"converting", one skilled in the art knows that conversion is changing something

from one thing into another thing. The specification fails to disclose what the topology

was before conversion into a tuple. The topology had to be stored as some kind of data

representation before conversion into a tuple. Since, there is no disclosure of what a

topology was before conversion, the specification fails to enable.

Claim Rejections - 35 USC § 102

The following is a quotation of the appropriate paragraphs of 35 U.S.C. 102 that

form the basis for the rejections under this section made in this Office action:
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Art Unit: 2684

A person shall be entitled to a patent unless —

(b) the invention was patented or described in a printed publication in this or a foreign country or in public
use or on sale in this country. more than one year prior to the date of application for patent in the United
States.

Claims 8,10,12-14 are rejected under 35 U.S.C. 102(b) as being anticipated by

George et al. [U.S. Pat. 4,644,532].

A note on claim interpretation: the term tuple is defined twice in spec. First on

page 5 , line 25 then on page 6, line 7. Page 6 contains a broader definition ofa tuple

as "any collection of assorted data", this could be thought of as a database record. No

limit on size is presented in the spec.. big or small. with respect to what the tuple holds.

some examples have been presented of what a tuple could contain but still nothing

limits a tuple from being just one item of data about a link or path or arc. as would be

understood by one skilled in the art of network topology mapping to be equivalents of

each other.

"converting": The examiner will take the meaning of “converting” to mean

building. see above 112 15‘ . Claim 8 recites apparatus type limitations and since the

applicant can label any box anything no specific meaning is construed into the

limitation's function by merely it‘s labelling.

Regarding claim 8, George et al. discloses all the following subject matter: A

system for mapping a network topology by identifying changes between an existing

topology and a new topology, based on changes to data tuples that represent nodal

connections comprising:

a topology database that stores an existing topology of a network: and (fig. 2,

part 105; col. 5, lines 49-51)
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Art Unit: 2664

a topology converter (fig. 2, part 103) connected to the topology database (fig. 2

part 105) that receives new tuples that represent new nodal connections:(co|. 5, lines

60-63; col. 6, lines 55-68) and compares the new tuples with the existing topology to

identify changes in the network.(co|. 12, lines 54-66)

regarding claim 10, George et al. further discloses the topology converter

updates the topology database with a new topology based on the new tuples. (cal. 12,

lines 56-58 - the time stamp and sequence number is data in a tuple)

regarding claim 12. George et al. further discloses the topology converter

identifies duplicate tuples that appear both in the list of existing tuples and in the new

tuples, and maintains a current status of the topology for these tuples. (col. 12, lines

58-62)

regarding claims 13,14, George et al. further discloses the topology converter

searches for a host of a new singly-heard host link tuple or a new rnulti-heard host link

tuple in the list of existing tuples. (fig. 1 - disclosed in the figure are what appears to

be singly-heard hosts, since the limitation is in the alternative this citation meets

the claimed limitation; cal. 12, lines 54-62 — searching is inherent because the

sequence number is compared, the sequence number could not have been

compared if it was not searched for in the database)

further regarding claim 14, the conflict tuple being searched for is the tuple that

has a change associated with it. As already disclosed in the rejection for claim 13, the

topology monitor searches for the"tuple" that matches the message it got a message

for.
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Claim Rejections - 35 USC § 103

The following is a quotation of 35 U.S.C. 103(3) which forms the basis for all

obviousness rejections set forth in this Office action:

(a) A patent may not be obtained though the invention is not identically disclosed or described as set
forth in section 102 of this title. if the differences between the subject matter sought to be patented and
the prior art are such that the subject matter as a whole would have been obvious at the time the

invention was made to a person having ordinary skill in the art to which said subject matter pertains.
Paterrtability shall not be negatived by the manner in which the invention was made.

Claim 11 is rejected under 35 U.S.C. 103(3) as being unpatentable over George

el al. [U.S. Pat. 4,644,532] as applied to claim 8 above. and further in view of Stevenson

et al. [U.S. Pat. 5,023,873].

Regarding claim 11, George et al. discloses link failures as events for causing

topology changes that needs updating in the topology database. The link goes down for

some reason. George et al. fails to disclose that the link failure could be resolved by

swapping the ports and the host appears on the network again but with a different port.

Stevenson et al. discloses that swapping ports in communication systems to

correct for a link failure was well known at the time of invention. (col. 12, lines 8-12,

lines 26-34)

It would have been obvious for one skilled in the art at the time of invention to

include in George et al. the ability to identify that a port has been swapped and that

causes a topology change update to occur.

Conclusion

The prior art made of record and not relied upon is considered pertinent to

applicants disclosure.
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Diebboll et al. [U.S. Pat. 5,886,643] - The reference has all the featured

limitations of the rejected independent claims and could have been used in a second

102 rejection but George et al. is older.

Any inquiry concerning this communication or earlier communications from

the examiner should be directed to William C. Schultz whose telephone number is 703-

305-2367. The examiner can normally be reached on M-F(7-4)(first bi-week) M-Th(7—

4)(second bi-week).

If attempts to reach the examiner by telephone are unsuccessful, the examiner’s

supervisor. Wellington Chin can be reached on 703-305-4366. The fax phone number

for the organization where this application or proceeding is assigned is 703-872-9306.

Information regarding the status of an application may be obtained from the

Patent Application Information Retrieval (PAIR) system. Status information for

published applications may be obtained from either Private PAIR or Public PAIR.

Status information for unpublished applications is available through Private PAIR only.

For more information about the PAIR system. see http:l/pair-direct.uspto.gov. Should

you have questions on access to the Private PAIR system, contact the Electronic

Business Center (EBC) at 866-217-9197 (loll-free).

William Schultz

WELIJNGTON CHIN

SUPERVISURY PATENT Examines
TECHN0l.0{3Y 'Cl£tiiT'f;'R 26%
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orne Docket No.: HPlfl008l02-1 PATENT

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicant: Pulsipher, et al. Examiner: Schultz. William C.

Serial No.: 09r"703,942 Art Unit: 2664

Filed: 10:’! H2000

For: METHOD AND SYSTEM FOR IDENTIFYING AND PROCESSING

CHANGES TO A NETWORK TOPOLOGY

RECEIVED
Box Non-Fee Amendment

Commissioner of Patents OCT 1 3 2004

PO. Box 1450 TAlexandria, VA 22313-1450 .~...,_$‘Cl1n0l0gyCenter 2600

AJVIENDMENT AND REQUEST FOR RECONSEDERATION

Sir:

In response to the July 6, 2004, Office Action, Applicant hereby submits the

following Amendment and Request for Reconsideration. Please amend the above-identified

application as follows:

Amendments to the Claims are reflected in the listing of claims which begins on

page 2 of this paper.

Remarksmrguments begin on page S of this paper.

I hereby certify that the do-curnent is being deposited with the United States Postal
Service as express mail post ofiiee to addressee in an envelope addressed to: Mail
Stop Non-Fee Amendment, Commissioner for Parents, F.0. Box 1450, Alexandria,
VA 213l3»l450an:

m-rz—a:w £2 2 H2 urges as
(Date of Deposit and Express Mail No.)

5 as E (‘uh-Avbr

2- izmel
Signature 
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Pulsipher, et al.

Application No.: U9!‘.’03,942 Examiner: Schultz, William C.

Filed: October 31, 2000 Art Unit: 2664

For: METHOD AND SYSTEM FOR R D
IDENTIFYING AND PROCESSING OCT 1 3 2004
CHANGES TOA NETWORK TOPOLOGY 

lechnology Center 2600
CERTIFICATE or MAILING BY EXPRESS MAIL

Box Non-Fee Amendment

Commissioner for Patents

P.O. Box 1450

Alexandria, VA 22313-1450

Sir:

The undersigned hereby certifies that the following documents:

1. Amendment and Request for Reconsideration ('3' pages);

2. Certification of Mailing by Express Mail (1 page); and
3. Return Card.

relating to the above application, were deposited as "Express Mail,” Mailing Label No. ER
2649] 1265 US with the United States Postal Service, addressed to Box Non-Fee

Amendment, Commissioner ofPatents, P.O. Box 1450, Alexandria, VA 22313-1450, on this

4"‘ day of October, 2004.

Date: October 4, 2004 {inn :3 /flwbr
Mailer

Dorsey & Whitney LLP

,%/lg
Signature ofMailer
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This listing of claims will replace all prior versions, and listings, of claims in the application:

LISTING OF CLADVIS

I. (currently amended) In a network having interconnected nodes with data

tuples that represent nodal connections, a method for mapping a network topology by

identifying changes between an existing topology and a new topology, the method

comprising:

creating a plurality of tuplcs for a topology ofa network, wherein the tuples rgpresent

nodal connections of the network and wherein each of the tuples comprises a host identifier,

interface information, and a port gpnecification;

 

receiving new tuples that represent new nodal connections; and

comparing the list of existing tuples with the new tuples to identify changes to the

topology.

2. (original) The method ofclaim 1, fiirther comprising updating a topology

database with a new topology.

3. (original) The method of claim I . further comprising taking action on the

changes to the topology.

4. (canceled)

5. (original) The method of claim 1, wherein the step oi'compan'ng comprises

identifying duplicate tuples that appear both in the list of existing tuples and in the new

tuples, and maintaining a current status of the topology for these tuples.

6. (original) The method ofclaim 1, wherein the step ofcomparing comprises

identifying a swapped port condition on a connector.

'5’. (original) The method of claim 1, wherein the step ofcomparing comprises

searching for a host of a new singly-heard host link tuple or a new multi-heard host link tuple

in the list of existing tuples.
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8. (currently amended) A system for mapping a network topology by

identifying changes between an existing topology and a new topology, based on changes to

data tuples that represent nodal connections comprising:

a topology database that stores an existing topology of a network using tuples,

wherein each tugle includes a host identifier, interface information, and a port specification

for a node in the network; and

a topology converter connected to the topology database that receives new topics that

represent new nodal connections; and compares the new tuples with the existing topology to

identify changes in the network by comparing the host identifiers, the interface information,

and the port specifications.

9. (currently amended) The system of claim 8, wherein the topology converter

creates the topics for the topology of the network.
. . . . . . . . . _ . . . . . .

10. (original) The system of claim 8, wherein the topology converter updates the

topology database with a new topology based on the new tuples.

11. (original) The system of claim 8, wherein the topology converter attempts to

identify swapped ports on connectors.

12. (original) The system of claim_ 8, wherein the topology converter identifies

duplicate tuples that appear both in the list of existing tuples and in the new tuples, and

maintains a current status of the topology for these tuples.

13. (original) The system of claim 8, wherein the topology converter searches for a

host of a new singly-heard host link tuple or a new multi-heard host link tuple in the list of

existing tuples.

14, (original) The system of claim 8, wherein the topology converter searches for a

connector of a new conflict links tuple in the list of existing tuples.

15. (currently amended) A computer-readable medium having computer-

executable instructions for perfonning a method for mapping a network topology by

$2



263

Serial No. 09a'?03,942

identifying changes between an existing topology and a new topology in a network having a

interconnected nodes, the method comprising:

creating a pluraliy of tuples for a topology of a network, wherein the tuples represent

nodal connections of the network and wherein each of the tuples comprises a host identifier,

interface information, and a port specification;

 

receiving new tuples that represent new nodal connections;

comparing the list of existing tuples with the new tuples to identify changes to the

topology; and

updating a topology database with a new topology based on the comparing.

16. (currently amended) The medium method of claim 15, wherein a topology

converter receives the new tuples from a connection calculator that calculates connections

between nodes.

17. (currently amended) The medium method of claim 15, wherein the step of

comparing comprises identifying duplicate tuples that appear both in the list of existing tuples

and in the new tuples, and maintaining a current status of the topology for these tuples.

18. (currently amended) The medium method of claim 15, wherein the step of

comparing comprises identifying a swapped port condition on a connector.

19. (currently amended) The medium method of claim 15, wherein the step of

comparing comprises searching for a host of a new singly-heard host link tuple or a new

rnulti-heard host link tuple in the list of existing topics.

20. (currently amended) The medium method of claim 15, wherein the step of

comparing comprises searching for a connector of a new conflict links tuple in the list of

existing tuples.

2S3
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REMARKS

Claims 1-3 and 5-20 are pending. Claims 1-20 are rejected. Claims 1-7, 9, and 15-20

are rejected under 35 U.S.C. § 112, TI 1 as lacking enablement. Claims 8, 10, and 12-14 are

rejected under 35 U.S.C. § 102(b) as being anticipated by U.S. Patent No. 4,644,532 to

George, et al. (hereinafter “George"). Claim 11 is rejected under 35 U.S.C. § l03(a) as being

unpatentable over George in view of U.S. Patent No. 5,023,373 to Stevenson, et al.

(hereinafter “Stevenson"). By this amendment, claims 1, 8, 9, and I 5-20 are amended.

Claim 4 is canceled. No new claims are added. No new matter is added. Reconsideration

and allowance is requested.

Claim 1 is amended to recite the step of“creating a plurality of tuples for a topology

of a network” in place of the current step of “converting. . .." Claim 1 is rejected under

section 112 for lacking enablement for the term “converting." Applicant respectively

disagrees with the exarniner’s assertion that the term “com/erting" lacks enablement. The

converting process is described with respect to Figures 18a-b, also referred to as the "morph

topo” phase of the process. However, the. above amendments replace the term "converting”

in favor of the step of “creating” to more particularly claim the invention. Support for this

amendment is found, for example, on pages 16-17 of the specification and in Figures 17 and

18a-b. As amended, claim 1 overcomes the section 112 rejection. Reconsideration is

requested.

Claim 1 is further amended to define the tuples as comprising “a host identifier,

interface information, and a port specification." As amended, claim 1 overcomes the cited

references. The cited references do not teach or suggest a tuple containing these items. As

amended, claim 1 is allowable. Claims 2-3, and 5-7 depend from claim 1 and for this reason

and the other limitations they recite, are also allowable.

Claim 4 is hereby canceled without prejudice or disclaimer.

Claim 3 has been amended to recite that the tuples comprise "a host identifier,

interface information, and a port specification" and that the system compares new tuples with

the existing topology by “comparing the host identifiers, the interface information, and the

port specifications." The cited references do not teach or suggest these particular elements of

the tuple. Nor do the cited references teach or suggest comparing these elements to identify

changes to the network topology. In contrast, George monitors data in the topology database

$4
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by monitoring the weights of the data and by comparing time references for the data. As

amended, claim 8 is allowable. Claims 9-14 depend from claim 8 and for this reasons and the

other limitations they recite are also allowable. Reconsideration is requested.

Claim 15 is amended to recite that the method perfonns the step of “creating a

plurality oftuples for a topology of a networ “ in place of the current step of “converting. . ..”

Claim 15 is rejected under section 112 for lacking enablement for the term “converting.”

Applicant respectively disagrees with the examiner’s assertion that the term “convening”

lacks enablement. The converting process is described with respect to Figures 18a-b, also

referred to as the “morph topo" phase of the process. However, the above amendments

replace the term “converting" in favor of the step of “creating" to more particularly claim the

invention. Support for this amendment is found, for example, on pages 16-17 of the

specification and in Figures 1? and 18a-b. As amended, claim 15 overcomes the section l 12

rejection. Reconsideration is requested-

Claim 15 is further amended to define the tuples as comprising “a host identifier,

interface information, and a port specification.” As amended, claim 15 overcomes the cited

references. The cited references do not teach or suggest a tuple containing these items.

Claim 15 is further amended to clarify that the "updating” step is based on the "comparing”

step. As amended, claim 15 is allowable. Claims 16-20 depend from claim 15 and for this

reason and the other limitations they recite, are also allowable.

Claims 16-20 are also amended for reasons unrelated to patentability to make clear

that claims 16-20 are dependent claims to a medium rather than a method. As amended,

claims 16-20 are allowable.

In view of the above amendments and remarks, Applicant respectfully asserts that the

application is in condition for allowance. The above amendments should generate no

additional fees. However, if any such fees are necessary, the Office is hereby authorized to

charge-any fee deficiency associated with this communication to Deposit Account 04-1420.

Prompt reexamination and allowance ofclaims I-3, and 5-20 is respectfully requested.

$5
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‘l. The amendment filed 10/13/04 have been entered and made of record.

2. Applicant's amendment filed 10l13l04 with respect to claims 1-20 have been

considered but are moot in view of the new ground(s) of rejection.

3. Claims 1-3, 5-20 are pending.

Claim Rejections - 35 USC § 103

The following is a quotation of 35 U.S.C. 103(a) which forms the basis for all

obviousness rejections set forth in this Office action:

(a) A patent may not be obtained though the invention is not identically disclosed or described as set

forth in section 102 of this title. if the differences between the subject matter sought to be patented and
the prior art are such that the subject matter as a whole would have been obvious at the time the

invention was made to a person having ordinary skill in the an to which said subject matter pertains.
Patentability shall not be negatived by the manner in which the invention was made.

4. Claims 1-3. 5-20 are rejected under 35 U.S.C. 103(a) as being unpatentable

over Liang et al. (U.S.Patent No. 5.732.086) in view of Wood (U.S.Patent No. 6.405.248

B1).

in the claim 1 , see figure 3. Liang et al. discloses topology table 26 (tuples) which

comprises: node identifier (host identifier). link port (port sepecification) (see col. 5. lines

7-15. lines 21-25. col. 6. lines 5-9, col. 7. lines 20-23. col. 14-16); comprising: _

Creating a plurality of tuples (topology table 26, see figure 3) for a topology of a

network. wherein the tuples represent nodal connections of the network and wherein

each of the tuples (topology tables 26) comprises a host identifier. a port specification

(see col. 5, lines 7-15. lines 21-25. col. 6. lines 5-9. col. 7, lines 20-23. col. 14-16):

receiving new tuples (host identifier. port specification) that represent new nodal

connections (see col. 7. lines 20-23):
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comparing the list of existing tuples (host identifier. port specification) with the

new tuples to identify changes to the topology (see col. 7. lines 20-23).

However, Liang et al. is silent to disclosing tuples comprising interface

infonnation.

Wood discloses creating an accurate topology map of a given network by:

obtaining a list of managed network device; identifying link port and node port....devioe

interface information (see abstract); comprising:

Each of the tuples (topology map) comprises interface infonnation, a port

specification, host identifier (see abstract, table 1, col. 6. lines 10-20).

Liang and Wood are directed to routing packets using IP protocol. Wood

recognizes that there may be conflicting source address. Hence, it would have been

obvious to use the interface information of Wood in Liang as it would have resolved

source address conflicts when routing using the table (tuples) of both Liang and Wood.

5. In the claim 8. see figure 3. Liang et al. discloses topology table 26 (tuples)

which comprises: node identifier (host identifier), link port (port sepecification) (see col.

5. lines 7-15. lines 21-25. col. 6. lines 5-9, col. 7, lines 20-23, col. 14-16); comprising:

A topology database that stores an existing topology of a network using tuples

(topology table 26, see figure 3) , wherein each tuple includes a host identifier, port

specification for a node in the network (see col. 5. lines 7-15. lines 21-25. col. 6. lines

5-9, col. 7, lines 20-23, col. 14-16);

A topology converter connected to the topology database that receives new

tuples that represent new nodal connections. and compare the new tuples with the
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existing topology to identify changes in the network by comparing the host identifier,

port specification (see col. 7. lines 20-23);

However, Liang et al. is silent to disclosing tuples comprising interface

information.

Wood discloses creating an accurate topology map of a given network by:

obtaining a list of managed network device; identifying link port and node port....device

interface infonnation (see abstract); comprising: I

Each of the tuples (topology map) comprises interface infonnation, a port

specification, host identifier (see abstract, table 1, col. 6, lines 10-20).

Liang and Wood are directed to routing packets using IP protocol. Wood

recognizes that there may be oonflicting source address. Hence, it would have been

obvious to use the interface information of Wood in Liang as it would have resolved

source address conflicts when routing using the table (tuples) of both Liang and Wood.

6. In the claim 15. see figure 3, Liang et al. discloses topology table 26 (tuples)

which comprises: node identifier (host identifier), link port (port sepecification) (see col.

5, lines 7-15. lines 21 -25, col. 6, lines 5-9. col. 7. lines 20-23, ool. 14-16); comprising:

Creating a plurality of tuples (topology table 26. see figure 3) for a topology of a

network, wherein the tuples represent nodal connections of the network and wherein

each of the tuples (topology tables 26) comprises a host identifier, a port specification

(see col. 5, lines 7-15, lines 21 -25, col. 6, lines 5-9, col. 7, lines 20-23, col. 14-16);

receiving new tuples (host identifier. port specification) that represent new nodal

connections (see col. 7, lines 20-23);
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comparing the list of existing tuples (host identifier. port specification) with the

new tuples to identify changes to the topology (see col. 7. lines 20-23).

However, Liang et al. is silent to disclosing tuples comprising interface

information.

Wood discloses creating an accurate topology map of a given network by:

obtaining a list of managed network device; identifying link port and node port....devioe

interface information (see abstract); comprising:

Each of the tuples (topology map) comprises interface information, a port

specification, host identifier (see abstract. table 1. col. 6. lines 10-20).

Liang and Wood are directed to routing packets using IF’ protocol. Wood

recognizes that there may be conflicting source address. Hence, it would have been

obvious to use the interface information of Wood in Liang as it would have resolved

source address conflicts when routing using the table (tuples) of both Liang and Wood.

' 7. In the claims 2, 10, Liang et al. discloses updating a topology database with a

new topology (see col. 7, lines 20-23).

8. In the claim 3, Liang et al. discloses taking action on the changes to the topology

(see col. 7. lines 20-23).

9. in the claims 5, 6, 11. 12, ‘I8. Liang et al. discloses the step of comparing

comprises identifying duplicate tuples that appear both in the list of existing tuples and

in the new tuples, and maintaining a current status of the topology for these tuples (see

col. 7, lines 20-23).
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10. In the claims 7, 13. 14. 19, Liang et al. discloses the step of comparing

comprises searching for a host of a new singly-heard host link tuple ora new multi-

heard host link tuple in the list of existing tuples (see col. 7, lines 20-23).

11. In the claim 9, Wood discloses wherein the topology converter creates the tuples

for the topology of the network (see abstract, table 1. col. 6. lines 10-20).

12. In the claims 1?’. 16. 20, Liang et al. discloses wherein the step of comparing

comprises identifying duplicate tuples that appear both in the list of existing tuples and

in the new tuples, and maintaining a current status of the topology of these tuples (see

col. 7, lines 20-23).

13. Applicant's amendment necessitated the new ground(s) of rejection presented in

this Office action. Accordingly, THIS ACTION IS MADE FINAL. See MPEP

§ 706.0‘/(a). Applicant is reminded of the extension of time policy as set forth in 37

CFR 1 .136(a).

A shortened statutory period for reply to this final action is set to expire THREE

MONTHS from the mailing date of this action. In the event a first reply is filed within

TWO MONTHS of the mailing date of this final action and the advisory action is not

mailed until after the end of the THREE-MONTH shortened statutory period. then the

shortened statutory period will expire on the date the advisory action is mailed, and any

extension fee pursuant to 37 CFR 1.136(3) will be calculated from the mailing date of

the advisory action. In no event. however. will the statutory period for reply expire later

than SIX MONTHS from the date of this final action.

Conclusion
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14. Any inquiry concerning this communication or earlier communications from the

examiner should be directed to CHUONG T HO whose telephone number is (571) 272-

3133. The examiner can normally be reached on 8:00 am to 4:00 pm.

The fax phone number for the organization where this application or proceeding

is assigned is 703-872-9306.

lnfonnation regarding the status of an application may be obtained from the

Patent Application Information Retrieval (PAIR) system. Status information for

published applications may be obtained from either Private PAIR or Public PAIR.

Status infonnation for unpublished applications is available through_Private PAIR only.

For more information about the PAIR system. see http://pair-direct.uspto.gov. Should

you have questions on access to the Private PAIR system. contact the Electronic

Business Center (EBC) at 866-217-9197 (toll-free).

02/16/05
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PROCESSING CHANGES TO A NETWORK TOPOLOGY

RESPONSE TO FINAL OFFICE ACTION

Mail Stop: RCE
Commissioner for Patents

PO. Box 1450

Alexandria, Virginia 22313-1450

Sir:

The outstanding final Office Action mailed February 23, 2005 (Part of Paper No. 9)

has been carefully considered. In response thereto, please enter the following amendments in

which claims 1-2, 5-9 and 15-20 are amended. Claims 1-3 and 5-20 are now pending in the

present application. Reconsideration and allowance of the application and presently pending

claims, as amended, are respectfully requested.

A UTHORIZA TION T0 DEB!TACCOUNT

It is believed that no extensions of time or fees for net addition of claims are required,

beyond those which may otherwise be provided for in documents accompanying this paper.

However, in the event that additional extensions of time are necessary to allow consideration of

this paper, such extensions are hereby petitioned under 37 C.F.R- § 1.1-36(a), and any fees

required therefor (including fees for net addition of claims) are hereby authorized to be charged

to deposit account no. 08-2025.
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REQUEST FOR CONTINUED EXAMINATION

in accordance with 37 U.S.C. 1.1 14, a Request For Continued Examination (RCE) is

filed concurrently with this Response To The Final Office Action so that the Office Action

dated February 23, 2005 (Part of Paper No. 9) is effectively made non-final. Under 37 U.S.C.

1.114, the effect of the RCE. which makes the instant Office Action non-final, is to cause

examination of the instant application to remain open. Accordingly, amendments submitted

herein are to be entered as a matter of right, and each claim is entitled to continued

examination, parn'c1u’ar!y with respect to the responses provided herein.
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AMENDMENTS TO THE CLAIMS

Please amend the claim_s as indicated hereafter- [Use stri-leet-kireugh for deleted

matter (or double square brackets “[[]]" if the strilcethrough is not easily pereeivable,

:'.e., “4” or a punctuation mark) and underlined for added matter.]

1. (Currently amended) In a network having interconnected nodes with

data tuples that represent nodal connections, a method for mapping a network

topology by identifying changes between an existing topology and a new topology, the

method comprising:

creating a list of existing tuples from an existing topology rgpresenting nodal

connections ofa network at a prior time;

creating a new list of a plurality of tuples for a topology of [[21]] E network a_t

a current time, wherein the new list of tuples represent nodal connections of the

network at the current time and wherein each of the tuples comprises a host identifier,
 

interface information, and a port specification;

receiving new tuples list that represent new nodal connections; and

comparing the list of existing tuples with the new tuples @ to identify

changes to the topology.

2. (Currently amended) The method of claim 1, further comprising

updating a topology database with a new topology corresponding to the list of existing

111QlES modified by the changes to the topology.

3. (Original) The method of claim 1, further comprising. taking action on

the changes to the topology.

4. (Canceled)

5. (Currently amended) The method of claim 1, wherein the step of

eenaparifi-g creating a new list of tuples comprises identifying duplicate tuples that

appear both in the list of existing tuples and in the new tuples, and maintaining a

current status of the topology for these tuples.
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6. (Currently amended) The method of claim 1, wherein the step of

comparing creating a new list of tuples comprises identifying a swapped port

condition on a connector.

7. (Currently amended) The method of claim 1, wherein the step of

eompari-H-g creating a new list oftuples comprises searching for a host ofa new singly-

heard host link tuple or a new multi-heard host link tuple in the list of existing tuples.

8- (Currently amended) A system for mapping a network topology by

identifying changes between an existing topology and a new topology, based on

changes to data tuples that represent nodal connections comprising:

a topology database that stores an existing topology of a network using tuples,

wherein each tuple includes a host identifier, interface information, and a port

specification for a node in the network from the existing topology representing nodal

connections of the network at a prior time; and

a topology converter connected to the topology database the receives new

tuples that represent new nodal connections for a topology of the network at a current

1, and compareg the new tuples with‘ the existing topology existing tuples to

identify changes in the network by comparing the host identifiers, the interface

information, and the port specifications and determines differences between the new
 

tuples with the existing tuples representing nodal connections of the network at the

p_1jor time.

9. (Currently amended) The system of claim 3, wherein the topology

converter creates the new tuples for the topology of the network.

10. (Original) The system of claim 8, wherein the topology converter

updates the topology database with a new topology based on the new tuples.

ll. (Original) The system of claim 8, wherein the topology converter

attempts to identify swapped ports on connectors.
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12. (Original) The system of claim 8. wherein the topology converter

identifies duplicate tuples that appear both in the list of existing tuples and in the new

tuples, and maintains a current status of the topology for these tuples.

13. (Original) The system of claim 8, wherein the topology converter

searches for a host ofa new singly-heard host link tuple or a new multi-heard host link

tuple in the list of existing tuples.

14- (Original) The system of claim 8, wherein the topology converter

searches for a connector of a new conflict links tuple in the list of existing tuples.

15 (Currently amencled) A computer—readable medium having computer-

executable instructions for performing a method for mapping a network topology by

identifying changes between an existing topology and a new topology in a network

having a interconnected nodes, the method comprising:

creating a l'ist of existing tuples from an existing topology representing nodal

connections of a network at a prior time,‘

creating a new list of_a plurality of tuples for a topology of. [[a]] th_e network a_t

a current time, wherein the new list of tuples represent nodal connections of the

network at the current time and wherein each of the tuples comprises a host identifier,

interface information, and a port specification;

receiving new tuples E that represent new nodal connections;

comparing the list of existing tuples with the new tuples Lig to identify

changes to the topology; and

updating a topology database with a new topology based on the comparing.

16. (Currently amended) The medium of claim 15, wherein a topology

converter receives the new tuples lg from a connection calculator that calculates

connections between nodes.

17. (Currently amended) The medium of claim 15, wherein the step of

eempari-ng creating the new tuples list comprises identifying duplicate tuples that
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appear both in the list of existing tuples and in the new ruples list, and maintaining a

current status of the topology for these duplicate tuples.

18. (Currently amended) The medium of claim 15, wherein the step of

eempanng creating the new tugles list comprises identifying a swapped port condition

on 3 COTIDBCIDT.

19. (Currently amended) The medium of claim 15, wherein the step of

eemparing creating the new tuples list comprises searching for a host of a new singly-

heard host link tuple or a new multi-heard link tuple in the list of existing tuples.

20. (Currently amended) The medium of claim 15, wherein the steps of

eempafifig creating the new tug"les list comprises searching for a connector of a new

conflict links tuple in the list of existing tuples.
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REMARKS

This is a full and timely response to the outstanding final Office Action mailed

February 23, 2005, Reconsideration and allowance of the application and presently

pending claims 1-3 and 5-20, as amended, are respectfully requested.

I . Present Status of Patent Application

Upon entry of the amendments in this response, claims 1-3 and 5-20 remain

pending in the present application. More specifically, alaims 1-2, 5-9 and 15-20 are

directly amended. These amendments are specifically described hereinafter. It is

believed that the foregoing amendments and additions add no new matter to- the

present application.

In accordance with 37 U.S.C. 1.1 14, a Request For Continued Examination is

filed concurrently with this Response To The Final Office Action so that the Office

Action mailed October 26, 2000 (Paper No. 8) is effectively made non-final.

2. Res onse to Re'ection of Claims 1-3 and 5-20 Under 35 U.S.C. 103

In the Office Action, claims 1-3 and 5-20 stand rejected under 35 U.S.C.

§103(a) as allegedly being unpatentable over Licmg er of. (U .S. Patent 5,732,086),

hereinafter Liang, in view of Wood (U.S. Patent 6,405,248). It is well-established at law

that, for a proper rejection of a claim under 35 U.S.C. §103 as being obvious based upon

a combination of references, the cited combination of references must disclose, teach, or

suggest, either implicitly or explicitly, all elementsffeaturesfsteps of the claim at issue.

See, e.g., In Re Dow Ciiemfcaf, 5 U.S.P.Q.2d 1529, 1531 (Fed. Cir. 1988), and In re

Keller, 208 U.S.P.Q.2d 871, 881 (C.C.P.A. 1981).

a. Independent Claims 1, 8 and 15

Applicants respectfully submit that independent claims 1, 8 and 15, as amended,

are allowable for at least the reason that the proposed combination of Licmg in view of

Wood does not disclose, teach, or suggest at least the feature of “creating a list of

existing tuples fi'om an existing topology representing nodal connections of a network

at a prior time” as recited in claims 1 and 15. Similarly, the proposed combination of

Lining in View of Wood does not disclose, teach, or suggest at least a feature that
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“determines differences between the new tuples with the existing tuples representing

nodal connections of the network at the prior time” as recited in claim 8.

Liong is apparently limited to, at most, a system where “the originating node

constructs and stores a topology table entry which includes data from received ACK

messages." (Abstract). That is, Lia-ng is limited to generating the network topology at a

current time. Thus, Liorig fails to disclose, teach or suggest every element of the

Applicants’ claimed invention.

Wood also fails to disclose, teach or suggest at least the above recited features of

independent claims 1, 8 and 15. As alleged in the Office Action, Wood is limited to

teaching, at most, “creating an accurate topology map of a given network by: obtaining a

list of managed network device; identifying link port and node port device interface

information (see abstract)” (Ofiice Action at page4 ). Thus, Wood fails to disclose,

teach or suggest every element of the Applicants‘ claimed invention.

Accordingly, the proposed combination ofLiong in view of Wood does not teach

at least the claimed limitations of “creating a list of existing tuples firom an existing

topology representing nodal connections of a network at a prior time" as recited in

claims 1 and 15, or a feature that “determines differences between the new tuples with

the existing tuples representing nodal connections of the network at the prior time” as

recited in claim 8. Therefore, a prima facie case establishing an obviousness rejection

by Liong in view of Wood has not been made. Thus, claims 1, 8 and 15 are not

obvious under proposed combination of Liang in view of Wood, and the rejection

should be withdrawn.

Because independent claim 1 is allowable over the cited art of record, dependent

claims 2-3 and 5-7 (which depend from independent claim 1) are allowable as a matter

of law for at least the reason that dependent claims 2-3 and 5-7 contain all limitations of

independent claim 1. Similarly, because independent claims 8 and 15 are allowable over

the cited art of record, claims 9-14 and 16-20 (which depend from independent claims 8

and 15, respectively) are allowable as a matter of law for at least the reason that

dependent claims 9-14 and 16-20 contain all limitations of their respective independent

base claim. See, e.g., In re Fine, 837 F.2d 1071 -(Fed. Cir. 1988). Accordingly, the

rejection to these claims should be withdrawn.

291



292

Serial No.: 09;"7D3_,942
Art Unit: 2664

3- Observations Regarding George

In the Office Action mailed July 6, 2004, the claims were rejected under 35

U.S.C. §lO2 under an allegation that the claims were anticipated by George et at, (US.

Patent 4,644,532), hereinafter George. Applicants amended independent claims 1, 8

and 15 to distinguish the claims from George. These distinguishing amendments were

sufficient to distinguish the claims, as shown by the new rejections under 35 U.S.C.

§l03(a) which allege all claims are unpatentable over Liang in View of Wood.

Applicants respectfully note that George is limited to a system that “upon

determining changes in network status, such network status changes are communicated

to the adjacent control nodes” (Abstract). George states that “the purpose for

maintaining a topology data base in the control node and continuous identification of an

ownership session (Col. 14, lines 27-29, emphasis added). That is, George is

continuously updating its topology database since “changes in resources adjacent to the

NC are recorded locally by the NC, and it forwards the cause of its report (new

resource, failed resource, or change in characteristic) and its local time stamp as a .

sequence identifier" (Col. 8, lines 35-44).

Applicants respectfiilly refer the Examiner to MPEP §2l43.02, entitled “THE

PROPOSED MODIFICATIONS CANNOT CHANGE THE PRINCIPLE OF

OPERATION OF A REFERENCE-" The 1\/[PEP states that “if the proposed

modification or combination of the prior art would change the principle of operation of

the prior art invention being modified, then the teachings of the references are not

sufficient to render the claimsprimofocie obvious."

If George is modified by Liong, Wood or another reference to arrive at

embodiments of the present invention, then the principle of operation of George will

change because, first, George will no longer be updating continuously, and second,

because the NCs will not be the devices initiating changes in the network topology.

Because the principle of operation of George after modification by Liong, Wood or

another reference to arrive at embodiments of the present invention would be changed, a

prime focie of obviousness cannot be established under any such possible scenario.

Accordingly, the a rejection of the claims under 35 U.S.C. §l03(a) cannot be properly

established under a scenatio wherein George is modified by Liong, Wood or another

reference.
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CONCLUSION

In light of the foregoing amendments and for at least the reasons set forth

above, Applicants respectfully submit that all objections andfor rejections have been

traversed, rendered moot, and/or accommodated, and that the now pending claims 1-3

and 5-20 are in condition for allowance. Favorable reconsideration and allowance of

the present application and all pending claims are hereby courteously requested. If, in

the opinion of the Examiner, a telephonic conference would expedite the examination of

this matter, the Examiner is invited to call the undersigned agent at (770) 933-9500.

Respectfully submitted,

/4./4/ézeé
Raymond W. Armentrout

Reg. No. 45,866

-1 0-
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1. The amendment filed 04/112'05 have been entered and made of record.

2. Applicant's amendment filed 04!‘l1!05 with respect to ctaims 1-3, 5-20 have

been considered but are moot in view of the new ground(s) of rejection.

Response to Arguments

3. Applicant's arguments filed 04/11/05 have been fully considered but they are not

persuasive.

In the page T’, tines 26-28. the applicant alleged "the proposed combination of

Liang (U.S.Patent No. 5,732,086) in view of Wood (U.S.Patent No. 6.405.248) does not

disclose. teach, or suggest at least the features of “creating a list of existing tuples from

an existing topology representing nodal connections of a network at a prior time“.

The Applicants argument is not persuasive.

Liang (U.S.Patent No. 5,732,086) discloses "creating (updating) a list of existing

tuples from an existing topology (its topology database) representing nodal connections

of a network at a prior time" (see abstract, the originating node constructs and stores a

topology table entry which includes data from received ACK messages. Each entry

includes a node identifier. an originating node link identifier and a neighbor node

identifier from which an ACK message was received and a neighbor node link identifier

' for the link) (see col. 5, lines 55-57,. An UPDATE message includes the same first five

fields listed above for the ACK message as well as a field which contains the entire

“topology table row" for the node originating an UPDATE message) (see col. 8, lines 13-

15, the "Adjusting" state means that the node is receiving topology update information

from other nodes and is merging the changes into its topology table) (see col. 7. lines
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20-24. to the extent that other nodes receive duplicate information. that information is

discarded and the row data is updated accordingly. Each topology table can further

updated during run time through use of the Update message).

Wood (U.S.Patent No. 6,405,248) discloses "creating a list of existing tuples

from an existing topology (topology database) representing nodal connections of a

network at a prior time” (see abstract, creating an accurate topology map of a given

network by: obtaining a list of managed network device....Filters may then be utilized on

the source address tables in order to provide more accurate topology results.

Connections between nodes are also resolved by utilizing sorting methods).

Therefore, “the proposed combination of Liang (U.S.Patent No. 5,732,086) in

view of Wood (U.S.Pateni No. 6,405,243) disclose, teach, or suggest at least the

features of “creating a list of existing tuples from an existing topology representing nodal

connections of a network at a prior time"

4. Claims 1-3. 5-20 are pending.

Claim Rejections ~ 35 USC § 103

The following is a quotation of 35 U.S.C. 103(a) which forms the basis for all

obviousness rejections set forth in this Oftice action:

(a) A patent may not be obtained though the invention is not identically disclosed or described as set
forth in section 102 of this title. ifthe differences between the subject matter sought to be patented and
the prior art are such that the subject matter as a whole would have been obvious at the time the

invention was made to a person having ordinary skill in the art to which said subject matter pertains.
Patentability shall not be negatived by the manner in which the invention was made.

5. Claims 8. 10-14 are rejected under 35 U.S.C. 103(a) as being unpatentable

over Liang et ai. (U.S.Patent No. 5.732.086) in view of Wood (U.S.Patent No. 6,405,248

B1).
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in the claim 8, see figure 3, Liang et al. discloses topology table 26 (tuples)

which comprises: node identifier (host identifier), link port (port sepecification) (see col.

5. lines ‘(-15, lines 21-25, col. 6, lines 5-9, col. 7. lines 20-23, col. 14-16): comprising:

A topology database that stores an existing topology of a network using tuples

(topology table 26, see figure 3) , wherein each tuple includes a host identifier. port

specification for a node in the network from the existing topology Pepresenting nodal

connections of the network at a prior time (see col. 5, lines 7-15, lines 21-25, col. 6,

lines 5-9. col. 7, lines 20-23. col. 14-16);

A topology converter connected to the topology database that receives new

tuples that represent new nodal connections, and compare the new tuples with the

existing topology to identify changes in the network by comparing the host identifier.

port specification, and determines differences between the new tuples with the existing

tuples representing nodal connections of the network at the prior time (see col. 7', lines

20-23) (see col. 8. lines 13-16);

However. Liang et al. is silent to disclosing tuples comprising interface

information.

Wood discloses creating an accurate topology map of a given network by:

obtaining a list of managed network device; identifying link port and node port....device

interface information (see abstract); comprising:

Each of the tuples (topology map) comprises interface information. a port

specification, host identifier (see abstract. table 1, col. 6, lines 10-20).
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Liang and Wood are directed to routing packets using IP protocol. Wood

recognizes that there may be conflicting source address. Hence, it would have been

obvious to use the interface information of Wood in Liang as it would have resolved

source address confiicts when routing using the table (tuples) of both Liang and Wood.

6. In the claim 10, Liang et al. discloses updating a topology database with a new

topology (see col. 7, lines 20-23).

7. In the claims 11, 12, Liang et al. discloses the step of comparing comprises

identifying duplicate tuples that appear both in the list of existing tuples and in the new

tuples. and maintaining a current status of the topology for these tuples (see col. 7. lines

20-23).

B. In the claims 13. 14. Liang et al. discloses the step of comparing comprises

searching for a host of a new singly-heard host link tuple or a new multi-heard host link

tuple in the list of existing tuples ("see col. 7, lines 20-23).

Allowable Subject Matter

9. Claims 1-3. 5-7, 15-20 are allowed.

Claim _9 is objected to as being dependent upon a rejected base claim, but would

be allowable if rewritten in independent form including all of the limitations of the base

claim and any intervening claims.

The following is an examiners statement of reasons for allowance: the prior art

(5732086, 6405243, 4644532, 5727157, 6160796) of record does not appear to teach

or render obvious the claimed limitations in combinations with the specific added

limitations, as recited from independent claims 1, 15: “creating a new list of a plurality of
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tuples for a topology of the network at a current time, wherein the new list of tuples

represent nodal connections of the network at the current time".

Any comments considered necessary by applicant must be submitted no later

than the payment of the issue fee and, to avoid processing delays, shouid preferably

accompany the issue fee. Such submissions should be clearly labeled “Comments on

Statement of Reasons for Allowance.”

I Conclusion

10. Any inquiry concerning this communication or earlier communications from the

examiner should be directed to CHUONG T H0 whose telephone number is (571) 272-

3133. The examiner can normally be reached on 8:00 am to 4:00 pm.

The fax phone number for the organization where this application or proceeding

_ is assigned is 703-8?2-9306.

Information regarding the "status of an application may be obtained from the

Patent Application Information Retrieval (PAIR) system. Status inforrnation for

published applications may be obtained from either Private PAIR or Public PAIR.

Status information for unpublished applications is available through Private PAIR only.

For more information about the PAIR system. see httpzl/palr-direct.uspto.gov. Should

you have questions on access to the Private PAIR system, contact the Electronic

Business Center (EEC) at 866-217-9197 (toll-free).

06/1 6/05
M CHIN

'"3RViSOHYPATENT EXAIJIPK
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'rWe"t°'i51= Pulsipher, et al.

Application No.: ogr/03,942 Examiner: Chuong T. Ho

Filing Date: 10.131 goo Group Art Unit: 2664

Title: Method and System for Identifying and Processing Changes to a Network Topology

Mail Stop Amendment
Commissioner for Patents

PO Box 1450

Alexandria. VA 22313-1450
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Sir:
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ix) Response.-"Amendn'Ient l J Petition to extend time to respond
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CFH 1.16 through 1.21 inclusive, and any other sections in Title 37 of the Code of Federal Flegulations

that may regulate fees. A duplicate copy of this sheet is enclosed.

Hespecttully submitted.
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Patents, Alexandria, VA 22313-1450.  
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Confirmation No: 4047

Group Art Unit: 2664 
Examiner: Ho, Chuong T.
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HP Docket No. 10008102-1

TKHR Docket No. 050336-1530

For: METHOD AND SYSTEM FOR IDENTIFYING AND

PROCESSING CHANGES TO A NETWORK TOPOLOGY

RESPONSE TO OFFICE ACTION

Mail Stop: Amendment
Commissioner for Patents

P.0. Box 1450

Alexandria, Virginia 22313-1450

Sir:

The outstanding non-final Office Action mailed June 28, 2005 has been

carefully considered. In response thereto, please enter the following amendments an

remarks

A UTHORIZA TION T0 DEBITACCOUNT

It is believed that no extensions of time or fees for net addition of claims are

required, beyond those which may otherwise be provided for in documents

accompanying this paper. However, in the event that additional extensions of time are

necessary to allow consideration of this paper, such extensions are hereby petitioned

under 37 C.F.R. § l.l36(a), and any fees required therefor (including fees for net

addition of claims) are hereby authorized to be charged to deposit account no. 08-"2025.
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AMENDMENTS TO THE CLAIMS

Please amend the claims as indicated hereafter, whereinm 

indicates deleted matter and underlined indicates added matter:

1. (Previously Presented) In a network having interconnected nodes with

data tuples that represent nodal connections, a method for mapping a network

topology by identifying changes between an existing topology and a new topology, the

method comprising:

creating a list of existing tuples from an existing topology representing nodal

connections of a network at a prior time;

creating a new list of a plurality of Iuples for a topology of the network at a

current time, wherein the new list of tuples represent nodal connections of the network

at the current time, and wherein each of the tuples comprises a host identifier,

interface information, and a port specification;

receiving new tuples list that represent new nodal connections; and

comparing the list of existing tuples with the new tuples list to identify

changes to the topology.

2. (Previously Presented) The method of claim 1, further comprising

updating a topology database with a new topology corresponding to the list of existing

tuples modified by the changes to the topology.

3. (Original) The method of claim 1, further comprising taking action on

the changes to the topology.
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4. (Canceled)

5. (Previously Presented) The method of claim 1, wherein the step of

creating a new list of tuples comprises identifying duplicate tuples that appear both in

the list of existing tuples and in the new tuples, and maintaining a current status of the

topology for these tuples.

6. (Previously Presented) The method of claim 1, wherein the step of

creating a new list of tuples comprises identifying a swapped port condition on a

connector.

7. (Previously Presented) The method of claim 1, wherein the step of

creating a new list of tuples comprises searching for a host of a new singly-heard host

link tuple or a new multi-heard host link tuple in the list of existing tuples.

8. (Currently Amended) A system for mapping a network topology by

identifying changes between an existing topology and a new topology, based on

changes to data tuples that represent nodal connections comprising:

a topology database that stores an existing topology of a network using tuples,

wherein each tuple includes a host identifier, interface information, and a port

specification for a node in the network from the existing topology representing nodal

connections of the network at a prior time; and

a topology converter connected to the topology database the receives new

tuples that represent new nodal connections for a topology of the network at a current

time, compares the new tuples with the existingexisting tuples to identify changes in
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the network by comparing the host identifiers, the interface information, and the port

specifications, and determines differences between the new tuples with the existing

tuples representing nodal connections of the network at the prior time,

wherein the topology converter creates the new tuples for the topology of the

network.

9. (Canceled)

10. (Original) The system of claim 8, wherein the topology converter

updates the topology database with a new topology based on the new tuples.

1 1. (Original) The system ofclaim 8, wherein the topology converter

attempts to identify swapped ports on connectors.

l2. (Original) The system of claim 8, wherein the topology converter

identifies duplicate tuples that appear both in the list of existing tuples and in the new

tuples, and maintains a current status of the topology for these tuples.

13. (Original) The system of claim 8, wherein the topology converter

searches for a host of a new singly-heard host link tuple or a new multi-heard host link

tuple in the. list of existing tuples.

14. (Original) The system of claim 8, wherein the topology converter

searches for a connector of a new conflict links tuple in the list of existing tuples.
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15. (Previously Presented) A computer-readable medium having

computer-executable instructions for performing a method for mapping a network

topology by identifying changes between an existing topology and a new topology in a

network having a interconnected nodes, the method comprising:

creating a list of existing tuples from an existing topology representing nodal

connections of a network at a prior time;

creating a new list of a plurality of tuples for a topology of the network at a

current time, wherein the new list of tuples represent nodal connections of the network

at the current time and wherein each of the tuples comprises a host identifier, interface

information, and a port specification;

receiving new tuples list that represent new nodal connections;

comparing the list of existing tuples with the new tuples list to identify

changes to the topology; and

updating a topology database with a new topology based on the comparing.

16. (Previously Presented) The medium of claim 15, wherein a topology

converter receives the new tuples list from a connection calculator that calculates

connections between nodes.

17. (Previously Presented) The medium of claim 15, wherein the step of

creating the new tuples list comprises identifying duplicate tuples that appear both in

the list of existing tuples and in the new tuples list, and maintaining a current status of

the topology for these duplicate tuples.

3518
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18. (Previously Presented) The medium of claim 15, wherein the step of

creating the new tuples list comprises identifying a swapped port condition on a

COHHBCKOI‘.

19. (Previously Presented) The medium of claim 15, wherein the step of

creating the new tuples list comprises searching for a host of a new singly-heard host

link tuple or a new multi—heard link tuple in the list of existing tuples.

20. (Previously Presented) The medium of claim 15, wherein the steps of

creating the new tuples list comprises searching for a connector of a new conflict links

tuple in the list of existing tuples.

7359
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REMARICS

This is a fill] and timely response to the outstanding final Office Action mailed

June 28, 2005. Upon‘ entry of the amendments in this response, claims 1 — 3, 5 — 8

and 10 - 20 remain pending. In particular, Applicants have amended claim 8, and

have canceled claim 9 without prejudice, waiver, or disclaimer. Applicants have

canceled claim 9 merely to reduce the number of disputed issues and to facilitate early

allowance and issuance of other claims in the present application. Applicants reserve

the right to pursue the subject matter of this canceled claim in a continuing

application, if Applicants so choose, and do not intend to dedicate the canceled

subject matter to the public. Reconsideration and allowance of the application and

presently pending claims are respectfully requested.

Indication of Allowable Subject Matter

The Office Action indicates that claims 1 — 3, 5 — 7 and 15 — 20 are allowed.

The Office Action also indicates that claim 9 is objected to as being dependent upon a

rejected base claim, but would be allowable if rewritten in independent form including

all of the limitations of the base claim and any intervening claims. As set forth above,

Applicants have amended claim 8 to include the limitations previously recited in

claim 9- Therefore, Applicant respectfully asserts that claim 8 and its dependent

claims 10 — 14 are in condition for allowance.

Reiections Under 35 U.S.C. §l03

The Office Action indicates that claims 8 and 10 — 14 stand rejected under 35

U.S.C. l03(a) as being unpatentable over Liang in view of Wood. As set forth above,

Applicants have amended claim 8 to include the limitations previously recited in
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claim 9, the allowability of which is set forth in the Office Action. Therefore,

Applicant respectfully asserts that claim 8 is in condition for allowance.

Since claims 10 -- 14 are dependent claims that incorporate all the

featuresflimitations of claim 8, Applicants respectfully assert that these claims also are

in condition for allowance. Additionally, these claims recite other featuresflimitations

that can serve as an independent basis for patentability.

Cited Art Made of Record

The cited an made of record has been considered, but is not believed to affect

the patentability of the presently pending claims.

3%
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CONCLUSION

In light of the foregoing amendments and for at least the reasons set forth

above, Applicants respectfully submit that all objections andfor rejections have been

traversed, rendered moot, andfor accommodated, and that the pending claims are in

condition for allowance. Favorable reconsideration and allowance of the present

application and all pending claims are hereby courteously requested. If, in the opinion

of the Examiner, a telephonic conference would expedite the examination of this matter,

the Examiner is invited to call the undersigned agent at (770) 933-9500.

Respectfully submitted,

  M. Paul Qualey,

Reg. No. 43,024
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SUPPLEMENTAL

Notice or Allowability Eiffligiiz §§’.L5’.'.’fi”ER ET AL‘
-

- The MAILING DATE of this communication appears on the cover sheet with the correspondence address»
All claims being allowable, PROSECUTION ON THE MERITS IS [OR REMAINS) CLOSED in this application. If not included
herewith (or previously mailed). a Notice of Allowance (PTOL-85] or other appropriate communication wilt be mailed in due course. THIS
NOTICE OF ALLOWABILITY IS NOT A GRANT OF PATENT RIGHTS. This application is subject to withdrawal fron1 issue at the Initiative

of the Office or upon petition by the applicant. See 37 CFR 1.313 and MPEP 1308.

1. E This communication is responsive to cg/as/05.

2. The allowed claimis) isiare 1-3 5-8 10-20 renumbered 1-18.

3. El Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-Id} or (f).

a) [I All b) Cl Some‘ c) El None of the:

1. El Certified copies of the priority documents have been received.

2. E] Certified copies of the priority documents have been received in Application No. _:

3. [3 Copies of the certified copies of the priority documents have been received in this national stage application from the

International Bureau (PCT Rule ‘l7.2(a}l.

" Certified copies not received:

Applicant has THREE MONTHS FROM THE “MAILING DATE" of this communication to file a reply complying with the requirements
noted below. Failure to timely comply will result in ABANDONMENT of this application.
THIS THREE-MONTH PERIOD IS NOT EXTENDABLE.

4. D A SUBSTITUTE OATH OR DECLARATION must be submitted. Note the attached EXAM|NER'S AMENDMENT or NOTICE OF
INFORMAL PATENT APPLICATION {PTO-152} which gives reasonlsl why the oath or declaration is deficient.

5. I] CORRECTED DRAWINGS ( as “replacement sheets“) must be submitted. .

la} [:1 including changes required by the Notice of Draftsperson‘s Patent Drawing Review ( PTO-948} attached

1) [:1 hereto or 2) D to Paper No ..-‘Mail Date

(D) E] including changes required by the attached Examiners Amendment I Comment or in the Office action of

Paper No.iMai| Date

Identifying indlcia such as the application number {see 37 CFR 1.8-It[c)l should be written on the drawings in the from (not the back) of
each sheet. Replacement sheotfs) should be labeled as such In the header according to 37 CFR 1.121{d}.

6. E] DEPOSIT OF andior INFORMATION about the deposit of BIOLOGICAL MATERIAL must be submitted. Note the
attached Examiners comment regarding REQUIREMENT FOR THE DEPOSIT OF BIOLOGICAL MATERIAL.

Attachmenfls}
1. CI Notice of References Cited (PTO-892) 5. El Notice of Informal Patent Application (PTO-152)

2. [:I Notice of Draftperson's Patent Drawing Review {PTO-948) 6. El Interview Summary (PTO-413),
Paper No.!Mai| Date .

3. CI Information Disclosure Statements (PTO-1449 or PTOISBIDB). 7. El Examiners Amendmenticomment
Paper No.IMail Date

4. El Examiners Comment Regarding Requirement for Deposit El. El Examiners Statement of Reasons for Allowance
of Biological Material

9. C! Other .

u.s. Patent and rrauernam Ollioe

PTOL—3‘l' (Rev. 7-05) Notice of Allowability Part of Paper No.l'MaiI Date 14
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Case5:14—cv—O057U-PSG Documentfi-1 File-dO2;’06Il4 Pagel oil

M.) l10tRi:v.t]8.I‘|0

Mail Stop 3 REPORT ON THE
TO: Director of the U.S. Patent and Trademark Office FILING OR DETERMINATION OF AN

P.0. Box 1450 ACTION REGARDING A PATENT OR

Alexandria, VA 223l3-I450 TIMDEMARK 
In Compfiancc with 35 l.F.S.C. § 29!} andfor I5 LF.S.C. § I I If: you are hereby advised that :1 court action has been

l'i|¢:d in the US. Dislricl Court Northern District of California on tln: Rillnwing

El "Trademarks or IE [‘atcn1s. t [:1 the patent action in»-'ol.vc.s_3S LT.S,C. §_292._)-'.

l)0CKF.T NO. DATE FILED U.S. DlS'1‘RiC'1' COURT
Northern District oi California

Pl.A[N'|"[I-‘F DF.FENl)ANT

Hewiett-Packard Company Service-Now, Inc.
3000 Hanover Street, Palo Aito. California 94304 3260 Jay Street, Santa Clara, Ca1ifornia 95054

'?;:'_§|3:;)"E’?J:E£‘ HOLDFR or PATI“-.NT on TRADEMARK
— 
— 
— 
— 
— 

In the abuve—enl':lI::d case. the following patcnl{s}!1rademark{s') have been included:

DATE INCLUDED INCLUDED BY

I:l Amimdinent D Answer [:1 Cross Bill D Other Pleadiiig

TREBLEANAIRQLRNO DATE OF PA] EN1 HOLDER OF PATEN I" OR TRAlJL7.M:\RK

' 3 ,-LL31 £315 33
- ., -. ,1‘

34; _'5;.:’( 4.3.‘

  

  
In the above-—enlitIed case. the Following decision has been rendered orjudgcmcnt issued:

DEClSION#JUDC:EMEN'I'

(BY) DEPL|'l'Y Cl.F_RK 
(‘tiny l—Upon initiation of action. mail this copy to Director Copy 3-1-‘pon termination of action. mail lhis copy to Director
(Tupy 2———l.pnII filing documenl adding patent(s). mail this copy to Director Copy 4—Cnse file copy
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Case5:14—cv—t)05?0 Doeumentl Filed02!U6l14 Page9 of 15

tutorials. demonstrations, and “best practice methodology"; and offers technical support.

consulting services, and assistance to its customers, who directly infringe the ‘S02 Patent.

39. The infringing products were especially made or adapted for use in infringement

of the ‘S02 Patent, and are not staple articles or commodities ofcommcrce suitable for

substantial non-infringing use.

40. HP has sustained damages as a direct and proximate result of ServiceN0w"s

infringement of the ‘S02 Patent.

41. HP will suffer and is suffering irreparable harm from Scrvict.-Now's infringement

the ’302 Patent. HP has no adequate remedy at law and is entitled to an injunction against

ServiccNow‘s continuing infringement of the ’802 Patent. Unless enjoined, ServiceNow will

continue its infringing conduct.

Count 4

(Infringement ofthe ‘S12 Patent)

42. HP rcalleges and incorporates herein by reference the allegations in paragraphs l-

4l above.

43. Serviceblow has infringed, and continues to infringe, di1'ectly and indirectly

through contributory andfor induced infringement, one or more claims of the ’5 12 Patent by

making, using, selling. and offering to sell one or more of the products identified in this

Complaint, including Service-Now Service Automation Platform, Sc-rviceNow Incident

Management, andfor Servicebiow Orchestration.

44. ServiceNow had actual notice of its infringement ofthe ‘5 I 2 Patent no later than

the filing date ofthis Complaint. Despite ServiceNow"s actual notice ofinfringement,

ServiceNow continues to make, use, sell, andfor offer to sell infringing products with the

knowledge or willful blindness that its conduct will induce ScrviceNow’s customers to infringe

the ‘S12 Patent.

45. ServiceNow induces others to infringe the '5 I 2 Patent, in violation of 35 U.S.L'_. §

27!, by assisting, facilitating, and encouraging others to perform acts or construct products

known by Servicehlow to infringe the ‘5l’2 Patent. ServiccNow advertises and promotes the

Case No. S
344
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infringing products; offers a “ServiceNow Wild" page with detailed product information,

tutorials, demonstrations, and “best practice methodology"; and offers technical support,

consulting services, and assistance to its customers, who directly infringe the ’5l2 Patent.

46. The infringing products were especially made or adapted for use in infringement

of the ‘S [2 Patent, and are not staple articles or commodities of commerce suitable for

substantial non-infringing use.

47. HP has sustained damages as a direct and proximate result of ServiceNow‘s

infringement of the ‘S l 2 Patent.

48. HP will suffer and is suffering irreparable harm from ServiceNow"s infringement

the ’Sl2 Patent. HP has no adequate remedy at law and is entitled to an injunction against

ServiceNow's continuing infringement ofthe ‘5 12 Patent. Unless enjoined. ServiceNow will

continue its infringing conduct.

Count 5

(Infringement of the ’683 Patent)

49. HP realleges and incorporates herein by reference the allegations in paragraphs 1-

48 above.

50. ServiceNow has infringed, and continues to infringe, directly and indirectly

through contributory andfor induced infringement. one or more claims ofthe ‘(:83 Patent by

making, using, selling, and offering to sell one or more of the products identified in this

Complaint, including ServiceNow Service Automation Platform andfor ServiccNow Incident

Management.

51. ServiceNow had actual notice of its infringement of the ‘683 Patent no later than

the filing date ofthis Complaint. Despite ServiccNow"s actual notice of infringement.

Servicehlow continues to make, use, sell, andfor offer to sell infringing products with the

knowledge or willful blindness that its conduct will induce Serv'iceNow"s customers to infringe

the ’683 Patent.

52. ServiceNow induces others to infringe the ‘I683 Patent, in violation of 35 Ll.S.C. §

27 I , by assisting, facilitating, and encouraging others to perform acts or construct products

Case No. 9
345

COMPLAINT FOR PATENT INFRINGEMENT
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known by Servicehlow to infringe the ‘(S83 Patent. ServiceNow advertises and promotes the

infringing products; offers a “ScrviccNow Wiki" page with detailed product information,

tutorials, demonstrations. and “best practice methodology"; and offers technical support.

consulting services, and assistance to its customers, who directly infringe the ’683 Patent.

53. The infringing products were especially made or adapted for use in infringement

ofthe ’683 Patent, and are not staple articles or commodities ofcommerce suitable for

substantial non-infringing use.

54. HP has sustained damages as a direct and proximate result of ServiceNow"s

infringement ofthe ’683 Patent.

55. HP will stiffer and is suffering irreparable harm from Sc-rviceNow's infringement

the ‘£333 Patent. HP has no adequate remedy at law and is entitled to an injunction against

ServiceNow’s continuing infringement ofthe ‘"683 Patent. Unless enjoined, Servicehlow will

continue its infringing conduct.

Count 6

(Infringement of the ‘Z29 Patent)

56. HP realleges and incorporates herein by reference the allegations in paragraphs l-

SS above.

5?. ServiceNow has infringed, and continues to infringe, directly and indirectly

through contributory andfor induced infringement, one or more claims of the ‘Z29 Patent by

making, using. selling, and offering to sell one or more of the products identified in this

Complaint, including ServiceNow Service Automation Platform, .ServiceNow Business Services

Management Map, andfor ServiccNow Configuration Management Database.

58. Servicehlow had actual notice of its infringement of the '22‘) Patent no later than

the filing date ofthis Complaint. Despite ServiceNow’s actual notice of infringement.

ServiceNow continues to make, use, sell. andfor offer to sell infringing products with the

knowledge or willful blindness that its conduct will induce ServiceNow’s customers to infringe

the ’22‘} Patent.

Case No. 10
346

COMPLAINT FOR PATENT INFRINGEMENT
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59. Serviceblow induces others to infringe the ‘229 Patent, in violation of 35 U.S.C. §

2?] . by assisting, facilitating, and encouraging others to perform acts or construct products

known by ServiceNow to infringe the '22‘) Patent. ServiceNow advertises and promotes the

infringing products; offers a "Servicehlow Wiki" page with detailed product information.

tutorials, demonstrations, and “best practice methodology”; and offers technical support.

consulting services, and assistance to its customers. who directly infringe the ’229 Patent.

60- The infringing products were especially made or adapted for use in infringement

of the ‘"229 Patent, and are not staple articles or commodities of commerce suitable for

substantial non-infringing use.

6|. HP has sustained damages as a direct and proximate result of Sers/iccNow's

infringement of the '22‘) Patent.

62. HP will suffer and is suffering irreparable harm from ServiceNow"s infringement

the ‘Z29 Patent. HP has no adequate remedy at law and is entitled to an injunction against

ServiceNow‘s continuing infringement ofthe ‘229 Patent. Unless enjoined, ServiceNow will

continue its infringing conduct.

Count 7

(Infringement of the ‘"300 Patent)

63. HP reallegcs and incorporates herein by reference the allegations in paragraphs 1-

62 above.

64. ServiceNow has infringed, and continues to infringe, directly and indirectly

through contributory andfor induced infringement, one or more claims of the ‘300 Patent by

making, using. selling. and offering to sell one or more ofthe products identified in this

Complaint, including Serviceblow Service Automation Platform, ServiceNow Configuration

Management Database. ServiceNow Business Services Management Map. andfor ServiceNow

Discovery.

65. ScrviceNow had actual notice of its infringement of the ‘.300 Patent no later than

the filing date ofthis Complaint- Despite ServiceNow‘s actual notice of infringement.

ServiceNow continues to make, use. sell, andfor offer to sell infringing products with the

Case No. | |
347
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knowledge or willful blindness that its conduct will induce ServiceNow‘s customers to infringe

the ’300 Patent.

66. ServiceNow induces others to infringe the ’300 Patent, in violation of 35 U.S.C. §

271. by assisting, facilitating, and encouraging others to perform acts or construct products

known by ServiceNow to infringe the '300 Patent. ServiceNow advertises and promotes the

infringing products'_. offers a “ServiceNow Wiki"" page with detailed product information.

tutorials, demonstrations, and “best practice methodology"; and offers technical support,

consulting services, and assistance to its customers. who directly infringe the ’300 Patent.

67. The infringing products were especially made or adapted for use in infringement

of the ‘300 Patent, and are not staple articles or commodities of commerce suitable for

substantial non-infringing use.

68. HP has sustained damages as a direct and proximate result ol'ServiceNow‘s

infringement of the ’3U0 Patent.

69. HP will suffer and is suffering irreparable harm from ServiceNow’s infringement

the ’30(} Patent. HP has no adequate remedy at law and is entitled to an injunction against

ServiccNow’s continuing infringement ufthe "300 Patent. Unless enjoined, Serviceblow will

continue its infringing conduct.

Count 8

(Infringement of the '41] Patent)

TO. HP realleges and incorporates herein by reference the allegations in paragraphs 1-

6‘-) above.

7]. ServiccNow has infringed, and continues to infringe, directly and indirectly

through contributory and/or induced infringement, one or more claims ofthe ‘4l 1 Patent by

making, using, selling, and offering to sell one or more of the products identified in this

Complaint, including ServiceNow Service Automation Platform, ServiceNow Configuration

Management Database, ServiceNow Baseline CMDB plugin, andfor ServiceNow Discovery.

72. Servicehlow had actual notice of its infringement ofthe ‘4l 1 Patent no later than

the filing date ofthis Complaint. Despite ScrviceNow's actual notice ofinfringemenl.
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ServiceNow continues to make, use, sell, andfor offer to sell infringing products with the

knowledge or willful blindness that its conduct will induce ServiccNow’s customers to infringe

the ’4| 1 Patent.

"E3. Set-viceNow induces others to infringe the ’4l 1 Patent, in violation of35 U.S.C- §

271, by assisting, facilitating, and encouraging others to perform acts or construct products

known by ServiceNow to infringe the '41 1 Patent. ServiceNow advertises and promotes the

infringing products; offers a "ServiceNow Wiki” page with detailed product information.

tutorials, demonstrations, and "best practice methodology": and offers technical support,

consulting services, and assistance to its customers, who directly infringe the ‘4l 1 Patent.

74, The infringing products were especially made or adapted for use in infringement

ofthe '4! 1 Patent, and are not staple articles or commodities of commerce suitable for

substantial non-infringing use.

"35. HP has sustained damages as a direct and proximate result of ScrviceNow‘s

infringement ofthe '‘4l 1 Patent.

3'6. HP will suffer and is suffering irreparable harm from ServiccNow‘s infringement

the '41 1 Patent. HP has no adequate remedy at law and is entitled to an injunction against

ServiceNow’s continuing infringement ofthe '41 1 Patent. Unless enjoined, ServiceNow will

continue its infringing conduct.

JURY DEMAND

Pursuant to Federal Rule ol'Civil Procedure 38, Plaintiff I-IP demands ajury trial on all

issues triable by ajury.

PRAYER FOR RELIEF

WHIEREFORE, HP prays for relief as follows:

1. A judgment that ServiceNow has directly infringed one or more claims of each of

HP‘s asserted patents.

2. A judgment that ServiceNow is actively inducing andfor contributing to the

infringement of one or more claims ofeach ofthe asserted patents.
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3- A judgment awarding HP all damages adequate to compensate for ServiceNow"s

2 infringement of‘HP"s asserted patents, including lost profits, and in no event less than a

3 reasonable royalty for ServiceNovv’s acts ofiirfringcment, including all pre-judgment and post

4 judgment interest at the maximum rate permitted by law.

5

6

4. An order permanently enjoining ServiceNovv and its officers. agents. directors.

servants, employees, affiliates, representatives, attorneys. and any others acting in privity or in

7 concert with them, and their parents, subsidiaries, divisions, successors and assigns, from

3 directly or indirectly infringing the asserted patents.

9
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S. For such other and further relief as may be proper.

Dated: February 6, 2014
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HEW LETT-PACKARD COMPANY

Delaware corporation,

Plaintiff,

,9 SERVICENOW, INC.. :1 Delaware
Corporation,

Defendant.

HEWLETT-PACKARD COMPANY. a
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